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2000m, 3000m, and 4000m are shown in the red, orange, and yellow lines, respectively......... 100 

Figure 3.3. Example NDVI time series extracted from Landsat 7 multispectral imagery of an “old” 

(IES-031) and a “young” (IES-029) spring. The blue circles represent the Raw 32-Day Composite 

NDVI data prior to smoothing. The black line represents a smoothed fit of the data using a moving 

window, weighted, least-squares approach to temporal NDVI smoothing used by the USGS (Swets 

et al., 1999). Annual peak NDVI values are shown by the red circles. In the lower figures, a 

trendline is displayed showing the linear regression fitted to annual peak NDVI over the course of 

the drought. The slope of this line is one of our calculated metrics designed to measure spring 

groundwater-dependent vegetation response to drought duration. ............................................. 107 

Figure 3.4. Combined watershed drought severity area plot and hydrograph (Bishop Creek) for the 

duration of the drought. Stacked area plot depicts the drought summary for HUC 180901 from 

2011-2017. The drought summary shows the percent area of the watershed experiencing different 

levels of drought intensity as defined by the USDM (U.S. Drought Monitor: 

http://droughtmonitor.unl.edu/)). D0, D1, D2, D3, and D4 stand for Abnormally Dry, Moderate 

Drought, Severe Drought, Extreme Drought, and Exceptional Drought, respectively. Below, a 

hydrograph for Bishop Creek, a major stream draining the Eastern Sierra crest, is shown during 

the same interval. ........................................................................................................................ 109 

Figure 3.5. Spring samples are represented by the blue circles. A) Relationship between log Cl- 

concentration and Cl-/Br- ratio for spring waters. Springs below the black line are indicative of 

natural waters unaffected by halite dissolution (Cl-/Br- ≤ ~300). Two springs well above the line 

are Boron Spring A (IES-027) and Boron Spring B (IES-025). B) Relationship between log Cl- 

concentration and log 36Cl/Cl. Preanthropogenic background 36Cl/Cl ratios in groundwater from 

Davis et al. (2003) are shown in the blue bounding box. Springs dilute with respect to chloride 

have elevated, bomb-pulse 36Cl/Cl. C) Relationship between 36Cl/Cl ratio and 3H (TU). This plot 

shows separation and potential mixing lines between submodern, bomb-pulse, and modern spring 

waters based on 36Cl/Cl ratios and 3H concentration. ................................................................. 111 

Figure 3.6. Bar plot combining residence time environmental tracer data with the results of metrics 

derived from NDVI time series analysis. Sampled springs are shown on the x-axis and are ordered 

from lowest tritium concentration on the left to highest tritium concentration on the right. Tritium 

values (in TU) are also displayed by the blue bars. The left to right trend approximately 

corresponds to increased amounts of young water. Springs within the solid black box have a TU < 

0.2 and are binned as “old”. The coral bars represent the linear regression fitted to the slope of 
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annual peak NDVI from 2011-2016 *105. The grey bars represent the standard deviation in annual 

peak NDVI from 2011-2016 *102. 36Cl/Cl ratios *10-15 are shown in the black boxes. IES-026, 

which is interpreted as receiving part of its flow from leakage along the LAA is more susceptible 

to reductions in surface water flow (Figure 3.4) and has the highest values for both metrics. Notice 

that while the other “young” springs have elevated 36Cl/Cl ratios indicative of bomb pulse waters, 

IES-026 has a low value consistent with modern precipitation. Overall, the “young” springs with 

TU > 0.2 and bomb-pulse 36Cl/Cl ratios exhibit greater interannual variability in their spring-

related vegetation and persistent peak NDVI decline over the course of the drought than the springs 

with smaller amounts of modern water. The dotted lines intersecting the “young” springs represent 

the maximum metrics observed in the old springs and provide a means of comparison between the 

two groups. .................................................................................................................................. 113 

Figure 3.7. Boxplots summarizing the results for “old” and “young” spring water bins from Figure 

3.6. The central mark in each box represents the median value. The bottom and top extent of each 

box represent the 25th and 75th percentiles, respectively. The whiskers extend to the maximum and 

minimum data points not considered outliers. Outliers are represented by the “+” symbols. As 

given in Figure 3.6 and summarized in this plot, springs classified as “old” had less negative slopes 

and smaller standard deviations of peak NDVI over the course of the drought when compared to 

the “young” springs. The chloride boxplot excludes IES-025, a basinal brine with 264 mg/L, from 

the “young” springs..................................................................................................................... 116 

Figure 4.1: Conceptual model for geochemical evolution at intermediate scales as shown by 

mountain block and mountain front springs. Geochemical overprinting by basinal brines and 

alluvial material can obscure the relationship between flowpath length, residence time, and 

geochemical evolution. A) Feth (1964) and Garrels and Mackenzie (1967) provide a conceptual 

model at local scales describing the processes controlling chemical evolution from ephemeral to 

perennial springs in the Sierra Nevada (CA). Rademacher at al. (2001) and (2005) quantified the 

relationship between residence time and chemical evolution at local scales showing linear 

evolutionary trends with mineral weathering and residence time (inset “Local”). B) At intermediate, 

mountain block scales this relationship is hard to quantify and poorly understood (inset 

“Intermediate”). .......................................................................................................................... 126 

Figure 4.2.: Map showing locations and sample IDs (IES-###) of sampled springs in Owens Valley, 

CA within the Crowley Lake and Owens Lake watersheds. Eastern and western map boundaries 

correspond to watershed divides. Map outline location within California is highlighted on the inset 

map. Elevation data for the study area was acquired from The National Map (TNM), a part of the 

USGS National Geospatial Program ........................................................................................... 128 

Figure 4.3.: Simplified geologic map of Owens Valley with major petrologic compositions and 

significant geologic units (e.g., the Bishop Tuff) grouped by color. This geologic map was created 

by simplifying units across 10 geologic quadrangles. For granitic plutons, color ranges from light 

pink (alaskite) to dark purple (mafic rocks like diorite, quartz diorite, and hornblende gabbro). This 

color scheme is adapted from Bateman (1964). Spring locations are symbolized by their spring 

geochemical groupings. Four geologic areas of interest (AOIs) are shown in the black rectangles. 

Cross section lines are shown in the black lines across each geologic AOI. These lines correspond 

to cross sections in Figure 4.5. .................................................................................................... 132 

Figure 4.4.: Zoomed-in geologic maps showing geologic AOIs, springs symbolized by 

geochemical grouping, and hypothesized connections (white dashed lines) to Group 4 springs (blue 
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squares) from Paleozoic metasedimentary roof pendants (blue geologic units). A) Bishop AOI with 

Wheeler Crest, Mount Tom, Tungsten Hills subregions shown, B) Big Pine AOI with Warren 

Bench and Birch Mountain subregions shown C) Independence AOI with Lookout Point and Seven 

Pines subregions show, and C) Lone Pine AOI with Mt Whitney Intrusive Suite and Alabama Hills 

subregions shown. ....................................................................................................................... 134 

Figure 4.5.: Simplified geologic cross sections across transects outlined in Figure 3. The cross 

sections are described as follows: A) A transect across the Pine Creek Pendant into Round Valley, 

CA. Cross section adapted from Bateman et al. (1963), B) A transect through the Big Pine AOI 

from north of Birch Mountain to Crater Mountain. Cross section adapted from Bateman et al. 

(1963), C) Simplified cross section though metasedimentary roof septa and Spook Pluton near 

Independence, CA. IES-028, IES-042, and IES-043 likely source units featured in this cross 

section. Cross section adapted from Moore et al. (1963), D) Simplified cross section of the geologic 

AOI near Lone Pine, CA. Springs IES-021, IES-022, IES-023, IES-024 are likely influenced by 

the Mount Whitney Intrusive Suite and Alabama Hills biotite monzogranite. Cross section adapted 

from Stone et al. (2000). ............................................................................................................. 135 

Figure 4.6: Map showing the study area, Owens Valley, CA, bounded by the Sierra Nevada to the 

west and the White-Inyo Mountains to the east. A USA mean temperature raster developed by the 

USGS (O’Donnell and Ignizio, 2012) is draped over a hillshade constructed from a digital 

elevation model. Values of mean annual temperature and surface elevation were extracted from 

random points within the bounding region (black box) to create a synthetic environmental lapse 

rate (ELR). .................................................................................................................................. 147 

Figure 4.7: Annual environmental lapse rate (ELR) (blue line) for the study area created from 

random points (black circles) shown in Figure 4.6. A linear regression was fitted to the ~6,000 

points to create the ELR. Lines of 90% confidence for the regression are shown by the red dotted 

line............................................................................................................................................... 148 

Figure 4.8: Environmental tracer plots from USGS NWIS groundwater samples (wells and springs) 

in the Crowley Lake and Owens Lake watersheds. A) Linear regression fitted to a plot of δ13C 

versus 14C activity for 94 samples. The intersection of this regression with a horizontal reference 

line of 100 pmc was used as a plausible endmember for δ13C of soil gas. The value found at this 

intersection was ~15‰. B) Relationship between 3H and 14C activity for USGS NWIS groundwater 

samples. ....................................................................................................................................... 149 

Figure 4.9: Spring discharge temperature versus spring elevation. Springs are symbolized by the 

black squares. The local environmental lapse rate (ELR) based on average annual temperature is 

shown as the blue reference line. The majority of springs fall above the local ELR which can be 

interpreted as indicative of some geothermal heating from groundwater circulation. B) Spring 

elevation is plotted against distance to the eastern regional divide, the crest of the Sierra Nevada. 

Distance to divide is used since spring flowpaths cannot be delineated similar to streams/surface 

water ............................................................................................................................................ 153 

Figure 4.10: Dual isotope plots showing δ18O versus δ2H for spring waters from this study (IES) 

and Owens Valley spring and well waters from the USGS Water Quality Portal (USGS). IES 

springs are shown in the circles and USGS waters are shown in the triangles. A) Waters from both 

datasets are plotted with four different reference lines; 1) a local meteoric water line from Friedman 

(2002) (dashed black line), 2) the global meteoric water line (GMWL) from Craig (1961), 2) a 
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local groundwater line (LGWL) fitted to USGS samples, and 4) a local spring water line fitted to 

IES samples. B) Dual isotope plot (δ18O versus δ2H) with USGS and IES samples colored by 

geographic region within Owens Valley. Samples in the north near Bishop are isotopically 

depleted while samples in the south near Lone Pine are more isotopically enriched. ................ 155 

Figure 4.11: Poor relationships exist between water stable isotopes (δ2H and δ18O) and elevation, 

even when separated by geographic area, precluding the use of δ2H and δ18O as recharge elevation 

tracers. Springs are symbolized by geographic region within Owens Valley. ........................... 155 

Figure 4.12: Piper diagram showing geochemical compositions of spring waters. Springs are 

symbolized by geochemical grouping ........................................................................................ 156 

Figure 4.13: Relationships between specific conductance and solute concentrations for major 

cations and anions for Owens Valley spring waters. Ca2+ and HCO3
- have the highest coefficients 

of determinate for predicting specific conductance (R2 of 0.73 and 0.88, respectively). These trends 

are indicative of plagioclase weathering as a major control on solute compositions. ................ 157 

Figure 4.14: Geochemical relationships among weathering derived solutes for Owens Valley 

spring waters. Springs are symbolized by geochemical grouping A) Relationship between calcium 

and magnesium ion concentrations in sampled spring waters. Springs are well below the 1:1 Mg2+: 

Ca2+ line representative of hornblende weathering. B) Relationship between calcium and 

bicarbonate ion concentrations C) Relationship between magnesium/potassium ion ratios and 

calcium/sodium ion ratios in sampled spring waters. The trend line expected for biotite weathering 

for Mg2+/K+ (~3) is shown by the blue line. The expected Ca2+/Na+ weathering ratio for granitic 

plutons in Owens Valley (Table 4.1) (An28-An36) is bounded for reference in the grey box. D) 

Relationship between dominant anions (HCO3
- and SO4

2-
 meq/L) and cations (Ca2+ and  Mg2+ 

meq/L). All samples fall below the 1:1 reference line indicative of equal contributions from 

carbonate and silicate weathering. Group 4 springs lie the closest to the 1:1 line.  E) Relationship 

between mol % SiO2 and mol % Ca. Reference lines for predicted weathering trends are shown for 

1) calcite dissolution and plagioclase to smectite weathering in a 1:1 ratio, 2) plagioclase to 

smectite weathering, and 3) plagioclase to kaolinite weathering. F) Relationship between mol % 

Ca and mol % Na. Predicted weathering trends for An25 and An45 plagioclase are shown. Plots E 

& F adapted from Pretti and Stewart (2002). .............................................................................. 160 

Figure 4.15: Diagram showing the log activity of SiO2 vs log ratio Ca2+/(H+)2 for Owens Valley 

spring water samples. Springs are symbolized by geochemical grouping. Mineral stability fields 

are bounded by the black lines. The majority of springs reside in the kaolinite stability field. . 164 

Figure 4.16: Results from NETPATH inverse geochemical modeling from NADP precipitation to 

spring geochemical compositions. Positive mol transfers indicate dissolution and negative mol 

transfers indicate precipitation. In instances where multiple models were found, the average of mol 

transfers is shown. Successful model solutions do not exist without including calcite in these 

models. Group 4 springs are indicated by the rectangular bounding box. These springs require 

large mol transfers (% wise) of calcite to successfully model their geochemical compositions. 165 

Figure 4.17: A) Relationship between log Cl- concentration and Cl-/Br- ratios in spring waters. 

Springs below the black line are indicative of natural waters unaffected by halite dissolution. Two 

springs well above the line are Boron Spring A (IES-027) and Boron Spring B (IES-025). B) 

Relationship between log Cl- concentration and log 36Cl/Cl. Preanthropogenic background 36Cl/Cl 
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ratios in groundwater from Davis et al. (2003) shown in the grey bounding box. Springs dilute 

with respect to chloride have elevated, bomb-pulse 36Cl/Cl. C) Relationship between 36Cl/Cl ratio 

and 3H (TU). This plot shows separation and mixing between submodern, bomb-pulse, and modern 

spring waters based on 36Cl/Cl ratio and 3H. .............................................................................. 167 

Figure 4.18: Relationships with 87Sr/86Sr, geochemistry, and inverse modeling results for sampled 

spring waters. Springs are symbolized by geochemical grouping. For plots B-F rock leachate 

values for Sierra Nevada granitoids are symbolized by the black Xs. A) Relationship between 

strontium and calcium ion concentrations in sampled spring waters. Springs emerging on the 

western flank of the Alabama Hills are geochemically distinct from other Group 1 waters. B) 

Relationship between 87Sr/86Sr and Ca2+/Sr2+ ionic ratios in spring waters. C) Mols transfers of 

carbonate/(plagioclase + carbonate) from inverse geochemical models versus 87Sr/86Sr. The 

expected strontium ratio for Owens Valley granites (0.706-0.708) is shown in the pink shaded area. 

The estimated strontium ratio for Paleozoic roof pendants is shown in the blue shaded area. D) 

Average plagioclase mol transfer from inverse geochemical models versus 87Sr/86Sr. E) Average 

kaolinite mol transfer (negative for precipitation) from inverse geochemical models versus 
87Sr/86Sr. F) Relationship between silica (as SiO2) and 87Sr/86Sr. ............................................... 169 

Figure 4.19: Trends with radiocarbon, noble gas, and temperature data. A) Shows poor trend 

between δ13C (‰) versus 14C activity (pmc) for Owens Valley spring waters. B) Relationship 

between bicarbonate concentration and 14C activity (pmc) for Owens Valley spring waters. C) 

Relationship between 14C activity and 3He/4He ratio normalized to the 3He/4He ratio of air (R/Ra). 

Springs with lower R/Ra ratios have lower 14C activities. D) Relationship between lithium 

concentration (ppb) and R/Ra . There is a strong correlation with the exception of Group 3 waters. 

E) Relationship between spring discharge temperature and R/Ra. Spring waters with lower R/Ra 

ratios, interpreted to be circulating deeper and at increased flowpath lengths in order to accumulate 

excess 4He, have increased discharge temperatures. F) 3H-3He age versus spring temperature. As 

apparent age increases, spring temperature increases. Group 3 waters fall off the trendline. .... 174 

Figure 4.20: A) Ne/He elemental ratio vs R/Ra. These data define a mixing line between radiogenic 

and atmospheric endmembers for spring water samples. IES-029, which emerges near Red 

Mountain in the vicinity of the Big Pine Volcanic Field, is well above this mixing line. B) 

Relationship between 14C activity and terrigenic 4He. Petrologic differences in granitic rocks, and 

subsequent differences in uranium and thorium contents in the rock matrix, likely lead to 

differences between accumulated 4Heterr and 14C activity. ......................................................... 175 

Figure 4.21: Shows recharge temperature solved at 100m increments from the elevation of the 

spring emergence to the local high elevation point. Intersection with the environmental lapse rate 

can be used to estimate recharge elevation (H) and calculate recharge temperature when H is 

unknown as shown by Zuber et al. (1995), Aeschbach-Hertig et al. (1999), Doyle et al. (2015), and 

Peters et al. (2018). ..................................................................................................................... 176 

Figure 4.22: Field photos (March 2016) showing spring emergence conditions for IES-021, IES-

022, and IES-023. Samples for 14C analysis were collected from these springs despite seepy, 

diffuse, and low discharge emergence conditions. While 3H results for all three springs were all ≤ 

0.11 TU, 14C activities were all measured as > 95 pmc. While 3H is not susceptible to atmospheric 

contamination or equilibration, we interpret the 14C activities to be contaminated and thus not 

representative of the actual residence times of these spring waters. ........................................... 178 
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Figure 4.23: Boxplots showing geochemical and isotopic differences between “young” and “old” 

spring waters. The central mark on each box plot represents the median value while the bottom 

and top of each box represent the 25th and 75th percentiles, respectively. Whiskers extend to 

minimum and maximum values not considered to be outliers. Outliers, if applicable, are shown by 

the red crosses. Differences between young and old waters are shown for spring discharge 

temperature (A), chloride concentration (B), total dissolved solids (C), plagioclase weathered from 

NETPATH inverse geochemical models (D), 87Sr/86Sr (E), Ca2+/Sr2+ (F), 3He/4He ratio normalized 

to the 3He/4He ratio of air (R/Ra) (G), and noble gas recharge temperature computed using the 

median elevation method (H)...................................................................................................... 180 

Figure 4.24: Geochemical evolution among Group 4 waters scales with inferred residence time 

and temperature. Spring temperature, 36Cl/Cl, and R/Ra show linear trends with geochemical 

evolution. 3H and 14C activity have more convoluted relationships with geochemical evolution. 3H 

is nonunique and there are a variety of factors that can affect radiocarbon activities outside other 

than the decay of the parent radionuclide. .................................................................................. 188 

Figure 4.25: Complementary figure to Figure 4.24. Figure shows geochemical evolution with 

increasing groundwater residence time for Group 1 spring waters in the Lone Pine AOI and the 

Bishop AOI as well as Group 4 spring waters. ........................................................................... 189 

Figure 4.26: Results from inverse geochemical models showing mol transfers of plagioclase vs 

mol transfers of biotite for Owens Valley spring waters. In cases where more than one geochemical 

model, error bars represent minimum and maximum mol transfers of plagioclase and biotite from 

inverse geochemical models. Springs without error bars only have one viable model. Springs are 

symbolized by color for geochemical grouping and symbolized by size based on 3H concentrations. 

“Old” waters have more plagioclase and biotite weathered compared to “young” spring waters. 

Group 2 and Group 3 spring waters fall off the general trendline for mineral weathering, perhaps 

indicative that these springs are not weathering Mesozoic granitoids like Group 1 and Group 4 

waters. ......................................................................................................................................... 190 

Figure 5.1. Map showing the study area for this paper, the structurally extended terrain of the 

southern Great Basin of the United States. The study area is bounded by the dotted line in the 

Google Earth orthoimagery capture (Google Earth, 2020) and by the shaded grey area within the 

inset map. The blue circles show locations of mapped springs, which are distributed across all 

landscape positions and landform types (e.g., mountains, bajadas, playas, etc.) throughout the 

study area. The Sierra Nevada, other than the eastern slope, is shaded in yellow and excluded from 

analysis in this paper as it is not part of the southern Great Basin. ............................................ 205 

Figure 5.2. Flowchart showing the methodological workflow described in the paper. There are 

three main sections of the analysis: 1) database creation, 2) topographic analysis consisting of both 

qualitative and quantitative classification and metrics, and 3) ecological analysis. ................... 208 

Figure 5.3. Map of the study area showing the IES springs (circles) symbolized by landscape 

position classification. Springs with associated BMI data are indicated by the inset black triangles 

within the circles. ........................................................................................................................ 210 

Figure 5.4. Map and associated table showing qualitative topographic classification of the study 

area derived by combining K1 classification (Kapos et al., 2000) with MoRAP classification (True, 

2002). Class names (e.g., Nival, High Mountain, Mountain, Low Mountain-Bajada, Valley Floor, 
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and Playa and isolated basins) were renamed to better characterize the study area and conform to 

prior classifications from Sada and Thomas (2015). .................................................................. 213 

Figure 5.5. Diagram showing the following topographic metrics used in this study: A) Surface 

elevation, B) Slope, C) Curvature, D) Topographic Wetness Index (TWI), and E) Relative 

Elevation. For the purposes of clarity, curvature and TWI are both shown at the watershed scale 

for a catchment draining the western Panamint Range. Relative elevation is shown at both the local 

neighborhood (100 cell radius) and regional neighborhood (400 cell radius) scales. ................ 217 

Figure 5.6. A) Map of the study area showing major geologic contacts. B) Map of the study area 

showing synthesized mapped fault locations in California (Jennings et al., 1977) and Nevada 

(Stewart and Carlson, 1978). C) Map of the study area showing major faults. There are six types 

of major faults identified in the study area: 1) anticlines, 2) low-angle normal faults (LANF), 3) 

syncline, 4) normal, 5) reverse, and 6) strike-slip....................................................................... 219 

Figure 5.7. Example BMI plot showing relationship between NMDS distance and similarity.. 220 

Figure 5.8 Boxplots showing systematic trends in spring temperature, specific conductance, 

radiocarbon activity (percent modern carbon), and delta carbon 13 with landscape placement 

classifications. The central mark in each box represents the median value. The bottom and top 

extent of each box represent the 25th and 75th percentiles, respectively. The whiskers extend to the 

maximum and minimum data points not considered outliers. Outliers are represented by the “+” 

symbols. ...................................................................................................................................... 223 

Figure 5.9. Spring discharge temperature is plotted against elevation (meters), slope (degrees), 

TWI (unitless), curvature (unitless), and relative elevation (meters; 400 cell neighborhood) and 

symbolized by qualitative landscape placement class. On each plot, springs from the regional 

dataset are plotted as squares and springs from recent sampling efforts, the IES dataset, are plotted 

as circles. ..................................................................................................................................... 226 

Figure 5.10 Spring specific conductance is plotted against elevation (meters), slope (degrees), TWI 

(unitless), curvature (unitless), and relative elevation (meters; 400 cell neighborhood) and 

symbolized by qualitative landscape placement class. On each plot, springs from the regional 

dataset are plotted as squares and springs from recent sampling efforts, the IES dataset, are plotted 

as circles. ..................................................................................................................................... 227 

Figure 5.11. Spring radiocarbon activity is plotted against elevation (meters), slope (degrees), TWI 

(unitless), curvature (unitless), and relative elevation (meters; 400 cell neighborhood) and 

symbolized by qualitative landscape placement class. On each plot, springs from the regional 

dataset are plotted as squares and springs from recent sampling efforts, the IES dataset, are plotted 

as circles. ..................................................................................................................................... 228 

Figure 5.12. Plots of elevation versus radiocarbon activity, specific conductance, and spring 

discharge temperature for springs in the entire study area and two representative mountain blocks, 

the Funeral-Grapevine Mountains (light blue squares) and the Spring Mountains (dark blue 
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Figure 5.13. Boxplots comparing radiocarbon activity and spring temperature at “fault-controlled” 

and “non fault-controlled” springs. ............................................................................................. 231 
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Figure 5.14. Boxplots showing comparison of spring temperature and percent modern carbon for 

springs emerging at different types of major faults (e.g., Figure 5.6C) ...................................... 232 

Figure 5.15. NMDS plot of BMI community structure with springs symbolized by landscape 

placement classification (Top). Boxplots symbolized by landscape placement classification 

showing systematic trends in temperature, specific conductance, tritium concentration, and 

radiocarbon activity for the IES springs (Bottom). These trends correspond to similar trends shown 

in the regional dataset (e.g., Figure 5.8). .................................................................................... 234 

Figure 5.16. (Top) NMDS plot of BMI community structure with springs symbolized by 

groundwater residence time grouping. (Bottom) 3-D scatter plot showing spring concentrations of 

3H, 36Cl/Cl (*10-15), and 14C (fMC) symbolized by spring residence time grouping. ............. 235 

Figure 5.17. Plots showing linear relationships of hydrochemical characteristics (e.g., temperature 

and specific conductance) and elevation with total BMI richness (# of taxa) and Shannon Diversity. 

Two outliers, IES-019 & IES-020, are excluded from the SPC plots. ........................................ 236 

Figure 5.18. Plots showing trends with tolerance indices (e.g., % intolerant taxa, % tolerant taxa, 

and HBI) and hydrochemical characteristics. Springs are symbolized by landscape placement 
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Figure 6.1: Conceptual figure adapted from Plummer et al. (2001) showing the primary research 

question driving this study; is there a continuum where geochemical and isotopic signals are 

continually attenuated at longer timescales and increased spatial scales (i.e. larger aquifer volume)?

..................................................................................................................................................... 257 

Figure 6.2: Historical drought index comparison between March 2016 and March 2017 for the 

desert southwest region of the United States (https://droughtmonitor.unl.edu/). In March 2016, 

large portions of the study area were classified under “Exceptional” or “Extreme” drought 

condition. A year later, the majority of the region changed to a “No Drought” classification. 

Sampling for this study started during March 2016 and continued through the summer of 2019.
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Figure 6.3: Conceptual model showing the hypothesis of the relationship among topographic 

position, flowpath transience, and temporal variability in physical, geochemical, and isotopic 

analytes. Illustrated flowlines are conceptual. I hypothesize that increased temporal variability in 

both hydrochemical and isotopic analytes will inversely correlate with groundwater residence time 

(i.e., springs with elevated temporal variability will have shorter residence times and correspond 

to higher topographic positions within the study region). Major climate events such as significant 

drought or a historic snowpack year will cause increased variability in local-scale, high elevation 

flowpath distributions that will be dampened at increasing spatial scales. ................................. 261 

Figure 6.4: Map showing the study area boundary and springs selected for repeat sampling. Springs 

are annotated by their Integrated Earth Systems (IES) number (e.g. IES-001). Green, teal, coral, 

yellow, and orange circles represent springs in the Spring Mountains, Ash Meadows, Death Valley, 

WMAR, and Owens Valley focus areas, respectively. The inset map shows the location of the 

study area within the context of the western United States. The inset bar chart shows the number 

of springs sampled as a part of each repeat sampling event. Abbreviations on the map are as follows; 

SN – Sierra Nevada, OV- Owens Valley, WM- White Mountains, SV- Saline Valley, DV- Death 

Valley, PR-Panamint Range, AM- Ash Meadows, SM- Spring Mountains. .............................. 264 
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Figure 6.5: Time-series plots of discharge temperature at repeat springs separated out by focus 

area(A-F): A) Spring Mountains, B) Ash Meadows, C) Death Valley, D) WMAR, E) southern 

Owens Valley, F) northern Owens Valley. The majority of springs (21/34) have very stable 

discharge temperatures (i.e., SD < 1.0°C). Moving temporal averages of mean daily temperature 

for local weather stations are included in each plot. Photos of selected springs are included for the 

purposes of discussion and can be identified by associating the symbol in the upper left-hand 

corner of the photo to the symbol in the subplot legend. Springs that are highly variable (e.g., IES-

002, IES-019, IES-036, etc.) tend to mimic changes in mean annual air temperature. .............. 274 

Figure 6.6: Subplots showing metrics of temperature temporal variability (i.e., standard deviation 

and the coefficient of variance) versus mean spring discharge temperature. Springs are symbolized 

by color according to focus area and symbolized by shape according to emergence condition. 

Springs symbolized as squares meet one of three conditions, either they are very low discharge 

springs, seeps with shallow pools, or springs with modifications that promote diel/seasonal 

fluctuations due to ambient air temperature or sunlight (e.g., open barrel modification). Springs 

that show significant deviations are annotated and many of these springs have inset photos in 

Figure 6.5.  Springs symbolized as circles are either unmodified, have high discharge, or have 

modifications (e.g., a downstream weir) that do not promote diel/seasonal temperature changes.
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Figure 6.7: Figure showing Stiff diagrams for IES springs over three consecutive sampling events 

to illustrate the geochemical similarity in repeat spring samples over time. Overall, changes in 

spring geochemical compositions are very slight. ...................................................................... 277 

Figure 6.8: Hierarchical clustering analysis emphasizing solute magnitude (i.e., traditional 

preprocessing). Only one spring, IES-043, contains one geochemical sample that clusters with 

samples from another spring and is shaded in red. ..................................................................... 279 

Figure 6.9: Hierarchical clustering analysis emphasizing solute proportion (i.e., alternative 

preprocessing.  Only three springs, IES-011, IES-026, and IES-043 have samples that cluster on a 

branch with another spring over time and are shaded in red. ..................................................... 280 
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ABSTRACT 

 In arid regions, springs are important in many aspects of society due to the scarcity of 

surface water features. In the Great Basin of the United States, desert springs support the majority 

of regional biodiversity and are critical for supporting rare, threatened, and endangered organisms. 

Despite their importance, there are numerous threats to desert springs, with the most ubiquitous 

being climate change. In contrast to many studies examining potential metrics to describe the 

vulnerability of streams, wetlands and other surface water features to the effects of climate change, 

springs are often overlooked. Part of the knowledge gap stems from the complexity of springflow 

generation and the rarely field-tested connection between groundwater response time and 

groundwater residence time. 

 This dissertation tests, in a systematic way, different metrics that may help define criteria 

to evaluate whether a spring is likely to persist or desiccate with increasing regional hydrologic 

stress due to climate change. Field data was collected over a 4-year period from >80 springs across 

the topographically and geologically heterogeneous terrain of the southern Great Basin.  

Throughout this dissertation, I use a variety of different tools (e.g., remote sensing, environmental 

tracers, geospatial analysis) to “attack” this complicated problem from different angles. I begin by 

examining factors indicative of hydrogeologic resistance to major drought. After finding a 

connection between groundwater residence time and hydrogeologic resistance, I examine other 

factors (e.g., geochemical, topographic, ecological, variability) that are related to groundwater 

residence time and also identify where these relationships fail.   
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 INTRODUCTION 

1.1 Spring systematics 

 Springs are defined as points where groundwater discharges to the Earth’s surface 

(Springer and Stevens, 2009). As this is a relatively broad term and includes a range of 

hydrogeologic features from high discharge hanging gardens to diffuse seeps, classification 

systems have been developed to characterize and describe springs on the basis of geomorphic 

considerations (e.g., hydrostratigraphic unit, orifice geomorphology, etc.), flow conditions, water 

quality, habitat suitability, biota, and disturbance (Bryan, 1919; Springer et al., 2008; Springer and 

Stevens, 2009). Springs are unique and complex features for several reasons: 1) springs straddle 

the groundwater/surface water interface as surficial expressions of groundwater flow that 

frequently host rich ecological communities, 2) springs emerge at the land surface due to a variety 

of different factors (e.g., the intersection of the water table with the land surface, fracture networks, 

permeability barriers from faults or geologic contacts, etc.), 3) springs may integrate many 

different water sources and flowpaths (Manga, 2001; Springer and Stevens, 2009; Criss, 2010; 

Manning et al., 2012; Frisbee et al., 2013), and 4) these flowpaths have distinct physical, chemical 

and biological signatures (Springer and Stevens, 2009; Frisbee et al., 2013a,b). According to Tóth 

(1999), groundwater adjusts to changes in geology, topography, and climate. Springflow 

generation is predicated not only on the three primary factors but also on the mechanism causing 

spring emergence. Therefore, it is not uncommon for springs to integrate flowpath distributions, 

either in a topography-driven flow system (Tóth, 1963) consisting of local flowpaths (i.e., shallow 

circulation and short residence time) scaling to regional flowpaths (i.e., deeper circulation and 

longer residence time), or in a structurally or hydrostratigraphically controlled flow system. 

 Groundwater flow systems, and subsequently, spring flowpath distributions, change over 

both climatic (i.e., short-term) and tectonic (i.e., long-term) timescales due to changes in these 

principal forcings (i.e., geology, topography, and climate). Over longer timescales, regional 

tectonics alter topography, basin configuration, subsurface structural complexity and regional 

climatology. Over shorter timescales, changes in climate (e.g., glacial/interglacial cycles, 

megadroughts, etc.) alter groundwater recharge processes and these signals propagate through 

groundwater flow systems. Spring response to these changes is a function of the flowpath 
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distribution supporting springflow and the hydraulic diffusivity of the aquifer. A common, but 

relatively untested conceptual model is that deep groundwater flowpaths moderate or provide some 

buffering to the immediate effects of climate change (e.g., Sophocleous, 2012). Thus, springs with 

highly variable flowpath distributions, or flowpath distributions reliant on a substantial proportion 

of local flowpaths, may be more sensitive to the effects of climate change than springs with stable 

flowpath distributions (Rademacher et al., 2001; Singleton and Moran, 2010; Bredehoeft, 2011; 

Sophocleous, 2012; Manning et al., 2012). In the absence of aquifer data, it is extremely difficult 

to estimate or calculate groundwater response times. One way to assess potential spring response 

times is through the use of geochemistry and environmental tracers. Residence times offer a way 

to gain insight into the length of time that water stays in an aquifer and thus, provide a sense of 

how perturbations may propagate through the aquifer. However, response times are rarely 

equivalent to groundwater residence times. 

 Flowpaths of different scales and lengths have characteristic solute loads, heat fluxes, and 

mean residence times (Pinder and Jones, 1969). Local scale flowpaths may not circulate deeply 

and predominately interact with highly weathered minerals, leading to minimal geothermal heating 

and decreased solute fluxes. Intermediate and regional scale flowpaths may become geothermally 

heated and interact with more reactive minerals. Additionally, the longer residence times 

associated with these flowpath lengths allow more opportunity for rock-water interaction, leading 

to geochemically evolved groundwater (i.e., increased solute loads). Therefore, changes in 

flowpath distribution associated with climate change perturbations can manifest as changes in 

mean residence time, changes in solute concentrations, changes in heat flow, or changes in the 

variability of these components. Measurements of geochemistry and residence time, therefore, 

provide information about potential response times or spring vulnerability. While geochemistry is 

somewhat easier to assess (e.g., simple geochemical metrics like conductivity and pH, major ions, 

trace elements, etc.), different environmental tracers (e.g., 3H, CFCs, 3H-3He, 4He, 14C, 36Cl/Cl, 

etc.) “see” different parts of the residence time spectrum (Cartwright et al., 2017) (Figure 1.1). 

Therefore, multitracer approaches are often utilized to understand ranges or distributions of 

groundwater residence time at springs or in complex groundwater systems.  
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Figure 1.1. Chart showing residence time coverage of environmental tracers. Figure reproduced as 

published in Cartwright et al. (2017). 

1.2 The importance of desert springs 

 In arid regions like the desert southwest of North America, surface water features are 

limited, nonexistent, or hypersaline. In these areas, the importance of springs is increased as they 

are often the only source of perennial fresh water and therefore hold a very important position in 

many aspects of human life (Frisbee, 2013c) (Figure 1.2). As oases in harsh environments and 

water-limited regions, desert springs have long held sacred cultural and religious importance to 

indigenous communities across the world (Stanley, 1912; Mills and Ferguson 1998; Jett, 1992; 

Idris, 1996, Box et al., 2008; Amiel, 2010; Jian, 2010; Santoro et al., 2012). Springs have also been 

important historically for human expansion/migration, the founding of permanent settlements, and 

the establishment of trade routes across inhospitable landscapes (Woo and Hughson, 2004; Box et 

al., 2008; Jiao, 2010; Frisbee et al., 2013). While groundwater extraction from deep aquifers has 

become the primary source of municipal water supplies in arid regions, desert springs continue to 

serve as sources of water for local communities (Idris, 1996; Cereceda et al., 1992) and are still 

relied upon for recreational uses (e.g., swimming, fishing, and camping) (Shepard, 1993; Sada et 

al., 2005; Jiao, 2010; Zekri et al., 2011). Furthermore, in the western United States, springs are 

frequently relied on as sources of water for commercial and agricultural uses such as livestock 

grazing operations  (Sada et al., 2005; Kodric-Brown et al., 2007; Kodric-Brown and Brown, 2007) 

However, arguably the most important role of desert springs is ecological as they provide critical 

habitats for endemic, threatened, endangered, and migrating species. 
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Figure 1.2. Conceptual diagram showing how desert springs are integral components to many 

aspects of human life and to ecological systems. 

 

 Desert springs have been referred to as “aquatic archipelagos” (Minckley and Deacon, 

1968; Unmack and Micnkley, 2008) and “keystone features” (Perla and Stevens, 2008; Freed et 

al., 2019) because of their disproportionate ecological worth relative to their size and spatial extent 

(Davis et al., 2017). For example, in the Great Basin of the United States, springs and riparian 

areas occupy 1 percent of the land surface yet support the majority of regional biodiversity (Sada, 

2008). Desert springs provide a direct supply of water to local terrestrial flora and fauna for habitat 

and consumption (Wauer, 1962; Wauer, 1964; Jaeger et al. 2001, Bradford et al. 2003; Sada et al. 

2005; Fleishman et al. 2006). In addition, desert springs also provide secondary, indirect ecological 

services including opportunities for pollination, herbivory, and predation based on the habitat they 

provide (Shepard, 1993). Desert springs are well established places of respite for migratory birds 

crossing large swaths of desert (Smyth and Coulombe, 1971; Sada et al., 2001). There are many 

examples of deserts spring providing critical habitats for threatened, endangered, and endemic 

aquatic species and these cases are particularly well documented in western North America and 

Australia (e.g., Hershler, 1989; Witt et al., 2006; Schroeder et al., 2015; Stanislawczyk et al., 2018). 

However, much of the ecology diversity of desert springs is poorly documented as they are often 

remote, inaccessible, or unknown/unmapped (Unmack and Minckley, 2008).Thus, the diversity 

and endemism supported by desert spring systems maybe far higher than what is currently known 

(Witt et al., 2006).    
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 There are myriad reasons for the ecological richness and diversity of desert springs other 

than the fact that they are rare sources of water in regions that are parched. In the southern Great 

Basin, the high endemism of aquatic species (e.g., springsnails and pupfish) in desert springs is 

thought to result from the desiccation and isolation of a once interconnected hydrologic system 

over climatic and tectonic time scales (Hubbs and Miller, 1948; Smith et al., 2002; Echelle and 

Echelle, 2005; Echelle, 2008; Hershler and Liu, 2008). In times of rapid warming and drying, 

perennial desert springs likely provided hydrologic refugia, or areas where populations of 

organisms were able to survive unfavorable conditions. In contrast with other surface water 

features, springs can provide extremely stable physicochemical conditions (i.e., temperature, 

salinity, dissolved oxygen), especially close to the spring orifice, because of the constancy of the 

groundwater system. As the distance between desert springs is often great (e.g., 20-100 km) 

(Shepard, 1993) and many spring-dwelling or crenobiotic species are non-vagile, the continued 

permanence of springs in arid landscapes is essential to preventing the loss of endemic species, 

and the subsequent ecological collapse of these systems. Fragmented and isolated ecological 

communities like desert springs that host rare and endemic fauna have elevated extinction risk 

(Fagan et al., 2002). 

1.3 Desert springs are in decline 

 While the importance of conserving small features like desert springs that have large 

ecological roles has been well established (e.g., Hunter, 2017), the demise and loss of desert 

springs has been reported across almost every continent over the last century (Miller, 1961; Brune, 

1981; Keleher and Rader, 2008; Jiao, 2010; Powell et al., 2015; Powell and Fensham, 2016). This 

has occurred even in regional aquifers with residence times spanning millennia (Fairfax and 

Fensham, 2002; Powell et al., 2015; Powell and Fensham, 2016). Even in “environmentally 

conscious” countries such as the United States, there are few federal legal protections for smal, 

isolated springs that are considered geographically isolated wetlands with no connections to major 

streams and rivers (Aldous and Bach, 2011; Rohde et al., 2017) To date, the largest threat to 

aridland springs has been large-scale groundwater extraction and overpumping (Unmack and 

Minckley, 2008). This has resulted in water table declines, spring desiccation, and thus irreversible 

loss of spring ecosystems (Miller, 1961; Brune, 1981; Kodric-Brown and Brown, 2007; Patten et 

al., 2008; Powell and Fensham, 2015). Low volume extractions, even over long timescales, e.g. 
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the Palmyra Oasis in Syria (Schutt, 1987), are less of a threat compared to rapid, industrial scale 

extractions. Besides groundwater pumping, other anthropogenic effects such as spring 

modification, the introduction of invasive species (Holmquist et al., 2011), and disturbances from 

grazing or livestock (Hershler, 1998; Sada et al., 2001; Sada and Vinyard, 2002) are major threats 

to desert springs and their ecological communities (e.g., Figure 1.3). While springs may be able to 

withstand diversion, alteration, and other disturbances, a spring subjected to drying will have its 

crenobiotic community decimated with little chance of recovery to a reference condition.  

 

 

Figure 1.3. Examples of spring disturbance. A) Buck Spring (IES-006) altered by the construction 

of a spring box. B) Kiup Spring (IES-004) showing restoration efforts to increase native vegetation 

after disturbance. C) Warm Spring A (IES-031) disturbed by livestock grazing. D) China Garden 

Spring (IES-035) disturbed by introduction of non-native species. 

 

 Despite the myriad threats to desert springs that already exist, another major threat is on 

the horizon, and perhaps, has already arrived, the effects of anthropogenic climate change. While 

the effects of climate change in arid regions will be highly variable depending on the region, most 

areas are projected to see increases in temperature (Ragab and Prudhomme, 2002). For the desert 

Southwest of the United States, the focus of this study, increased aridity (i.e., increased 

temperature and decreased precipitation) is predicted (Seager et al., 2007; MacDonald, 2010) and 

is currently being observed (Figure 1.4). Mountainous regions of the western United States have 

already seen declining mountain snowpacks over the last century (Mote et al., 2005; Mote et al., 
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2018). Increased rain-on-snow events, leading to more runoff and less groundwater recharge, have 

also been observed (Musselman et al., 2018). These trends are concerning since the majority of 

mountain-block groundwater systems in the western U.S. rely on slowly infiltrating snowmelt as 

the principal mechanism for aquifer recharge (Wilson and Guan, 2004). Ultimately, these trends 

are unsustainable for southwestern aquifers (Meixner et al., 2016) that support many groundwater-

dependent ecosystems in the rain-shadow of the Sierra Nevada (Patten et al., 2008). In fact, climate 

change has already been linked to changes in the hydrological cycle (Snyder et al., 2019), changing 

discharge at springs (Weissinger et al., 2016) and the collapse of desert ecological communities 

(Iknayan and Beissinger, 2018) in the Great Basin and western U.S. However, there is still a high 

degree of uncertainty about how rapidly these changes will occur and which spring systems will 

be the most vulnerable to predicted changes. There are even studies which argue that some 

groundwater systems, (e.g., aquifers that underlie closed basin playas), may see enhanced recharge 

due to increased precipitation variability associated with climate change (McKenna and Osvaldo, 

2018). From a paleohydrologic perspective, recent studies in the southern Great Basin have found 

that desert wetlands and associated flora responded rapidly to past climate change, with wetland 

expansion and contraction occurring at timescales ranging from millennial to possibly decadal 

(Springer et al., 2015; Pigati et al., 2019). However, this prior work only applies to springs that 

have left mounds or a paleohydrologic record on the land surface, which account for the minority 

of springs in the southern Great Basin (Quade et al., 1995). It is also important to understand not 

just which springs are vulnerable to desiccation, but how physicochemical changes (e.g., 

geochemistry, temperature) associated with changes in surface temperature, recharge, and 

subsequently flowpath distribution will propagate through the aquifer system and affect ecological 

communities. For example, recent work predicts that changes in groundwater temperature will lag 

surface temperatures by up to 20 years at higher elevations with slower responses (~60 years) 

occurring at lower elevations (Burns et al., 2017). While these types of physicochemical 

propagations may not change the hydrogeological functioning of a spring, these changes have 

serious implications from crenbiotic species that rely on stable conditions. 
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Figure 1.4. Figures showing the effects of climate change in the southern Great Basin since 1970. 

A) Temperature anomalies in the southern Great Basin since 1970 from NOAA 

(https://www.ncdc.noaa.gov/cag/) for 37.3° N, 118.7° W. B) Changes in annual precipitation since 

1970 at three representative peaks in the southern Great Basin from PRISM (Parameter-elevation 

Regressions on Independent Slopes Model) data (https://prism.oregonstate.edu/explorer/): 1) Mt 

Tom (eastern Sierra Nevada), 2) Telescope Peak (Panamint Range), and 3) Mt Charleston (Spring 

Mountains) (PRISM Climate Group, Oregon State University, http://prism.oregonstate.edu, 

created 21 Feb 2020). 
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1.4 Motivation and overarching question 

 Sections 1.1-1.3 emphasize that desert springs: 1) have immense recreational, commercial, 

and cultural value in today’s society, 2) are critically important to healthy ecosystem functioning 

in arid landscapes, 3) host numerous rare, endemic, threatened, and endangered flora and fauna, 4) 

are currently disturbed and threatened by numerous anthropogenic activities, and 5) are likely to 

experience increased stress over the next century as the effects of climate change propagate 

through groundwater systems.  

 Ultimately, this dissertation sets out to address one overarching question: What metrics 

(i.e., hydrogeologic, geochemical, and geomorphic, and ecological) best describe the resistance, 

resilience, and/or vulnerability of desert springs to climate change? In each chapter of this 

dissertation, a different metric or series of metrics is examined under the umbrella of the 

overarching question. 

 We define the terms resilience and resistance similarly to Lincoln (1998) and Cartwright 

et al. (2018). Resistance refers to the ability to weather and endure environmental change whereas 

resilience refers to the capacity to recover from perturbations such as drought or other disturbances. 

These qualities do not necessarily have to be mutually exclusive, however the ecological 

implications may be different from the hydrogeologic implications.  

 To answer these questions, a large, interdisciplinary research team has embarked on a 

multi-year, collaborative sampling campaign of ecologically undisturbed desert springs across a 

broad study area, the southern Great Basin (Figure 1.5). This is one of the best studied areas 

regarding the ecology, density, and distribution of spring ecosystems in the world (Junghans et al., 

2016). The body of existing work allows us to leverage prior knowledge and combine it with 

insights gleaned from this study towards a better understanding the vulnerability of these spring 

systems. Within the southern Great Basin we have three focus areas; 1) Spring Mountains/Ash 

Meadows, 2) Death Valley, and 3) Owens Valley. Collaborative spring sampling (e.g., 

hydrochemistry, spring ecology, microbiology) occurred between March 2016 and June 2019 over 

11 different sampling campaigns. A subset of springs (~30) have been designated for repeat 

sampling, and with these springs we aim to capture the variability of the study area in terms of 

elevation, temperature, spatial scale, chemistry, and residence time. Springs designated as one-

time samples are in more remote/inaccessible locations (e.g., the Panamint Range) and aim to fill 
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critical gaps in the repeat sampling dataset with respect to the spatial and topographic distribution 

of springs across the study area. In total, over 80 springs have been sampled across the region.  

 

 

Figure 1.5. Bar graph (top) and regional map (bottom) showing the timing and distribution of 

spring sampling across the southern Great Basin. 
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1.5 Site Description 

1.5.1 Study Area Extent and Regional Geography 

 The study area for this project is bounded to the west by the eastern crest of the Sierra 

Nevada (CA) and to the east by the northwest-southeast trending ridgeline of the Spring Mountains 

(NV). The southern boundary is defined by the Garlock-Stateline fault system and the northern 

boundary is defined by the northernmost extents of the Funeral-Grapevine Mountains and White-

Inyo Range (Figure 1.5). The majority of this area is located in the southern Great Basin, a closed 

drainage basin that terminates in Death Valley, CA. This region is characterized by a series of 

northwest-southeast trending mountain ranges separated by relatively equidistantly spaced basins, 

usually about 20-30 kilometers in width. Mountain belts occupy roughly 25 percent of the 

landscape and are surrounded by low-lying basins. In the northern portion of the study area, 

mountains trend more in a north-south orientation, while transtensional influence from the Walker 

Lane changes basin orientation to more NNE near Death Valley (Jayko, 2012). Alluvial-filled 

basins can be intermontane or valley floor and are formed from extensional grabens that create a 

high amount of relief between the ranges and valley bottoms (Faunt, 1997). This extensional 

regime allows for fault-block ranges to form where slip is occurring along normal faults. Large 

interfingering alluvial fans (i.e., bajadas) are common on the east side of mountain ranges and 

smaller alluvial fans, associated with high-angle normal fault scarps, are common on the west side 

of ranges.  

1.5.2 Geologic Overview 

 The regional geology within the study area is very complex (Figure 1.6). The crystalline 

basement underlying the majority of the region formed around 1.7 Ga (Wasserburg et al., 1959) 

and is exposed in several sections of the Black Mountains and Panamint Range. There is a major 

unconformity between the crystalline basement and the Pahrump Group, a thick succession of 

Proterozoic sedimentary rocks formed during the incipient stages of the Cordilleran miogeocline 

(Heaman and Grotzinger, 1992). Rocks of the Pahrump Group are well exposed in the Salt Spring 

Hills area near Saratoga Spring (i.e., sample number IES-020). Several carbonate formations (i.e., 

the Noonday Dolomite and the Ibex Formation) overlie the Pahrump Group and formed as a 

carbonate bank developed during the initial stages of continental rifting associated with the 
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breakup of Rodinia and prior to passive margin formation. As a true passive margin formed during 

the Late Proterozoic and Early Paleozoic, a thick siliciclastic wedge (~1800m) was deposited. The 

units comprising the wedge, the Johnnie Formation, the Stirling Quartzite, and the Wood Canyon 

Formation, primarily consist of shales, sandstones and conglomerates deposited at the base of 

opposing continental shelves. Today, these units, along with the Pahrump Group, form the Lower 

Clastic-Confining Unit (LCCU) of the regional carbonate aquifer described by Sweetkind et al. 

(2004). 

 During the Paleozoic, a very thick (> 6000m) succession of limestones and dolomites was 

deposited above the siliciclastic wedge. This carbonate shelf and associated units (e.g., the Carrara 

Formation, the Bonanza King Formation, the Nopah Formation, the Pogonip Group, etc.) currently 

form the regional carbonate aquifer underlying much of the study region (i.e., the Lower Carbonate 

Aquifer [LCA]). In some areas, this sequence of carbonates is interrupted by a relatively thin Upper 

Clastic Confining Unit (UCCU) (Sweetkind et al., 2004) that primarily formed during the 

Ordovician. Carbonate deposition above the UCCU, i.e., the Upper Carbonate Aquifer (UCA) 

continued into the Triassic. UCA units are well exposed in the Spring Mountains (NV).  

 Passive margin sedimentation ended during the Mesozoic as the Farallon Plate subducted 

underneath the western continental margin of North America. This period is associated with large 

scale thrust faulting, the emplacement of the Sierra Nevada Batholith (i.e., the magmatic arc), and 

widespread plutonism throughout the Death Valley region. Large scale thrust faults created a 

significant amount of shortening in the present-day Spring Mountains and uplifted large portions 

of the LCA. Widespread volcanism and metamorphism largely abated during the late Mesozoic. 

During the late Cretaceous, the region is considered to have been a quiescent, high-elevation, 

westward or radial draining plateau, i.e., the “Nevadaplano” (Jayko et al., 2009; Snell et al., 2014). 

Starting around 12-14 Ma, the opening of a slab window underneath the southwestern United 

States initiated large-magnitude crustal extension (Atwater, 1970) This extension was largely 

accommodated by normal and strike-slip faulting throughout the region, with transtensional 

displacement initiating ~3.4 Ma (Phillips et al., 2011). This rapid Neogene extension is responsible 

for the present-day basin and range topography. 

 Over the last 500 ka, the influence of tectonics has been fairly minor, and the primary driver 

of hydrologic and geologic processes has been global glacial/interglacial cycles (Phillips, 2008). 

During glacial periods, basins functioned as axial fluvial drainage systems and pluvial lakes 
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formed at the lowest depositional centers in each basin. Flowing rivers between the paleolakes 

created an interconnected drainage system. During some periods, lake spillover was significant 

enough to hydrologically connect the Owens Valley to Amargosa Valley, as all axial rivers 

eventually flowed into Lake Manly (i.e., present-day Death Valley; Knott et al., 2008). Currently, 

most valley bottoms are playas containing extensive evaporite deposits from the evaporation of 

both surface runoff (i.e., flooding) following storm events and groundwater discharge in the valley 

floor. The riverine-lacustrine system became connected as glaciers advanced (i.e., an increase in 

runoff and lake spillover at low elevations) and disconnected as glaciers retreated during 

interglacial periods. 
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Figure 1.6. Map showing simplified geologic units and major structural features of the study region. 

Adapted from Lutz et al. (2017). 
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1.5.3 Climate and Hydrology 

 The southern Great Basin, including Death Valley National Park, is well known as the 

hottest and most arid area in North America.  The emplacement of the Sierra Nevada batholith, the 

highest mountain range in the contiguous United States, changed local and regional climate 

patterns. One of the largest impacts was the creation of a pervasive rain shadow that becomes 

progressively more arid moving eastward towards Death Valley (the lowest point in North 

America). This is due to numerous Basin and Range fault-bounded mountain blocks that siphon 

off Pacific-derived moisture (Ingraham and Taylor, 1991). While the climate in the southern Great 

Basin can generally be described as hot and arid, there are large contrasts in average temperature 

and precipitation between basins and ranges. Generally, increases in elevation equate to decreases 

in temperature and more potential for precipitation (Hunt, 1960). For example, at Furnace Creek, 

CA (elevation = -59 meters), the average annual high temperature is 32.2 °C, the average annual 

low temperature is 16.9 °C and the average annual precipitation is 5.7 cm (https://wrcc.dri.edu/cgi-

bin/cliMAIN.pl?ca2319). In contrast, at the Mount Charleston Fire Station, a high elevation 

weather station in the Spring Mountains (elevation = 2274 meters), the average annual high 

temperature is 15.4 °F, the average annual low temperature is 0.9 °F, and the average precipitation 

is 58.6 cm (https://wrcc.dri.edu/cgi-bin/cliMAIN.pl?nv5400). 

 The southern Great Basin is known for its extremes (e.g., relief, temperature, elevation, 

salinity, etc.). Despite this, springs number in the thousands across the study area, are ubiquitous 

across a variety of different landscape positions (e.g., mountains, hillslopes, bajadas, drainages, 

valley floors), and host fauna with an incredible amount of biodiversity. Other than two rivers, the 

Owens River and the Amargosa River, springs represent the only source of surficial water. King 

and Bredehoeft (1999), identified four different types of springs in the Death Valley area: 1) 

springs along steeply dipping faults, 2) mountain springs, 3) springs emerging at impermeable 

structural barriers, and 4) springs on the edge of alluvial fans. While many of these springs emerge 

from mountain block, alluvial, and basin-fill aquifers, the Death Valley region is unique for the 

regional carbonate aquifer that underlies many of the mountain ranges within the study area.  High 

discharge warm springs found at Ash Meadows (NV) and Furnace Creek (CA) have been 

previously attributed to interbasin groundwater flow, i.e., groundwater flow occurring underneath 

surface water drainage divides, routed through regional carbonate aquifer (Hunt and Robinson, 
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1960; Miller, 1977; Winograd and Thordarson, 1975; Harrill et al., 1988; Steinkampf and Werrell, 

2001; Belcher et al, 2009).  

1.6 Organization of the Dissertation 

 This dissertation tests, in a systematic way, different metrics that may define whether a 

spring is likely to persist or desiccate with increasing regional hydrologic stress due to climate 

change. While this work is focused on the southern Great Basin (US) with its large diversity of 

spring ecosystems, geologic units, landscape gradients, and ecotones, the resulting metrics may 

have implications for the vulnerability of aridland springs globally.  

 Research into desert springs and their permanence on the landscape spans a variety of 

disciplines. As such, multiple tools are used in this dissertation including remote sensing, 

geospatial analysis, geochemistry and geochemical modeling, isotope hydrology and age-dating, 

physical hydrogeology, and collaborative work regarding field ecology (macroinvertebrate and 

microbial). Only when studied in unison can true metrics be derived. The work is more powerful 

and impactful when thinking about the crossover between disciplines.  

 Each chapter is structured as has its own Abstract, Introduction, Methods, Results, 

Discussion, Conclusions, and References sections and (with the exception of Chapter 2) is 

designed to test a different metric or combination of metrics. Moreover, each chapter and has its 

own science question(s) which fall(s) under the umbrella of the overarching questions. The 

concluding chapter synthesizes this body of work and addresses the overarching questions.   

1.7 Chapter Descriptions 

 In Chapter 2 (An Alternative Data Preprocessing Method for Generating Geochemical 

Clusters from Major Ion Data), an alternative data preprocessing technique is presented as an 

attempt to mitigate current problems with the prevailing workflow utilized in studies employing 

geochemical clustering. Geochemical clustering methods (e.g., hierarchical clustering analysis, k-

means clustering, fuzzy k-means clustering, etc.) are often performed as an initial step in 

groundwater characterization and are useful for identifying groundwater facies, grouping samples 

on the basis of geochemical similarity, and categorizing samples flowing through similar geologic 

units. In relation to the greater IES project, geochemical clustering results have significant 
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implications for the integration of geochemical data with ecological data. The current most utilized 

geochemical clustering workflow in the literature (i.e., “traditional methodology”) has been 

previously criticized for ignoring geochemical kinetics, overlooking geologic complexity, and 

showing a bias towards tracking changes in groundwater salinity rather than geochemical 

evolution through particular units. However, there are very few published alternatives to this 

workflow. Therefore, in this chapter, a new data preprocessing methodology was developed with 

the goal of taking the strengths from graphical diagnostic tools and applying them to multivariate 

analysis techniques. The alternative methodology was tested against the traditional methodology 

for two case studies of differing spatial scales and dataset sizes 1) a small dataset of springs 

emerging from the eastern Sierra Nevada in Owens Valley (CA) and 2) a larger dataset of springs 

emerging throughout the Spring Mountains (NV). Clustering results obtained using the alternative 

preprocessing methodology more closely matched hypothesized geochemical evolution pathways 

from the literature (e.g., Warix et al., 2020) and provide an alternative option depending on the 

goals of the analyst.   

 Chapter 3 (Old Groundwater Buffers the Effects of Climate Change in Groundwater-

Dependent Ecosystems) directly addresses the short-term resistance of springs in response to a 

major drought by using a novel combination of remote sensing and groundwater residence time 

data. In desert landscapes, vibrant, green vegetation is an indicator of water availability and healthy 

ecosystem functioning. Perennial springflow plays a large role in sustaining groundwater-

dependent ecosystems (GDEs) in harsh desert environments like the southern Great Basin, USA 

to such an extent that vegetation is a reliable indicator of groundwater emergence (i.e., springs). 

The vegetation surrounding these spring emergences only persists because of the water availability. 

Therefore, I hypothesize that the vegetation response in these zones to significant perturbations, 

such as a long-term drought, should be indicative of a spring’s hydrologic stability and that 

groundwater residence time, a proxy for hydrologic stability, can be used to predict spring 

vegetation response.  I present an analysis of riparian vegetation surrounding snowmelt-recharge 

driven springs in Owens Valley, CA during the historic 2011-2017 California drought, the driest 

period since records began in 1895. This was accomplished by extracting time series of NDVI 

derived from Landsat 7 multispectral imagery from digitized polygons surrounding spring 

emergences. Vegetation stability metrics were computed from these time series, including the 

standard deviation of annual peak NDVI and the slope of the linear regression fitted to annual peak 
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NDVI for the 2011-2016 period after onset of the drought and prior to drought recovery in 2017. 

These metrics were coupled with residence time environmental tracer data, including tritium (3H) 

and chlorine-36 (36Cl), to establish criteria for young/old classification of spring waters. Our results 

indicate that groundwater dependent ecosystems discharging a large component of young water 

(post- 1950s/60s) were more susceptible to dying/drying during the drought than springs 

discharging a substantial component of submodern or ancient groundwater (pre- 1950s/60s to 

thousands of years). While the springs with a higher fraction of modern water displayed steady 

decreases in their yearly peak NDVI as the drought progressed, springs largely discharging older 

water displayed dampened or no vegetation response and were relatively unaffected by drought 

conditions as indicated by both NDVI metrics. 

 Chapter 4 (The Effect of Spatial Scale and Time on Geochemical Evolution Inferred from 

Springs in the Southeastern Sierra Nevada, USA: Revisiting Garrels and Mackenzie (1967)) 

examines the relationship between groundwater residence time and geochemical evolution at the 

mountain-block scale, i.e. intermediate flowpath length. This chapter builds on seminal work from 

Feth (1964) and Garrels and Mackenzie (1967). The motivating research question of this chapter 

is to understand at what spatial and temporal scales simple metrics like specific conductivity and 

temperature serve as proxies for residence time, i.e., can a simple metric like conductivity be used 

to infer groundwater residence time with increasing spatial scale and flowpath length? In this 

chapter I utilize a multitracer approach (e.g., stable isotopes, general chemistry, 87Sr/86Sr, noble 

gases, 3H, 36Cl/Cl, 14C) and employ inverse geochemical modeling to understand the controls on 

geochemical evolution of springs emerging on the mountain front of the eastern Sierra Nevada. 

The results of this study show that while geologic heterogeneity exerts a dominant control on 

geochemical evolution, even in a relatively geologically homogeneous mountain block such as the 

Sierra Nevada batholithic, within geochemical groups sourcing plutons and/or geologic units of 

similar petrologic composition, a simple metric like conductivity can be used to infer residence 

time. 

 In Chapter 5 (Examining Spring Landscape Placement and Emergence Mechanism as 

Controls on Hydrochemical Characteristics and Ecological Community Structure), I seek to 

understand the significance of where and why a spring emerges and potential hydrochemical 

characteristics related to vulnerability. In this chapter I address the following research questions: 

1) Are there systematic patterns with spring landscape placement and hydrochemical 
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characteristics that can be predicted by topographic metrics and/or landform analysis? and 2) If 

present, how do these patterns influence benthic macroinvertebrate community structure at the 

regional scale, where the effects of heterogeneity (e.g., Chapter 4) are significantly dampened by 

groundwater residence time and flowpath length? The southern Great Basin is the ideal place to 

answer these questions because springs are found across all topographic features, are generally 

isolated from one another, and host diverse benthic communities. The first question is answered 

by creating a regional hydrochemical dataset of springs in the southern Great Basin from 

government databases, consultant reports, and scientific journals. Spring hydrochemical 

characteristics (e.g., discharge temperature, specific conductance, radiocarbon activity, etc.) from 

the regional dataset are tested against qualitative landscape placement classifications and 

quantitative topographic indices (e.g., elevation, slope. Topographic Wetness Index, profile 

curvature, relative elevation). Springs from recent sampling efforts (i.e., the IES springs) are 

examined against the regional dataset to assess whether they are representative of regional trends 

prior to benthic macroinvertebrate (BMI) analysis. Finally, I use a combination of non-metric 

multidimensional scaling (NMDS) and ecological indices to examine landscape controls on BMI 

community structure at the regional scale. My results show that there are systematic relationships 

of increasing temperature, specific conductance, and groundwater residence time moving from 

high topographic positions (e.g., Nival, High Alpine) to lower topographic positions (e.g., Low 

Alpine, Valley Floor). These relationships fail moving from the “Valley Floor” to “Playa” 

topographic settings. These systematic trends create an environmental harshness gradient that 

structures BMI communities at the regional scale. From high topographic positions to low 

topographic positions, BMI community tolerance increase, richness decreases, and diversity 

decreases. The summation of results from this chapter led to the development of a coupled 

topographic/hydrochemical/ecological conceptual model of spring systems in the southern Great 

Basin.  

 In Chapter 6 (Is Temporal Variability an Indicator of Groundwater Residence Time? Tales 

from the Southern Great Basin), I seek to understand whether decreased temporal variability of 

spring hydrochemical characteristics is correlated with increased groundwater residence time. In 

other words, is dampened temporal variability indicative of long-term hydrogeological stability? 

This chapter focuses on 33 springs within the southern Great Basin that were sampled up to 8 times 

between 2016-2019 for a suite of geochemical measurements (e.g., temperature, major ions, trace 



 

 

51 

elements, 87Sr/86Sr, δ18O, δ2H, etc.). This sampling interval is interesting as it captures the tail end 

of the historical 2011-2017 California drought as well as the subsequent drought recovery of the 

region. I utilize time series analysis and metrics of variability (e.g., standard deviation and variance) 

to understand which springs were the most variable and which springs were the most stable over 

the sampling interval. Overall, the results of this chapter are somewhat inconclusive. The majority 

of springs (26/33) show very minimal variability over the sampling interval and these springs span 

a wide range of groundwater residence time from bomb-pulse (i.e., 60-70 years) to ancient (10,000 

years +). Springs that do show increased variability across a suite of geochemical metrics have this 

variability attributed to ecologically unfavorable surface conditions (e.g., low discharge, specific 

spheres of emergence, disturbance) or increased flowpath variability (e.g., injections of modern 

groundwater as substantial component of the flowpath distribution). The results of this chapter 

emphasize the need to decouple hydrogeological vulnerability from ecological variability, 

 In Chapter 7, I provide conclusions and recommendations for future work. 
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 AN ALTERNATIVE DATA PREPROCESSING METHOD 

FOR GENERATING GEOCHEMICAL CLUSTERS FROM MAJOR ION 

DATA 

2.1 Abstract 

 Multivariate statistical methods are frequently applied to water chemistry data as a means 

of reducing the magnitude and complexity of a dataset into a series of principal components or 

geochemical clusters. Hierarchical clustering analysis (HCA) using Ward’s linkage method and 

Euclidean distance is the most commonly used algorithm for generating geochemical clusters from 

major cation and anion data. Data treatment prior to HCA, termed “traditional data preprocessing” 

(TDP) in this paper, typically consists of log transformation and standardization of raw cation and 

anion concentrations. This data treatment has become standard and is a part of many sequential 

workflows where cluster centroids from HCA results are used as inputs for geochemical modeling 

and for conceptual model formation. However, there are concerns that preprocessing of this type 

can obscure potential geochemical relationships and result in bias during HCA.  

 Here I present an alternative data preprocessing (ADP) technique for major cation and ion 

data prior to HCA. This preprocessing technique takes the strengths from graphical diagnostic 

tools (e.g., piper and stiff diagrams) and numerically quantifies them while providing some degree 

of user customization. I test our technique by comparing HCA results obtained using TDP and 

ADP methods for two hydrochemical case studies in geologically distinct regions: 1) the eastern 

Sierra Nevada in Owens Valley, CA and 2) the Spring Mountains (NV). Our results show that 

TDP prior to HCA results in clusters that tend to track changes in overall salinity rather than 

specific geochemical “fingerprints”. Geochemical clusters derived from ADP more closely track 

groundwater evolution through specific units and more consistently partition specific water facies. 

Depending on the goals of the user, both methods are viable, but provide the user with different 

information. In conclusion, we urge: 1) a return to basics (i.e., bivariate solute plots) prior to 

multivariate analysis, 2) awareness of the potential tendencies or biases of different clustering and 

data preprocessing methods, 3) openness in trying alternative preprocessing techniques that may 

better address the goals of the analyst, and 4) caution when exercising sequential or patterned 

workflows, as it is imperative to fully evaluate if clustering results are kinetically feasible or 

geologically sensible. This works seeks to inform others to use caution when exercising patterned 
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workflows for clustering/grouping of water chemistry data that may have inherent biases, not to 

criticize the utility and value of information gleaned from prior studies. Our methodology simply 

offers an alternative approach. 

2.2 Introduction 

2.2.1 What is useful about water chemistry data? 

The chemical composition or geochemical “fingerprint” of natural waters (e.g., lakes, rivers, 

streams, wetlands, springs, groundwater, etc.) is a product of many factors (e.g., climate, geology, 

topography, aerosol deposition, mixing, etc.) and a direct reflection of interactions between 

terrestrial earth systems. As such, dissolved constituents have long been used as natural tracers 

(Back, 1966) to investigate processes that we cannot physically see or processes that occur at 

timescales or spatial scales that are difficult to measure. This point is especially valid for 

groundwater studies, where analytes such as major ions, trace elements, and rare earth elements 

are frequently used to provide indirect observations about source rock type, biogeochemical 

cycling, groundwater circulation and flowpath delineation, mixing of water sources, and water 

quality (Hem, 1985). 

2.2.2 Why do people cluster or group water chemistry data? 

 There are myriad reasons why “clustering” or grouping of water chemistry data is 

performed. Clustering is a common, first-order, hydrogeological reconnaissance approach for 

groundwater characterization (Belkhiri et al., 2010) and/or distinguishing hydrochemical facies 

(Güler et al, 2004; McNeil et al., 2005; Gabellone et al., 2008; Bushman et al., 2010). In instances 

where the hydrochemical framework is well understood, clustering has been used to examine 

temporal processes such as geochemical evolution (King et al., 2014), temporal dynamics (Zelazny 

et al., 2011), and temporal variability (Lin et al., 2012) of individual sites or study areas. When 

multivariate clustering results are projected into a Geographic Information System (GIS), they can 

be used to understand spatial groundwater evolution patterns at regional and local scales (Suk and 

Lee, 1997; Farnham et al., 2000; Kebede et al., 2005; Koonce et al., 2006; Cloutier et al, 2008; 

Monjerezi et al., 2011; Ghesquière et al., 2015) and to delineate probable groundwater flowpaths 

(Bushman et al., 2010; Al-Qudah et al., 2011).  
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 Other specific uses of geochemical clustering include: 1) Assessing the influence of 

anthropogenic activities on natural water (Fitzpatrick et al., 2007; Güler et al., 2012) , 2) 

investigating the relationship between geochemical composition (including trace and rare earth 

elements) and aquifer mineralogy (Kreamer et al., 1996; Güler et al., 2004), 3) identifying 

previously unrecognized regional waters in well-sparse regions (Hershey et al., 2010), 4) 

distinguishing between “fast” and “slow” flowpaths (Elsenbeer et al., 1995), 5) understanding the 

interaction between groundwater and surface water  (Woocay and Walton, 2008) or shallow and 

deep aquifers (Carucci et al., 2011), 6) constraining spring source waters (Swanson et al., 2001), 

and 7) exploration of hydrothermal groundwaters (Blake et al., 2016).  

2.2.3 What are the different types of clustering and what are their strengths? 

 There are two overarching methodologies for clustering or classification of water chemistry 

data: 1) multivariate statistical analysis methods (MSMs) (Woocay and Walton, 2008) and 2) 

graphical methods. Results from both of these methodologies are often projected into a GIS to 

understand spatial patterns. These three pathways: multivariate, graphical, and geospatial, are the 

primary tools for hydrochemical reconnaissance (Figure 2.1).  Multivariate techniques have been 

applied to water chemistry problems for over 35 years (e.g., Steinhorst and Williams, 1985) and 

include “hard” clustering methods (i.e., sample belongs to one group or cluster), “soft” clustering 

methods  (i.e., sample can probabilistically belong to multiple groups), and factor analysis (e.g., 

principal component analysis). The two most common forms of hard clustering applied to water 

chemistry data are k-means clustering (k-means) and hierarchical clustering analysis (HCA). HCA 

can either be Q-mode (samples are clustered) or R-mode (parameters are clustered). Soft clustering 

techniques applied to water chemistry problems using fuzzy logic (e.g., fuzzy k-means clustering) 

have become more prevalent over the last 20 years (Chang et al., 2001; Güler et al., 2004; Grande 

et al., 2005; Sârbu et al., 2005; Güler et al., 2012). Factor analysis is generally used to examine 

the factors controlling the variance in a dataset and is seldom used for clustering, although 

sometimes factor scores generated for each observation are utilized in a clustering analysis (Suk 

and Lee, 1999).  

  Graphical methods for classification of water chemistry data involve the use of Piper 

diagrams (Piper, 1944), ternary diagrams, stiff diagrams (Stiff, 1951), Durov plots (Durov, 1948), 

etc. to visually partition groups of water or geochemical facies. A comprehensive review of various 
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multivariate and graphical methods for examining water chemistry data can be found in Güler et 

al. (2002).  

 

Figure 2.1. Conceptual diagram showing common analysis pathways when using water chemistry 

data for hydrological reconnaissance. Preliminary analysis of water chemistry data often falls 

under three categories; graphical, multivariate, and geospatial. Subcategory headings show 

specific plots, techniques, or algorithms associated with each category. Finding ways to combine 

multiple analysis pathways can be very powerful and elicit hidden information. For example, the 

program Geostiff (Boghici and Boghici, 2001) combines graphical and geospatial methods. In this 

paper we present an approach which combines graphical and multivariate methods (i.e., uses 

concepts of graphical tools in inform multivariate data preprocessing treatment). Results from this 

approach can then be imported into a geospatial platform to explore spatial relationships.   

2.2.4 What are the problems with current clustering workflows and what will be gained by 

this study? 

 The various strengths, weaknesses, and potential biases of the aforementioned approaches 

are less frequently discussed and often ignored. While graphical methods are perhaps the most 

useful as a reconnaissance tool, there is an element of subjectivity to geochemical partitions created 
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from purely graphical means. Soft clustering overcomes some of the limitations of hard clustering 

(i.e., forcing group membership to one sample when it is more representative as a mixture of 

groups) and can generally be considered more robust when clusters appear to be overalapping or 

continuous (Güler et al., 2012). Still, this technique often requires large data sets and can have 

computational problems when a large number of variables are included (Templ et al., 2008). Hard 

clustering methods, with HCA being the most utilized method overall, have become the prevalent 

choice for geochemical partitioning throughout the literature in recent decades. However, these 

methods are not without flaws and have been previously criticized for ignoring kinetics and 

geochemical complexity as well as minimizing the chemical significance of the data through 

preprocessing (Dreher, 2003). Several papers have acknowledged that clustering results from HCA 

seem either biased (Belkhiri et al., 2010) or more attuned (Monjerezi et al., 2011) towards tracking 

changes in salinity or increasing total dissolved solid concentrations rather than geochemical 

composition or evolution. However, this has seldom been talked around moreso than directly stated. 

These critiques are important to consider, especially as the prevalence of the methodology 

increases and patterned workflows (i.e., Thyne et al., 2004) are developed that use the results from 

HCA or K-Means clustering as inputs for inverse geochemical modeling or geochemical reaction 

modeling (Meng and Maynard, 2001; Guler et al 2004; Kebede et al., 2005; Helstrup et al., 2007; 

Belkhiri et al., 2010; Figure 2.2). Modeling results and accompanying stability diagrams or 

saturation indices derived from clustering results are frequently used as statistical and geochemical 

proof to support conceptual models. This is a very precarious practice as cluster analysis is highly 

dependent on data preparation (Templ et al., 2008).  

 In this study, we evaluate the effects of data preprocessing on HCA of major cation and 

anion data. We compare HCA results from traditional data preprocessing methods (e.g. Güler et 

al., 2004) to those obtained using alternative data preprocessing methods (presented in this study) 

for two different study sites, the eastern Sierra Nevada (Owens Valley, NV) and the Spring 

Mountains (NV). For both study sites, we utilize water quality data at springs to understand 

groundwater flow processes, patterns, and evolutionary pathways inside complex mountain blocks. 

Both study sites have few to no bedrock wells, thus springs offer a glimpse into the complex 

groundwater dynamics within mountain blocks. We then examine the geochemical and spatial 

patterns of the HCA results and interpret how these results compare with existing hydrogeologic 

conceptual models.  
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Figure 2.2. Conceptual diagram showing a generalized interpretation of a “patterned” or 

“sequential” workflow commonly used to evaluate water chemistry data. This workflow has a lot 

of steps to ensure quality control and robustness. One problem, however, is that changes in data 

preprocessing have a large effect on the results derived from multivariate analysis, thus affecting 

the rest of the workflow. 

2.3 Methods 

2.3.1 Workflow using traditional methodology 

 Traditional methods and a general patterned methodology for geochemical clustering using 

HCA are outlined in Güler et al. (2002) and Thyne et al. (2004). These methods are also presented 
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in a case study by the authors (Güler and Thyne, 2004). A simplified workflow of the sequential 

process presented in these papers is shown in Figure 2.2 and consists of the following steps: (1) 

database assimilation and editing, (2) data quality control,  (3) descriptive statistics and graphical 

analysis, (4) data preprocessing, (5) multivariate statistical analysis, (6) geospatial projection of 

results, (7) hydrochemical analysis, (8) inverse geochemical modeling of cluster centroids, and 

finally, (9) conceptual model formulation. This approach has a number of built-in assumptions 

which can be found in Thyne et. al. (2004). 

 For the purposes of this paper we primarily focus on how alternative approaches in step 4 

(data preprocessing) affect the chain of analysis starting with HCA. Prior to data preprocessing it 

is assumed that all samples with charge balance error (CBE) > 10% have been removed and all 

samples with data gaps have either been filled or omitted (Güler et al., 2002; Güler et al., 2004, 

Thyne et al., 2004). The traditional approach for data preprocessing is to log transform and then 

standardize (i.e., z-score) the matrix of data. Log transformation is performed to convert the data 

into resembling a normal distribution if the data are highly skewed, as is typical for natural systems. 

Standardization following log transformation converts 99.7% of the data to values between 3 and 

-3 centered around a mean of 0. This is done to prevent variables with large magnitudes from being 

over weighted during the Euclidean distance calculation of HCA (Judd, 1980; Güler et al., 2002). 

  The formula for z-score standardization is as follows: 

𝑧 =
(𝑥 − 𝜇)

𝜎
 

𝑧 = z-score 

𝑥 = observed value 

𝜇 = sample mean 

𝜎 = same standard deviation 

 

 Following data preprocessing, the matrix of data to be used for HCA is generally imported 

into a statistical software package (e.g., MATLAB, R, Statistica, Minitab, etc.). For HCA, the user 

needs to specify a distance (i.e., similarity) measure and a linkage rule (i.e., algorithm for 

computing the distance between clusters). For geochemical studies, Euclidean distance is 

commonly used as the similarity measure. The prevalent linkage rule is Ward’s method. The 

similarity measure is used to define the dissimilarity between samples while the linkage rule 

determines dissimilarity between clusters. Ward’s method rule uses the inner squared distance or 

minimum variance algorithm and is thought to produce the most distinctive groups for 



 

 

67 

geochemical applications (Templ et al., 2008) A hierarchical cluster tree is produced from the 

levels of similarity which can then be visualized in the form of a dendrogram. The dendrogram 

can then be “cut” by a phenon line at an appropriate similarity index and the resulting branches 

form clusters of data. Different groups of clusters can be produced depending on where the phenon 

line is cut. While the choice for the exact similarity index location for the phenon line may be 

semi-subjective and there is no “wrong” place to cut the dendrogram, large gaps in the dendrogram 

or the emergence of many subclusters at a given linkage distance may suggest an appropriate 

location (Swan and Sandilands, 1995; Knodel et al., 2007). For details on the traditional post-

clustering workflow (i.e., steps 6-9), please refer to Thyne et al. (2004). 

2.3.2 Alternative data preprocessing methodology 

 The alternative data preprocessing technique presented in this paper is simple in concept 

and seeks to numerically quantify the descriptive strength of graphical methods, specifically Piper 

and Stiff diagrams. Both of these graphical approaches successfully capture the geochemical 

“fingerprint” of a water sample, however, clusters derived purely from graphical approaches are 

prone to subjectivity even though specific regions on these diagrams have geochemical 

significance (Piper, 1944). Data treatment using alternative preprocessing consists of the following 

steps: 

1. Steps 1-3 from the traditional preprocessing approach. 

2. Separate out complete, quality controlled major cation and anion data (e.g., Ca2+, Mg2+, 

Na+, K+, Cl-, HCO3
-, and SO4

2- and convert to meq/L.  

3. Calculate the % meq/L for each ion based on the sample composition. Each cation is 

divided by the meq/L sum of all cations in a sample and each anion is divided by the 

meq/L sum of all anions in a sample. For more alkaline pH ranges, CO3
2- can also be 

included. These are essentially the same steps towards constructing a Piper diagram, 

however, we do not combine Na+ and K+ into one variable.  

4. Vectors of each major ion and cation form the first 7 columns of the data matrix. Other 

geochemical constituents that are potentially important, such as Sr2+, NO3
-, or Si (as 

SiO2), can be added as individual vectors. Because this methodology is primarily based 

on the proportions of the major ions with respect to one another, total dissolved solids 

(TDS) or specific conductance (SPC) can also be added as variables to give the overall 
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magnitude of dissolved constituents a small amount of weight. However, it is important 

not to add too many additional variables as the data dimensionality will reduce the 

significance of multivariate groupings (Bellman, 1961). Additional variables 

incorporated into the analysis should be log-transformed if they are not normally 

distributed. After that, each variable is normalized to scale between 0-1, the same range 

as the major cation and ion data.  In this study, silicate weathering is an important 

contributor to geochemical evolution in both Owens Valley and the Spring Mountains. 

Therefore, we use TDS and Si (as SiO2) as two additional variables for a total of 9 

vectors in the data matrix. 

5. Following data preprocessing and concatenation of the data matrix, the rest of the steps 

used in this study are identical to the traditional methodology (e.g., HCA in a statistical 

software package with Ward’s linkage and Euclidean distance measure). However, this 

is simply a preprocessing method and the analyst can use any clustering method they 

choose (e.g., K-means, Fuzzy K-means). For the purposes of comparison with 

traditional preprocessing and because it is the most widely used method, we test with 

Q-mode HCA in both case studies.  

2.3.3 Case Studies 

 Case studies have been previously used to evaluate the strengths and weaknesses of 

empirical methods for clustering water chemistry data (Steinhorst and Williams, 1985; Guler et al., 

2002; Thyne et al., 2004; Templ et al., 2008; Woocay and Walton, 2008). The two study sites used 

in this paper were chosen based on contrasting hydrogeology and flow regimes, confidence in 

preexisting conceptual models, differences in dataset size, and availability of data. The Owens 

Valley dataset is relatively small (n = 20), while the Spring Mountains (SM) dataset is larger (n = 

153). The difference in sample size between the two study sites allows us to examine clustering 

relationships at the individual sample scale (OV) and for spatial groups of samples (SM).  

2.3.3.1 Owens Valley (CA) 

 Owens Valley is a deep extensional graben lying directly to the east of the southern Sierra 

Nevada and to the west of the White-Inyo Mountains. Ridgelines on both sides of the valley exceed 
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4250 meters (~14,000 ft) while the valley floor slopes southward from ~1200 meters to ~1000 

meters at its southernmost extent. In this region, the Sierra Nevada is primarily comprised of 

Cretaceous plutonic rocks ranging in petrologic composition from alaskite to diorite, quartz diorite, 

and hornblende gabbro. The majority of plutons fall in the range of quartz monzonite to 

granodiorite (Figure 2.3). Penn-Permian metasedimentary roof pendants of country rock correlated 

with units in the White-Inyo ranges are laterally extensive at high elevations in several portions of 

the eastern Sierra Nevada (Figure 2.3). These roof pendants contain various facies including 

marble, calc-hornfels, micaceous quartzite, and biotite schist (Moore, 1963). Other notable 

geologic units include volcanic rocks of Jurassic and Triassic age found in the Mount Pinchot and 

Mount Whitney quadrangles, Quaternary flood basalts and cinder cones of the Big Pine Volcanic 

Field associated with Cenozoic extension, and the Volcanic Tableland area (i.e., Bishop Tuff) at 

the north end of Owens Valley associated with the eruption of the Long Valley Caldera.   

 The eastern Sierra Nevada is the site of two seminal studies in the field of water chemistry, 

Feth (1964) and Garrels and Mackenzie (1967), focusing on chemical weathering and geochemical 

evolution through plutonic rocks. There are several important tenants from these papers that are 

applicable to this study: 1) the origin and composition of springs in the Sierra Nevada can be 

directly related to the mineralogy of the rock materials and the composition of the chief weathering 

products (e.g., kaolinite and ca-montmorillonite) and 2) groundwater ion concentrations derived 

from rock-water interaction will scale with distance from recharge, and thus, residence time and 

circulation depth. We utilize the tenants from these papers and other like studies in the area (i.e., 

Pretti and Stewart, 2002) and leverage the vast amount of petrologic information available for 

plutonic rocks in Owens Valley (e.g., Moore, 1963; Bateman, 1965; Abbott, 1972; Moore, 1987).  

 For this case study, geochemical data is presented from 20 spring sites emerging on the 

mountain front of the western side of the valley (Figure 2.3) sampled during the spring of 2016. 

One additional site was sampled during October 2017. The majority of these springs emerge at 

mapped fault zones and source mountain block recharge from high elevation areas (see Chapter 4) 

(2800-3300 meters). Samples further away from the drainage divide (e.g., springs west of the 

Alabama Hills) likely source mountain system recharge from both the mountain block and basin 

fill aquifers.   
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 Figure 2.3. Simplified geologic map of the eastern Sierra Nevada in Owens Valley, CA. Spring 

sample locations are marked on the map. Springs are symbolized by shape to indicate data 

preprocessing technique and by color to indicate the geochemical group. Traditional preprocessing 

groups are show as triangles while alternative preprocessing groups are shown as circles. Lines on 

the map indicate geologic cross sections (see Chapter 4). Regional boxes on the map around the 

springs indicate areas where we present an additional figure to zoom in on the geologic connections 

to springs (Figure 2.5). 
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2.3.3.2 The Spring Mountains (NV) 

 The Spring Mountains are a northwest-southeast trending mountain range near the southern 

border of California and Nevada. The central crest of the mountain range rises over 3600 m and 

defines the division between the Great Basin physiographic province and the Las Vegas Valley 

watershed. Numerous hydrogeological studies and geochemical investigations have identified the 

Spring Mountains as an important recharge zone for the Death Valley Regional Groundwater Flow 

System (DVRGFS) and for the Las Vegas Valley aquifer system (Winograd and Pearson, 1976, 

Winograd et al., 1998; Belcher et al., 2009; Belcher and Sweetkind, 2010). More recently, the role 

of the central Spring Mountains as an important recharge zone and the importance of thrust faults 

as zones of mixing have been highlighted by Warix et al. (2020). 

 The Spring Mountains are primarily comprised of Paleozoic marine strata; predominately 

quartzite, limestone and dolostone; that formed from the development of a clastic wedge and an 

overlying carbonate shelf on the passive margin between the Cordilleran miogeocline and the 

North American craton (Page et al., 2005). Sandstones, siltstones, and conglomerates of Mesozoic 

origin are found in the southeastern portion of the range and are correlated with the Mojave Jurassic 

arc terrane (Marzolf, 1990; Page et al., 2005). Large thrust faults (e.g., the Keystone Thrust, the 

Lee Canyon Thrust, the Macks Canyon Thrust, the Deer Creek Thrust, and the Wheeler Pass Thrust) 

and regional folding associated with the Sevier Orogeny created complex topography and exposed 

large sections of the regional carbonate aquifer to the surface. Basin and Range extension created 

displacement between the Spring Mountains and adjacent ranges as well as incited normal faulting 

throughout the mountain range that cross-cuts thrust faults.   

 We combine the results of recent sampling efforts in the region (2016-2018) with data from 

Hershey (1989), Anderson (2002) and the USGS Water Quality Database 

(https://waterdata.usgs.gov/nwis/qw) to amass a dataset consisting of 153 samples with complete 

major cation and anion information. Where bicarbonate data was missing from these samples, 

HCO3
- was calculated from pH and alkalinity. This larger dataset allows us to capture the spatial 

resolution and geological complexity of the mountain range. We leverage information from prior 

studies to evaluate how well HCA results obtained using different data preprocessing methods 

conform to prior conceptual models of inferred groundwater flowpaths and the effect of structure 

on groundwater flow (e.g., Warix et al., 2020). Regional scale flowpaths have been geochemically 

modeled from high elevation springs in the central Spring Mountains towards lower elevations in 
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Pahrump Valley and Las Vegas Valley (Hershey et al., 1989; Hershey et al., 2016). Strontium 

isotopes also support this conceptual model of recharge initiating in the central Spring Mountains 

(Warix et al., 2020). Large scale thrust faults cut the mountain range into geologically distinct 

sections that have been identified as places of groundwater mixing between flow regions (Warix 

et al., 2020).  

2.4 Results 

2.4.1 Owens Valley Case Study 

 HCA results using both traditional preprocessing and alternative preprocessing techniques 

are shown for the Owens Valley springs in Figure 2.4. For each technique we present a dendrogram 

showing the phenon line, or area where dendrogram is “cut”, with the resulting agglomerative 

clusters shaded in different colors. We also provide a graphical breakdown for each technique 

showing stiff diagrams for each sample and a piper diagram showing all samples. Samples 

clustered using the traditional preprocessing approach are represented by triangles while samples 

clustered using the alternative preprocessing approach are symbolized by circles. Detailed, 

zoomed-in, areas of the geologic map associated with the boxes in Figure 2.3 can be found in 

Figure 2.5. 
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Figure 2.4. This figure summarizes the geochemical differences between the traditional (OVT) and alternative (OVA) preprocessing 

results for springs in Owens Valley. OVT results are presented in section A and OVA results are presented in section B. Each section 

contains a dendrogram with the agglomerative clusters shaded by color. The phenon lines depict where the dendrograms are cut. Every 

spring has an associated stiff diagram and a point in the Piper diagram. Boxes next to the stiff diagrams show TDS ranges for each group 

of springs.  
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2.4.1.1 Traditional Preprocessing Results 

 Using the traditional preprocessing approach (OVT = Owens Valley Traditional), the 20 

spring samples are clustered into four groups (OVT-1, OVT-2, OVT-3, and OVT-4) (Figure 2.4A). 

As shown by the stiff diagrams, the clusters generated using the traditional approach show a 

propensity towards grouping based on total dissolved solid concentrations, showing a consistent 

increase in TDS from Group OVT-1 to OVT-4. Group OVT-1 contains four low TDS samples 

(53-76 mg/L) that have a Ca-HCO3 water type. All four of these spring samples are located in the 

Round Valley area west of Bishop, CA. Group OVT-2 contains seven samples of slightly evolved 

water (TDS 88-179 mg/L) with mixed water types of Ca-HCO3 and Na-HCO3. Samples in Group 

OVT-2 are distributed across the southern, central, and northern portions of the western Owens 

Valley mountain front. Group OVT-3 contains 8 samples of moderately evolved water (TDS 143-

239 mg/L) containing both Ca-HCO3 and Na-HCO3 water types. Group OVT-3 springs are found 

across many parts of Owens Valley, and include the two highest elevation samples (IES-040 and 

IES-041) and two samples located near the basin floor (IES-026 and IES-034). Group OVT-4 

includes one spring, IES-025, a Na-Cl type seep emerging at the toe of the Alabama Hills with an 

elevated TDS (724 mg/L) relative to other springs in the area.  

 Graphical interpretations of HCA results obtained using the traditional preprocessing 

approach show clear distinctions in the stiff diagrams based on total dissolved solid concentrations. 

However, these groupings do not contain springs with similar geochemical fingerprints. Groups 

OVT-1, OVT-2. OVT-3 are all clustered over the same subspace in the Piper diagram with no 

clear distinctions between groups. Additionally, we also do not observe clear spatial patterns with 

upgradient geology and HCA cluster. I use the term upgradient geology to imply that springs are 

supported by recharge occurring upgradient of the spring and in the geology associated with the 

inferred recharge zone. Springs hypothesized as flowing through the same units or similar geology 

(i.e., sets of plutons) are not clustered together. For example, IES-034, which flows through the 

Bishop Tuff, is grouped together with springs that emerge from granodiorite plutons. The 

exception to this observation is with “twin” springs or springs emerging in a complex that are 

located less than 1 km apart (e.g., IES- 037 & IES-038, IES-040 & IES-041, and IES 042 & IES-

043). 
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Figure 2.5. Zoomed-in geologic maps associated with the boxes in Figure 2.3. Spring locations are 

denoted and springs are symbolized by shape (preprocessing technique) and color (geochemical 

group). White dotted lines indicate connection of Group OVA-1 springs to Penn-Permian 

metasedimentary roof pendants directly upgradient. 
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2.4.1.1 Alternative Preprocessing Results 

 HCA using alternative preprocessing techniques (OVA) resulted in five clusters for the 20 

Owens Valley springs. Compared to the OVT results, the OVA clusters have considerably larger 

intergroup ranges in TDS and are structured more distinctly based on geochemical facies (i.e., 

solute relationships and proportions) (Figure 2.4B). We also observe spatial relationships in 

sample groupings associated with local geology (Figure 2.5).  

 Group OVA-1 samples range from dilute to moderately evolved (TDS 53-206 mg/L) and 

are all strongly Ca-HCO3 dominant waters. Geologically, all springs in Group OVA-1 are located 

downgradient from Penn-Permian metasedimentary roof pendants surrounded by quartz 

monzonite or granodiorite plutons (Figure 2.5). Group OVA-2 samples have a TDS range from 

89-238 mg/L and are all Ca-HCO3 type waters. This group has samples from three separate 

geologic areas, however the petrology upgradient and in the likely recharge zone of these spring 

waters is all similar. IES-021, IES-023, and IES-024 all emerge to the west of the Alabama Hills 

and downgradient from the Mount Whitney intrusive suite, a group of nested granodiorite plutons 

(Hirt, 2007). IES-029, IES-041 and IES-40 emerge from the Granodiorite of McMurray Meadows 

and undifferentiated mafic rocks in the Birch Mountain area. IES-029 may receive some flow 

through quaternary flood basalts associated with the Big Pine volcanic field (e.g., Red Mountain).  

IES-032 emerges out of the Tungsten Hills quartz monzonite west of Bishop, CA, however, local 

masses of diorite, quartz diorite, and hornblende gabbro are present.  

  Group OVA-3 consists of four springs (IES-022, IES-026, IES-027, and IES-039) and has 

the largest TDS range for any group (66-204 mg/L). This group has mixed facies representation, 

two springs are Na-HCO3 type and the other two are Ca-HCO3 type. However. the distinctive 

geochemical feature of this group is that both Ca2+ and Na+ are elevated (though either one may 

dominate) compared to a lower overall proportion of Mg2+. Springs in Group OVA-3 are 

geologically heterogeneous upgradient of the spring, often reflecting a mix of felsic plutonic rocks 

(e.g., alaskite and anorthosite) and granodiorite. Group OVA-4 is comprised of two moderately 

evolved springs that are strong Na-HCO3 type waters with a distinctive geochemical fingerprint 

(Figure 2.4B). IES-034 sources water from flowing through the Volcanic Tableland while IES-

030 flows through alaskite and felsic dikes and masses comprising the Warren Bench. Group 

OVA-5 is the same as Group OVT-4 and just consists of one spring, IES-025, an Na-Cl-type seep 

at the toe of the Alabama Hills with an elevated TDS concentration. 
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2.4.2 Spring Mountains Case Study 

 HCA results from traditional and alternative preprocessing techniques are summarized for 

the Spring Mountains case study in Figure 2.6. For each technique we present a dendrogram 

highlighting the agglomerative clusters created by the phenon lines. All dendrograms are plotted 

with the optimal leaf order to show the maximum distance (i.e., samples on the far left and right 

of the dendrogram have the greatest dissimilarity). All spring samples are symbolized by shape for 

preprocessing type and by color for cluster membership. We present regional geologic maps of the 

Spring Mountains adapted from Page et al. (2005) showing mapped faults (Figure 2.6B) and 

interpreted large-scale thrust faults (Figure 2.6E). Inset maps within the geologic map show 

simplified geology (Figure 2.6B) and local topography (Figure 2.6F) The included cross section is 

adapted from Page et al. (2005) and Warix et al. (2020) (Figure 2.6G). Total dissolved solid data 

was not available for all springs, therefore specific conductance (SPC µS/cm) was used as a 

measure of overall geochemical evolution.  

 Due to the large sample size, cluster centroids (i.e., the statistical average of a cluster) 

representing each group are depicted in the Stiff and Piper diagrams (2.6C and 2.6F). The number 

of samples and variability of the cluster centroid is based on how many samples are present in the 

geochemical cluster. Based on work from Guler et al. (2004) using a similar methodology, we 

examine the geochemical signature and spatial significance of the cluster centroids and then make 

interpretations about the regional flow system. Hypothetical geochemical evolution pathways are 

annotated for each technique based on the geochemical composition of the cluster centroids and 

spatial relationships observed with the regional geology and major structural features.   

2.4.2.1 Traditional Preprocessing Results 

 HCA using traditional data preprocessing resulted in six geochemical groups (SMT) for 

the Spring Mountains case study. The cluster centroids representing each group show one overall 

geochemical evolution pattern from high and mid elevation recharge waters (SMT-1 & SMT-2) to 

low elevation discharge waters (SMT-5 & SMT-6). Groups SMT-3 and SMT-4 appear to represent 

intermediate/transitional waters between the central highlands and basin floor. This pattern of 

regional evolution is shown by a steadily increasing geochemical fingerprint and consistent 

increases in SPC from SMT-1 to SMT-6 (Figure 2.6C). 
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Figure 2.6. This plot is similar to Figure 2.4 and shows the geochemical clustering results for the 

Spring Mountain springs using traditional (SMT) and alternative (SMA) preprocessing methods. 

SMT results are depicted as triangles and shown in subplots A, B, and C. SMA results are depicted 

as circles and shown in subplots E, F, and G. Each preprocessing method depicts a dendrogram 

showing all springs, the pheneon line, and the resulting agglomerative clusters shaded by color. 

We also include geologic maps showing all samples symbolized by preprocessing type and 

geochemical group. The geologic map legend is shown in Subplot 2.6G. The geologic map in 

subplot 2.6B shows minor faults and a cross section line associated with the cross section in subplot 

2.6D. The inset geologic map in subplot 2.6B shows a simplified geologic map. The geologic map 

in subplot 2.6F shows the major thrust faults. The inset map in subplot 2.6F shows a shaded DEM 

with 500m contour lines to show elevation (meters). Subplots 2.6C and 2.6G show stiff diagrams 

of the cluster centroids and Piper diagrams showing all samples shaded by geochemical group. We 

interpret the geochemical relationships among cluster centroids with annotations between stiff 

diagrams in Figure 2.6G. The cross section in Subplot 5D is adapted from Page et al., (2005) and 

Warix et al., (2020). 
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Groups SMT-1 and SMT-2 are highly dissimilar, based on the linkage distance, from 

Groups SMT 3-6. Based on the geospatial configuration of the clusters and information about the 

flow system from previous studies (e.g., Hershey et al., 1989; Winograd et al., 1998; Warix et al., 

2020), groups SMT-1 & SMT-2 are indicative of shallow groundwater evolving primarily from 

snowmelt recharge. Springs in Group SMT-1 have an average specific conductance of 395 µS/cm 

and primarily emerge from the Bird Spring Formation (Pmb) and the Pogonip Group around high 

elevation areas of the central Spring Mountains (CSM). Springs in Group SMT-2 have an average 

specific conductance of 554 µS/cm and are predominately located within two areas of the mountain 

range: 1) at mid elevation locations in the central Spring Mountains and 2) in the Montgomery 

Hills area of the northwestern Spring Mountains. Group SMT-2 springs primarily emerge in 

Permian limestones and dolostones (Pmb and Mm) and Cambrian and Ordovician limestones and 

dolostones.  

 Group SMT-3 springs have an elevated SPC (675 µS/cm) and represent a spatial and 

geochemical evolution from Group SMT-2 waters in the absence of prevalent dolomite dissolution. 

These springs primarily emerge at mid to low elevation areas in siliciclastic geologic formations 

of Proterozoic, early Cambrian (e.g., Zj, Zs), and Mesozoic (Trml, Ja) age. Springs in Group SMT-

4 cluster on the “evolved” side of the dendrogram despite having an average SPC of 586 µS/cm, 

only slightly elevated from Group SMT-2. We attribute this separation to decreased Ca/Mg ratios 

compared to Group SMT-1 and Group SMT-2 waters. Many SMT-4 springs either: 1) emerge in 

mid to low elevations out of limestones and dolostones of Cambrian (Cbk) and Missisippian (Mm 

& Mdu) age or 2) emerge downgradient from these units due to offset by large scale thrust faults 

(Figure 2.6B). Cluster centroids from Groups SMT-5 and SMT-6 represent an increase in overall 

salinity as well as magnesium and sulfate concentrations from Groups SMT-1 – SMT-4. The 

cluster centroid for Group SMT-5 reflects a Mg-HCO3 type water with increases in all ion 

concentrations, specifically sulfate, magnesium, and sodium, from mid-elevation groundwaters 

(e.g., SMT-3 and SMT-4). Samples with membership to SMT-5 are found at low elevations, 

frequently at the toes of slopes, emerging from spatially and geologically heterogeneous locations 

throughout the mountain range (Figure 2.6B). Group SMT-6 consists of only four samples that are 

distinguished by having the highest mean specific conductance (911 µS/cm) and magnesium 

concentrations. 
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2.4.2.2 Alternative Preprocessing Results 

 Alternative preprocessing of geochemical data prior to HCA resulted in five geochemical 

groups (SMA) for the Spring Mountains: 1) one shallow groundwater (i.e., recharge) endmember 

(SMA-1), 2) three transitional endmembers (SMA-2, SMA-3, and SMA-4) representative of 

intermediate evolution from shallow groundwater by way of interaction with various lithologies 

(e.g., Precambrian/Cambrian siliciclastics, Cambrian dolomites, and Mesozoic sandstones), and 3) 

one endmember representing the most evolved waters at low-lying, basin locations (SMA-5). 

 Group SMA-1 is representative of Ca-HCO3 type water evolving though the Bird Spring 

Formation, Pogonip Group, and undivided Mississippian and Devonian Limestones. Springs 

clustered in this group are found at high elevations in the central Spring Mountains (CSM) and 

high to mid elevations in the north-central Spring Mountains. Springs with membership to Group 

SMA-2 have a slightly higher mean specific conductance (605 µS/cm) than SMA-1 springs and 

are distinguished by increases in Mg2+ and HCO3
- from the CSM recharge endmember. Based on 

the spatial locations of SMA-2 springs, we interpret this chemical evolution to be derived from 

interaction with Cambrian dolomites (Cn & Cbk), where large-scale thrust faulting places these 

units proximal to Permian limestones. Group SMA-2 springs are found along the Keystone Thrust, 

the Macks Canyon Thrust, and the Wheeler Pass Thrust (Figure 2.6F). Spring waters in Group 

SMA-3 have a cluster centroid with a mean specific conductance of 595 µS/cm with increases in 

most major ions, particularly Na+, K+, SO4
2-, and Mg2+, from the CSM recharge endmember. 

Spring waters in Group SMA-3 represent a geochemical evolution pathway where CSM recharge 

interacts primarily with flow through siliciclastic rocks; either Precambrian and Cambrian 

quartzites (Zs, Zj, Cc, Czw) or Mesozoic sandstones and conglomerates (Ja, TRmu, TRml) (Figure 

2.6G). Group SMA-4 has a cluster centroid with a mean specific conductance of 685 µS/cm and 

exhibits distinct increases in Na+, K+, Mg2+ and SO4
2- from the other three more dilute groups. 

Springs in this group emerge primarily from mid to lower elevation exposures of the Johnnie 

Formation and Mesozoic sandstones and conglomerates (Figure 2.6G). We attribute the increases 

in Na+, K+ to siliciclastic weathering and the increases in Mg2+ and SO4
2- to dedolomitization and 

gypsum dissolution (Warix et al., 2020). Spring waters in Group SMA-5 have a Mg-SO4 water 

type and show a substantial increase in salinity from the three intermediate groups (Figure 2.6G). 

These springs are exclusively found at low elevation portions of the mountain range emerging 
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from siliciclastic units (Zj, TRml, Ja) and are often found on major thrust or normal faults (Figure 

2.6F).    

2.5 Discussion 

 Past studies have shown that preprocessing of geochemical data can have a significant 

effect on multivariate clustering results (e.g., Dreher et al., 2003; Templ et al., 2008). However, 

one “traditional” preprocessing approach has emerged as the prevailing method despite its 

potential limitations. Here we provide an alternative data preprocessing technique and evaluate its 

performance against the traditional approach for two case studies: Owens Valley (CA) and the 

Spring Mountains (NV). The following sections will comment on the strengths and weaknesses of 

each approach for each case study and how the clustering results relate to the contrasting dataset 

types, hydrogeological settings, and existing conceptual models. We also discuss the implications 

of this work and potential paths forward. 

2.5.1 Owens Valley Case Study 

 The Owens Valley (OV) case study was used to evaluate a small dataset (n = 20) of 

mountain front springs in a predominately silicate terrain. Prior work from Meyers et al., in prep 

(i.e., Chapter 3) provides the conceptual framework for interpreting the clustering results. Faults, 

mostly normal and strike-slip, are the primary mechanism driving groundwater flow to the surface 

for the OV springs. Stable isotopes (δ2H and δ18O) and noble gas data indicate that these mountain 

front springs are predominately supported by cold, high elevation (2800-3300m) recharge that 

flows through fractured, plutonic mountain-block aquifers before interacting with alluvial fill on 

the mountain font. One of the main findings from Chapter 4 is that the geologic heterogeneity of 

the Sierra Nevada batholith exerts the primary control on spring geochemistry.   

  The OV dataset is distinguished by a relatively small range in TDS, e.g., 19 of the 20 

samples are between 53-224 mg/L. These samples do not resemble a normal distribution in terms 

of SPC (2.7). HCA of OV springs produced two starkly different agglomerative clustering results. 

Results obtained using traditional data preprocessing (OVT) are strongly controlled by the salinity 

of the groundwater, i.e., dilute samples group together, moderately evolved samples group together, 

and the most evolved sample(s) group together. There is little overlap in total dissolved solid 
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concentrations between groups (Figure 2.4A). While there are some limited spatial relationships, 

the OVT clustering results do not show strong connections with aquifer geology/mineralogy or 

geochemical fingerprint (Figure 2.5). In contrast, clustering results derived from alternative 

preprocessing methods (OVA) show no bias toward overall salinity. Four out of the five 

geochemical groups have wide, overlapping ranges in TDS (Figure 2.4B). Instead, distinctions 

among OVA groups can be clearly identified on the basis of their geochemical fingerprint, i.e., 

relative proportions cations and anions in relation to each other. The stiff diagrams and clustering 

of samples on the Piper diagram show this clearly (Figure 2.4B). Geochemical fingerprints 

associated with each group can be tied back to slight differences in the aquifer mineralogy 

upgradient of the springs in their presumed recharge areas (Chapter 4). The OVA clusters from 

this study match the geochemical groupings from Chapter 4 that are based on solute biplots, 

geochemical modeling, and 87Sr/86Sr. Only one spring, IES-026, falls into a different geochemical 

group based on the alternative clustering than the groups outlined by Meyers et al. (in prep) based 

on multiple hydrochemical indicators (i.e., geochemistry, 87Sr/86Sr, stable isotopes, inverse 

geochemical modeling, etc.). 

 

 

Figure 2.7. Histograms of specific conductance for Owens Valley springs (left) and Spring 

Mountain springs (right) used in the clustering analysis. The Spring Mountain springs more closely 

resemble a normal distribution.  
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2.5.2 Spring Mountains Case Study 

 The Spring Mountains case study provides an opportunity to compare and contrast 

traditional and alternative preprocessing methods for HCA at the mountain range scale. This case 

study includes a larger number of samples (n = 153) in a more structurally and geologically 

complex terrain. Prior studies of groundwater flow in the mountain range provide several 

conceptual foundations with which to evaluate the geochemical significance of the clusters: 1) 

groundwater recharge throughout the mountain range primarily occurs from snowmelt recharge at 

high elevations, specifically in the central Spring Mountains, however local contributions from 

rain are not insignificant (e.g., the Montgomery Hills and Wilson Cliffs), 2) major geochemical 

zones are defined by stratigraphic blocks separated by regional thrust faults, and 3) mixing of 

groundwater between geochemical regions occurs along zones of thrust faulting and cross-cutting 

normal faults (Hershey et al., 1989; Warix et al., 2020).   

 Compared to the OV dataset, the SM dataset has a larger range in TDS and water type 

(Figure 2.6). Statistically, SM spring TDS concentrations more closely resemble a normal 

distribution (Figure 2.7). Hierarchical clustering of the Spring Mountains dataset results in similar, 

yet distinctive, geochemical groupings when comparing the two different preprocessing methods. 

Hierarchical clustering using traditional preprocessing (SMT) results in six geochemical groups 

that are predominately, but not entirely, structured by increasing dissolved ion concentrations 

(Figure 2.6C). There is both spatial and geochemical overlap between SMT and SMA results 

because increases in dissolved ion concentrations are correlated with increases in specific ionic 

ratios (i.e., Mg/K) or ionic “fingerprints” in the Spring Mountain flow system. For example, both 

methods identify dilute, high elevation, CSM recharge as a geochemical endmember (e.g., Groups 

SMT-1 and SMA-1). However, this is due to the opposing strengths of each preprocessing method. 

SMT-1 identifies the most dilute waters (i.e., waters with low concentrations of most major ions) 

on the mountain block, which happen to be in the high elevation regions of the CSM. Group SMA-

1 captures spring waters that are heavily dominated by Ca2+ as the primary dissolved cation and 

by HCO3
- as the primary dissolved anion. This is a geochemical fingerprint of shallow groundwater 

flowing through Permian limestones (e.g., Pmb, Mm, Mdu) that are uplifted at high elevations in 

the CSM. While SMA-1 and SMT-1 do capture a similar subset of springs, differences between 

the clustering results are highlighted in the north-central Spring Mountains and in Kyle Canyon. 

Springs in these areas belong to SMA-1, even though they are slightly more evolved (500-600 
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µS/cm), because they flow through Permian limestones (e.g., Pmb, Mm, Mdu) and have the same 

geochemical fingerprint as more dilute springs. However, these same springs fall into group SMT-

2, whereas Group SMA-2 almost exclusively includes springs located in areas of regional thrust 

faulting where Permian limestones intersect Cambrian dolomites. Similarly, Group SMA-3 almost 

exclusively reflects waters flowing through siliciclastic rocks (e.g., quartzite, sandstone) of 

Jurassic, Triassic or Cambrian age. While both methods have similar results overall, The SMA 

results more closely capture geochemical fingerprints of groundwater flowing though specific 

stratigraphic sections or mixing between geochemical flow regions. These relationships are clearly 

seen in the stacked histogram (Figure 2.8). Additionally, the SMA results capture unique 

geochemical mixtures that occur at regional thrust faults (Figure 2.6F).  

 The geologic make-up of the SMT clustering results is consistently more mixed (Figure 

2.6). However, the SMT results clearly do an effective job of identifying areas of dilute water, 

geochemical evolution in local topography, and regional scale changes in geochemistry (Figure 

2.6B). Another difference between the two methods is that the traditional approach identifies one 

evolutionary pathway (Figure 2.6C) instead of identifying multiple pathways that can be tied back 

to the underlying geology (e.g., Figure 2.6F). In a system that has as much structural complexity 

and juxtaposition of contrasting geologic units as the Spring Mountains (e.g., Figure 2.6D), we 

would expect more than one geochemical evolutionary pathway.  
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Figure 2.8. Stacked histograms of SMT springs (top) and SMA springs (bottom) showing the 

number of springs emerging from a geologic unit in each geochemical group. Colors on the stacked 

histograms are associated with the geologic units in the legend and in the Spring Mountains 

geologic map. Overall, SMA geochemical clusters are more closely associated to the emergence 

geology than the SMT geochemical clusters.  

2.5.3 Commentary on both methods and case study results 

 HCA using traditional data preprocessing methods clearly shows a propensity towards 

grouping samples based on overall TDS concentration. This is true even if the imported data matrix 

does not directly include SpC (specific conductance) or TDS as a variable, and just includes the 

major cations and anions as individual vectors. The traditional data preprocessing approach is 

likely prone to biases because increases in major ions tend to be positively correlated with one 

another. High numbers of correlated vectors can increase their overall statistical “weight” in 

multivariate analyses. Although these vectors are log transformed and standardized, the fact that 
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increases in most major solutes tend to be correlated with overall TDS is not fixed by these 

preprocessing measures. These preprocessing measures mainly serve to stop one variable from 

being more highly weighted than another variable. This problem of high numbers of correlated 

vectors may be problematic if clustering is used to group samples in areas where molar ratios may 

be more indicative of geochemical processes than dissolved solute concentrations.   

 Conversely, alternative preprocessing of major ion data may also have a bias, albeit 

towards grouping samples with similar ionic ratios rather than similar TDS concentrations. While 

alternative preprocessing may underweight the importance of overall evolution (e.g., Owens 

Valley example) even when TDS or SPC is included as a variable during HCA, this method has 

proven useful for linking small changes in geochemical fingerprint or water facies type to aquifer 

mineralogy and structural configuration. The utility of this approach is seen in both case studies. 

OVA geochemical groups are specific to either flowing through granite/granodiorite, 

granite/granodiorite + roof pendant, volcanic rock/felsic plutonic rock, or interaction with basinal 

brines. These results are corroborated by inverse geochemical models and strontium isotopes 

(Meyers et al., in prep). SMA geochemical groups were successful in identifying specific 

geochemical fingerprints correlated to individual stratigraphic blocks and mixing of facies between 

stratigraphic blocks.   

 Both preprocessing methods highlight different geochemical groups and trends within the 

case study datasets. Depending on the end goal, there are many reasons why an analyst would want 

to utilize one or both of these methods, as each has strengths and potential biases. For example, 

traditional preprocessing may be favorable for understanding groundwater flow in areas with large 

ranges in TDS (e.g., alluvial aquifers, regional groundwater systems, or closed, saline basins), in 

areas where there is a chemically evolving system with uniform geology, or in water quality 

applications where TDS is the most important indicator. Alternative preprocessing is more useful 

if the goal is to identify groundwater facies. Specifically, groupings obtained using the alternative 

preprocessing method may be useful in systems with geologic complexity or heterogeneity or 

where multiple geochemical processes (e.g. sulphate reduction, cation exchange) are occurring 

that can shape the geochemical fingerprint. 
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2.6 Conclusions 

 Without careful consideration of likely aquifer units, the mineralogy of these units, and the 

most representative cations and anions driving separation among geochemical groups, common 

preprocessing workflows and statistical approaches to analyzing water chemistry data (k-means 

clustering, Q-mode hierarchical clustering analysis, etc.) can obscure potential geochemical 

relationships. While these approaches have been criticized for ignoring geochemical complexities 

(e.g., Dreher, 2003), data from this study offers an example of how statistical clustering methods, 

while useful, must be used cautiously and thoughtfully (i.e., taking potential biases into 

consideration) and how alternative preprocessing techniques can provide valuable information that 

is overlooked and obscured during traditional data preprocessing treatment.  

 The alternative data preprocessing technique presented in this study: 1) takes the strengths 

from graphical diagnostic tools and numerically quantifies them and 2) aims to circumvent some 

of the inherent biases that accompany HCA results derived from traditional data preprocessing. In 

our case study examples, groups derived from HCA using alternative data preprocessing (OVA & 

SMA) had stronger connections to geological and hydrogeological settings. HCA clusters derived 

from traditional data preprocessing ignored some of the geochemical complexity in the case study 

flow systems in favor of grouping water samples largely based on similarities in total dissolved 

solid concentrations. However, there are likely different geologic areas where each method would 

outperform the other and it is not disputed that there are instances where having each type of 

clustering information would be valuable. A workflow (e.g., Figure 2.9) where the user tried 

multiple clustering approaches and examined the relationship between the clustering results and 

the aquifer mineralogy and likely kinetic pathways would be the most preferable   

 This work seeks to inform others to use caution when exercising patterned workflows for 

clustering/grouping of water chemistry data that may have inherent biases. As the prevalence of 

using multivariate techniques for analyzing water chemistry data grows, the feasibility of quickly 

analyzing a dataset becomes easier with software packages (e.g., Minitab, Statistica, Matlab, R) 

that incorporate multiple clustering algorithms. However, despite the ease of analysis, it is 

important not to become complacent and fall into sequential or patterned workflows that utilize 

HCA results for inverse modeling or conceptual model formation without rigorously evaluating 

the dataset.  
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Figure 2.9. Conceptual figure showing a suggested workflow based on the findings from this study.  

 

  Our work suggests that users should: 1) be aware of potential biases in the traditional 

workflow, 2) be open to other data treatment options that might better suit the needs of the analyst, 

3) use caution, i.e., check to make sure that clustering results make sense with the hydrogeological 

framework, and 4) revisit  basic geochemical patterns (e.g., solute-solute plots) prior to clustering. 

It is important to start small and understand simple geochemical relationships before performing 

multivariate analysis (Siegel, 2008). Cluster analysis should not be used as “proof” of spatial or 

geochemical relationships (Templ et al., 2008), but rather as a hydrological reconnaissance tool. 
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 OLD GROUNDWATER BUFFERS THE EFFECTS OF A 

MAJOR DROUGHT IN GROUNDWATER-DEPENDENT 

ECOSYSTEMS OF THE EASTERN SIERRA NEVADA (USA) 

3.1 Abstract 

 Global groundwater resources are stressed and the effects of climate change are projected 

to further disrupt recharge processes. Therefore, we must identify the buffers to climate change in 

hydrogeologic systems in order to understand which groundwater resources will be 

disproportionally affected. Here, we utilize a novel combination of remote sensing (e.g., Landsat) 

and groundwater residence time data to quantify the hydrogeologic stability of aridland mountain-

front springs in response to a major climate event, the 2011-2017 California drought. Desert 

springs within Owens Valley (CA) support unique ecosystems that are surrounded by lush, green 

vegetation sustained only by discharging groundwater and are not reliant on localized precipitation. 

Therefore, the health or ecological response of this vegetation is a direct reflection of the 

hydrogeologic stability of the mountain-block groundwater system since water is the limiting 

resource for riparian plant growth in arid regions. We compared spring water residence times to 

vegetation metrics computed from Landsat imagery leading up to and during the drought interval. 

We observe that the vegetation surrounding springs discharging a high fraction of modern and 

bomb-pulse groundwater (<100 years) showed evidence of increased drying and desiccation as the 

drought progressed. In comparison, springs discharging a higher fraction of old groundwater (>100 

years) showed little response thereby supporting the conceptual model where old groundwater, i.e., 

a distribution of deep and stable groundwater flowpaths, buffers short-term climate perturbations 

and may provide hydrogeologic resistance to future effects from climate change.   

3.2 Introduction 

 What are the buffers to climate change impacts on natural hydrologic systems?  The answer 

to this question has global significance as water resources, particularly groundwater, continue to 

be stressed by global population growth, changes in annual recharge, and increasing reliance on 

groundwater pumping (Vörösmarty et al., 2000; Famiglietti 2014). Additionally, recent work 

suggests that we may be sitting on a ‘environmental time bomb’ where impacts to recharge caused 



 

 

96 

by climate change may take human timescales to propagate through groundwater systems 

(Cuthbert et al., 2019). While old groundwater (i.e., >100 yrs) is postulated as an important 

contributor to hydrogeologic resistance (e.g., Sophocleous, 2012), the influence of groundwater 

residence time on the responses of hydrologic systems to disturbance is an area of current research 

that remains poorly understood and rarely quantified. Here we define hydrogeologic resistance as 

the resistance of a hydrologic system to changes in forcing (e.g., recharge) that are induced by 

perturbations (e.g., droughts) (Cartwright et al., 2018). In contrast, we define hydrogeologic 

resilience as the ability of a system to recover and return to pre-disturbance equilibrium following 

a perturbation. 

 One of the primary conceptual models for how old groundwater influences hydrogeologic 

resistance to climate change is that old groundwater, commonly supplied by a substantial 

contribution from regional (or deep) flowpaths, provides a buffer (i.e., a dampening of the effects 

of a perturbation) to the hydrological response of a system (Rademacher et al., 2005; Singleton 

and Moran 2010; Frisbee et al., 2012). If true, then this conceptual model also suggests that if a 

groundwater flowpath distribution contains a substantial component of young groundwater, then 

the effects of a perturbation may propagate more rapidly through the groundwater system.  

   In our conceptual model, a groundwater distribution comprised of long/deep flowpaths 

increases the integrated response time of the aquifer and dampens the effects of disturbances. In 

this case, the response time of groundwater is directly proportional to the flowpath length and 

inversely proportional to hydraulic diffusivity, a measure of how changes in hydraulic pressure are 

propagated through an aquifer (Erksine and Papaioannou 1997; Markovich et al., 2016). A 

distribution comprised of short flowpaths (i.e., young groundwater) would therefore result in a 

rapid response time. Landscape perturbations such as forest fires, land-use/land-cover change, and 

droughts can impact recharge fluxes, alter groundwater flowpaths, and subsequently change 

residence time distributions. However, uncertainties remain when determining the hydrogeologic 

resistance or resilience of groundwater systems and quantifying their response to perturbations. 

Additionally, the time scales and severity of these responses remain poorly quantified.    

 The concepts of groundwater response times and hydrogeologic resistance or 

hydrogeologic resilience to disturbances are extremely important in semi-arid locations globally 

and perhaps most acutely so in the American Southwest. Increased aridity is predicted for the 

desert Southwest of the United States during the 21st century as a consequence of climate change 
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(MacDonald, 2010). Reductions in alpine snowpack for the western U.S are already observed 

(Mote et al., 2018). Snowpack reduction is a critical concern since snowmelt is the principal 

recharge source for mountain block groundwater systems (Wilson and Guan, 2004). The emerging 

trend of declining snowpack is unsustainable for southwestern aquifers (Meixner et al., 2016). 

Many of these aquifers support threatened or endangered groundwater-dependent ecosystems 

(GDEs) in the rain shadow of the Sierra Nevada (Patten et al., 2008). Desert springs in this region 

are important since they play a vital role in sustaining ecological niches (Sada et al., 2005) and are 

often relied upon for irrigation, human consumption, and economic uses (Frisbee et al., 2013). 

While these springs are often limited in spatial extent, they support the majority of regional 

biodiversity (Sada, 2008). Many of these springs have supported aquatic life for thousands of years, 

as evidenced by the presence of speciated fish (Echelle and Echelle 1993; Echelle et al., 2005; 

Knott et al., 2008) and benthic macroinvertebrate (e.g., springsnail) (Hershler 1989; Hershler et 

al., 1999) populations in isolated oases. However, there is concern about whether these keystone 

features will be able to sustain flow under a decreased recharge regime associated with the effects 

from climate change. The relationship between changes in springflow to changes in recharge is 

likely non-linear due to the presence of a distribution of flowpaths an inherent time lag between 

recharge and discharge.  

 The presence of perennial springs and focused groundwater discharge points in arid regions 

like the southern Great Basin (e.g., Independence, CA) with minimal precipitation (< 13 cm/yr) 

(https://wrcc.dri.edu/cgi-bin/cliMAIN.pl?ca4232) and high evapotranspiration (ET) allow for 

dense, green vegetation to exist outside of high elevation, sky-island ecotones. (Figure 3.1). In 

contrast to salt-tolerant vegetation at lower-lying basin locations and drought-tolerant vegetation 

on alluvial slopes (with rooting depths well above the water table) (Cormstock and Ehleringer, 

1992; Elmore et al., 2003; Naumburg et al., 2005), the ample water availability and persistent 

surface discharge in spring riparian areas allows for drought-evasive vegetation to thrive in an 

otherwise inhospitable environment (Patten et al., 2008). Therefore, we interpret the health of the 

groundwater-dependent vegetation at springs to be a direct reflection of the stability of the 

groundwater flow system since water availability is the limiting resource for drought evasive 

vegetation (Kemp, 1983; Harrison, 2016). Based on these observations, the presence of green, 

healthy riparian vegetation during a multi-year drought would suggest that the spring flowpath 

distribution is stable and resistant to perturbations. If the aforementioned conceptual model is valid 
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then we would expect the groundwater flowpath distribution to contain a substantial component 

of long residence time groundwater. On the other hand, vegetation that dies/dries would suggest 

the flowpath distribution is not resistant to drought disturbance and likely contains a substantial 

component of young groundwater. Groundwater-dependent ecosystems, especially those in arid 

regions, are vulnerable to the effects of climate change (e.g., major droughts) that alter recharge 

processes (Morsy et al., 2017).  

 

 

Figure 3.1. Birds-eye imagery (Google Earth, 2019) and complementary field photographs of 

spring-dependent vegetation along the eastern Sierra Nevada in Owens Valley (CA). Drought 

evasive vegetation, present around springs and the riparian areas surrounding streams, is green and 

lush in contrast to drought tolerant vegetation on alluvial slopes (Elmore et al., 2003).  A & B 

correspond to IES-043, South Harry Birch Spring. C & D correspond to the confluence area of 

IES-037 & IES-038, Wells Meadow.  
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 The 2011-2017 California drought was the driest 6-year period since records began in 1895. 

While this drought was notable for its record heat (Griffin and Anchukaitis, 2014), large areas of 

the western United States also experienced record low snowpack (Mote et al., 2016). Vegetation 

was noticeably affected as progressive canopy water loss was observed in 10.6 billion ha of 

California forests (Asner et al., 2016). Because of its severity and duration, this historic drought 

presents an excellent opportunity to evaluate the relative stability of perennial springs in Owens 

Valley, CA (Figure 3.2) using vegetation health metrics (e.g. Normalized Difference Vegetation 

Index [NDVI]) coupled with groundwater residence time data. While previous studies have 

demonstrated that groundwater residence time can be used to identify declining recharge and 

flowpath transience (Manning et al., 2012), to our knowledge residence time data has not been 

previously paired with vegetation metrics from remote sensing data to understand coupled 

ecologic/hydrologic system responses. In fact, recent work by Cartwright et al. (2018) argues that 

field data, including measurement of groundwater age, is an area of needed combination with 

remote sensing data in order to identify potential hydrologic refugia.  

 Here we evaluate whether the responses of spring-dependent vegetation to a historic 

drought: 1) can provide a proxy for the overall hydrogeologic resistance of a spring, and 2) can be 

predicted using spring residence times. We hypothesize that springs discharging a large fraction 

of old groundwater (> 100 yrs) will exhibit less extreme vegetation dying/drying and high 

hydrological resistance to extreme short-term drought conditions. In comparison, springs that 

discharge a large fraction of young groundwater (< 100 yrs) will have less hydrogeologic 

resistance and vegetation will respond more rapidly to extreme drought conditions. The most direct 

way to test this hypothesis is to monitor vegetation health over the drought interval through remote 

sensing techniques, derive vegetation stability metrics from this data, and then compare these 

metrics to spring residence time partitions. We accomplish this by extracting NDVI time series 

from Landsat imagery for spring riparian areas in Owens Valley (CA) during the historic drought. 

We then compute vegetation stability metrics from the NDVI time series. These metrics are then 

compared with age partitions derived from tritium (3H) and chlorine-36 (36Cl) data collected during 

the spring of 2016. 
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Figure 3.2. The inset map shows the study area, the Mono-Owens Lake watershed (HUC 180901), 

shaded in white in the regional context of CA and NV. The dark grey area within HUC 180901 

represents the area depicted in the larger map. The larger map depicts orthoimagery of the Owens 

Valley region within the Mono-Owens Lake watershed (outlined in black) lying east of the Sierra 

Nevada and west of the southern extent of the Basin and Range. OL represents the Owens Lake 

subwatershed of HUC 180901 and CL represents the Crowley Lake subwatershed. Light blue 

circles represent spring sampling locations from a spring 2016 hydrological field campaign. 

Bishop Creek, a major stream draining the Sierra Nevada, is shown in cyan. A hydrograph for 

Bishop Creek spanning the duration of the drought is shown in Figure 3.4. Known faults are shown 

by the small black lines and streams are shown by the small blue lines. Contour lines representing 

2000m, 3000m, and 4000m are shown in the red, orange, and yellow lines, respectively.   
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3.3 Methods 

3.3.1 Study area and spring sampling  

 The Mono-Owens Lake Watershed is an internally draining watershed in eastern California 

(HUC 180901) comprised of the Mono Lake Watershed, the Crowley Lake Watershed, and the 

Owens Lake Watershed. This study focuses on the Crowley Lake and Owens Lake portions of 

HUC 180901, hereby referred to as Owens Valley (Figure 3.2). Owens Valley lies in a rain shadow 

on the leeward side of the Sierra Nevada and is bounded by the White-Inyo Mountains to the east. 

Structurally, Owens Valley is a rift basin with over 3,000 meters of basin fill lying just outside the 

Basin and Range physiographic province in what is known as the Walker Lane Transitional Zone 

(Jayko, 2011). This tectonic setting creates significant relief where Owens Valley (1000-1400 

mamsl) is surrounded on both sides by north-south trending ranges with ridgelines and peaks 

exceeding 4000 mamsl. The eastern Sierra Nevada is primarily composed of plutonic rocks of 

Cretaceous age, while the White-Inyo Mountains are predominately Penn-Permian 

metasedimentary rocks.  

 Nineteen springs were sampled in Owens Valley during the spring of 2016. Seventeen 

emerge from the eastern slope of the Sierra Nevada and two emerge on the western front of the 

White-Inyo Mountains (Figure 3.2). The majority of these springs emerge at structural features, 

mostly small faults, associated with the Sierra Nevada Frontal Fault Zone, the Owens Valley Fault 

Zone, or the White Mountain Fault Zone. Few faults in the area have published depths, offset, or 

displacement data, however numerous conceptual models interpret these spring emergences as 

areas of mixing between deeper groundwater (e.g. mountain block recharge), alluvial groundwater, 

and local sources of recharge (e.g. losing streams) (Danskin, 1998; Harrison, 2016; Zdon et al., 

2019). 

 Understanding the effects of the 2011-2017 California drought on water resources 

(including springs) in Owens Valley is of particular hydrologic significance as both groundwater 

and surface water support ecosystems which are home to endemic and threatened species (Miller 

and Pister, 1971; Chen et al., 2007; Conroy et al., 2017). This watershed also contributes to 

municipal water supply in Los Angeles, CA via the Los Angeles Aqueduct (LAA).  
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3.3.2 General chemistry collection and analysis 

 General chemistry samples were filtered in the field and collected in 250 ml high-density 

polyethylene (HDPE) bottles and refrigerated upon sampling until sent for analysis. Major cations 

and anions were measured at the New Mexico Bureau of Geology and Mineral Resources 

Chemistry Lab. Cations were measured using inductively coupled plasma optical emission 

spectrometric techniques (ICP-ES) according to EPA 200.7. Anions were measured using an ion 

chromatograph (IC) according to EPA 300.0. Duplicates were run on every 10th sample. Low 

bromide analysis was performed for samples under the bromide detection limit of 0.1 mg/L. All 

springs included in the analysis have change balance error (CBE) < 5%.  

3.3.3 Tritium collection and analysis 

 One 1 L sample of water with minimal headspace was collected from each spring in HDPE 

bottles for tritium analysis.  Springs were sampled as close as possible to the source or discharging 

seepage face by inserting platinum-cured silicone tubing into flowing fractures or into the spring 

orifice. Water samples were collected using a GeoTech peristaltic pump. Samples were then sent 

for gas proportional counting analysis at the University of Miami Tritium Laboratory 

(https://tritium.rsmas.miami.edu/). Electrolytic enrichment and low-level counting were 

performed for accuracy and precision of 0.1 TU. 

3.3.4 Chlorine-36 collection and analysis 

 Sampling of spring waters for 36Cl/Cl was completed in the same method as tritium except 

water was pumped through 0.22 µm polyethersulfone membrane Sterivex-GP pressure filters. 

AgCl was used for chemical preparation of the sample before AMS measurement. Samples were 

analyzed at the Purdue PRIME Lab (http://www.physics.purdue.edu/primelab) and results are 

reported as 36Cl/Cl ratios x 10-15 along with standard deviations for individual samples.  

 36Cl/Cl was also analyzed on fresh vegetation (e.g. pine and pinyon-juniper needles, n = 5) 

as well as duff (n=3) from across the southern Great Basin in order to investigate the effect of 

chloride recycling in vegetation on groundwater residence time interpretations. Chloride extraction 

methods were followed from Vogt and Herpers (1988) and Sharma et al. (1990). Chloride was 

extracted from pine and juniper needles by leaching in 4 N HNO3 for three days in a hot water 
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bath. Chloride was precipitated from the leachate as AgCl and purified by washing in HNO3. Sulfur 

was removed by precipitation as BaSO4 and chloride further isolated from impurities by anion 

chromatography. The final AgCl product was centrifuged into a pellet, dried, and loaded into AgBr 

filled copper cathodes for measurement of 36Cl/TotCl ratios by accelerator mass spectrometry at 

PRIME Lab, Purdue University.    

3.3.5 Age partitioning 

 Tritium (3H) and chlorine-36 (36Cl) were used to partition waters into “young” and “old”.     

While cosmogenically produced 36Cl can be used for dating ancient groundwater (t1/2 = 301,000 

years), the atmospheric concentrations of both 36Cl and 3H (t1/2 = 12.3 years) were elevated in the 

1950s and 1960s due to atmospheric and submarine nuclear weapons testing (Phillips, 2000).  Thus, 

both tracers can be used to detect the presence of relatively young groundwater (<60 years) and, 

in turn, recent recharge. 36Cl is particularly suited for identifying the presence of bomb-pulse 

groundwater due to its long half-life (Phillips, 2000). Groundwater velocities are high enough in 

the Owens Valley groundwater system (e.g. Danskin, 1998) such that atmospheric production of 

36Cl far exceeds subsurface production. Chloride concentrations and Cl-/Br- ratios of spring waters 

were used to aid in these interpretations by further constraining the origins of groundwater salinity 

(e.g., Davis et al., 1998; Davis, 2001).    

 We classify spring waters as “old” when we detect pre-anthropogenic 36Cl/Cl ratios (< 600 

x 10-15) and low 3H (< 0.2 TU), as these waters do not contain a significant fraction of recharge 

from the 1950s/60s to present. This tritium threshold is similar to one used by Visser et al. (2012) 

(<0.3 TU = “tritium dead”) in their California GAMA study of drinking water wells. In comparison, 

“young” spring waters have bomb-pulse 36Cl/Cl ratios (> 600 x 10-15) and elevated 3H (> 0.2 TU). 

Additionally, springs with elevated tritium (TU > 2.0) that do not contain bomb pulse 36Cl/Cl ratios 

are interpreted to be discharging water comparable to modern precipitation or post bomb-pulse 

recharge and are also classified as “young”. These young/old classification criteria are based on 

pre-anthropogenic 36Cl/Cl ratios in groundwater from empirical data presented by Davis (2003). 

Preanthropogenic 36Cl/Cl ratios for the region range from ~250-500 (Davis, 2003).  
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3.3.6 Vegetation indices for monitoring GDEs 

 Spectrally-derived vegetation indices have been previously used to map (Barron et al., 

2012; Gou et al., 2014; Klausmeyer et al., 2018) and monitor (Petus et al., 2013; White et al., 2016) 

GDEs. However, past research has mainly focused on how GDEs or phreatophytic vegetation 

respond to anthropogenic activities such as groundwater pumping (Patten et al., 2008; Petus et al., 

2013). Of these different vegetation indices, Normalized Difference Vegetation Index (NDVI) is 

a widely used and reliable metric for chlorophyll content, vegetation coverage, and density of 

“greenness”, a proxy for vegetation health (Carlson and Ripley, 1997). Computation of NDVI 

relies on both the visible and near-infrared portions of the electromagnetic spectrum and calculated 

NDVI values range from 1 to -1. Values 0.1 and below typically represent bare earth, snow, or 

rock lacking substantial vegetation cover. Values closer to 1 indicate dense vegetation cover. In 

arid and semiarid systems, plant density is correlated with water availability, which is growth 

limiting in these environments, as well as in places where vegetation is dependent on groundwater 

(Eamus et al, 2015; Harrison, 2016). 

 Numerous studies have observed systematic NDVI decreases when vegetation has reduced 

accessibility to groundwater (Wang et al., 2011; Aguilar et al., 2012). There is also a precedent 

using remotely sensed data to compare the greenness of vegetation over time to identify areas that 

remain green during seasonal or multi-year droughts (e.g., Lv et al., 2013). Our study builds on a 

robust body of work in Owens Valley linking changes in hydrology to changes in vegetation health 

or NDVI (Elmore et al., 2003; Elmore et al., 2006; Mata-González et al., 2012; Pritchett and 

Manning, 2012). However, the majority of these studies have focused on linking vegetation change 

to water table decline (i.e., groundwater pumping) and the effect of groundwater residence time in 

natural systems has not been considered. Peak NDVI, which represents the maximum NDVI value 

in an annual time series (relating to the time of peak photosynthetic activity), has been used as a 

key metric for understanding vegetation response to climate (Jia et al., 2003; Cleland et al., 2006) 

and interannual variability (Trujillo et al., 2012). Our study relies on the use of peak NDVI to 

understand how GDEs of varying residence time distributions respond to climate perturbations, 

such as major droughts, which are ongoing threats to GDEs (Kløve et al.,  2014). 
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3.3.7 Extraction and smoothing of NDVI data and creation of NDVI metrics 

 Though drought conditions technically extended to the beginning of 2017, initial drought 

recovery began in mid-2016. Therefore, we limit our analysis range to the beginning of 2016 to 

avoid mixing a recovery vegetation signal when the drought had been continually worsening for 4 

years. NDVI time series were calculated for each spring from 2012-2016 using Landsat 7 32-Day 

NDVI Composite scenes. These scenes were made from Level L1T orthorectified scenes using 

(TOA) reflectance after Chander et al. (2009) with Google Earth Engine (GEE), a recently 

developed cloud-computing geospatial analysis platform that has been used in numerous terrestrial 

and planetary studies (e.g., Johansen et al., 2015; Huang et al., 2017; Robinson et al., 2017). NDVI 

ranges in value from -1 to 1 and is calculated from the Near-IR and Red bands using the following 

equation:    

𝑁𝐷𝑉𝐼 = (𝑁𝐼𝑅 − 𝑅𝑒𝑑)/(𝑁𝐼𝑅 + 𝑅𝑒𝑑)  

 The entire riparian areas of springs were digitized in GEE and then reduced to one NDVI 

value for each 32-Day composite scene using a mean reducer. Reducers allow aggregation of 

multiple inputs over time or space to produce a single output (Gorelick et al., 2017).  Some springs 

with viable tracer data were excluded from analysis because their riparian areas were too limited 

in extent (smaller than the size of one pixel); and thus, were not suitable for this type of analysis 

given the multispectral resolution. Time series for each spring were extracted from GEE and then 

processed in Matlab.  Raw NDVI data often have a large amount of noise and are very susceptible 

to low value outliers. To smooth the data, we implemented a weighted, least-squares regression 

approach into a MATLAB code with a moving temporal window that is recommended for remote 

sensing phenology by the USGS/EROS (Swets et al., 1999) 

(https://phenology.cr.usgs.gov/methods_data.php). The two parameters in the code are the size of 

the moving window and the chi-squared value for outlier removal. Following smoothing, yearly 

peak NDVI values were extracted (Figure 3.3). The standard deviation of peak NDVI for the 2011-

2016 period and the slope of the linear regression fitted to annual peak NDVI during this same 

period are the two primary metrics used to evaluate vegetation health. We interpret the standard 

deviation of peak NDVI as an indicator of interannual variability during the drought (i.e., 

vegetation stability) and the slope of the linear regression fitted to annual peak NDVI as in 

indicator of direction and magnitude of the vegetation response as a result of drought progression 

and duration (e.g., Figure 3.3).   
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Figure 3.3. Example NDVI time series extracted from Landsat 7 multispectral imagery of an “old” 

(IES-031) and a “young” (IES-029) spring. The blue circles represent the Raw 32-Day Composite 

NDVI data prior to smoothing. The black line represents a smoothed fit of the data using a moving 

window, weighted, least-squares approach to temporal NDVI smoothing used by the USGS (Swets 

et al., 1999). Annual peak NDVI values are shown by the red circles. In the lower figures, a 

trendline is displayed showing the linear regression fitted to annual peak NDVI over the course of 

the drought. The slope of this line is one of our calculated metrics designed to measure spring 

groundwater-dependent vegetation response to drought duration. 

 

3.4 Results and Discussion 

3.4.1 Drought progression in Owens Valley and the effect on streamflow 

 While the Eastern Sierra was not experiencing drought at the end of 2011, continued lack 

of snowpack in the high Sierra caused the drought condition in this region to progressively worsen 

from 2012-2014 before peaking in mid to late 2015 (Figure 3.4) (U.S. Drought Monitor: 

http://droughtmonitor.unl.edu/). At the drought’s peak, over 80% of the Mono-Owens Lake 
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watershed was experiencing D4 conditions (i.e., exceptional drought) while the remaining area 

was experiencing D3 conditions (i.e., extreme drought) (Figure 3.4) Atmospheric river conditions 

during the winter of 2016-2017 brought a series of intense storms to the region, largely 

ameliorating surface water drought conditions and returning large portions of the eastern Sierra to 

a “No Drought” classification. The effects of this drought were observed in major surface waters 

draining the eastern Sierra Nevada, as confirmed by declining baseflow and seasonal snowmelt 

pulses in Bishop Creek (Figure 3.4).  

3.4.2 The origin of salinity in Owens Valley spring waters 

 Excluding the basinal brine sample (IES-025, [Cl-] = 264 mg/L), Owens Valley spring 

waters have chloride concentrations ranging from 0.23 to 16.9 mg/L with an average concentration 

of 5.6 mg/L. The majority of Owens Valley spring waters (n = 16) have Cl-/Br- ratios in the range 

of dilute to moderately evolved groundwaters unaffected by halite dissolution or anthropogenic 

sources (Cl-/Br- < 300) (Davis 1998) (Figure 3.5). One spring, IES-028, is just above this threshold 

with a ratio of 334. Two other springs show clear contributions from non-conservative sources of 

chloride and have Cl-/Br- ratios > 900. These springs, whose local names may be an indicator of 

their outlier status, are Boron Springs B (IES-025) and Boron Springs A (IES-027). The linear 

trend observed when Cl-/Br- is plotted against [Cl-] (Figure 3.5A) suggests that chloride is acquired 

conservatively for most spring waters and that chloride is primarily introduced to mountain-block 

groundwater systems from atmospheric deposition. 
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Figure 3.4. Combined watershed drought severity area plot and hydrograph (Bishop Creek) for the 

duration of the drought. Stacked area plot depicts the drought summary for HUC 180901 from 

2011-2017. The drought summary shows the percent area of the watershed experiencing different 

levels of drought intensity as defined by the USDM (U.S. Drought Monitor: 

http://droughtmonitor.unl.edu/)). D0, D1, D2, D3, and D4 stand for Abnormally Dry, Moderate 

Drought, Severe Drought, Extreme Drought, and Exceptional Drought, respectively. Below, a 

hydrograph for Bishop Creek, a major stream draining the Eastern Sierra crest, is shown during 

the same interval.    
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3.4.3 36Cl/Cl in spring waters and vegetation 

 Preanthropogenic 36Cl/Cl ratios of groundwater in the southern Great Basin range from 

300-500 (Davis, 2003). This range is similar to modern (i.e., post bomb pulse) 36Cl/Cl ratios in 

precipitation for the same region (Moysey et al., 2003). A clear trend is observed between Cl- 

concentration and 36Cl/Cl ratios of spring waters. Springs with background or below background 

36Cl/Cl ratios have higher amounts of chloride, while dilute spring waters have elevated 36Cl/Cl 

indicative of bomb-pulse recharge (Figure 3.5B).  Examining the relationship between 36Cl/Cl ratio 

and 3H concentration allows for distinguishing between submodern, modern, and bomb-pulse 

spring waters. As shown in Figure 3.5C, 3H alone can distinguish modern water and bomb-pulse 

groundwater from submodern groundwater, however it is not possible to distinguish modern 

recharge from bomb-pulse recharge without 36Cl as the 3H concentration is nonunique to both 

groups.  

 Fresh pine and juniper-pinyon needles from across the southern Great Basin have an 

average 36Cl/Cl ratio of 384 (n=5). This is slightly lower than average 36Cl/Cl ratios measured in 

duff and litterfall (36Cl/Cl = 412, n =3). We interpret the fresh vegetation to be indicative of 

tracking 36Cl/Cl ratios in modern precipitation. We attribute the elevated 36Cl/Cl ratios in duff and 

litterfall to be an integration of fresh vegetation, and subsequently precipitation, from the past few 

decades.  Our results do not support significant chloride cycling in vegetation, namely the 

recycling of bomb-pulse chloride, as a major contributor of potential bias in 36Cl residence time 

interpretations as described in Milton et al. (2003). In comparison to groundwaters that would be 

significantly be influenced by vegetation recycling of 36Cl, all but 1 of the “young” springs have 

36Cl/Cl in excess of 1400.  
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Figure 3.5. Spring samples are represented by the blue circles. A) Relationship between log Cl- 

concentration and Cl-/Br- ratio for spring waters. Springs below the black line are indicative of 

natural waters unaffected by halite dissolution (Cl-/Br- ≤ ~300). Two springs well above the line 

are Boron Spring A (IES-027) and Boron Spring B (IES-025). B) Relationship between log Cl- 

concentration and log 36Cl/Cl. Preanthropogenic background 36Cl/Cl ratios in groundwater from 

Davis et al. (2003) are shown in the blue bounding box. Springs dilute with respect to chloride 

have elevated, bomb-pulse 36Cl/Cl. C) Relationship between 36Cl/Cl ratio and 3H (TU). This plot 

shows separation and potential mixing lines between submodern, bomb-pulse, and modern spring 

waters based on 36Cl/Cl ratios and 3H concentration.  
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3.4.4 Comparison of vegetation metrics and age partitions 

 Eight springs are classified as “old”. A subset of these springs may have residence times 

upwards of 1000 years based on radiocarbon ages (IES-024 & IES-031). Overall, the riparian areas 

surrounding the “old” groundwater discharge points exhibited little to no interannual variability 

during the drought (average standard deviation of peak NDVI 2011-2016 = 0.012) in comparison 

to the “young” springs (Figure 3.6). In fact, these eight springs had the eight smallest standard 

deviations in annual peak NDVI of all springs.  Furthermore, these springs also displayed increased 

ecohydrogeologic resistance as drought conditions progressed, having eight of the ten smallest 

slopes of the linear regression fitted to annual peak NDVI. One of these springs, IES-031, even 

had a slightly positive slope in response to the drought.   

 In comparison, “young” spring waters (n = 11) showed increased susceptibility to 

vegetation dying/drying as a result of the progressively worsening drought condition (Figure 3.6). 

These springs exhibited larger standard deviations in their annual peak NDVI (0.033) and more 

negative slopes of the fitted annual peak NDVI regression line when juxtaposed with the old 

groundwater springs. Three of the young springs did not exhibit as much variability or vegetation 

response as other springs in the group (IES-028, IES-042, and IES-043) and their response may be 

influenced by a forest fire that ravaged the central Owens Valley a few years prior to drought onset. 

While there is precedent to exclude areas affected by forest fires in vegetation/drought studies (e.g., 

Asner et al., 2016), these springs were included in this analysis for transparency and to validate 

the methodology used to infer vegetation responses. A summary of the results from Figure 3.6 

showing the statistical differences in the vegetation responses and geochemical compositions 

between “old” and “young” spring waters is shown in Figure 3.7.  
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Figure 3.6. Bar plot combining residence time environmental tracer data with the results of metrics 

derived from NDVI time series analysis. Sampled springs are shown on the x-axis and are ordered 

from lowest tritium concentration on the left to highest tritium concentration on the right. Tritium 

values (in TU) are also displayed by the blue bars. The left to right trend approximately 

corresponds to increased amounts of young water. Springs within the solid black box have a TU < 

0.2 and are binned as “old”. The coral bars represent the linear regression fitted to the slope of 

annual peak NDVI from 2011-2016 *105. The grey bars represent the standard deviation in annual 

peak NDVI from 2011-2016 *102. 36Cl/Cl ratios *10-15 are shown in the black boxes. IES-026, 

which is interpreted as receiving part of its flow from leakage along the LAA is more susceptible 

to reductions in surface water flow (Figure 3.4) and has the highest values for both metrics. Notice 

that while the other “young” springs have elevated 36Cl/Cl ratios indicative of bomb pulse waters, 

IES-026 has a low value consistent with modern precipitation. Overall, the “young” springs with 

TU > 0.2 and bomb-pulse 36Cl/Cl ratios exhibit greater interannual variability in their spring-

related vegetation and persistent peak NDVI decline over the course of the drought than the springs 

with smaller amounts of modern water. The dotted lines intersecting the “young” springs represent 

the maximum metrics observed in the old springs and provide a means of comparison between the 

two groups.  
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3.4.5 Spring vegetation supplied by modern groundwater affected the most 

 One spring, IES-026 (known locally as Reinhackle Spring), serves as an important 

hypothesis test for our methodology. IES-026 was the only spring in the dataset where the 

environmental tracers indicated that it is being supported by modern, post-bomb recharge and the 

groundwater-dependent vegetation at this site suffered more than any other spring. A 2004 

INYO/LA Geochemical Cooperative Study on groundwater resources and springs in the Owens 

Valley interpreted Reinhackle Spring as having a direct connection to the LAA based on 

geochemistry and isotopic signatures. Geographically, the LAA is less than a kilometer upgradient 

from the spring emergence. Surface flow suffered dramatically during the drought, reaching a 

critical low in 2015 (Figure 3.4). During this period of peak drought and minimal surface flow, the 

groundwater-dependent vegetation surrounding Reinhackle Spring reached its lowest annual peak 

NDVI. Thus, we conclude that the vegetation at Reinhackle Spring suffered more than at any other 

spring over the course of the drought due to the greatly reduced seepage from the LAA and the 

short groundwater residence time between the LAA and the spring. 
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Figure 3.7. Boxplots summarizing the results for “old” and “young” spring water bins from Figure 

3.6. The central mark in each box represents the median value. The bottom and top extent of each 

box represent the 25th and 75th percentiles, respectively. The whiskers extend to the maximum and 

minimum data points not considered outliers. Outliers are represented by the “+” symbols. As 

given in Figure 3.6 and summarized in this plot, springs classified as “old” had less negative slopes 

and smaller standard deviations of peak NDVI over the course of the drought when compared to 

the “young” springs. The chloride boxplot excludes IES-025, a basinal brine with 264 mg/L, from 

the “young” springs.   

3.5 Conclusions 

 While recent efforts have focused on locating and mapping GDEs, these efforts have not 

answered fundamental questions about the stability of these systems. Our study demonstrates that 

old groundwater provides significant buffering to the effects of short-term perturbations such as 

severe droughts, thereby supporting the conceptual model that old groundwater can buffer 

hydrological responses.  Riparian vegetation surrounding the discharge area of “old” groundwater 

springs were more resistant to the drought and exhibited dampened vegetation responses compared 

to the “young” groundwater springs. Springs discharging a large proportion of old groundwater, 

therefore, have greater hydrogeologic resistance because they likely have a substantial fraction of 

long flowpaths in the flowpath distribution that contributes flow to the spring. This contribution 

from old groundwater translates to stable hydrologic conditions in the discharge area, which is 

reflected in the vegetation response. Springs discharging a larger proportion of young groundwater 

show increased drying/desiccation of vegetation. We, therefore, interpret that these springs are not 
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resistant but instead likely having varying degrees of resilience. The observed connection between 

long groundwater residence time and dampened vegetation response to drought conditions is 

critically important because it provides direct evidence that residence time distributions, which are 

themselves a reflection of flowpath distributions, are first order controls on hydrogeologic stability. 

Future work examining the post-drought recovery of the groundwater-dependent vegetation 

surrounding the “young” springs may help to quantify the primary controls on hydrogeologic 

resilience, or the ability for these springs to recover and return to pre-drought conditions.   
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 THE EFFECT OF SPATIAL SCALE AND TIME ON 

GEOCHEMICAL EVOLUTION INFERRED FROM SPRINGS IN THE 

SOUTHEASTERN SIERRA NEVADA, USA: REVISITING GARRELS AND 

MACKENZIE (1967) 

4.1 Abstract 

 The seminal studies of Feth et al. (1964) and Garrels and Mackenzie (1967) describe the 

chemical weathering processes controlling the geochemistry of spring waters in the Sierra Nevada 

(CA) and provide a framework for understanding geochemical weathering processes at local 

groundwater scales (short distances between recharge and subsequent groundwater discharge). 

Local-scale flowpaths typically have short residence times and show the least geochemical 

weathering. While Garrels and Mackenzie (1967) studied local-scale flow, we infer these 

processes to scale with increasing spatial scale and time. However, studies have not tested this 

assumption 

  Here we extend these concepts to investigate the factors controlling geochemical evolution 

at intermediate, mountain block scales with increased flowpath length, circulation depth, and 

residence time. We accomplish this by using a multi-tracer approach to study mountain front 

springs emerging along the Sierra Nevada frontal fault zone in Owens Valley, CA. These springs 

emerge at a significantly lower elevation (1100-2000 mamsl) than the eastern Sierra crest (4000+ 

mamsl) and provide a window the hydrogeological and hydrochemical processes occurring from 

high-elevation mountain block recharge to low elevation mountain front discharge, a recognized 

knowledge gap in hydrogeology. We were able to approximately delineate spring contributing 

areas using stable isotopes of water and noble gases. We subsequently identified the likely geologic 

units sourcing springflow and used spring geochemistry to classify four major geochemical groups. 

Our results show that geologic heterogeneity (i.e., differences in plutonic compositions and the 

presence of Paleozoic metasedimentary roof pendants) exerts a dominant control on geochemical 

evolution with increased scale. Within geochemical groups and amongst all springs, geochemical 

evolution does show separation with residence time partitions and discharge temperature, however 

these relationships are not always linear or without outliers. When aquifer mineralogy is relatively 

homogenous with increased scale, ours results indicate that a simple metric like conductivity can 
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be used to infer residence time, thereby supporting relationships inferred from Garrels and 

Mackenzie (1967).   

4.2 Introduction 

 Chemical evolution from ephemeral springs to perennial springs in the Sierra Nevada, CA, 

USA is the basis for two classic papers in the field of water chemistry; Feth et al. (1964) and 

Garrels and Mackenzie (1967). These seminal works provide a framework for groundwater 

geochemical evolution and weathering-derived aqueous geochemistry that is still held in high 

esteem today. The establishment of a conceptual model that groundwater chemistry can rigorously 

tested using aquifer mineralogy is a significant contribution of these papers. Additionally, there is 

an underlying tenet within Garrels and Mackenzie (1967) that groundwater ion concentrations 

derived from more rock-water interaction will scale with distance from recharge, and thus, 

residence time and possibly circulation depth. This point is critical as we seek to understand how 

weathering and geochemistry evolve with increasing flowpath length and residence time in a 

kinetically-limited flowpath continuum beyond local-scale shallow groundwater to intermediate 

and regional scales.  

 Just as Garrels and Mackenzie (1967) built upon the work by Feth et al. (1964) in 

improving our understanding of the controls on aqueous geochemistry in a well-studied granitic 

terrain, a number of other well-cited geochemical studies have followed in these footsteps and 

improved our understanding of the Sierra Nevada, making it one of the best studied mountain 

ranges, hydrologically and geochemically, in the United States. Studies in the Sierra Nevada have 

examined 1) chemical evolution in shallow groundwater (Feth et al., 1964; Garrels and Mackenzie, 

1967; Rademacher et al., 2001), 2) small catchment-scale geochemical evolution (Williams and 

Melack, 1991; Holloway and Dahlgren, 2001; Rademacher et al., 2001; Rademacher et al., 2005) 

3) sources of solutes in streamflow (Blum et al., 1993; Pretti and Stewart, 2002), and 4) regional 

evolution from the mountain block into alluvial basins (Guler and Thyne, 2004; Guler and Thyne, 

2004; Guler and Thyne, 2006). Figure 4.1A illustrates the relationships known at local scales. 

However, there still exists a knowledge gap regarding geochemical evolution and chemical 

weathering at depth in the mountain block, i.e., groundwater flowing at intermediate scales prior 

to chemical overprinting by alluvial basin material (Figure 4.1B). While hillslope and small 

catchment-scale groundwater flow studies are useful in understanding hydrogeochemical 
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processes at shorter time scales following recharge, it can be difficult to apply the findings from 

these studies to areas where deeper/older groundwater may dominate baseflow or springflow (i.e., 

Frisbee et al., 2011). On the other hand, regional studies have shown a tendency to be overwhelmed 

by geochemical evolution derived from highly soluble evaporites and alluvial basin fill, 

overlooking the complexity of geochemical processes occurring between initial recharge and the 

mountain front (Dreher, 2003).   

 Mountain-block groundwater is identified as one of the least understood components of the 

hydrologic cycle (Gardner et al., 2018). Capturing this intermediate-scale, mountain block flow 

component is difficult as bedrock wells are expensive and few in number (Manning and Solomon, 

2005). However, perennial springs emerging at the mountain front provide an alternate window 

into mountain block groundwater processes (Manning and Solomon, 2003; Wilson and Guan, 

2004). Many of these springs are found in Owens Valley, CA at the Sierra Nevada frontal fault 

zone along the eastern escarpment of the Sierra Nevada. These springs are representative of 

intermediate scale groundwater flow as they emerge at a significantly lower elevation (1000-2000 

mamsl) than their likely recharge areas (2600-4000+ mamsl) in talus and fractured bedrock above 

the tree line. Therefore, these springs provide a means to naturally extend the work of Feth et al. 

(1964) and Garrels and Mackenzie (1967) from local scale flowpaths to intermediate scale 

flowpaths (e.g., Figure 4.1).   

 Here we use multiple geochemical and isotopic diagnostic tools to delineate groundwater 

flowpaths and provide insight into the processes that control geochemical evolution at intermediate 

scales by examining mountain front springs in Owens Valley, CA (Figure 4.2). We seek to answer 

the following questions: 1) how does increasing spatial scale and groundwater residence influence 

spring geochemical composition and 2) what are the dominant controls on geochemical evolution 

with increasing scale? We infer from Garrels and Mackenize (1967) that simple measurements 

such as electrical conductance and temperature are proxies for residence time and flowpath length. 

However, local-scale flowpath distributions capture a limited set of mineralogic variability present 

in the bedrock. We explicitly test the hypothesis that geochemical composition can be used to infer 

flowpath length at increased spatial scale and residence time and that there is a geochemical 

continuum (i.e., systematic geochemical evolution) from local-scale to intermediate-scale (i.e., 

inset “Local” and “Intermediate” graphs within 4.1).  
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Figure 4.1: Conceptual model for geochemical evolution at intermediate scales as shown by 

mountain block and mountain front springs. Geochemical overprinting by basinal brines and 

alluvial material can obscure the relationship between flowpath length, residence time, and 

geochemical evolution. A) Feth (1964) and Garrels and Mackenzie (1967) provide a conceptual 

model at local scales describing the processes controlling chemical evolution from ephemeral to 

perennial springs in the Sierra Nevada (CA). Rademacher at al. (2001) and (2005) quantified the 

relationship between residence time and chemical evolution at local scales showing linear 

evolutionary trends with mineral weathering and residence time (inset “Local”). B) At intermediate, 

mountain block scales this relationship is hard to quantify and poorly understood (inset 

“Intermediate”). 
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4.3 Study Area 

4.3.1 Regional geography 

 The Mono-Owens Lake Watershed is an internally draining watershed in eastern California 

(HUC 180901) comprised of the Mono Lake Watershed, the Crowley Lake Watershed, and the 

Owens Lake Watershed. This study focuses on the Crowley Lake and Owens Lake portions of 

HUC 180901 (Figure 4.2). These watersheds are bounded by the eastern Sierra Nevada to the west 

and the White-Inyo Mountains to the east. Moving southward across the Volcanic Tableland, 

elevation decreases significantly from Crowley Lake (2065 m) to Bishop, CA (1267 m) over a 

distance of 40 kilometers. From Bishop to the terminus of the Owens River south of Lone Pine, 

the elevation change is more gradual, with a net change of ~185 meters over 108 kilometers.  

4.3.2 Climate and precipitation 

 Owens Valley lies in the rain shadow of the Sierra Nevada and averages 13.4 cm of 

precipitation annually, the majority of which falls as rain (NOAA Station: Bishop, CA, 

(https://wrcc.dri.edu/cgi-bin/cliMAIN.pl?ca0822). At the northern end of the valley (i.e., Bishop, 

CA), the average high temperature is 23.6 °C and the average low temperature is 3.1 °C. At higher 

elevations in the eastern Sierra Nevada, precipitation usually falls as snow and annual amounts are 

highly variable due to the effects of local topography (Elder et al., 1989; Zheng et al., 2016). High 

elevation locations average over 250 cm of total snowfall annually. Alpine areas in the eastern 

Sierra alpine have average annual high temperatures of 10 to 13°C and average annual low 

temperatures of  -2.5 to -3°C (NOAA Stations: South Lake, CA (https://wrcc.dri.edu/cgi-

bin/cliMAIN.pl?ca8406) and Lake Sabrina, CA (https://wrcc.dri.edu/cgi-bin/cliMAIN.pl?ca4705).  
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Figure 4.2.: Map showing locations and sample IDs (IES-###) of sampled springs in Owens Valley, 

CA within the Crowley Lake and Owens Lake watersheds. Eastern and western map boundaries 

correspond to watershed divides. Map outline location within California is highlighted on the inset 

map. Elevation data for the study area was acquired from The National Map (TNM), a part of the 

USGS National Geospatial Program 
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4.3.3 Hydrology 

 Snowmelt from the Sierra Nevada and White-Inyo Mountains drives surface water flow 

into Owens Valley and is the principal recharge mechanism for both the mountain block and basin 

fill aquifers (Danksin 1988; Danskin, 1998). In the basin, surface water flow initiates primarily 

from snowmelt runoff in the northern part of the watershed in Mono County before flowing 

southward via an axial drainage system (the Owens River) and terminating in the now dry Owens 

Lake. Perennial streams drain the ranges on both sides of the valley, however a far greater number 

of tributaries to the Owens River emerge from the western side of the valley as the White-Inyo 

Mountains are in a prevailing rain-shadow and receive significantly less precipitation. Both the 

surface water and groundwater systems in Owens Valley have been significantly altered by 

construction of the Los Angeles Aqueduct (LAA) by the Los Angeles Department of Water and 

Power (LADWP). A secondary aqueduct was added in 1970 (Kahrl, 1976). The LAA altered the 

hydrology and thus the economic development of Owens Valley by diverting water from the 

Owens River and supplementing these diversions with groundwater pumping from the basin 

aquifer during dry years (Kahrl, 1976). The development of the LAA ultimately led to the 

desiccation of Owens Lake, an endorheic basin lake just south of Lone Pine, CA. Groundwater 

recharge via precipitation at lower elevations in the basin is minimal (Danskin, 1998).  

 Numerous perennial springs emerge along the mountain front of the eastern Sierra Nevada 

and are often associated with zones of faulting (strike slip and normal) (Danksin 1988; Hollett et 

al., 1991; Danskin, 1998). We sampled a subset of these springs (Figure 4.2) during the spring of 

2016 to capture: 1) a broad spatial distribution, 2) the geologic heterogeneity of the batholith, and 

3) to address questions about geochemical evolution with increasing space and time from the 

mountain block to the mountain front. The majority of sampled springs are pristine rheocrenes (i.e., 

springs that form small streams) with spring brooks that eventually infiltrate into pluton-derived 

alluvial material. 

4.4 Geology 

4.4.1 General overview 

 Structurally, Owens Valley is a rift basin with over 3,000 meters of basin fill lying just 

outside the Basin and Range physiographic province in what is known as the Walker Lane 
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(Wesnousky, 2005; Jayko, 2011). This tectonic setting creates a significant amount of relief where 

Owens Valley (~1000-1400 meters above mean sea level [mamsl]) is surrounded on both sides by 

north-south trending ranges with ridgelines and peaks exceeding 4000 mamsl. Faulting in the area 

is pervasive due to the complex tectonic history. There are many small transform faults associated 

with strike-slip displacement from the Walker Lane, locally known as the Eastern California Shear 

Zone (ECSZ) (Wesnousky, 2005; Jayko, 2011), as well as numerous normal and detachment faults 

associated with Basin and Range extension (Taylor and Dewey, 2009). As shown in Figure 4.2, 

these faults are prevalent throughout the basin and are often related to areas of groundwater 

emergence in the form of springs and seeps due to the structural barriers and permeability contrasts 

they create (Forster and Evans, 1991; Bense et al., 2013).   

 Due to the lack of regional, detailed geologic maps, pluton-scale and simplified (i.e., 

geologic lumped by petrologic composition) geologic maps were created for the study area (Figure 

4.3). These maps were created by digitizing geologic quadrangles from Moore (1963), Bateman 

and Moore (1965), Bateman et al., (1965), Ross (1965), Nelson (1966), Lockwood and Lydon 

(1975), Moore (1981), and Stone et al., (2000) (Figure 4.3). The following geologic description is 

summarized from the synthesis of these geologic maps. The geology of the eastern Sierra Nevada 

is predominately composed of Cretaceous plutonic rocks ranging from felsic alaskite to more mafic 

diorite, quartz diorite and hornblende gabbro (Figure 4.3). Most plutons are in the granitic 

petrologic range from quartz monzonite to granodiorite. In addition to Cretaceous plutonic rocks, 

areas of the eastern Sierra enclose pre-Cretaceous rocks of two different varieties; Paleozoic 

metasedimentary roof pendants and metavolcanic rocks of Mesozoic age. The lithology of the roof 

pendants varies significantly and includes facies of marble, calc hornfels, pelitic hornfels, 

micaceous quartzite, and biotite schist (Moore, 1963; Bateman et al., 1965). On the eastern side of 

the valley, the White and Inyo Mountains are primarily composed of Paleozoic carbonates and 

these units have limited to no influence on groundwater geochemistry on the eastern side of the 

valley. 

 There are a number of geologic units that are only found locally yet are easily weathered 

(e.g., glacial deposits and mafic rocks) and thus have the potential to significantly influence 

groundwater geochemistry, where present. For example, extensive glacial till deposits are found 

at high and mid elevations of the eastern Sierra Nevada; most notably the Tioga Till and the Tahoe 

Till. In the northern part of Owens Valley, the Bishop Tuff, a pyroclastic flow and ash fall deposit 
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related to the eruption of the Long Valley Caldera, outcrops over a large area with a thickness up 

to 200 meters. Lava flows and cinder cones are also present in the valley, most notably at the Big 

Pine Volcanic Field, a zone of alkali-olive basalts associated with Cenozoic extension (Ormerod 

et al., 1991)  

  The southeastern Sierra Nevada is geologically complex. To aid the reader we have 

included detailed geologic descriptions for four geographic areas of interest (AOIs) where sampled 

springs and host aquifers are located. Each AOI is outlined in Figure 4.3, shown with increased 

detail in Figure 4.4, and has an associated geologic cross section (Figure 4.5). Table 4.1 provides 

petrologic information for likely flowpath units that are described for each AOI.  

4.4.2 Bishop AOI 

 Sampled springs within the Bishop AOI source water from three different subregions; 

Wheeler Crest (n = 3), Mount Tom and the Tungsten Hills (n = 2), and the Bishop Tuff (n = 1) 

(Figure 4.4A). Unit names and geologic descriptions are derived from Bateman et al. (1965). 

4.4.2.1 Wheeler Crest 

 Wheeler Crest is a 13 km north-south trending ridge west of Round Valley, CA. It is 

bisected from Mount Tom by lateral moraines extending into Round Valley from Pine Creek 

Canyon. There are five geologic units that have the potential to affect the geochemistry of springs 

emerging along the mountain front of Wheeler Crest; the Round Valley Peak Granodiorite (Krv), 

the Wheeler Crest Quartz monzonite (Kwc), rocks similar to Cathedral Peak Granite (Kca), 

unnamed diorite, quartz diorite, and hornblende gabbro (Kd), and the Pine Creek Pendant (Pm & 

PPmq). Two springs emerge at high angle faults downgradient of marble and micaceous quartzite 

facies of the Pine Creek Pendant at Wells Meadow (IES-037 & IES-038). One spring emerges 

from a lateral moraine within Pine Creek Canyon (IES-039) below a significant mass of Kd.     
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Figure 4.3.: Simplified geologic map of Owens Valley with major petrologic compositions and 

significant geologic units (e.g., the Bishop Tuff) grouped by color. This geologic map was created 

by simplifying units across 10 geologic quadrangles. For granitic plutons, color ranges from light 

pink (alaskite) to dark purple (mafic rocks like diorite, quartz diorite, and hornblende gabbro). This 

color scheme is adapted from Bateman (1964). Spring locations are symbolized by their spring 

geochemical groupings. Four geologic areas of interest (AOIs) are shown in the black rectangles. 

Cross section lines are shown in the black lines across each geologic AOI. These lines correspond 

to cross sections in Figure 4.5.  
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4.4.2.2 Mount Tom and the Tungsten Hills 

 Mount Tom is a prominent peak west of Bishop that rises over 4100 meters. Mount Tom 

shares similar units to Wheeler Crest including the Wheeler Crest Quartz Monzonite, unnamed 

diorite, quartz diorite, and hornblende gabbro, and the Pine Creek Pendant. The bulk of the 

mountain is composed of the Tungsten Hills Quartz Monzonite (Kt). Metamorphic rocks in smaller 

masses, namely calc-hornfels, are exposed at lower elevations of the mountain near Elderberry 

Canyon. One spring, IES-033, emerges in this area along a high angle normal fault at the base of 

Mt. Tom. 

 The Tungsten Hills are primarily comprised of the Tungsten Hills quartz monzonite (Kt), 

an albitized rock with local hydrothermally altered zones (Bateman et al., 1965). Northeastern 

portions of the Tungsten Hills contain small isolated masses of metamorphosed sedimentary 

material, however most of these zones are downgradient from IES-032, a spring which emerges 

southwest of Grouse Mountain. Aplite, pegmatite and alaskite felsic dikes and masses are laterally 

extensive across the southwestern Tungsten Hills into Buttermilk Country. 

4.4.2.3 Bishop Tuff 

 The Bishop Tuff is a ~150-200-meter-thick welded tuff that was emplaced as a result of a 

rhyolitic pyroclastic flow during the collapse of the Long Valley caldera (760 ka) (Bailey et al., 

1976). This eruption is thought to be one of the largest of the Quaternary period. Within the Mount 

Tom Quadrangle there are three mapped subunits of the Bishop Tuff; a hard agglutinated tuff, a 

soft tuff with rounded pumice fragments, and a basal layer of white angular pumice (Bateman et 

al., 1965). The predominant mineralogy of the tuff is a biotite-plagioclase-quartz-sanidine high-

silica rhyolite (Hildreth and Wilson, 2007). One spring, IES-034, emerges directly from the Bishop 

Tuff in Birchim Canyon less than a kilometer west of the Owens River Gorge. 

4.4.3 Big Pine AOI 

 There are two geologic subregions within the Big Pine AOI that contain sampled springs; 

the Warren Bench (n =1) and Birch Mountain (n = 3) (Figure 4.4B). Unit names and geologic 

descriptions are derived from Bateman et al. (1965). 
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Figure 4.4.: Zoomed-in geologic maps showing geologic AOIs, springs symbolized by 

geochemical grouping, and hypothesized connections (white dashed lines) to Group 4 springs (blue 

squares) from Paleozoic metasedimentary roof pendants (blue geologic units). A) Bishop AOI with 

Wheeler Crest, Mount Tom, Tungsten Hills subregions shown, B) Big Pine AOI with Warren 

Bench and Birch Mountain subregions shown C) Independence AOI with Lookout Point and Seven 

Pines subregions show, and C) Lone Pine AOI with Mt Whitney Intrusive Suite and Alabama Hills 

subregions shown. 
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Figure 4.5.: Simplified geologic cross sections across transects outlined in Figure 3. The cross 

sections are described as follows: A) A transect across the Pine Creek Pendant into Round Valley, 

CA. Cross section adapted from Bateman et al. (1963), B) A transect through the Big Pine AOI 

from north of Birch Mountain to Crater Mountain. Cross section adapted from Bateman et al. 

(1963), C) Simplified cross section though metasedimentary roof septa and Spook Pluton near 

Independence, CA. IES-028, IES-042, and IES-043 likely source units featured in this cross 

section. Cross section adapted from Moore et al. (1963), D) Simplified cross section of the geologic 

AOI near Lone Pine, CA. Springs IES-021, IES-022, IES-023, IES-024 are likely influenced by 

the Mount Whitney Intrusive Suite and Alabama Hills biotite monzogranite. Cross section adapted 

from Stone et al. (2000). 
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4.4.3.1 Warren Bench 

 The Warren Bench is a small sloping plateau that extends from the Sierra Nevada 

escarpment into Big Pine, CA. There are two large masses of plutonic rocks in this region; rocks 

similar to the Cathedral Peak granite (Kca) and the Tungsten Hills Quartz Monzonite (Kt). Small 

exposures of diorite, quartz diorite, and hornblende gabbro are exposed at higher elevations below 

Round Mountain. The Warren Bench and areas upgradient have a high concentration of high angle 

normal faults with downthrown sides predominately to the west. IES-030 emerges from a 

concealed high angle fault which offsets an aplite felsic dike.   

4.4.3.2 Birch Mountain 

 Three plutonic masses in the Birch Mountain subregion cover the bulk of the surface area 

and likely have the most influence on groundwater flow to springs in the area. The Tinemaha 

Granodiorite (Ktn) is exposed at the highest elevations including Birch Mountain and Mt 

Tinemaha and is distinguished by an abundance of hornblende compared to other granodiorites in 

the area (Bateman, 1965). The Tinemaha granodiorite is bisected downgradient from Birch 

Mountain by the Granodiorite of McMurray Meadows, notable for having the highest range of 

petrologic modal analyses in the region. Unnamed rocks of diorite, quartz diorite, and hornblende 

gabbro (Kd) are exposed on Mt Tinemaha as well as in the center of the Granodiorite of McMurray 

Meadows (Km). IES-40 and IES-041 emerge near high angle normal faults in an area with a 

mixture of these three units as well as numerous felsic dikes. IES-029 emerges 8 km west of Birch 

Mountain at a long, laterally continuous, high angle normal fault between two of the major 

cindercones of the Big Pine Volcanic Field; Crater Mountain and Red Mountain. Quaternary basalt 

flows (Qyb) in this region may impact the geochemistry at IES-029. 

4.4.4 Independence AOI 

 The Independence AOI lies within the Mount Pinchot Quadrangle. This area is geologically 

complex and contains Cretaceous plutonic masses, Paleozoic roof pendant septa, Jurassic and 

Triassic metavolcanic rocks, and the Independence dike swarm (Moore, 1963). Unit names and 

geologic descriptions are derived from Moore (1963). Four springs were sampled in this region, 

three in the Lookout Point subregion and one in the Seven Pines subregion (Figure 4.4C).  
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4.4.4.1 Lookout Point 

 Lookout Point is a 3100 m peak 15 km to the northwest of Independence, CA. The largest 

and most laterally extensive pluton in the area is the Spook Pluton (Ksp), a zoned silicic 

granodiorite with an inner silicic facies and an outer, more mafic faces. Other small plutonic 

exposures within the AOI include the McDoogle Pluton (Kmd), the Mule Lake Pluton (Kml), the 

Independence Pluton (Ki), unnamed mafic plutonic rock (Kmf), and unnamed anorthosite (Kan). 

Mixed Paleozoic medasedimentary rocks are dispersed throughout the AOI and include facies of 

marble (m), calc-hornfels (ch), biotite schist (Pzbs), and pelitic hornfels and quartzite (Pzch) 

(Moore, 1961). Two septa containing three of these facies are found southeast and southwest of 

Lookout Point. The mineralogy of these pendant rocks is highly variable even within mapped units 

of the same facies (Moore, 1963). Fine grained diorite and granodiorite porphyry dikes of the 

Independence dike swarm are numerous and trend northwest-southeast across roof pendant septa, 

Ki, Kmf, and Kml. Three springs (IES-028, IES-042, and IES-043) were sampled in the Lookout 

Point area at the contact of the Spook Pluton and the alluvial fan. 

4.4.4.2 Seven Pines 

 The Seven Pines subregion is directly west of Independence and contains large exposures 

of the alaskitic Independence Pluton and two other plutons not present in the Lookout Point 

subregion; the Dragon Pluton (Kdr) and the Woods Lake mass of the Tinemaha Granodiorite 

(Ktnwl). Jurassic and Triassic metavolcanic rocks are exposed at high elevations west of the Seven 

Pines area. These rocks include metarhyolite (Jtrt, Jtrf, Jtrp) meta-andesite and metadacite (Jtra, 

Jtraw), and metabasalt and meta-andesite (Jtrb). The southern extent of the Independence dike 

swarm terminates just south of Seven Pines. Paleozoic roof pendant rocks are not present in this 

region. 

4.4.5 Lone Pine AOI 

 The Lone Pine AOI contains two major geologic features likely to contribute flow to 

springs; the Mount Whitney Intrusive Suite and the Alabama Hills (Figure 4.4D). Unit names and 

geologic descriptions are derived from Stone et al. (2000). 
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4.4.5.1 The Mount Whitney Intrusive Suite 

 The Mount Whitney Intrusive Suite is a nested intrusion comprised of three granitic plutons 

of a similar age (88-83 ma) that are exposed from oldest to youngest moving westward and 

upgradient (Hirt, 2007). Numerous peaks in the Mount Whitney Intrusive Suite reach over 4000 

m, including Mount Whitney, the highest point in the contiguous 48 states. The oldest of these 

units, the Granodiorite of Lone Pine Creek (Klp), is classified as a biotite hornblende granodiorite. 

This unit is the most mafic of the suite, containing abundant mafic inclusions, and has a higher 

plagioclase anorthite content. Moving upgradient, the Paradise Grandodiorite (Kp) is a biotite 

hornblende granodiorite only exposed surficially within the AOI at a small zone between the 

Grandiorite of Lone Pine Creek and the Whitney Granodiorite (Kwg). Compositionally, the 

Paradise Grandiorite is slightly less mafic than the Granodiorite of Lone Pine Creek and 

distinguished by 1-3 cm long phenocrysts of potassium feldspar. The Whitney Granodiorite is the 

most felsic unit of the suite and is classified as a hornblende biotite granodiorite and granite. This 

unit is distinguished by 4-8 cm phenocrysts of potassium feldspar, a lower average An content in 

plagioclase crystals, and higher Mg and Mn contents of biotites. 87Sr/86Sr ratios for the Mount 

Whitney Intrusive Suite range from 0.7068-0.7076 (Hirt et al., 2007). Springs in this area primarily 

emerge downgradient of the Mount Whitney Intrusive Suite and upgradient of the Alabama Hills 

along mapped faults (Figure 4.2). 

4.4.5.2 The Alabama Hills 

 Five kilometers of alluvium separate the mountain front, marked by the Sierra Nevada 

Frontal Fault Zone, from the Alabama Hills. The Alabama Hills are composed of the Alabama 

Hills Granite and the Volcanic complex of the Alabama Hills. The placement of the Alabama Hills 

basement block is perplexing considering its age is similar to the Mount Whitney Intrusive Suite 

(1.5-3 km higher in elevation). Recent work suggests the Alabama Hills is a dropped-down normal 

fault block as opposed to a transpressional uplift or massive landslide (Ali et al., 2009). 

Petrologically, the Alabama Hills granite (Kah) is a highly weathered, medium-grained biotite 

monzogranite containing abundant aplite and few pegmatite dikes (Stone et al., 2000). The 

volcanic complex of the Alabama Hills is divided into upper and lower subunits. The upper unit 

(Javu) is a massive, slightly welded tuff principally composed of quartz and potassium feldspar 
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with small percentages of plagioclase and biotite. The lower unit (Javl) contains volcanogenic 

conglomerates, siltstones, and sandstones as well as a lower subunit of rhyolite tuff. 

4.5 Methods 

4.5.1 Field sampling procedures 

 Samples from 20 springs emerging on the west side of Owens Valley were collected during 

the spring of 2016. Springs on LADWP land were sampled in March while the remainder of the 

springs, located inside the Inyo National Forest (INF) boundary, were sampled during May. The 

majority of the sampled springs are classified as rheocrenes (Springer and Stevens, 2008). 

However, among all springs there is diversity in the emergence style (i.e., subaerial, subaqueous, 

or seepy/diffuse). The quality of the emergence has implications for tracer collection, especially 

with gaseous tracers. In all cases, springs were sampled as close to the spring emergence as 

possible. A Masterflex platinum-cured silicone tubing was placed at the spring source and 

sometimes positioned with a rock or zip tie if the discharge was too turbulent or fast. Samples were 

collected using a GeoTech peristaltic pump and filtered, depending on the tracer, using .22 µm 

polyethersulfone membrane Sterivex-GP pressure filter units.  

 Parameters measured in the field yield information about groundwater conditions at the 

time of emergence. Field geochemical data were measured with a YSI Professional Plus multi-

parameter probe including: temperature (°C), pressure (mm/Hg), pH, conductivity (μS/cm), and 

dissolved oxygen (mg/L and % of saturation). Specific conductance (μS/cm) and total dissolved 

solids (mg/L) are reported by the YSI and are calculated from conductivity. All equipment and 

tubing were sanitized with quaternary ammonia and ethanol to prevent transmission of invasive 

species and endangering spring ecology between sampling sites. 
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Table 4.1. Petrologic data for likely plutons supporting flow to springs in Owens Valley (CA). 
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Table 4.2. Additional units supporting springflow that do not have petrologic data.  

 

4.5.2 Stable isotopes of water (δ2H and δ18O) 

 Stable isotopes of oxygen and hydrogen have a multitude of uses in hydrologic studies, 

especially at the hillslope scale. At larger spatial scales δ2H and δ18O are valuable tools for 

identifying sources of groundwater recharge (Blasch and Bryson, 2007; Liu and Yanamaka, 2012; 

Gleason et al., 2020) and for calculating apparent recharge elevations of spring waters (James et 

al., 2000).   

 Stable isotopes of oxygen of hydrogen were collected unfiltered in 2 ml vials and kept on 

ice or refrigerated until being sent for analysis. Analysis was performed at the University of 

California, Davis Stable Isotope Facility (SIF). Isotope ratios (δ2H and δ18O) of spring water 

samples were analyzed simultaneously using a Laser Water Isotope Analyzer V2 (Los Gatos 

Research, Inc., Mountain View, CA, USA). The samples were injected six times and only the last 

four injections were used to calculate the average stable isotopic composition. All stable isotope 

measurements are standardized relative to VSMOW. The reported uncertainty for this analysis is 

0.83‰ for δ2H and 0.08‰ for δ18O.  

 Additionally, Groundwater δ2H and δ18O data from a geographic bounding box 

surrounding Owens Valley were extracted from the USGS Water Quality Portal 

(https://waterdata.usgs.gov/nwis/qw/). These data were used to create a Local Ground Water Line 

https://waterdata.usgs.gov/nwis/qw/
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(LGWL) and to supplement data collected in this study to examine regional patterns in 

groundwater stable isotope composition. 

4.5.3 General chemistry 

 Major anion and cation concentrations for natural waters provide information about source 

rock type, biogeochemical cycling, and groundwater circulation (Hem, 1985). General chemistry 

analysis serves as the backbone for many groundwater studies seeking to identify flowpaths and 

can be thought of as a geochemical fingerprint.  

 General chemistry samples were filtered and collected in 250 ml high-density polyethylene 

(HDPE) bottles and refrigerated upon sampling until sent for analysis. Major cations and anions 

were measured at the New Mexico Bureau of Geology and Mineral Resources Chemistry Lab. 

Cations were measured using inductively coupled plasma optical emission spectrometric 

techniques (ICP-ES) according to EPA 200.7. Anions were measured using an ion chromatograph 

(IC) according to EPA 300.0. Duplicates were run on every 10th sample. Low bromide analysis 

was performed for water samples under the bromide detection limit of 0.1 mg/L. Charge balance 

errors (CBE) for all springs were under 5%.  

4.5.4 87Sr/86Sr analyses and rock leaching of 87Sr/86Sr 

 Strontium often behaves conservatively in natural waters and thus 87Sr/86Sr ratios inherited 

from weatherable Sr2+ can be ideal tracers of mineral weathering processes and groundwater 

mixing. Strontium isotopes have been used at local (Blum et al., 1993; Clow et. al., 1997; Pretti 

and Stewart, 2000) and regional (Johnson et al., 2000; Stewart-Maddox et al., 2018) scales for 

flowpath delineation via identification of likely endmember sources of weatherable strontium.  

 Samples for strontium isotope analysis of spring waters were field filtered and collected in 

125 ml HDPE bottles. Strontium isotopes were prepped and analyzed in the Johnson Lab at  the 

University of Illinois Urbana-Champaign (UIUC). Column chemistry was performed to adhere the 

strontium to a resin while a series of washes were performed to remove other cations and anions. 

Strontium was eluted from each sample before a concentration check was performed using 

inductively coupled plasma mass spectrometry (ICPMS) to achieve a goal concentration of 100 

ppb. Samples with concentrations greater than 100 ppb were diluted. A Nu Plasma HR 
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multicollector inductively-coupled-plasma mass-spectrometer (MC-ICPMS) was used for 

strontium isotope analysis. Samples with low concentrations and thus lower voltages were 

specified for longer analytical runs. Reported analytical uncertainty for 87Sr/86Sr ratios is 10-5.   

 Differential or preferred weathering of certain minerals may contribute to observable 

differences in whole rock versus groundwater 87Sr/86Sr ratios (Blum et al., 1993; Blum et al., 1998; 

Bataille and Bowen, 2012). To address these differences, rock samples were collected from 

different geologic units in the study area for a leaching experiment. Whole rock samples were 

leached using deionized water to supplement existing whole-rock literature values. Samples were 

collected from plutonic rocks and metasedimentary roof pendants that represent likely flowthrough 

aquifers supplying groundwater to sampled springs. Rock preparation and leaching was conducted 

at Purdue University. Rock samples were crushed and sieved. For each geologic unit, 200 mg of 

crushed rock was added to 1 L HDPE bottles filled with deionized water. The bottles were capped 

tightly, sealed with electrical tape, and stored for two months in the laboratory. After the allotted 

time, leachate samples were decanted and filtered. Chemical preparation and MC-ICPMS analysis 

was performed at UIUC in the same manner as the spring water samples.  

4.5.5 Tritium (3H) 

 Tritium is a naturally occurring radioisotope (t1/2 = 12.43 years) formed in the atmosphere 

(bombardment of 14N by secondary neutron cosmic rays) and subsurface (fission of 6Li). High 

levels of anthropogenic tritium were produced in the atmosphere during the 1950s and 1960s, 

peaking in 1963, as a result of thermonuclear weapons testing. Tritium becomes directly 

incorporated into the water molecule and thus can be thought of as an ideal tracer in hydrologic 

systems. Because the tritium input function is nonunique and subject to mixing and decay in the 

recharge area, tritium is generally not used for determining absolute groundwater residence times. 

Instead, tritium functions as a powerful relative indicator of the presence of bomb-pulse or modern 

recharge (<100 years) (Rose, 1992). 

 Samples for tritium analysis were not filtered and were collected in 1L HDPE bottles. 

Tritium concentrations of spring waters were analyzed using gas proportion analysis at the 

University of Miami Tritium Laboratory (https://tritium.rsmas.miami.edu/). Samples were 

subjected to electrolytic enrichment and low-level counting for increased accuracy and precision. 
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Tritium concentrations are expressed in tritium units (TU). Reported errors range from 0.09-0.11 

TU and represent one standard deviation.   

4.5.6 Chlorine-36 (36Cl) 

 Chlorine-36 is a radioisotope with a long half-life (t1/2 = 300,000 years) typically used for 

dating ancient groundwaters. Chlorine-36 is naturally produced in the atmosphere and in the 

subsurface. The relative influence of these two production pathways on 36Cl concentrations in 

groundwater is dependent on whether the groundwater is circulating rapidly (atmospheric 

production dominant) or is static (subsurface production dominant) (Phillips, 2000). Variations in 

background atmospheric 36Cl can be attributed to distance inland from the coastline and 

atmospheric circulation patterns. Empirical data have been used to map 36Cl/Cl isopleths across 

the United States in preanthropogenic groundwater (Davis et al., 2003) and for modeling isopleths 

in modern precipitation (Moysey et al., 2003). Similar to tritium, 36Cl concentrations in the 

atmosphere became orders of magnitude higher during the 1950s and 1960s as a result of 

thermonuclear weapons testing. However, the 36Cl peak was roughly ten years earlier and the 

production of anthropogenic 36Cl was mainly due to submarine irradiation of seawater (Phillips, 

2000). The long half-life of 36Cl in comparison to 3H allows the use of 36Cl as a diagnostic tool to 

distinguish bomb-pulse recharge from modern recharge. Additionally, when paired with chloride 

concentrations and chloride to bromide ratios (Cl-/Br-), 36Cl can be used to understand the origins 

of spring water (Davis et al., 2001). 

 Samples for 36Cl analysis were filtered in the field and collected in 1L HDPE bottles. 

Samples were prepared with AgCl prior to accelerator mass spectrometry measurement at the 

Purdue Rare Isotope Measurement Laboratory (PRIME Lab). Results are reported as 36Cl/Cl ratios 

x 10-15. Analytical uncertainty is reported for each individual sample.  

4.5.7 Noble Gases 

 Dissolved noble gases in groundwater have a wide range of utility as forensic tools in 

hydrogeology. Noble gases can provide information about recharge conditions (e.g., recharge 

temperature and elevation), interaction with deeply circulating groundwater (i.e., mantle and 

crustal reservoirs of helium via the 3He/4He ratio), and residence time (e.g., 3H/3He dating and 4He 
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accumulation) (Stute and Schlosser, 2000). Concentrations of noble gases in groundwater are 

dependent on five main factors: 1) recharge temperature, 2) atmospheric pressure at the time of 

recharge (recharge elevation), 3) recharge salinity, 4) excess air, and 5) fractionation of the excess 

air component. The first three factors affect the dissolution of atmospheric air according to 

solubility equilibrium (Stute and Schlosser, 2000).  

 Noble gas samples were collected in copper tubes only at springs with clear emergences 

lacking turbulent flow and excessive bubbles. Samples were analyzed for Ar, Kr, Xe, 

Ne, 4He, 3He/4He ratio at the University of Utah Noble Gas Lab (https://noblegaslab.utah.edu/). 

The measurement error for helium is ± 1% of the reported value. For all other gases the 

measurement error is between 1% and 5% of the reported value. 3He/4He ratios (R) are reported 

normalized to the atmospheric 3He/4He ratio (Ra) (1.38 * 10-6) as R/Ra. Typically, R/Ra ratios far 

exceeding 1 are indicative of an excess 3He component, usually mantle or primordial helium. R/Ra 

ratios ~ 1 are typical of surface waters and shallow groundwaters. R/Ra ratios < 1 can indicate 

radiogenic helium accumulation from crustal fluxes (Clark and Fritz, 1997). R/Ra values have been 

previously shown to scale with residence time and flowpath distance (Kulongoski et al., 2003).  

 Raw noble gas measurements were corrected with Noble90, a non-linear, error weighted 

least squares inversion MATLAB program that allows for noble gas concentrations to be corrected 

by solving for recharge temperature, recharge pressure (elevation), recharge salinity, excess air, 

and fractionation (Aeshbach-Hertig et al., 1999; Aeshbach-Hertig et al., 2000; Kipfer et al., 2002; 

Peeters et al., 2002). Noble90 allows for a variety of fitting options and has a built in Monte Carlo 

simulation component to estimate reasonable errors. In our case we used the ta-1 fit (closed 

equilibration model) with 100 Monte Carlo simulations per sample. A ta-2 fit (partial 

reequilibration model) was used if the ta-1 fit yielded nonrealistic results. We utilized four solving 

parameters; Ne, Ar, Kr, and Xe. Helium was not used as a solving parameter because there are 

both geogenic and terrigenic sources of helium within the study area. Recharge salinity was 

assumed to be zero for Owens Valley spring waters. Because recharge pressure (elevation) is 

unknown, two approaches were taken. The first approach was to solve for recharge temperature 

across a suite of elevations from the spring emergence to the regional peak. The intersection of 

this family of solutions with the local environmental lapse rate (ELR) can be thought of as an 

approximate recharge elevation (Zuber et al., 1995; Manning and Solomon, 2003; Doyle et al., 

2015; Peters et al., 2018). ELRs are typically constructed from local weather station data at varying 
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elevations. However, in this study area there are few weather stations across a relatively wide range 

of elevation (1300m – 4000+m). Therefore, a synthetic lapse rate was constructed by extracting 

values of elevation and mean annual temperature (O’Donnell and Ignizio, 2012) from randomly 

distributed points (~6,000) within a bounding region of the study area (Figure 4.6). A linear 

regression was fit to these points in order to derive a local annual ELR (Figure 4.7).  An alternate 

approach for deriving a recharge elevation necessary to solve for the other parameters is the use 

the median elevation of the watershed or contributing area (Thomas et al., 2003; Paukert, 2014). 

For this approach we used an elevation of 2600 m, the approximate median elevation from the 

Owens Valley basin floor to the Sierra Nevada crest east of Owens Valley. Both approaches were 

both used for calculating recharge temperatures and deriving excess helium concentrations 

necessary for performing a helium mass balance to calculate terrigenic 4He and tritogenic 3He. 

Terrigenic 4He can be used as an accumulation tracer while tritogenic 3He is used for 3H-3He dating. 

3H-3He ages were calculated for springs with tritium > 0.2 TU as low 3H concentrations are 

unreliable for 3H-3He dating.  

4.5.8 Radiocarbon (14C) 

 Radiocarbon is one of the few environmental tracers that can “see” in the 1,000-50,000-

year residence time window (Clark and Fritz, 1997). However, derived ages in the younger and 

older portion of this spectrum are more uncertain. Other tracers that can potentially date waters in 

this range have high uncertainties (4He) or require large volumes of water that makes field 

sampling inconvenient (Clark and Fritz, 1997).  

 As meteoric water recharges into the groundwater table through the soil zone, it 

incorporates soil CO2 in the form of dissolved inorganic carbon (DIC). The soil zone sets the initial 

radiocarbon activity, which is assumed to be the activity of the atmospheric CO2 or 100 percent 

modern carbon (pmc) (Plummer and Glynn, 2013). Once recharged through the soil zone into the 

aquifer, 14CO2 becomes incorporated into the groundwater system and its decay along some 

groundwater flowpath, from recharge to discharge, becomes a proxy for residence time (Clark and 

Fritz, 1997). The incorporation of dead carbon into groundwater DIC can skew the radiocarbon 

activity resulting in an old age bias. Fortunately, δ13C values can be used to track the evolution 

and incorporation of dead carbon when endmembers such as the δ13C of initial recharge are well 

constrained (Clark and Fritz, 1997). The δ13C value of initial recharge can be assumed based on 
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the presence of C3 or C4 plant respiration in the soil zone, however in regions with mixed 

vegetation or when recharge occurs in talus above treeline, this value is more uncertain.   

 

 

 

Figure 4.6: Map showing the study area, Owens Valley, CA, bounded by the Sierra Nevada to the 

west and the White-Inyo Mountains to the east. A USA mean temperature raster developed by the 

USGS (O’Donnell and Ignizio, 2012) is draped over a hillshade constructed from a digital 

elevation model. Values of mean annual temperature and surface elevation were extracted from 

random points within the bounding region (black box) to create a synthetic environmental lapse 

rate (ELR).
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Figure 4.7: Annual environmental lapse rate (ELR) (blue line) for the study area created from 

random points (black circles) shown in Figure 4.6. A linear regression was fitted to the ~6,000 

points to create the ELR. Lines of 90% confidence for the regression are shown by the red dotted 

line. 

 

 Radiocarbon samples were not filtered and collected, where appropriate, in two 500 ml 

HDPE bottles. Samples were collected with minimal headspace and then caps were sealed with 

electrical tape to minimize atmospheric exchange. Samples were analyzed at the University of 

Arizona Accelerator Mass Spectrometry Lab. Radcarbon activity reported as percent modern 

carbon (pmc) and δ13C relative to Pee Dee Belemnite (PBD) were reported for groundwater DIC. 

Percent modern carbon was calculated as a weighted average from multiple machine runs. 

Radiocarbon residence times were calculated in NethpathXL (Parkhurst and Charlton, 2008) using 

traditional radiocarbon adjustment models. To our knowledge, radiocarbon dating on 

groundwaters in the Owens Valley region has been extremely limited and there is not data on the 

δ13C for soil gas or groundwater recharge within the study area. Therefore, wells and springs in 

the Owens Lake and Crowley Lake watersheds with both δ13C (‰) and 14C (pmc) values reported 

were extracted from the USGS NWIS database (https://waterdata.usgs.gov/nwis/qw). A linear 

regression was fitted to a plot of δ13C versus 14C activity for 94. These samples were collected 
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between 2006-2013. The intersection of this regression with a horizontal reference line of 100 pmc 

was used as a plausible endmember for δ13C of soil gas. The value found at this intersection was 

~15‰ (Figure 4.8A). This value is not anomalous for groundwaters in arid/semiarid regions where 

there is a large range of soil gas δ13CPDB from (-6 to -25%) and a suitable initial approximation is 

-16 to -18‰ (Faure, 1986; Pearson and Handshaw 1970; Anderson, 2002).  The regional USGS 

carbon isotope data also shows a clear relationship with 3H, i.e., high concentrations of 3H (TU) 

are associated with elevated radiocarbon activity (pmc) (Figure 4.8B). 

 

 

Figure 4.8: Environmental tracer plots from USGS NWIS groundwater samples (wells and springs) 

in the Crowley Lake and Owens Lake watersheds. A) Linear regression fitted to a plot of δ13C 

versus 14C activity for 94 samples. The intersection of this regression with a horizontal reference 

line of 100 pmc was used as a plausible endmember for δ13C of soil gas. The value found at this 

intersection was ~15‰. B) Relationship between 3H and 14C activity for USGS NWIS groundwater 

samples. 

4.5.9 Geochemical modeling 

 Inverse modeling of general chemistry data is commonly employed to reconstruct the 

chemical composition of water into a series of weatherable minerals and precipitable clays that 

have reacted or formed to create the resulting chemistry. Increases in major cations and anions, 

and therefore dissolved minerals, often scale with distance (Guler and Thyne, 2004; Rissmann et 

al., 2015) and residence time (Rademacher et al., 2001; Rademacher et al., 2005). 

 We used Netpath-XL (Parkhurst and Charlton, 2008) to identify suitable and mass-

balanced inverse geochemical models describing the amount and suite of weathered minerals 
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necessary to form an observed final water composition from an initial starting water. Netpath-XL 

was also used for radiocarbon correction.  

 Many of the springs in this study emerge at fault zones along the eastern Sierra Nevada 

mountain front and there are not springs or wells upgradient that have been sampled or are 

plausible candidates for an initial starting water. Therefore, precipitation was used as the pre-

weathering chemical composition of spring waters and the geochemical composition of springs 

was modeled using the known mineralogy of geologic units in the study area as model constraints. 

While there is precipitation chemistry data available through the National Atmospheric Deposition 

Program (NADP) for one station inside HUC 180901, NTN Site CA34 (Bishop, CA), this data is 

problematic for several reasons: 1) data are only available for a small period between 1980-1982, 

2) the standard deviation in many of the reported analytes over that three year period is very high 

(in some cases the Cl- and SO4
2-

 values in precipitation are higher than spring water values), 3) 

Bishop, CA lies in the basin of Owens Valley and thus doesn’t provide a good endmember for 

high elevation recharge, and 4) Bishop precipitation chemistry data might be influenced by aeolian 

deposition from Owens (Dry) Lake. Rather than use data from CA34, NADP data was averaged 

from three high elevation sites in the southern Sierra Nevada: CA99 (Yosemite National Park- 

Hogdon Meadow, elev. 1393 mamsl), CA28 (Kings River Experimental Watershed, elev. 2000 

mamsl), and CA75 (Sequoia National Park- Giant Forest, elev. 1921mamsl) to calculate an initial 

precipitation endmember to model from. Alkalinity and bicarbonate are not reported for NADP 

data; however, bicarbonate was added to averaged precipitation chemistry to rectify the charge 

imbalance. Chloride, a conservative ion, is often used for calculating geochemical enrichment in 

the subsurface as increases in the subsurface can be attributed to the effects of evaporation and 

transpiration. In this case, many springs had chloride values close to the detection limit (0.1 mg/L). 

For our purposes, we chose to consider the effects of evapotranspiration negligible and attributed 

all chloride enrichment to the dissolution of halite, a plausible alternative due to the proximity of 

the study area to multiple playas and Owens (Dry) Lake. 

 In NETPATH, the user is required to specify both elemental constraints and mineral phases 

to calculate possible geochemical models. This requires detailed assessment of the aquifer 

mineralogy, including the stoichiometry of these minerals. For example, small differences in 

plagioclase composition, like choosing An30 versus An40, can substantially alter model results and 

number of possible solutions. While NETPATH has its own mineral database, it is sometimes 
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necessary to add in minerals or alter existing mineral stoichiometry to effectively model the likely 

aquifer dissolution reactions.  

 Due to the nonunique nature of NETPATH, models can often yield multiple solutions. 

Knowledge from calculated saturation indices and/or stability diagrams can be used to help inform 

and critique model results. For this study, stability diagrams were created using Geochemist 

Workbench Student Edition 11.0 (GWB) and saturation indices for a suite of mineral phases were 

calculated with PHREEQC.  If certain phases are likely to be present, they can be forced into the 

model solution. Similarly, phases can be restricted to only dissolve or only precipitate. Including 

these constraints often reduces the number of potential models. 

 The main phases used for Netpath-XL of  modeling the chemical compositions of Owens 

Valley spring waters include CO2 gas, quartz (SiO2), gypsum, halite, calcite, plagioclase (An15-

An45 depending on the candidate aquifers), potassium feldspar, biotite (phlogopite), hornblende, 

augite, kaolinite, and Ca-montmorillonite. Published geologic quadrangles (e.g., Moore, 1963; 

Bateman, 1964; Stone et al., 2000) and associated cross sections (Figure 4.5) helped to constrain 

the likely aquifer units for individual springs. Petrologic data such as modal analyses of minerals 

from thin section analysis and CIPW norms helped to inform model phases and forcing constraints. 

CIPW norms were only used to inform plagioclase stoichiometry when thin section modal analysis 

data was not available. Mineralogic data was compiled from multiple studies (Moore, 1963; 

Bateman, 1965; Michael, 1983; Moore, 1987; and Hirt, 2007) and is summarized in Table 4.1. 

Additional units influencing flow without petrologic data are summarized in Table 4.2.   

4.5.10 Partitioning young and old groundwater with 3H, 36Cl, and 14C 

 Prior studies have shown that age partitioning is an effective way to classify groundwater 

age without a priori knowledge of age distributions and numerous assumptions (Jasechko, 2016). 

Tritium (3H), chlorine-36 (36Cl), and 14C were used to classify spring waters as “young”, “old”, or 

“mixed” in order to evaluate the effect of residence time and, potentially, deeper groundwater 

circulation on geochemical weathering. Both 3H and 36Cl can be used to detect the presence of 

young water (<60 years). Due to its relatively short half-life. bomb pulse 3H that has undergone 

aquifer mixing and decay can be difficult to distinguish from present-day 3H concentrations in 

precipitation. However, by combining 3H with long lived 36Cl (t1/2 = 301,000 yrs.), it is possible to 
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not just partition waters into “old” and “young” but distinguish between springs with a large 

proportion of bomb pulse or modern/post-bomb recharge.  

 We classify spring waters as “old” when we detect pre-anthropogenic 36Cl/Cl ratios (< 600 

x 10-15) and low 3H (< 0.2 TU), as these waters do not contain a significant fraction of recharge 

from the 1950s/60s or later. For context, Visser et al. (2012) classified California waters with TU 

< 0.3 as tritium dead, and the majority of their samples were collected prior to 2011. In comparison, 

we classify “young” spring waters as having bomb-pulse 36Cl/Cl ratios (> 600 x 10-15) and elevated 

3H (> 0.2 TU). Additionally, springs with elevated tritium (TU > 2.0) and modern 36Cl/Cl ratios 

(e.g., Moysey et al., 2003) are interpreted to be discharging water comparable to modern 

precipitation or post bomb-pulse recharge and are also classified as “young”. These young/old 

classifications are based on pre-anthropogenic 36Cl/Cl ratios in groundwater from empirical data 

presented by Davis (2003). 

  Radiocarbon ages calculated in Netpath-XL for two correction models, Vogel (1970) and 

Tamers, (1975) in NETPATH were used to supplement these partitions and/or provide information 

on samples that may be a mixed origin of young and old groundwater. If samples are radiocarbon 

“modern” as indicated by the correction models, radiocarbon activity can still be used as a relative 

indicator of residence time. Blumhagen and Clark (2008) found a strong relationship between 14C 

(pmc) and CFC apparent age in Sagehen Basin even though the majority of samples were likely 

well below the threshold for radiocarbon dating. Part of this relationship was attributed to bomb 

pulse 14C flushing through the shallow groundwater system. For springs that meet sampling criteria 

and have sufficient tritium, 3H-3He ages are also reported.  

4.6 Results 

4.6.1 Field observations 

 Twelve springs emerge directly along the mountain front near the Sierra Nevada Frontal 

Fault Zone (1258- 1989 mamsl). Four springs emerge at smaller faults on the west side of the 

Alabama Hills, slightly lower into the basin (1240-1393 mamsl). Two springs emerge near the 

basin center (1128-1145 mamsl) and one spring emerges directly out of the Bishop Tuff (1482 

mamsl) (Figure 4.2).  
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 All sampled springs (n= 20) are cold springs with discharge temperatures ranging from 

11.1 to 21.7°C (mean discharge temperature = 14.9°C). There is a positive correlation (R2 = 0.47, 

p < 0.05) between spring water temperature and elevation (Figure 4.9A). Spring elevation is 

moderately correlated (R2 = 0.33, p < 0.05) with distance from the regional divide (Figure 4.9B).  

Most springs fall above the local annual ELR (Figure 4.9A), which can be interpreted to be 

indicative of some potential geothermal heating as a result of groundwater circulation. All spring 

waters are neutral to slightly alkaline with pH values falling in the range of 6.8-8.0 (Table 4.3). 

Eighteen of the 20 springs are oxidizing, however three springs (IES-039, IES-041, and IES-043) 

exhibit reducing conditions based on field dissolved oxygen measurements. While IES-043 likely 

experiences reducing conditions due to its emergence as a low-discharge seep, IES-039 is heavily 

altered and affected by barrel modification at its source. Field data is summarized in Table 4.3.  

 

 

Figure 4.9: Spring discharge temperature versus spring elevation. Springs are symbolized by the 

black squares. The local environmental lapse rate (ELR) based on average annual temperature is 

shown as the blue reference line. The majority of springs fall above the local ELR which can be 

interpreted as indicative of some geothermal heating from groundwater circulation. B) Spring 

elevation is plotted against distance to the eastern regional divide, the crest of the Sierra Nevada. 

Distance to divide is used since spring flowpaths cannot be delineated similar to streams/surface 

water
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Table 4.3. Locations and field geochemical data for springs in Owens Valley (CA). 

 

 

4.6.2 Stable isotope observations 

 Owens Valley spring waters have a δ2H range from -134.2 to -116.8‰ (n = 20). Spring 

water δ18O values range from -18.0 to 15.2‰. A line was fitted to the IES spring data to create a 

Local Spring Water Line (LSWL; δ2H = 6.38 * δ18O - 17.39). This line is nearly parallel to, yet 

offset from, the Local Meteoric Water Line (LMWL) defined by Friedman (2002) (δ2H = 7.12 * 

δ18O - 3.6). Both the LSWL and the Local Groundwater Water Line (LGWL) (δ2H = 7.326 * δ18O 

- 2.7; created from USGS well and spring data) have lower slopes than the Global Meteoric Water 

Line (GMWL) from Craig (1961) (Figure 4.10A). Calculated deuterium excess values (δ2H - 

8*δ18O) span from 13.0 to 4.7‰, though the majority of samples (14/20) have values between 9.0 

and 12.0‰, indicative of a similar vapor source region. Springs further away from the mountain 

front emerging near the basin center have deuterium excess values ranging from 7.1- 4.7 ‰. 

 IES and USGS (NWIS) δ2H and δ18O values for Owens Valley groundwaters cluster 

spatially by geographic region (Figure 4.10B). Samples in the Bishop geographic region, furthest 

north, are the most isotopically depleted. Samples in the Lone Pine region, furthest south, are the 
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most isotopically enriched. For both IES and USGS samples, elevation is a poor indicator of 

isotopic composition (Figure 4.11), even when broken out by geographic area.  

 

 

Figure 4.10: Dual isotope plots showing δ18O versus δ2H for spring waters from this study (IES) 

and Owens Valley spring and well waters from the USGS Water Quality Portal (USGS). IES 

springs are shown in the circles and USGS waters are shown in the triangles. A) Waters from both 

datasets are plotted with four different reference lines; 1) a local meteoric water line from Friedman 

(2002) (dashed black line), 2) the global meteoric water line (GMWL) from Craig (1961), 2) a 

local groundwater line (LGWL) fitted to USGS samples, and 4) a local spring water line fitted to 

IES samples. B) Dual isotope plot (δ18O versus δ2H) with USGS and IES samples colored by 

geographic region within Owens Valley. Samples in the north near Bishop are isotopically 

depleted while samples in the south near Lone Pine are more isotopically enriched. 

 

 

Figure 4.11: Poor relationships exist between water stable isotopes (δ2H and δ18O) and elevation, 

even when separated by geographic area, precluding the use of δ2H and δ18O as recharge elevation 

tracers. Springs are symbolized by geographic region within Owens Valley. 
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4.6.3 General Chemistry 

 Geochemically, Owens Valley springs are either Ca-HCO3  (n = 15)  or Na-HCO3 (n = 4) 

type waters with the exception of one spring, IES-025, which is classified as an Na-Cl type water 

(Figure 4.12). Despite the possibility that these springs are sourcing intermediate and/or regional 

scale flowpaths from their recharge zone to the spring emergence, they are relatively dilute (with 

the exception of IES-025) and have TDS concentrations < 250 mg/L. Moderate to strong positive 

correlations (R2 > 0.55; p < 0.05) exist between all major ions and specific conductance with the 

exception of sulfate and silica (Figure 4.13). Calcium and bicarbonate are the strongest predictors 

of specific conductance with R2 values of 0.73 and 0.88, respectively. Geochemistry data is shown 

in Table 4.  

 

Figure 4.12: Piper diagram showing geochemical compositions of spring waters. Springs are 

symbolized by geochemical grouping 
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Figure 4.13: Relationships between specific conductance and solute concentrations for major 

cations and anions for Owens Valley spring waters. Ca2+ and HCO3
- have the highest coefficients 

of determinate for predicting specific conductance (R2 of 0.73 and 0.88, respectively). These trends 

are indicative of plagioclase weathering as a major control on solute compositions.   
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 Owens Valley spring waters can be classified into four geochemical groups based on 

solute-solute plots, ionic ratios, and likely flowpath geology inferred from geologic maps and 

associated cross sections (Figure 4.14). These geochemical groupings are independent of the 

geographic AOIs (Figure 4.4) and reflect geochemical evolution via the petrology of the spring 

contributing areas (with the exception of Group 3). Group 1 consists of springs with a granitic 

(alaskite-quartz monzonite-granodiorite) weathering signature typical interaction with Sierra 

Nevada plutonic rocks. This group is the largest (n = 10) and exhibits the greatest intragroup 

variation in weathering trends (Figure 4.14).  Group 2 consists of one spring, IES-025, a basinal 

brine emerging on the eastern side of the Alabama Hills with high a TDS concentration (724 mg/L). 

Group 3 is comprised of three springs (IES-026, IES-030, and IES-034) that are Na-HCO3 type 

waters with elevated sodium, potassium, and silica concentrations. The geochemical compositions 

of these springs are interpreted to be influenced by volcanic weathering from ash flows or tuffs, 

felsic dikes and masses, or contributions from surface water features (e.g. the LAA or the Owens 

River). Birchim Cyn. Spring B (IES-034) and Reinhackle Spring (IES-026) are both located near 

the Owens River or LAA, have enriched δ2H and δ18O values compared to other spring waters, 

and cluster with surface water samples (Figure 4.12). Other studies have also attributed some 

portion of flow at Reinhackle Spring to aqueduct leakage (Bassett et al., 2008). Springs in Group 

4 have Paleozoic metasedimentary roof pendants enclosed within granitic rocks upgradient in their 

likely recharge areas. These springs have chemical signatures (i.e., significantly excess calcium) 

reflecting a mixture of carbonate (e.g., marble, micaceous quartzite, calc-hornfels) and granitoid 

dissolution.  

  The geochemical differences among these four groups can be seen on the Piper diagram 

(Figure 4.12) and in the geochemical plots (Figure 4.14). While trends showing geochemical 

evolution exist between major ions like Ca2+ vs Mg2+ and Ca2+ vs HCO3- when considering all 

springs, these evolution pathways are stronger after springs are broken out into their respective 

geochemical groupings, as shown in Figure 4.14A and 4.14B. Figure 4.14C shows intergroup 

separation when magnesium/potassium molar ratios are plotted against calcium/sodium molar 

ratios. A reference line for the Mg2+/K+ ratio expected from biotite weathering (~3) is plotted 

horizontally in addition to a vertical bounding area of expected Ca2+/Na+ ratios for Owens Valley 

granitoids based on an average range of plagioclase compositions from An28 to An36 (Table 1). 

The majority of springs (n = 17) have Mg2+/K+ ratios at or below the reference line and likely do 
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not receive significant amounts of magnesium from pyroxenes or amphiboles like hornblende. In 

areas like Sagehen, CA where amphiboles like hornblende are well-documented as a major 

contributor to solute weathering fluxes, Mg2+/K+ molar ratios typically exceed > 3 (calculated from 

data in Rademacher et al., 2001). IES-024 and IES-041 plot well above the reference line and have 

sources of hornblende in their likely recharge area. Ca2+/Na+ molar ratios for spring waters in 

Group 2 and Group 3 fall below or at the minimum extent of the bounded region. Group 1, which 

is interpreted to consist of springs weathering granitic plutonic rocks, in predominately in excess 

of the bounded region, having an average Ca2+/Na+ molar ratio of 0.72 and a range from 0.38-1.05. 

Ca2+/Na+ molar ratios for Group 4 range from 1.35-1.69 with an average of 1.57 and are far in 

excess of Ca2+/Na+ ratios predicted solely by the weathering of granitic plutonic rocks.  

 The relationship between milliequivalents for dominant anions (HCO3
- and SO4

2-) and 

cations (Ca2+ and Mg2+) is shown in Figure 4.14D. All samples fall below the equiline interpreted 

to indicate a 1:1 balance between carbonate weathering (above the line) and silicate weathering 

(below the line). Group 4 spring waters plot closest to the equiline while Group 3 spring waters 

plot furthest away. Figures 4.14E and 4.14F are adapted from Pretti and Stewart (2002) and show 

mol % for dissolved SiO2 and Na+ relative to Ca2+. Predicted ratios based on the weathering of 

plagioclase to kaolinite, plagioclase to smectite, and calcite dissolution in equilibrium with 

plagioclase to smectite weathering are shown as three reference lines in Figure 4.14E. Figure 4.14F 

elaborates on the point illustrated with Figure 4.14C: 1) The majority of Group 1 waters would 

need to weather plagioclase with An above the average range for Owens Valley granitoids (An28-

An36) to create the observed Ca2+/Na+ ratios  and 2) the majority of Group 4 waters would need to 

weather An > An50 to create the observed Ca2+/Na+ ratios, indicative of additional source of 

calcium in addition to disseminated calcite. Modal analyses (Table 1) indicate that plutons with 

average plagioclase compositions of An50 or greater are not present in Owens Valley with the 

exception of mafic plutonic masses (An30-An70) which are not found in the recharge area of Group 

4 waters. 
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Figure 4.14: Geochemical relationships among weathering derived solutes for Owens Valley 

spring waters. Springs are symbolized by geochemical grouping A) Relationship between calcium 

and magnesium ion concentrations in sampled spring waters. Springs are well below the 1:1 Mg2+: 

Ca2+ line representative of hornblende weathering. B) Relationship between calcium and 

bicarbonate ion concentrations C) Relationship between magnesium/potassium ion ratios and 

calcium/sodium ion ratios in sampled spring waters. The trend line expected for biotite weathering 

for Mg2+/K+ (~3) is shown by the blue line. The expected Ca2+/Na+ weathering ratio for granitic 

plutons in Owens Valley (Table 4.1) (An28-An36) is bounded for reference in the grey box. D) 

Relationship between dominant anions (HCO3
- and SO4

2-
 meq/L) and cations (Ca2+ and  Mg2+ 

meq/L). All samples fall below the 1:1 reference line indicative of equal contributions from 

carbonate and silicate weathering. Group 4 springs lie the closest to the 1:1 line.  E) Relationship 

between mol % SiO2 and mol % Ca. Reference lines for predicted weathering trends are shown for 

1) calcite dissolution and plagioclase to smectite weathering in a 1:1 ratio, 2) plagioclase to 

smectite weathering, and 3) plagioclase to kaolinite weathering. F) Relationship between mol % 

Ca and mol % Na. Predicted weathering trends for An25 and An45 plagioclase are shown. Plots E 

& F adapted from Pretti and Stewart (2002).  
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Table 4.4. General chemistry data and geochemical groupings for Owens Valley springs. 
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4.6.4 Saturation indices, stability diagrams, and inverse geochemical models 

 Theoretical mineral saturation indices were calculated for Owens Valley spring waters in 

PHREEQC. All spring waters are undersaturated with respect to anhydrite, gypsum, halite, and 

sepiolite while saturated with respect to quartz. Only the most dilute samples are undersaturated 

with respect to chalcedony. IES-025, a Group 2 water, is modeled as saturated with respect to 

aragonite and dolomite. 

 Stability diagrams were constructed to identify the most kinetically favorable clays to 

precipitate out of solution. Garrels and Mackenzie (1967) considered kaolinite the primary 

weathering product when modeling the evolution from precipitation to ephemeral springs based 

on aluminosilicate residue compositions. They also considered the evolution of ephemeral springs 

to perennial springs to yield weathering products of kaolinite and ca-montmorillonite. However, 

the majority of Owens Valley spring waters lie in the kaolinite stability field rather than in the ca-

montmorillonite (shown as beideillite-ca) stability field (Figure 4.15). Spring with lower Ca2+/Na+ 

molar ratios, including two Group 3 waters, are more kinetically favorable to precipitate out ca-

montmorillonite.  

 Inverse geochemical models were constructed to discern the suite and amount of mineral 

weathering necessary to create spring water compositions evolving from NADP-derived 

precipitation chemistry. Model phases and phase stoichiometries were based on field petrologic 

data (Table 1).  Model inputs including mineral forcing constraints and favorable precipitating 

clays were determined from saturation indices and stability diagrams. Hydrochemically realistic 

models with a minimal number of solutions were created for 18 of the 20 springs. Two of the 

springs, IES-026 and IES-030 were not able to be modeled successfully. IES-26 likely inherits 

some part of its geochemical composition from the Owens River or leakage along the LAA. IES-

030 has an anomalously high 87Sr/86Sr ratio compared to Sierra Nevada plutonic rocks and its 

general chemistry composition cannot be explained by weathering through the surrounding 

geology.  
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Figure 4.15: Diagram showing the log activity of SiO2 vs log ratio Ca2+/(H+)2 for Owens Valley 

spring water samples. Springs are symbolized by geochemical grouping. Mineral stability fields 

are bounded by the black lines. The majority of springs reside in the kaolinite stability field. 

 

 For the successfully modeled springs, CO2, gypsum, halite, calcite, K-spar, plagioclase, and 

biotite or hornblende are required to dissolve for every model. Either SiO2 and kaolinite or ca-

montmorillonite are also required to precipitate in every model (Figure 4.16).  Model results are 

highly influenced by the An composition of plagioclase. In some cases where the An value could 

not be well constrained from the petrologic data, multiple model results were considered across a 

suite of plagioclase compositions. Average model mol transfers are shown in Figure 4.16. The 

majority of spring waters only have one viable model. In contrast with Rademacher et al. (2001) 

and Blumhagen and Clark (2008), viable models for all springs require calcite as a phase, however 

mol transfer amounts are often small, except for Group 4 waters. Group 4 waters require large mol 

transfers of calcite, in terms of percent composition, to successfully model their geochemical 

compositions (Figure 4.16).   
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Figure 4.16: Results from NETPATH inverse geochemical modeling from NADP precipitation to 

spring geochemical compositions. Positive mol transfers indicate dissolution and negative mol 

transfers indicate precipitation. In instances where multiple models were found, the average of mol 

transfers is shown. Successful model solutions do not exist without including calcite in these 

models. Group 4 springs are indicated by the rectangular bounding box. These springs require 

large mol transfers (% wise) of calcite to successfully model their geochemical compositions. 

4.6.5 Chloride, Chloride/Bromide, and Chlorine-36 

 The majority of Owens Valley spring waters (n = 16) have Cl-/Br- ratios ranging from (37-

300) and are in the range of dilute to moderately evolved groundwaters (Cl-/Br- ≤ 300) (Davis, 

1998). Two springs, IES-028 and IES-034, are just above this threshold with ratios of 334 and 308, 

respectively. Two other springs show clear contributions from non-conservative sources of 

chloride and have Cl-/Br- ratios > 900. These springs, whose local names may be an indicator of 

their outlier status, are Boron Springs A (IES-025) and Boron Springs B (IES-027). The linear 

trend observed when Cl-/Br- is plotted against [Cl-] suggests that chloride in being acquired 

conservatively for most spring waters (Figure 4.17A).  

 Preanthropogenic 36Cl/Cl ratios of groundwater southern Great Basin range from 300-500 

(Davis, 2003). This range is similar to modern (post bomb pulse) 36Cl/Cl ratios in precipitation for 

the same area (Moysey et al., 2003). A clear trend is observed between Cl- concentration and 

36Cl/Cl ratios of spring waters (Figure 4.17B). Springs with background or below background 
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36Cl/Cl ratios have higher amounts of chloride. Examining the relationship between 36Cl/Cl ratio 

and 3H concentration allows for distinguishing between submodern, modern, and bomb-pulse 

spring waters. As shown in Figure 4.17C, 3H alone can distinguish modern water and bomb-pulse 

groundwater from submodern groundwater, however it is not possible to distinguish modern 

recharge from bomb-pulse recharge without 36Cl as the tritium concentration is nonunique to both 

groups.  

4.6.6 Strontium and 87Sr/86Sr 

 Sr2+
 concentrations show a strong linear relationship with Ca2+, especially when separated 

out by geochemical grouping (Figure 4.18A). Group 1 waters sourcing flow from the Mount 

Whitney intrusive suite in the Lone Pine AOI show a diverging geochemical trend and acquire 

more Sr2+
 per mol of Ca2+ compared to other Group 1 waters (Figure 4.18A). 

  For 19 out of the 20 springs, 87Sr/86Sr ratios fall in a range from 0.70729 to 0.71000. Most 

values are slightly above the expected window for eastern Sierra Mesozoic granitoids (0.70600-

0.70800) (Chen and Tilton, 1991; Hirt, 2007; Chapman et a., 2015). One spring, IES-030, has an 

anomalously high 87Sr/86Sr ratio (0.71234) (not shown in Figure 4.18) in comparison to other 

spring waters that cannot be reconciled based on whole rock strontium ratios of the surrounding 

geology in the Warren Bench area. It is possible that this elevated ratio could be a result of 

weathering felsic dikes and masses in the area, chiefly aplite, pegmatite, and alaskite.  Not 

considering the outlier value, average 87Sr/86Sr ratio for the geochemical groups are 0.70835, 

0.70856, 0.70912, and 0.70927 for Groups 1-4, respectively. The average 87Sr/86Sr ratio for Group 

4 waters plots closest to the expected range for Penn-Permian roof pendants (>0.710) based on 

whole rock values (Kistler and Petermann, 1973; Goff, 1991) and surface waters sourcing areas 

with roof pendants (Pretti and Stewart, 2002). This 87Sr/86Sr range is wide and highly variable even 

among different facies within the same roof pendant septa. 
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Figure 4.17: A) Relationship between log Cl- concentration and Cl-/Br- ratios in spring waters. 

Springs below the black line are indicative of natural waters unaffected by halite dissolution. Two 

springs well above the line are Boron Spring A (IES-027) and Boron Spring B (IES-025). B) 

Relationship between log Cl- concentration and log 36Cl/Cl. Preanthropogenic background 36Cl/Cl 

ratios in groundwater from Davis et al. (2003) shown in the grey bounding box. Springs dilute 

with respect to chloride have elevated, bomb-pulse 36Cl/Cl. C) Relationship between 36Cl/Cl ratio 

and 3H (TU). This plot shows separation and mixing between submodern, bomb-pulse, and modern 

spring waters based on 36Cl/Cl ratio and 3H. 
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 Mesozoic granitoid leachates have a narrow range of 87Sr/86Sr ratios (0.708462 - 708879) 

with an average isotopic value of 0.708598. These values are also elevated when compared to 

expected whole rock 87Sr/86Sr ratios for Mesozoic granitoids, however more closely match the 

ratios for spring waters. One sample was leached from the Bishop Tuff and this yielded a slightly 

higher 87Sr/86Sr ratio of 0.70948. This value closely matches the 87Sr/86Sr ratio of Birchim Cyn. 

Spring B (IES-034), which emerges directly out of the Bishop Tuff.  

 Results from general chemistry and inverse geochemical modeling were combined with 

87Sr/86Sr ratios for leachates and spring waters. With the exception of IES-30, Owens Valley spring 

waters show a systematic trend of decreasing Ca2+/Sr2+ (Figure 4.18B) as a function of decreasing 

87Sr/86Sr. Blum et al. (1998) utilized Ca/Sr ratios to differentiate carbonate versus silicate 

weathering in a watershed with Ca sources from silicates, marble, and vein calcite. Group 4 waters, 

interpreted to be weathering a combination of Sierra Nevada granitoids and Penn-Permian roof 

pendants, fall within the Ca2+/Sr2+ range of 200-400 and have 6 of the 7 highest ratios. While 

Groups 1,2, and 3 do not show strontium isotope evolution as carbonate weathering increases as a 

function of overall weathering (carbonate/ (plagioclase + carbonate)), Group 4 waters show a 

linear decrease in 87Sr/86Sr (Figure 4.18C). 

 A simple metric like the amount of dissolved silica in solution has been found to increase 

with decreasing elevation in silicate watersheds (Drever and Zobrist, 1990) and thus can be 

inferred to represent residence time. Similarly, inverse model results like the amount of plagioclase 

weathered or kaolinite precipitated are informative in understanding how mineral weathering 

affects 87Sr/86Sr. Spring waters in all geochemical groups show a systematic decrease in 87Sr/86Sr 

as a function of plagioclase weathering (Figure 4.18D), amount of clay mineral formation (Figure 

4.18E), and silicate dissolution (Figure 4.18F). As each of these metrics increase, Owens Valley 

spring waters converge towards the whole rock 87Sr/86Sr range for Mesozoic Granitoids in Owens 

Valley and away from rock leaching values.  
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Figure 4.18: Relationships with 87Sr/86Sr, geochemistry, and inverse modeling results for sampled 

spring waters. Springs are symbolized by geochemical grouping. For plots B-F rock leachate 

values for Sierra Nevada granitoids are symbolized by the black Xs. A) Relationship between 

strontium and calcium ion concentrations in sampled spring waters. Springs emerging on the 

western flank of the Alabama Hills are geochemically distinct from other Group 1 waters. B) 

Relationship between 87Sr/86Sr and Ca2+/Sr2+ ionic ratios in spring waters. C) Mols transfers of 

carbonate/(plagioclase + carbonate) from inverse geochemical models versus 87Sr/86Sr. The 

expected strontium ratio for Owens Valley granites (0.706-0.708) is shown in the pink shaded area. 

The estimated strontium ratio for Paleozoic roof pendants is shown in the blue shaded area. D) 

Average plagioclase mol transfer from inverse geochemical models versus 87Sr/86Sr. E) Average 

kaolinite mol transfer (negative for precipitation) from inverse geochemical models versus 
87Sr/86Sr. F) Relationship between silica (as SiO2) and 87Sr/86Sr.  
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Table 4.5. Raw isotope data, corrected radiocarbon ages, and age partition distinctions for Owens 

Valley springs. 

 

 

4.6.7 Noble gas and radiocarbon trends among all springs 

 Raw carbon isotope data and corrected radiocarbon ages are shown in Table 4.5. Corrected 

radiocarbon ages are shown using two correction models, Vogel (1970) and Tamers (1975), are 

shown in Table 4.5. Using the Vogel correction model, five springs (IES-024, IES-027, IES-028, 

IES-034, and IES-038) have non-modern radiocarbon ages ranging from 265 years (IES-027) to 

3779 years (IES-024). Using the Tamers correction model, only one spring, IES-024, has a non-

modern radiocarbon age (919 years). Because only a minimal number of springs have non-modern 

radiocarbon ages, radiocarbon activity is used to examine trends with radiocarbon data and other 

hydrochemical analytes  
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 There is a poor relationship between δ13C (‰) and 14C activity (pmc) for Owens Valley 

spring waters (Figure 4.19A). Evolutionary trends are not discernable among geochemical groups, 

let alone when considering all spring waters. This result is similar to poor δ13C vs 14C activity 

relationships in Owens Valley groundwaters by the USGS (Figure 4.8) and in other Sierra Nevada 

groundwaters (e.g., Blumhagen and Clark, 2008). Repeat sampling for Owens Valley spring waters 

has found that δ13C is highly variable temporally while 14C activity does not change significantly. 

These results suggest that 13C evolution in Owens Valley groundwaters, at least at large scales, is 

a poor indicator of 14C dilution. Thus, calculating dilution factors and radiocarbon ages with 

various correction models using 13C might be highly suspect especially when the δ13C of 

recharging groundwater is also highly uncertain. However, the fact that 14C activities are stable 

temporally and that there is a relationship between 14C activity and HCO3
- among geochemical 

groupings (Figure 4.19B) is conducive to using 14C as a relative indicator of residence time. 

 Raw noble gas data and calculated parameters are shown in Table 4.6. The relationship 

between 14C activity and 3He/4He ratios of spring waters normalized to the 3He/4He ratio of 

atmospheric air (R/Ra) is shown in Figure 4.19C. Springs with lower 14C activities correspond to 

springs with lower R/Ra. All springs with the exception IES-029 have R/Ra <1. IES-029 emerges 

in the vicinity of the Big Pine Volcanic Field near Red Mountain, one of the major volcanic cones 

in the area. When Group 3 waters are not considered, there are positive correlations between 

lithium concentration and R/Ra (R2 = 0.88, p < 0.05) (Figure 4.19D) and spring discharge 

temperature and R/Ra  (R
2 = 0.54, p < 0.05) (Figure 4.19E). Lithium concentrations in groundwater 

are often correlated with geothermal heating (Coolbaugh et al., 2002) These relationships suggest 

that R/Ra is an indicator of both residence time (14C) and groundwater circulation (Li & spring 

temperature) for Owens Valley spring waters.  

 Figure 4.20A shows the Ne/He elemental ratio versus R/Ra for Owens Valley spring waters. 

Similar to the result found by Aeschbach-Hertig et al. (2000), Owens Valley spring waters define 

a mixing line between radiogenic and atmospheric endmembers for spring water samples. IES-029 

is well above this mixing line. The relationship between 14C activity and terrigenic 4He is shown 

in Figure 4.20B. Petrologic differences in granitic rocks, and subsequent differences in uranium 

and thorium contents in the rock matrix, likely lead to differences between accumulated 4He and 

14C activity and preclude the use of 4He as an accumulation tracer of groundwater residence time.  
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 Noble gas recharge parameters are shown in Table 4.6. Noble gas recharge elevations 

derived from the ELR method (Zuber et al., 1995; Manning and Solomon, 2003; Doyle et al., 2015; 

Peters et al., 2018) range from 1900-3400 mamsl with an average recharge elevation of 2820 

mamsl (Figure 4.22). Springs further away from the mountain front (i.e., springs near the Alabama 

Hills) have lower calculated recharge elevations. Recharge temperatures using the median 

elevation between the Owens Valley basin floor and the Sierra Nevada crest (2600 m) as a solving 

parameter range from 1.6°C to 7.7°C with an average recharge temperature of 4.3°C. Recharge 

temperatures derived using the ELR method are within a range of ± 3.5°C of the recharge 

temperatures calculated using a median elevation (Table 4.6). The amount of offset depends on if 

the calculated recharge elevation using the ELR method is above the median elevation (cooler) or 

below the median elevation (warmer).  
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Table 4.6. Raw noble gas data and derived parameters from Noble90 for the Owens Valley springs. 

 

  



 

 

174 

 

Figure 4.19: Trends with radiocarbon, noble gas, and temperature data. A) Shows poor trend 

between δ13C (‰) versus 14C activity (pmc) for Owens Valley spring waters. B) Relationship 

between bicarbonate concentration and 14C activity (pmc) for Owens Valley spring waters. C) 

Relationship between 14C activity and 3He/4He ratio normalized to the 3He/4He ratio of air (R/Ra). 

Springs with lower R/Ra ratios have lower 14C activities. D) Relationship between lithium 

concentration (ppb) and R/Ra . There is a strong correlation with the exception of Group 3 waters. 

E) Relationship between spring discharge temperature and R/Ra. Spring waters with lower R/Ra 

ratios, interpreted to be circulating deeper and at increased flowpath lengths in order to accumulate 

excess 4He, have increased discharge temperatures. F) 3H-3He age versus spring temperature. As 

apparent age increases, spring temperature increases. Group 3 waters fall off the trendline.   
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Figure 4.20: A) Ne/He elemental ratio vs R/Ra. These data define a mixing line between radiogenic 

and atmospheric endmembers for spring water samples. IES-029, which emerges near Red 

Mountain in the vicinity of the Big Pine Volcanic Field, is well above this mixing line. B) 

Relationship between 14C activity and terrigenic 4He. Petrologic differences in granitic rocks, and 

subsequent differences in uranium and thorium contents in the rock matrix, likely lead to 

differences between accumulated 4Heterr and 14C activity. 
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Figure 4.21: Shows recharge temperature solved at 100m increments from the elevation of the 

spring emergence to the local high elevation point. Intersection with the environmental lapse rate 

can be used to estimate recharge elevation (H) and calculate recharge temperature when H is 

unknown as shown by Zuber et al. (1995), Aeschbach-Hertig et al. (1999), Doyle et al. (2015), and 

Peters et al. (2018). 

4.6.8 Age partitioning and spring residence times 

 Age partitioning resulted in 12 springs classified as “young” or having a large proportion 

of their discharge attributed to water recharging during the last 70 years. Ten of these springs 

exhibited 3H concentrations greater than 0.2 TU and had 36Cl/Cl well above historical background 

ratios (659-17,246 *10-15). These springs are interpreted to be discharging a large proportion of 

water recharged during the 1950s-1960s bomb pulse. Two of these springs (IES-026 & IES-034) 

exhibited 3H concentrations greater than 0.2 TU yet had 36Cl/Cl well below background (158-

210*10-15). These springs are interpreted to be discharging modern, post-bomb pulse water. This 
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interpretation agrees with geochemical separations, 87Sr/86Sr, and spatial contextualization where 

these two springs are receiving a substantial proportion of water from Owens River losing 

conditions or LAA leakage.  

 With the exception of one spring, IES-028, all “young” springs have 14C activities greater 

than 79 percent modern carbon (pmc) with a mean activity of 88 pmc. Radiocarbon corrections for 

springs activities yield negative ages, designated as modern waters, using all correction methods 

other than the empirical Vogel method (Table 4.5). Unfortunately, not all 12 “young” springs were 

suitable for noble gas collection and one sample was determined to be stripped, so 3H-3He ages 

are only reported for 8 springs (Table 4.6). 3H-3He ages for these spring waters range from 5-56 

years, with a mean apparent age of 30 years. There is a very strong trend between 3H-3He age and 

discharge temperature for “young” springs with the exception of Group 3 waters interpreted to be 

influenced by surface water (Figure 4.19F). Springs with older 3H-3He ages are warmer while 

springs with younger 3H-3He ages are cooler. These apparent ages are in agreement with the 

interpretation that the majority of these springs are discharging a large proportion of groundwater 

that was recharged since the bomb-pulse.  

 Age partitioning resulted in 8 springs being classified as “old”. These springs are 

interpreted as having a minimal proportion of recharge since the bomb-pulse based on 3H 

concentrations (< 0.2 TU) and 36Cl/Cl ratios in the range of preanthropogenic waters. 3H-3He ages 

are not reported for these springs because waters with 3H values as low as 0.2 TU are not 

appropriate for 3H-3He age dating. Radiocarbon ages for these springs range from modern to 

several thousand years with corresponding 14C activities from 86.4-53.8 with a mean activity of 

74 pmc Three springs in the Alabama Hills region have 3H ranging from 0.06- 0.11 TU, however, 

14C activities between 98-95 pmc. These springs are extremely low discharge and were noted in 

the field as questionable for radiocarbon dating based on seepy, diffuse conditions (Figure 4.22). 

It is likely that these three samples have equilibrated with atmospheric CO2 and that these 14C 

activities are not representative of 3H dead waters.  
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Figure 4.22: Field photos (March 2016) showing spring emergence conditions for IES-021, IES-

022, and IES-023. Samples for 14C analysis were collected from these springs despite seepy, 

diffuse, and low discharge emergence conditions. While 3H results for all three springs were all ≤ 

0.11 TU, 14C activities were all measured as > 95 pmc. While 3H is not susceptible to atmospheric 

contamination or equilibration, we interpret the 14C activities to be contaminated and thus not 

representative of the actual residence times of these spring waters.  

4.6.9 Age partitioning trends 

 There are substantial physical, geochemical, and isotopic differences between “young” and 

“old” waters as indicated by Figure 4.23. Waters interpreted to be interacting with surface waters 

and/or basinal brines were excluded from age partitioning analysis. These geochemical and 
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isotopic differences are supported by prior work (Chapter 2), that found that riparian, groundwater-

dependent vegetation surrounding Owens Valley springs discharging a large proportion of old 

groundwater were better able to tolerate the 2011-2017 California drought than springs discharging 

a large proportion of bomb pulse or modern recharge.  

  “Old” springs are warmer on average (Figure 4.23A) and have a warmer range of 

temperature values in comparison to the average and range for “young” springs (value). Chloride 

is being inherited conservatively for most spring waters (n = 18) (Figure 4.23A) and “old” springs 

have higher average chloride concentrations (Figure 4.23B) in comparison to “young” spring 

waters. “Old” springs also have an elevated range of TDS concentrations (Figure 4.23C) when 

compared to the range for “young” springs. Additionally, the results of inverse geochemical 

modeling suggest that geochemical fluxes from “old” springs are substantially higher than from 

“young” springs as evidenced by the weathering of plagioclase, a ubiquitous mineral found in 

Mesozoic granitoids and volcanics across the study area (Figure 4.23D) 

 There is also geochemical separation between “old” and “young” springs based on 

strontium isotopes and strontium ionic ratios. “Old” spring waters have a lower average 87Sr/86Sr 

ratio closer to the expected range for whole rock values for Sierra Nevada granitoids (0.706-0.708).  

In comparison, “young” springs have a higher average 87Sr/86Sr composition (value) that is closer 

to Sierra Nevada granitoid leachate from this study (value) than the expected range for whole rocks 

(Figure 4.23E). This same separation between “young” and “old” spring waters is even more 

distinct when comparing Ca2+/Sr2+ ratios (Figure 4.23F).  

  3He/4He ratios normalized to the 3He/4He ratio of atmospheric air (R/Ra) are lower on 

average for “old” springs than for “young” springs. This observation is consistent with warmer 

discharge temperatures (Figure 4.23E) and increased solute loads in older and deeper circulating 

groundwaters. Finally, noble gas recharge temperatures (NGRT) are also warmer for “old” spring 

waters than for “young” spring waters (Figure 4.23H). While this may seem counterintuitive, “old” 

spring waters are generally further away from the regional divide (e.g., springs emerging 

upgradient of the Alabama Hills) and likely source larger aquifer volumes from a broader spatial 

area.  



 

 

180 

 

Figure 4.23: Boxplots showing geochemical and isotopic differences between “young” and “old” 

spring waters. The central mark on each box plot represents the median value while the bottom 

and top of each box represent the 25th and 75th percentiles, respectively. Whiskers extend to 

minimum and maximum values not considered to be outliers. Outliers, if applicable, are shown by 

the red crosses. Differences between young and old waters are shown for spring discharge 

temperature (A), chloride concentration (B), total dissolved solids (C), plagioclase weathered from 

NETPATH inverse geochemical models (D), 87Sr/86Sr (E), Ca2+/Sr2+ (F), 3He/4He ratio normalized 

to the 3He/4He ratio of air (R/Ra) (G), and noble gas recharge temperature computed using the 

median elevation method (H). 
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4.7 Discussion 

4.7.1 Spring sourcing and contributing areas 

 Delineating contributing areas to springs is an acknowledged problem in hydrogeology 

because groundwater divides are inherently different than topographic surface waters divides 

(Frisbee et al., 2013). In order to understand the dominant controls on geochemical evolution with 

increased spatial scale and residence time, it is first necessary to determine some conceptual 

bounds on the extent of spring contributing areas in order to identify likely host aquifers. The 

Sierra Nevada batholith is both long and wide and it is unknown how fracture porosity and 

interconnectivity change with depth in the bedrock. Therefore, it is unknown how fracture 

networks route groundwater flow to intermediate and regional-scale springs. However, spring 

discharge temperatures, stable isotopes, and noble gas recharge elevations and temperatures can  

inform conceptual models for contributing areas to mountain front emerges emerging at the base 

of the eastern Sierra Nevada.  

4.7.1.1 Spring temperature 

 The positive correlation between spring discharge temperature and elevation (Figure 4.9A) 

suggests that higher elevation springs are sourcing shorter, more local scale flowpaths and lower 

elevation springs are sourcing longer, deeper flowpaths. Elevation is a rough proxy for distance to 

drainage divide, and therefore, increasing flowpath length (Figure 4.9B). The majority of springs 

fall above the calculated local annual ELR and thus can be interpreted to potentially indicate 

geothermal heating as a result of groundwater circulation in the mountain block. However, none 

of these springs have elevated enough temperatures to be classified as warm or hot springs 

indicative of geothermal heating as a result of deep circulation.  

4.7.1.2 Stable isotopes of spring waters as indicators of the geographic extent of recharge 

 δ2H and δ18O values from the USGS (NWIS) and from this study display a dependence on 

geographic location within Owens Valley (Figure 4.10B). Isotopically light samples are found in 

the Round Valley area west of Bishop, CA and near Big Pine, CA in the northern part of Owens 

Valley. These samples correspond to isotopically depleted areas in the eastern Sierra identified by 
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Friedman and Smith (1972). Isotopically enriched samples are found in southern portions of the 

valley (near Independence, CA and Lone Pine, CA) and at lower-lying basin locations (IES-026 

and IES-034). High resolution deuterium contours of eastern Sierra Nevada winter precipitation 

from Friedman and Smith (1972) support an interpretation that mountain front Owens Valley 

spring waters are sourcing the majority of their recharge from east of the Sierra Nevada drainage 

divide, otherwise deuterium contents would likely be more depleted. These results combine to 

provide support an interpretation that recharge to springs is locally sourced (east of the Sierra 

Nevada drainage divide) and geographically isolated by region within Owens Valley.  

 The strong influence of geography makes it challenging for stable isotopes to serve as 

recharge elevation tracers at a regional scale. Although δ2H and δ18O are weakly correlated with 

elevation (Figure 4.11), these relationships are not strong enough to derive potential recharge 

elevations as illustrated by James et al. (2000). However, δ2H and δ18O still have utility in 

distinguishing sources and geographic location of recharge. δ2H and δ18O values from 18 springs, 

including the basinal brine (IES-025), are consistent with snowmelt-derived recharge from the 

eastern Sierra Nevada.  Dual isotope and dexcess values suggest that IES-026 and IES-034, both of 

which lie towards the geographic center of the basin, are not primarily sourcing snowmelt derived 

recharge and thus are probably not indicative of flowpaths with increased scale from high elevation 

areas. These springs are likely discharging recharge from lower elevations or recharge with a 

higher percentage derived from rainfall as opposed to snowmelt.  

4.7.1.3 Noble gas recharge parameters 

 Noble gas recharge elevations derived from the ELR method indicate that the majority of 

recharge is occurring below the Sierra Nevada crest at elevations between 1900 and 3400 mamsl. 

This range of elevations is found directly upgradient for most of the springs. Noble gas recharge 

temperatures, both from the ELR method (avg. 4.0°C) and the median elevation method (avg. 

4.3°C) indicate that mountain front springs in Owens Valley source cold recharge, likely snowmelt. 

Springs further away from the drainage divide like those in the Alabama Hills (IES-021 & IES-

024) or near Red Mountain (IES-029) may have greater recharge accumulation zones and thus 

decreased recharge elevations and increased recharge temperatures. These metrics serve as an 

important baseline for evaluating how these springs will respond to changes in recharge due to 

climate change if the snowline increases. The coupling of these results with interpretations from 
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δ2H and δ18O (i.e., recharge is supporting springs is geographically limited) and spring discharge 

temperatures leads us to infer that the plutons and geologic units upgradient of springs are the 

primary aquifers supplying springflow and that spring contributing areas area spatially limited in 

extent. While some springs may have long groundwater residence times, this does not necessarily 

imply large aquifer volumes. 

4.7.2 The influence of local geology on geochemistry 

 Local-scale flowpath distributions capture a limited set of geological variability present in 

bedrock. However, geologic heterogeneity increases with increasing spatial scale and becomes the 

primary driver of geochemical evolution. This relationship is clearly shown by the geochemical 

patterns exhibited in Owens Valley spring waters where four dominant geochemical groups were 

identified. These groups can be attributed to petrologic differences in probable spring contributing 

areas based on information gleaned from stable isotopes (spatial extent of recharge) and noble 

gases (recharge elevation and recharge temperature).   

 Group 1 spring waters are the most abundant and represent groundwater evolving as a 

result of rock-water interaction with Sierra Nevada plutonic rocks (i.e., alaskite, quartz monzonite, 

granodiorite, and diorite, quartz diorite, and hornblende gabbro). Group 1 has the most intragroup 

geochemical variation and this can be attributed to the widely varying petrologic compositions of 

the plutons supplying flow to springs (Table 1). Subgroups can be identified from within this group 

that are controlled by local geology. For example, springs downgradient of the Mount Whitney 

Intrusive Suite emerging from the biotite monozogranite of the Alabama Hills have a separate Sr2+ 

vs Ca2+ evolutionary line when compared to other Group 1 waters (Figure 4.18A). Springs with 

Mg2+/K+ ≥ 3 (Figure 4.14C) can be explained by upgradient presence of the either granodiorites 

or diorite/quartz diorite/hornblende gabbro. 

 Groups 2 and 3 are both outlier groups and do not conform to the inferred conceptual model 

where solute concentrations increase with increasing spatial scale. Group 2 consists of one spring, 

IES-025, an Na-Cl type seep emerging on the eastern side of the Alabama Hills. This spring is 

incredibly saline and geochemically evolved compared to other spring waters. Both its 

geochemistry and landscape placement are indicative of interaction with alluvial material and/or 

basinal evaporite deposits. However, its stable isotopic signature is depleted compared to other 

springs emerging at low elevations (i.e., IES-026 and IES-034), perhaps indicating that basinal 
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brines similar to IES-025 may be sourced from snowmelt recharge at higher elevations. There are 

numerous lines of evidence supporting a connection between surface water features (Owens River 

and LAA) and at least two of the three Group 3 waters (IES-026 and IES-034). This evidence 

includes: 1) enrichment in stable isotope (δ2H and δ18O) and deuterium excess values, 2) 

geochemical similarity to surface water features (Figure 4.12) , 3) and enrichment in lithium 

concentration (Figure 4.19D), 4) modern, post-bomb residence times despite their landscape 

placement far away from where recharge predominately occurs, and 5) spatial proximity to surface 

water features. The chemical compositions at IES-026 and IES-030 cannot be explained by the 

surrounding geology resulting in no viable inverse model solutions from NETPATH. In fact, many 

geochemical trends would be better without including these springs (e.g., Figure 4.19D, Figure 

4.19F, Figure 17, etc.)  

 Springs in Group 4 have a distinctive geochemical evolutionary pathway that we interpret 

to represent a mixture of roof pendant (e.g., marble, micaceous quartzite, calc-hornfels, and biotite 

schist) and granitoid dissolution. This evidence is based on; 1) spatial proximity to Paleozoic 

metasedimentary roof pendants that are directly upgradient (Figures 4.4A & 4.4C), 2) geochemical 

separation from springs that are spatially close and in a similar geologic AOIs without roof 

pendants upgradient in their likely recharge areas (IES-032 & IES-039), 3) Ca2+/Na+ well in excess 

of 0.4-0.6, and 4) strontium isotope evolution with increasing carbonate influence (Figure 4.19C). 

It is unclear if these roof pendants are areas of enhanced recharge or, as is more likely the case, 

these are areas of preferential weathering and therefore increased solute fluxes. An alternative 

hypothesis for the excess calcium in Group 4 spring waters is that they are influenced by excess 

calcium stemming from the weathering of freshly exposed glacial rock (e.g., Blum et al., 1998). 

IES-32 and IES-39 (Group 4) are both springs located proximally to recently glaciated areas, 

however these springs do not have roof pendants and have Ca/Na ratios less than 1.0. The source 

of excess calcite is likely from roof pendant limestones and hornfels but can also weather from 

other facies present in roof pendant metamorphic septa like schists.  

 Our results show that geologic heterogeneity is a dominant control on geochemical 

evolution pathways with increased scale in contrast with local-scale flowpath distributions in a 

geologically homogenous area. Differences in Group 1 waters, all sourcing flow through Mesozoic 

granitoids, can be attributed to subtle variations in plutonic composition (i.e., increased abundance 

of mafics like pyroxene, hornblende percent composition over 5%, etc.). Roof pendant septa, such 
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as the Pine Creek and Bishop Creek roof pendants, exert a control on the geochemistry of springs 

downgradient (Group 4 waters), even though they are limited in spatial extent in surface area and 

at depth. Distinct geochemical compositions of aridland springs, which serve as keystone 

ecological features due to the limited presence of surface waters, have implications for the structure 

and diversity of ecological communities such as benthic macroinvertebrates.  

4.7.3 Excess calcium in intermediate scale groundwaters 

 As previous studies examining silicate weathering have observed, waters flowing in 

granitic terranes have been documented having higher Ca2+/Na+ molar ratios than what would be 

expected solely from the dissolution of plagioclase (White et al., 1998). Plagioclase weathering is 

the primary source of calcium in granitic watersheds, however calcium fluxes can be augmented 

by selective anorthite leaching or dissolution of other silicate phases like hornblende. Excess 

calcium in the form of calcite was first postulated by Garrels and Mackenzie (1967) as a solution 

to unaccounted weathering products in their inverse geochemical model, White et al. (1998) 

primarily attributed calcium excesses in granitic watershed to disseminated calcite and further 

determined that trace amounts of calcite are ubiquitous in Sierra Nevada granitoids. Trace amounts 

of calcite in granite massifs can present as disseminated grains in the silicate matrix, calcite 

replacement of plagioclase, or vein calcite filling fractures (White et al., 1998). While calcite has 

been shown to be a significant source of solutes in granitic watersheds in multiple surface water 

studies, especially in glaciated catchments where fresh bedrock is readily exposed (Blum et al., 

1994; Blum et al., 1998; Pretti and Stewart, 2002), there have been a dearth of studies examining 

the sources responsible for excess calcium in groundwaters. 

 Mesozoic granitoids (not including diorites) supplying flow to springs in Owens Valley 

have anorthite compositions ranging from An10 to An38 with the majority ranging from An28 to 

An36.  Therefore, expected Ca2+/Na+ fluxes, assuming no other sources of calcite, should range 

between 0.4-0.6. Group 1 and Group 4 waters identified as sourcing intermediate scale 

groundwater flowpaths have excess calcium (Ca2+/Na+ > 0.6) than what would be predicted by 

An28 to An36. In particular, Group 4 waters interpreted to be receiving some portion of flow through 

metasedimentary roof pendants have an “excess of excess” calcium (Ca2+/Na+ > 1.5) probably 

reflecting a combination of contributions from disseminated calcite within the granitoids and 
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calcite associated with schists, marble, and horfels from the Pine Creek, Bishop Creek, and Mount 

Pinchot roof pendants.  

 The results from inverse modeling support the presence and influence of disseminated 

calcite as a component of the geochemical compositions of all Group 1 and Group 4 spring waters. 

All springs require calcite as a dissolving phase or else the models will not converge to a solution. 

Other studies have pointed to weathering of silicate phases like hornblende as potential sources of 

excess Ca2+ (Clow et al., 1993; White et al., 1998). In our case hornblende is included as a phase 

in all models where it has a documented presence in the modal analyses of the likely flowthrough 

plutonics, however it not critical (like calcite) to establishing model solutions and is rarely selected 

by NETPATH as a phase in viable solutions.  

 The presence of both disseminated calcite and excess calcite from metasedimentary roof 

pendants has implications for δ13C values in groundwater and subsequent radiocarbon correction 

models (i.e., Pearson and Handshaw, 1970 and Fontes and Garnier, 1979). In Sagehen Basin, a 

high elevation watershed with granodiorite bedrock in the eastern Sierra Nevada, Blumhagen and 

Clark (2008) found little, if any, contributions from disseminated calcite to ∑CO2 in shallow 

groundwaters. The majority of their δ13C values ranged from -17.6 to -19‰, with one outlier 

sample measured at -16.2‰. In contrast, waters in our study area receive contributions from 

disseminated calcite that are not insignificant. We also find anomalous δ13C values for a crystalline 

watershed, with a sample range from -4.6 to -15‰ with a mean δ13C of -8.7‰. Helium isotopes 

do not support a contribution of mantle or geogenic CO2 to Owens Valley spring waters, with the 

potential exception of IES-029. Other possible additions of carbonate, such as the deposition of 

aerosols like trona from Owens Lake are not supported by inverse geochemical modeling. 

Sampling error could offer another potential explanation for the anomalous δ13C values in this 

study; however, we have seen similar results over multiple sampling campaigns (see Chapter 6) 

and our results are consistent with elevated δ13C values from wells and springs sampled by the 

USGS in Owens Valley (Figure 4.8). Our results indicate that disseminated calcite may be a source 

of enriched δ13C values in Owens Valley groundwaters. 

4.7.4 The influence of groundwater residence time 

 Our results show that there are substantial physical, geochemical, and isotopic differences 

between “young” and “old” waters (Figure 4.23). Older waters tend to be: 1) warmer, 2) more 
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geochemically evolved (higher average amounts of dissolved TDS and Cl-, inferred to be behaving 

conservatively for these waters based on Cl-/Br-), and 3) sourcing longer and deeper flowpaths 

(inferred from R/Ra relationships). However, the geological heterogeneity of the eastern Sierra 

Nevada exerts a strong control on geochemical evolution, evidenced by the four separate 

geochemical groups, and this partially precludes the use of a simple metric like conductivity as a 

proxy for groundwater residence time at larger spatial scales.  

 Several other factors prevented this study from exploring the effects of residence time on 

geochemical evolution in more depth: 1) not all springs were candidates, based on emergence 

conditions, for noble gas collection, 2) only a subset of springs collected for noble gas analysis 

had 3H concentrations suitable for 3H-3He age dating, and 3) residence times derived from 

radiocarbon were primarily modern and, furthermore, anomalous δ13C values made radiocarbon 

correction with more robust techniques (e.g., Fontes and Garnier (1979) and Pearson and 

Handshaw (1970)) problematic. While the use of 3H and 36Cl proved to be a powerful combination 

for distinguishing springs with large proportions of modern, bomb-pulse, and submodern 

(preanthropogenic) groundwater (4.17C), this age partitioning process cannot directly quantify 

residence time and can potentially be problematic for deciphering groundwaters with bimodal, 

mixed, or complicated age distributions. Nevertheless, we were still able to draw several 

meaningful conclusions from our analysis of groundwater residence time and geochemical 

evolution.   

1. Inferred residence time does scale with geochemical evolution in areas where there are 

multiple springs emerging from similar plutons or lithologies, e.g., Group 4 waters 

primarily weathering quartz monzonite granitic plutons and metasedimentary roof 

pendants (Figure 4.24), Group 1 waters in the Lone Pine AOI weathering the Mount 

Whitney Intrusive suite (Figure 4.25), and Group 1 waters in the Bishop AOI (Figure 4.25). 

 

2. Mol transfers of minerals that are ubiquitous across a study area (i.e., plagioclase and 

biotite) calculated from inverse geochemical models may provide a more robust metric 

indicative of geochemical evolution as opposed to TDS or an ion with multiple sources. 

Rademacher et al. (2001) showed strong relationships between residence time and biotite 

and hornblende weathering in shallow groundwater. In Owens Valley, plagioclase is a 

present in almost all plutons and plagioclase composition can be altered for individual 
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inverse geochemical models to account for plagioclase An differences among plutons. The 

geochemical difference between “old” and “young” waters is more substantial for 

plagioclase weathered (Figure 4.23D) than for TDS (Figure 4.23C). We also see strong 

trends with plagioclase weathered vs biotite weathered for Group 1 and Group 4 waters 

symbolized by tritium concentration (Figure 4.26).  

 

 

Figure 4.24: Geochemical evolution among Group 4 waters scales with inferred residence time 

and temperature. Spring temperature, 36Cl/Cl, and R/Ra show linear trends with geochemical 

evolution. 3H and 14C activity have more convoluted relationships with geochemical evolution. 3H 

is nonunique and there are a variety of factors that can affect radiocarbon activities outside other 

than the decay of the parent radionuclide. 
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Figure 4.25: Complementary figure to Figure 4.24. Figure shows geochemical evolution with 

increasing groundwater residence time for Group 1 spring waters in the Lone Pine AOI and the 

Bishop AOI as well as Group 4 spring waters.  
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Figure 4.26: Results from inverse geochemical models showing mol transfers of plagioclase vs 

mol transfers of biotite for Owens Valley spring waters. In cases where more than one geochemical 

model, error bars represent minimum and maximum mol transfers of plagioclase and biotite from 

inverse geochemical models. Springs without error bars only have one viable model. Springs are 

symbolized by color for geochemical grouping and symbolized by size based on 3H concentrations. 

“Old” waters have more plagioclase and biotite weathered compared to “young” spring waters. 

Group 2 and Group 3 spring waters fall off the general trendline for mineral weathering, perhaps 

indicative that these springs are not weathering Mesozoic granitoids like Group 1 and Group 4 

waters.  

 

3. Spring discharge temperature is not as susceptible to influence from geologic 

heterogeneity and serves as a complementary metric to geochemistry as an indicator of 

residence time at intermediate scales. This inference is supported by trends with 3H-3He 

age (Figure 4.19F) and discharge temperature as well as R/Ra (Figure 4.19E) and 

discharge temperature. Within different geochemical groups (i.e., Group 4), there are 

strong relationships between inferred residence time and spring discharge temperature 

(Figure 4.23A). 

 

4. Differences in 87Sr/86Sr between “young” and “old” waters are attributed to differential 

mineral weathering. Dilute, “young” waters have strontium isotopes that are elevated in 

comparison to whole rock values due to the preferential weathering of calcite, elevating 
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the Ca2+/Sr2+ ratio, and other easily weatherable minerals. For more evolved water in 

silicate watersheds, as shown by increases in silica (Figure 4.18F), plagioclase dissolution 

(Figure 4.18D), and kaolinite precipitation (Figure 4.18F), strontium isotopes converge 

towards the range for whole rock values. This indicates that young waters are obtaining 

Sr2+ from more readily weathered minerals while old waters ate obtaining Sr2+ from a 

wider suite of minerals (both high and low solubilities).  

4.8 Conclusions 

 In this study we set out to address two overarching questions based on prior work from 

Garrels and Mackenzie (1967): 1) how does increasing spatial scale and groundwater residence 

influence spring geochemical composition and 2) what are the dominant controls on geochemical 

evolution with increasing scale? Our results show that with increased scale (i.e., distance, flowpath 

length, and residence time) the principal factor driving geochemical evolution is geologic 

heterogeneity. This point is emphasized by the effect of Paleozoic metasedimentary roof pendants, 

when present in inferred recharge areas, on spring geochemical compositions. Distinct 

geochemical compositions at aridland springs have implications for ecological community 

structure and diversity in groundwater-dependent ecosystems.  Additionally, our results show that 

disseminated calcite within granitic plutons is a major component of solute fluxes out of granitic 

watersheds, not just in shallow groundwater, surface water, and glaciated catchments, but in 

intermediate and regional scale groundwater. This result has implications for modeling solute 

fluxes out of watersheds and potential implications for δ13C values that are used for radiocarbon 

correction in granitic terranes. Finally, our results show that geochemical evolution can serve as a 

relative indicator of residence time. However, this relationship may not hold up at intermediate to 

regional scales where geologic heterogeneity becomes a major factor. Instead of TDS or a 

particular solute, it may be useful to look at inverse geochemical mol transfers of a mineral that is 

ubiquitous across a watershed (i.e., plagioclase) as in indicator of geochemical weathering, and 

subsequently, groundwater residence time. 
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 EXAMINING LANDSCAPE PLACEMENT AND 

EMERGENCE MECHANISM AS CONTROLS ON SPRING 

HYDROCHEMICAL CHARACTERISTICS AND ECOLOGICAL 

COMMUNITY STRUCTURE 

5.1 Abstract 

 Topographic metrics have been shown to be predictive of hydrogeological and 

hydrochemical characteristics (e.g., baseflow presence, temperature, salinity, permanence) in 

headwater networks, streams, lakes, and wetlands. Unfortunately, springs have largely been 

omitted from these types of topographic analysis and there are only a handful of studies that have 

examined the relationship between where (landscape placement) and why (mechanism) a spring 

emerges and hydrogeochemical characteristics. Examination of landscape controls on these 

characteristics, especially at regional scales, can provide insight into a knowledge gap that has long 

been debated; the factors controlling benthic macroinvertebrate (BMI) community structure in 

isolated desert springs. The southern Great Basin, extending from the Spring Mountains (NV) to 

the crest of the eastern Sierra Nevada, is the ideal place to test the role of landscape placement in 

the structure of spring hydrochemical characteristics and ecologic community for several reasons: 

1) the regionally extended terrain creates an abundant diversity in topographic settings, structural 

features, and landform types, 2) springs are found across all topographic features, and 3) there is a 

wealth of pre-existing data from past studies that can be mined and combined with new data from 

the IES project that funded this research.  

 In this study, we leverage the plethora of existing work on springs in the southern Great 

Basin to amass a regional hydrochemical dataset. In this chapter I test the following question: Can 

qualitative landscape placement classifications, quantitative topographic indices (e.g., elevation, 

slope, Topographic Wetness Index, profile curvature, and relative elevation), and classified 

emergence mechanisms be used to predict spring hydrochemical characteristics across a 

geologically and topographically complex gradient? To evaluate the effect of spring emergence 

mechanism, springs are classified as “fault-controlled” or “non-fault controlled” using proximity 

analysis to major structural features. Finally, we use a combination of non-metric 

multidimensional scaling (NMDS) and ecological indices to examine landscape controls on 

ecological community structure at the regional scale.  
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 Our results show that there are systematic relationships of increasing temperature, specific 

conductance, and groundwater residence time moving from high topographic positions (e.g., 

Nival, High Mountain) to lower topographic positions (e.g., Low Mountain-Bajada, Valley Floor). 

These relationships fail moving from the “Valley Floor” to “Playa” topographic settings. While, 

elevation and slope exhibit some linear predictive power, topographic indices like Topographic 

Wetness Index (TWI), curvature, and relative elevation do not. However, areas of high concavity, 

positive relative elevation, and extremely negative relative elevation (-1000 meters) tend to be 

areas associated with colder, more dilute, and younger spring waters. NMDS results show that 

BMI community structure at regional scales can be partially explained by spring landscape 

placement and groundwater residence time. Moving from high topographic positions to low 

topographic positions, BMI community stress tolerance increases while ecological richness and 

Shannon diversity decrease. As a culmination of this work, we synthesize the major topographic 

and ecological patterns to formulate a conceptual model of spring systems in the southern Great 

Basin. 

5.2 Introduction 

 In conjunction with geology and climate, surface topography exerts one of the primary 

controls on groundwater flow and spatial patterns of saturated areas (Tóth, 1999). Topography 

may be the most important factor driving groundwater flow in arid, mountainous settings because 

topography creates the energy gradient necessary to generate nested flow systems, i.e., local, 

intermediate, and regional-scale flowpaths (Tóth, 1963; Tóth, 1995). However, it is difficult to 

decouple these controls from one another. For example, the effect of topography on groundwater 

flow and water table depth is dependent on climate (i.e., humid or arid, type and accumulation of 

precipitation), the hydraulic conductivity of the subsurface, and the magnitude of the topography 

(Toth, 1963; Marklund and Worman, 2007; Schaller and Fan, 2009; Gleeson et al., 2011; Condon 

and Maxwell, 2015). Topography also enhances processes like snow-sheltering, snow basins, and 

can be a factor on the routing of atmospheric moisture. While concepts such as “hydrologic 

landscapes” (e.g., Winter, 2000; Winter, 2001) have been created to synthesize multiple variables 

controlling groundwater flow properties under different qualitative umbrellas, an identified 

knowledge gap that persists, both at the catchment and regional scales, is the identification of 

relationships between groundwater conditions (e.g., temperature, salinity, residence time, 
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permanence etc.) and topographic properties (Buttle et al., 2002). Attempts to explain spatial 

variations in groundwater conditions in small basins using topographic metrics have been met with 

mixed success (Moore and Thompson, 1996; Munoz et al., 2016) and regional scale relationships 

with topography have been somewhat ignored altogether. 

 While groundwater divides are inherently different than surface water divides, there has 

been some promise, particularly at the catchment scale, linking topographic metrics to 

characteristics of groundwater-supported surface hydrologic features (e.g., groundwater-supported 

streams and wetlands). Topographic metrics have been most commonly applied to identify the 

presence or potential of groundwater discharge zones in surface water features. The TOPMODEL 

approach (i.e., Beven and Kirkby, 1979; Beven et al., 1995; Seibert et al., 2003), or related 

algorithms like TWI (Topographic Wetness Index) or TCI (Topographic Convergence Index), use 

a combination of upslope accumulated area (UAA) and slope derived from digital elevation models 

(DEMs). Occasionally, other metrics such as downslope index are incorporated into these 

algorithms (Hjerdt et al., 2004). These types of approaches have seen limited success predicting 

areas of saturation (Western et al., 1999; Grabs et al., 2009), subsurface rainfall-runoff response 

(Jencso and McGlynn, 2011), the extension and contraction of headwater networks (Prancevic and 

Kirchner, 2019), and wetland distribution across climate gradients (Rodhe and Siebert, 1999; 

Merot et al., 2003; Hjerdt et al., 2004; Infascelli et al., 2013). Other watershed indices such as 

profile curvature (Vivoni et al., 2008), basin hypsometry (Woods et al., 1997) and stream order 

(Sreedevi et al., 2005) have also been linked to exerting control on subsurface runoff generation 

processes and groundwater potential. Besides simply predicting the presence or potential of 

groundwater flow, topographic and basin metrics have also used to predict the temperature of 

discharging groundwater (Štulc, 1998; Jankowski and Schindler, 2019), patterns in groundwater 

salinity or geochemistry (Duffy and Al-Hassan, 1988; Welsch et al., 2001; Dowling et al., 2003; 

Peralta-Tapia et al., 2015), and even potential vulnerability or permanence (Gleeson and Manning, 

2008; Fritz et al., 2008; Prancevic and Kirchner, 2019). Other quantitative topographic metrics 

(e.g., relative elevation, topographic wetness index, etc.) have been related to groundwater 

temperature and geochemistry (Thobaden and Hamilton, 2014; Naus et al., 2019) and qualitative 

topographic metrics (e.g., landform type) have been related to hydrogeologic flow potential 

(Anderson and Kneale, 1982), hydrologic resilience (Tooth, 2018), and hydrologic vulnerability 

(Winter, 2000). Unfortunately, all of these metrics have been predominately applied to 

https://onlinelibrary.wiley.com/doi/full/10.1002/hyp.8354#hyp8354-bib-0004
https://onlinelibrary.wiley.com/doi/full/10.1002/hyp.8354#hyp8354-bib-0025
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understanding groundwater-surface water interaction in surface-water bodies and are relatively 

untested at predicting the potential or hydrochemical characteristics associated with features such 

as springs or seeps that, while sometimes emerge at the surface as a reflection of the intersection 

of local topography with the water table, often emerge due to geologic configuration (i.e., contacts, 

permeability contrasts) or structural features. 

 In comparison to wetlands, shallow groundwater, and groundwater-supported streams, 

there is a dearth of studies examining topographic and landscape-scale controls on spring 

distribution and environmental characteristics (Perla and Stevens, 2008; Freed et al., 2011). Much 

of the geomorphological research surrounding springs has revolved around the influence of springs 

on geomorphology (e.g., Lamb et al., 2006) or the different spheres of discharge they create (e.g., 

Springer and Stevens, 2009), rather than on the influence of geomorphology or landscape position 

on spring characteristics (Williams and Vondracek, 2010). While it has long been recognized that 

where and why springs emerge have implications for hydrochemical characteristics and 

permanence (e.g., Bryan, 1919), springs are notoriously difficult to study and characterize because 

they integrate distributions of flowpaths (Manga, 1999; Manga, 2001), and in some cases, their 

emergence appears to have little correlation with surficial geology.. Additionally, recharge areas 

supporting springs are not always neatly defined by surface water delineations (e.g., Stewart-

Maddox et al., 2018). While there has been some headway in understanding spring watersheds or 

“springsheds” (e.g., Pacheco and Van der Weijed, 2012) via topographic or geochemical methods, 

approaches for calculating spring contributing areas are often site-specific (e.g., Aislin and 

McNamara, 2011; Frisbee et al., 2013; Setiawan et al., 2019) and are not necessarily applicable 

everywhere. Identifying the contributing area for springs remains an elusive target 

 The body of existing knowledge that does exist surrounding springs and their relationship 

to the landscape is varied. A significant amount of work is limited to karstic landscapes (e.g., 

Mugel et al., 2009; Williams and Vondracek, 2010) where hydrogeologic flow conditions are 

different due to the majority of flow routing through secondary porosity. Many studies have  been 

focused on spring hydrologic potential (i.e., for drinking water) mapping/modeling for societal 

purposes (Ozdemir, 2011a; Ozdemir, 2011b; Khsravi et al., 2018; Rahmati et al., 2018). Spring 

density has been correlated with bedrock permeability, precipitation, and watershed age. (Jefferson 

et al. 2010). Modeling results in structurally complex terrain (e.g., fold and fault belts) imply that 

springs in valley aquifers are more likely to be insensitive to changing mountain water tables (Ball 
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et al., 2014). Connections between landscape metrics and spring hydrochemical characteristics 

show some degree of correlation at very local scales (e.g., Zapata-Rios et al., 2015; Gil-Marquez 

et al., 2017; Freed et al., 2019). While these studies provide clues into potential overarching 

patterns with springs, there are currently not well-detailed criteria or metrics, outside of local-scale 

case studies or certain types of landscapes (e.g., karst), that can be used to predict spring permeance 

or other hydrochemical characteristics. This fact is disconcerting considering the ecological 

importance and numerous threats to springs, particularly those in aridlands such as the western 

United States. Additionally, understanding if systematic relationships exist with springs landscape 

position and hydrochemical variables at the regional scale may shed insight into a major 

knowledge gap in aquatic ecology- the dominant controls on the community composition of spring 

dwelling benthic macroinvertebrates (BMI).  

 Benthic macroinvertebrates (BMI) are powerful biomonitoring tools in aquatic 

environments because they are found everywhere, consist of a multitude of species that have 

varying stress tolerance thresholds, are often sedentary or non-vagile, and are relatively long lived 

(Mandaville, 2002). In particular, the longevity of BMI is important because their existence and 

response provide integrated knowledge of conditions over longer timescales (Mandaville, 2002). 

In springs, where constant groundwater discharge provides a relative stable environment, spring 

BMI community structure can provide clues about spring permanence, hydrologic and 

geochemical stability, and overall environmental harshness (McCabe, 1998). However, throughout 

the literature, there is considerable disagreement and conflicting evidence regarding the factors 

most responsible for controlling BMI community structure in springs.  

 The effect of disturbance on BMI community structure, whether natural (e.g. avalanche, 

forest fire, flood scouring, etc.) or anthropogenically caused (e.g., livestock graving, introduction 

of non-native species, spring alteration, groundwater pumping, etc.), is undeniable (e.g., Williams 

et al., 1997; Sada and Nachlinger, 1996; Sada et al., 2005; Fleishman et al., 2006; Keheher and 

Rader, 2008a; Mehler et al., 2015; Sada and Lutz, 2016). In instances where the effect of 

disturbance is minimal, i.e., reference or undisturbed settings with permanent flow, BMI 

community composition has been correlated with land use (Sada et al., 2005; Mehler et al., 2013), 

physical factors like discharge (Gathmann and Williams, 2006), wetted channel width, and 

substrate composition (Sada and Herbst, 2001; Mehler et al., 2015), elevation (Hogle et al., 2015), 

aquatic dispersal history (Rader et al., 2012), and environmental variables (e.g., temperature and 
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salinity) related to hydrogeology and aquifer provenance (Myers and Resh, 2002; Gathmann et al., 

2009; Sada et al., 2015; Sada and Thomas, 2015; Stanislawczyk et al., 2018; Sada and Thomas, in 

review). Studies at local scales, i.e., minimal ranges in key environmental tolerance variables like 

temperature and specific conductance, have linked BMI community composition to variations in 

ion concentrations (Erman and Erman, 1995; Erman, 2002) and specific geochemical “fingerprints” 

(Pordel et al., in prep). Though it is known that there is a connection between BMI ecology and 

hydrogeology, the extent of this connection and how it changes with increasing spatial scale is 

unclear and an area of necessary investigation (Van der Kamp, 1995) due to a plethora of mixed 

results (e.g., Sada et al., 2015; Fattorini et al., 2016). Springs, nature’s “biological laboratories”, 

are an ideal place to test these relationships (Van der Kamp, 1995). 

 The structurally extended terrain and presence of springs across all topographic features 

(Figure 5.1) makes the southern Great Basin an ideal place to examine spring hydrochemical 

patterns with landscape setting at the regional scale. Within this study area there are numerous 

basins and ranges of differing elevations that lie in different positions relative to the Sierra Nevada 

rain shadow. In this study we address the following research questions: 1) Are there systematic 

patterns with spring landscape placement and hydrochemical characteristics (e.g., water 

temperature, specific conductance, groundwater residence time) that can be predicted by 

topographic metrics and/or landform analysis? and 2) If present, how do these patterns influence 

benthic macroinvertebrate community structure at the regional scale, where the effects of 

heterogeneity (e.g., Chapter 3) are significantly dampened by time and flowpath length? We 

answer these questions by first cultivating a regional hydrochemical database of springs within the 

study area. This database is used to examine regional patterns of spring hydrochemical 

characteristics with qualitative landform classification, topographic indices, and spring emergence 

mechanism. Following regional analysis and determination of whether springs from recent 

hydrochemical/ecological sampling efforts are representative of the regional trends within the 

study area, we analyze the effect of spring landscape placement and related hydrochemical 

characteristics on BMI community structure. This is achieved using a combination of nonmetric 

multidimensional scaling (NMDS) analysis and ecological indices computed from BMI data. The 

culmination of this work results in a synthesis used to formulate a regional conceptual model of 

spring systems in the southern Great Basin. 
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Figure 5.1. Map showing the study area for this paper, the structurally extended terrain of the 

southern Great Basin of the United States. The study area is bounded by the dotted line in the 

Google Earth orthoimagery capture (Google Earth, 2020) and by the shaded grey area within the 

inset map. The blue circles show locations of mapped springs, which are distributed across all 

landscape positions and landform types (e.g., mountains, bajadas, playas, etc.) throughout the 

study area. The Sierra Nevada, other than the eastern slope, is shaded in yellow and excluded from 

analysis in this paper as it is not part of the southern Great Basin. 

5.3 Methods 

 The following sections describe the methods and workflow used in this study to answer the 

primary research questions. There are three fundamental steps to this process: 1) dataset creation, 

2) topographic and emergence analysis, and 3) ecological analysis. A flowchart displaying the 

steps and relative chronological order of this workflow is shown in Figure 5.2. 

5.3.1 Defining the regional study area 

 The regional study area boundary is shown in Figure 5.1 and is delineated by critical 

boundaries for a coupled tectonic-hydrogeological-landscape evolution model related to the goals 

of this dissertation. The eastern extent of the study region is defined by the northwest-southeast 

trending ridgeline of the Spring Mountains that separates the Las Vegas Valley drainage basin 

from the Death Valley Regional Flow System, the southernmost subwatershed of the Great Basin. 

The Garlock-Stateline fault system roughly defines the southern boundary of the study area. The 
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northern boundary of the study area is defined by the northernmost extents of the Funeral-

Grapevine Mountains and White-Inyo Mountains. The western boundary of the region is within 

the fixed tectonic block of the Sierra Nevada Batholith. This study area is remarkable for the 

regionally extended terrain, the variety of landforms and ecological zones, and the significant 

relief. The absence of perennial surface water features, other than the Owens River and the 

Amargosa River, makes springs critically important, as they are the only permanent source of 

water and are found across all landscape features. 

5.3.2 Creation of a regional geochemical spring dataset 

 Due to the substantial topographic and structural complexity of the southern Great Basin, 

it is imperative to use a large, regionally representative dataset in order to examine large-scale 

patterns of spring hydrochemical characteristics and topographic metrics. The goal of this step in 

the workflow was to gather as many springs as possible within the study area that contain 

hydrochemical data (e.g., temperature, geochemistry, residence time indicators). Past studies and 

dissertations have concatenated spring geochemical data from multiple studies in the Spring 

Mountains (Hershey, 1989) and in the greater Death Valley area (Anderson, 2002). To create the 

dataset used in this study, the large datasets from Anderson (2002) and Hershey (1989) are 

leveraged and combined with data from other journal publications, consultancy reports, 

institutional databases (e.g., Desert Research Institute), municipal/county geochemical cooperative 

studies, and federal databases (e.g., the USGS National Water Information System) (Figure 5.2). 

Quality control procedures were performed to eliminate well data, to convert hydrochemical data 

to consistent units, and to convert geospatial coordinates to consistent units. Spring location data 

was converted from geographic coordinates (i.e., latitude and longitude) to a Universal Transverse 

Mercator (UTM) projection using a NAD 83 datum. Fortunately, the entire study region lies within 

UTM Zone 11 N. Following database quality control procedures, the database was projected into 

ArcMap 10.3, a geographic information system (GIS). 

 For this study, three hydrochemical analytes are the most suitable, based on data 

availability and the information they provide about hydrogeologic processes for integrating with 

topographic and ecological indices: 1) spring discharge temperature, 2) specific conductance, and 

3) radiocarbon activity. 13C/12C ratios, i.e., δ13C, are included for interpretation of regional 

radiocarbon activity trends. Discharge temperature and specific conductance (i.e., salinity) are two 
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of the primary environmental variables important for benthic macroinvertebrate community 

functioning (e.g., growth, food sources; Piscart et al., 2005). For example, water temperature is 

important for length-mass growth rates in spring aquatic gastropods (Mehler et al., 2015). 

Radiocarbon activity and tritium concentration are important indicators of groundwater residence 

time and have been used in global studies (e.g., Jasechko, 2016) to partition waters into old and 

young and in regional studies for understanding spring “regionalness” (Hershey et al., 2010). 

Groundwater residence time is strongly related to flowpath distribution and hydrogeological 

permanence. Radiocarbon (14C) is one of the best environmental tracers for identifying ancient 

groundwater and calculating groundwater residence times in regional groundwater systems.  In 

this region, past studies (e.g., Davisson et al., 1999) have examined large-scale patterns using 

radiocarbon activity rather than a calculated radiocarbon age for several reasons: 1) extensive 

interaction with Paleozoic carbonates (e.g., the regional carbonate aquifer) with a wide range of  

δ13C makes accounting for this interaction extremely difficult using correction models, 2) aeolian 

carbonate dust deposition as well as interaction with pedogenic carbonates in the unsaturated zone 

can impact the early isotopic and carbon exchange and are difficult to quantify in the field(Spencer, 

1990; Naiman et al., 2000), 3) there are large disagreements on the appropriate endmember value 

for δ13C of recharge and soil carbon (e.g., -12 ‰ to -24 ‰) (Quade et al., 1989; Spencer, 1990; 

Anderson, 2002) and these parameters are have a large influence on multiple radiocarbon 

correction models, and 4) in some areas, there are large amounts of nonlinear mixing (Davisson et 

al., 1999), especially at points of spring discharge.   

 Despite the utility of tritium (3H) in parsing out distinctions between “young” and “old” 

groundwater, tritium (3H) measurements  were not included in regional analysis because there have 

been substantial improvements in analytical measurement uncertainty (i.e., many historical 

measurements simply reported 3H concentration as <5 TU) as well as significant changes in the 

atmospheric concentration of low 3H over the historical range of the dataset. Furthermore, the short 

half-life of 3H (12.3 years) makes comparing historical data over several decades difficult. While 

this is also somewhat the case with bomb-pulse derived 14C, the overall effects on the dataset are 

less pronounced due to its longer half-life and more precise historical measurement.
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Figure 5.2. Flowchart showing the methodological workflow described in the paper. There are three main sections of the analysis: 1) 

database creation, 2) topographic analysis consisting of both qualitative and quantitative classification and metrics, and 3) ecological 

analysis.
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5.3.3 Recent sampling efforts 

 The regional geochemical database, compiled from multiple agencies, reports, and 

literature (e.g., Figure 5.2) is used to examine regional connections between topographic metrics 

and hydrochemical characteristics. The IES dataset, a product of recent sampling efforts, is used 

to examine connections between hydrochemical characteristics, landscape placement, and BMI 

community composition. Recent collaborative sampling in the region from 2016-2019 (i.e., the 

IES dataset) have focused on undisturbed or reference (i.e., rehabilitated from past disturbance) 

springs in order to eliminate the effect of disturbance on BMI community composition. Prior work 

indicates that the effects of spring disturbance overprint the inherent environmental factors 

controlling aquatic ecological community structure (Williams et al., 1997; Sada and Nachlinger, 

1996; Sada et al., 2005; Fleishman et al., 2006; Keheher and Rader, 2008a; Mehler et al., 2015; 

Sada and Lutz, 2016). In addition to spring condition, the distribution of springs was also chosen 

to capture the spatial and geomorphic heterogeneity of the study region. In total, 85 springs were 

sampled for a suite of hydrochemical analytes and 57 of these springs have a complete set of 

measurements (i.e., no missing samples across a suite of tracers) (Figure 5.3). Historical data from 

the USGS NWIS (https://waterdata.usgs.gov/nwis) was incorporated into the IES dataset for Peak 

Spring, IES-052 (missing discharge temperature), and Red Spring, IES-065 (pending 14C activity 

analysis).   

 Ecological sampling was conducted in the summer months of 2017 and 2018 on 32 

hydrologically persistent springs suitable for BMI collection (Figure 5.3). Springs were only 

sampled one time due to the harmful impact of BMI sampling on the aquatic community. Five 

subsamples were collected from each spring no more than 15 meters downstream from the spring 

orifice. The orifice of the springbrook typically has stable hydrochemical conditions suitable for 

BMI taxa (Glazier, 1991; McCabe, 1998). Samples were collected from 120 cm2 quadrats using a 

500 µm mesh net to capture suspended BMI in the water column following gentle roiling of the 

benthic substrate. After collection, samples were persevered in 70% ethyl alcohol before being 

sent for analysis at Rhithron Analytical Laboratory for taxonomic identification. Following the 

procedures of Vinson and Hawkins (1996), a minimum of 300 randomly selected individuals were 

chosen from each spring and identified to the genus level. 
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Figure 5.3. Map of the study area showing the IES springs (circles) symbolized by landscape 

position classification. Springs with associated BMI data are indicated by the inset black triangles 

within the circles.  

5.3.4 Topographic analysis and indices 

5.3.4.1 Elevation data acquisition and processing 

 Elevation data for the study area was acquired from The National Map (TNM), a part of 

the USGS National Geospatial Program. While small sections of the study area have 3DEP (3-D 

Elevation Program) elevation products available as 1-meter Digital Elevation Models (DEM), 

these high-resolution data are not available for the majority of the region. Therefore, 1/3 arc-second 

DEMs, the highest available resolution available for coverage over the entire study area, were 

downloaded as 1 X 1 degree GeoTIFFs from the TNM download manager 

(https://viewer.nationalmap.gov/basic/). A single 1/3 arc-second DEM of the entire study region 

was stitched together in ArcMap and clipped to the study area boundary. A secondary, 
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depressionless DEM was created using the Fill tool for the purpose of calculating error-free flow 

direction and flow accumulation rasters. These rasters are important inputs for calculating 

topographic metrics such as the Topographic Wetness Index (TWI). 

5.3.4.2 Creating a topographic classification 

 Prior work from Sada and Thomas (2015) and Sada and Thomas (in review) found that 

qualitative classes indicative of different landscape placement positions and aquifer provenance 

for Great Basin springs (e.g., mountain, bajada, valley floor, playa, regional, and geothermal) were 

successful in predicting BMI community structure (i.e., springs at similar landscape placement 

were more similar to each other in terms of BMI taxa presence and abundance). However, these 

classifications were only partially based on topographic and morphometric indices and included 

the use of environmental characteristics (e.g., EC and temperature) to create partitions. For this 

study, we wanted to create a landscape placement classification for the southern Great Basin solely 

based on topographic and geomorphological criteria to assess the effect of topographic position on 

environmental characteristics. Therefore, the classification criteria from Sada and Thomas (2015) 

were not suitable for this analysis. However, the landscape placement positions utilized by Sada 

and Thomas (2015) were seemingly predicative, and therefore we wanted to find a way to mimic 

these classifications purely by using topographic indices. Before creating a new classification 

system, we wanted to examine if any existing topographic or landform classification systems 

would be suitable for this analysis. 

 The USGS, along with several partners (i.e., Esri, the University of Bern, the Global 

Mountain Biodiversity Assessment, and the Mountain Research Initiative) created the Global 

Mountain Explorer (GME; https://rmgsc.cr.usgs.gov/gme/)  to create concrete topographic and/or 

bioclimatic criteria to quantitively describe the boundaries of mountain ranges as well as separate 

different environments within mountains. The GME currently recommends three different 

mountain (and submountain) classification methods; K1, K2, and K3, named after the first letter 

of the authors’ last names (i.e., Kapos et al., 2000; Körner et al., 2011; Karagulle et al., 2017). For 

the purposes of this study, the K1 class definition (Kapos et al., 2000) proved most appropriate 

because it incorporates elevation, slope, and terrain ruggedness and allows for discernment 

between intramontane classes within the study region. The K2 class definition is rather coarse (i.e., 

relies on a 1 km DEM resolution) and is perhaps most appropriate for continental or global 
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mountain/landform definition rather than for the extended and high-relief terrain of the southern 

Great Basin. The K3 class definition is somewhat similar to the K1 class output. However, it relies 

heavily on landform definitions as described by Hammond (1964) and  has fewer intermontane 

classes to parse out differences between high mountains, mid-elevation mountains, and low 

mountains. In the K3 class definition, much of the western portion of the study area is under the 

same classification despite vast differences in relief and landform type.  

 Additional terrain definition is needed in the areas not characterized as mountains or 

bajadas by the K1 class criteria (i.e., there are areas within the study area that are not mountainous 

and thus were not classified by the K1 criteria). For these flatter, low lying areas, landforms (i.e., 

“land surface form”) were classified using methodology from the Missouri Resource Assessment 

Partnership (MoRAP) (True, 2002), a world leader in landform classification that built upon early 

work from Hammond (1964). The MoRAP method was not used to characterize landscape position 

at higher elevations because it has a limited power to characterize mountain classes at higher 

elevations due to a reliance on relief as a defining parameter. Due to this factor, the MoRAP 

method cannot distinguish between high mountains and deep canyons. Landscape position classes, 

based on a combination of elevation, slope, ruggedness, and relief criteria, were created for the 

study area by combining K1 class definition results for mountain areas with MORAP landform 

results for low-lying areas. The final result and associated class definitions are shown in Figure 

5.4 and contain six classes: 1) Nival (i.e., treeless alpine), 2) High Mountain, 3) Mountain, 4) Low 

Mountain-Bajada, 5) Valley Floor, and 6) Playa. 
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Figure 5.4. Map and associated table showing qualitative topographic classification of the study 

area derived by combining K1 classification (Kapos et al., 2000) with MoRAP classification (True, 

2002). Class names (e.g., Nival, High Mountain, Mountain, Low Mountain-Bajada, Valley Floor, 

and Playa and isolated basins) were renamed to better characterize the study area and conform to 

prior classifications from Sada and Thomas (2015).  
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5.3.4.3 Quantitative analysis and indices 

 Methods for calculating topographic indices are described below. Associated maps and 

graphical descriptions are shown in Figure 5.5.  

5.3.4.3.1 Elevation and slope 

 An elevation value for each point (i.e., spring) in the regional geochemical dataset was 

extracted from the stitched, non-filled, DEM based on the corresponding cell within the raster that 

the spring falls within. The slope, or gradient of maximum change in elevation value (i.e., first 

derivative of an elevation surface), was also calculated for each cell in the raster surface. Slope 

was calculated both in terms of degree (i.e., inclination) and percent rise. 

5.3.4.3.2 Topographic Wetness Index (TWI) 

 Topographic Wetness Index (TWI), first developed by Beven and Kirby (1979), is a 

topographic index based on surface water metrics (i.e., upslope accumulated area) and slope. It is 

commonly used to evaluate the effects of topography on the characteristics (e.g., shallow 

groundwater level, chemistry, residence time) of hydrologic features supported by groundwater 

such as wetlands and streams (Western et al., 1999; Grabs et al., 2009; Welsch et al., 2001; 

Dowling et al., 2003; Peralta-Tapia et al., 2015). Rinderer et al. (2014) found that topographic 

indices such as TWI are best applied to groundwater problems in areas where groundwater levels 

change slowly.   

Calculation of TWI is as follows: 

𝑇𝑊𝐼 = ln (
𝑎

tan(𝑏)
)   

𝑎 = upslope accumulation area (UAA), where UAA can be calculated by multiplying the flow 

accumulation raster output by the raster cell area size. Flow accumulation sums the number of cells 

that flow into any given cell and is calculated from the flow direction raster. Flow direction is 

calculated from a depressionless DEM and indicates the direction of flow from any given cell to 

the steepest downgradient neighbor.  

b = slope (in radians) 

 



 

 

215 

 

5.3.4.3.3 Relative elevation 

 Relative elevation and Topographic Position Index (TPI) (Weiss, 2001) are both metrics 

that describe whether a given cell is at a higher or lower topographic position in comparison to 

surrounding cells (i.e., the neighborhood). Calculation of relative elevation or TPI generally 

requires some sensitivity analysis at the discretion of the analyst because the output is completely 

dependent on the size (i.e., distance) and shape (e.g., annulus, circle, square, etc.) of the 

neighborhood. A small neighborhood is used to examine topographic position at local scales, while 

larger neighborhoods are used to examine regional patterns. Compared with relative elevation, TPI 

is less used as a quantitative metric and more often used as an input into qualitative classification 

schemes such as Hillslope Position (Miller, 2014), Slope Position (Jenness, 2006), or Landform 

Class (Jenness, 2006). In this study we use relative elevation to examine regional trends in 

topographic position. A sensitivity analysis was performed to examine relative elevation results at 

varying neighborhood sizes and shapes in order to find an optimal neighborhood. After sensitivity 

analysis, it was determined that a 400-cell neighborhood was most appropriate for in a 30m DEM 

was appropriate for examining regional trends of topographic position in a high-relief setting such 

as the southern Great Basin. A precise methodology for calculating relative elevation is detailed 

in Miller (2014). Relative elevation is calculated by subtracting the inverse elevation from the base 

elevation within the analysis neighborhood. An inverse elevation grid is calculated by subtracting 

the highest and lowest elevation values within a neighborhood window.  

5.3.4.3.4 Curvature 

 Landscape curvature is a measure of the shape (i.e., concavity or convexity) of an elevation 

surface and is calculated by finding the second derivative of a surface elevation raster. The 

importance of curvature in hydrologic applications has been documented by numerous studies (e.g., 

Woods et al., 1997 Hjerdt et al., 2004; Hoover and Wolman, 2005; Vivoni et al., 2008; Prancevic 

and Kirchner, 2019) and is attributed to the fact that concavity causes augmentation of local 

drainage, both on the surface and in the subsurface. 

 Curvature can either be calculated in the profile (i.e., parallel to the direction of slope) or 

planform (i.e., perpendicular to the direction of slope) directions. An “overall” curvature can be 
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calculated by summing profile and planform results for each cell. In hydrologic studies, profile 

curvature is the more commonly used metric as an indicator of the presence or environmental 

characteristics of subsurface flow. Therefore, in this study, profile curvature was used. Negative 

profile curvature values indicate upward convexity while positive curvature values indicate 

downward concavity. There are no limits or bounds of what these values can be, however, high 

relief, mountain settings tend to have profile curvature values between -4 (highly convex) and +4 

(highly concave).  
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Figure 5.5. Diagram showing the following topographic metrics used in this study: A) Surface 

elevation, B) Slope, C) Curvature, D) Topographic Wetness Index (TWI), and E) Relative 

Elevation. For the purposes of clarity, curvature and TWI are both shown at the watershed scale 

for a catchment draining the western Panamint Range. Relative elevation is shown at both the local 

neighborhood (100 cell radius) and regional neighborhood (400 cell radius) scales.  
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5.3.5 Identifying springs emerging at fault zones 

 The original intention of this section was to provide an emergence classification for each 

spring in the regional dataset. Springs were to be designated as emerging due to structural features 

(i.e., faults), contacts, or topographic/unknown based on proximity analysis. Unfortunately, due to 

the extreme geologic and structural complexity of the study region, it is almost impossible to 

automate this process at a “big data” scale without individual spring emergence characterization 

and possible field confirmation. Major geologic contacts are numerous (Figure 5.6A) The number 

of minor faults in the area, obtained from combining geospatial data from the California Division 

of Mines and Geology (Jennings et al., 1977) and the Nevada Bureau of Mines and Geology 

(Stewart and Carlson, 1978), number the thousands (Figure 5.6B). Initial proximity analysis with 

minor faults and contacts resulted in significant overlap. Therefore, only major faults in the study 

region, as designated and classified by Lutz (2020) as critical areas of tectonic displacement or 

major hydrogeologic boundaries, were considered (Figure 5.6C). 

 Prior work on spring resource prospection and groundwater potential (e.g., Al-Hanbali and 

Kondoh, 2008; Odezmir, 2011; Pourtaghi and Pourghasemi, 2014; Khosravi et al., 2018) indicates 

that distance from fault can be used as a quantitative metric or classification criteria for 

determining the hydrochemical characteristics of groundwater. In this study we use two distance 

measurements, 100 meters and 1000 meters, as classification criteria to designate springs as “fault 

controlled” or “non-fault controlled” based on proximity to major structural features from Lutz et 

al. (2017).  

5.3.6 BMI analysis and indices 

 The following sections describe various methods used in this paper for analyzing BMI data. 

Due to the qualitative nature of BMI data, multivariate statistical methods are commonly employed 

as a way to examine clustering or dissimilarity between samples. An alternative approach is to use 

ecological metrics such as stress tolerance values (e.g., Mandaville, 2002) to “score” different taxa 

and then compare results between sites or samples. In this paper we use both multivariate statistical 

methods and ecological indices to compare spring BMI results with topographic and geochemical 

metrics.  
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Figure 5.6. A) Map of the study area showing major geologic contacts. B) Map of the study area 

showing synthesized mapped fault locations in California (Jennings et al., 1977) and Nevada 

(Stewart and Carlson, 1978). C) Map of the study area showing major faults. There are six types 

of major faults identified in the study area: 1) anticlines, 2) low-angle normal faults (LANF), 3) 

syncline, 4) normal, 5) reverse, and 6) strike-slip.  
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5.3.6.1 Non-metric multidimensional scaling (NMDS) analysis 

 Non-metric multidimensional scaling or NMDS is a common analysis tool used in 

ecological studies for determining similarity, or alternatively, dissimilarity, between samples or 

sites. A successful NMDS results in a final ordination plot where there is fidelity between rank 

order of dissimilarities among pairs of samples and distances between these same samples in the 

NMDS plot (Clarke and Gorley, 2006). In other words, samples close together within the NMDS 

ordination indicate high community similarity while samples far apart imply high community 

dissimilarity. The “fit” of the NMDS ordination, i.e., whether the results are significant or arbitrary, 

is determined by the stress value. Stress values above 0.2 are not ideal and stress values above 0.3 

indicate that the ordination is arbitrary. An example BMI plot is shown in Figure 5. 

  NMDS requires a definition of resemblance between pairs of samples. In this study I use 

Bray-Curtis resemblance matrix of the fourth root transformed BMI data, the most commonly used 

similarity coefficient in ecological studies, to calculate dissimilarity between samples. Previous 

studies have found that the presence of rare taxa can exert a large influence over bioassessment 

results (e.g., Cao et al., 2001; Shade et al., 2014). Therefore, the effect of rare taxa was minimized 

by limiting the analysis to genera present in 90% of samples. NMDS analysis in this study was 

performed using Primer v6 (Clark and Gorley, 2006).  

 

 

Figure 5.7. Example BMI plot showing relationship between NMDS distance and similarity.  
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5.3.6.2 Ecological metrics and indices 

 BMI function as bioindicators of water quality because they are sensitive to environmental 

factors, e.g., water temperature, salinity, dissolved oxygen concentration, oxidation-reduction 

potential, etc. Due to the relatively constant hydrochemical conditions created by discharging 

groundwater, spring-dwelling BMI are uniquely suited to their environment (McCabe, 1998). 

Therefore, the presence of individual BMI taxa or a community composition of BMI taxa in springs 

are considered indicative of environmental characteristics (Mandaville, 2002). In this study, we 

utilize several ecological metrics to understand spring BMI community composition. These 

metrics are powerful evaluation criteria and in include total richness, Shannon diversity, the 

Hilsenhoff Biotic Index (HBI), percent tolerant taxa (presence/absence), and percent intolerant 

taxa (presence/absence). 

 In this study, total richness simply refers to the number of taxa present in each spring. 

Shannon diversity index, a biodiversity metric that is one of the most commonly used diversity 

indices, is calculated from the following equation and highly dependent on the number of total 

individuals in a sample: 

𝑆𝐷𝐼 =  −Σ [(
𝑛𝑖

𝑁
) ∗ ln (

𝑛𝑖

𝑁
)] 

𝑆𝐷𝐼 = Shannon Diversity Index 

ni = number of individuals belonging to a particular taxon 

N = total number of individuals in the sample  

 

 Calculation of HBI, percent tolerant taxa, and percent intolerant taxa are based upon a BMI 

tolerance rating system, Mandaville (2002), that has been extensively used for a variety of 

biomonitoring applications. Mandaville (2002) assigns a tolerance value (TV) from 1-10 to each 

taxa based on resistance of the organism to pollution or environmental harshness.  Taxa with TV< 

3 are considered intolerant while taxa with TV> 7 are considered tolerant.  

 

 The Hilsenhoff Biotic Index (HBI) shows the overall tolerance of the aquatic BMI 

community. HBI is calculated as follows: 

𝐻𝐵𝐼 =  
Σ 𝑛𝑖  ×  𝑎𝑖  

𝑁
 

𝑛 = total number of specimens in taxa  
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𝑎 = taxa tolerance value from Mandaville (2008) 

𝑁 = total number of specimens in sample  

 

 As shown in the above equation, HBI is relatively sensitive to total number of specimens, 

both in the sample and for individual taxa. Numerous studies have indicated that simply the 

presence or absence of taxa within a sample can be indicative of water quality or stable 

physical/chemical conditions (Resh and Rosenberg, 1993; Hynes, 1998). Percent tolerant taxa 

(presence/absence) is simply calculated by dividing the number of tolerant taxa present in a sample 

by the total number of taxa present in a sample. Percent intolerant taxa (presence/absence) is 

simply calculated by dividing the number of intolerant taxa present in a sample by the total number 

of taxa present in a sample. 

5.4 Results 

5.4.1 Relationship between qualitative spring landscape placement classification and 

hydrochemical characteristics 

 Statistical boxplots showing the distribution of results for spring discharge temperature 

(°C), specific conductance (µS/cm), radiocarbon activity (pMC), and δ13C (‰ relative to VPDB) 

are shown for the regional dataset in Figure 5.8. Results are partitioned by the qualitative landscape 

placement classes described in Figure 5.5, however, there are no springs with historical 

hydrochemical data within the study region that fall into the “Nival” group. Our results show 

consistent increases in median values and quartile distributions with spring discharge temperature, 

specific conductance, and δ13C from high topographic positions (i.e, High Mountain and Mountain) 

to lower topographic positions (i.e., Low Mountain and Valley Floor). Conversely, our results 

show relatively consistent decreases in radiocarbon activity with decreasing topographic position. 

However, springs that fall within the “Playa” class show a significant statistical increase in specific 

conductance and a decrease in spring discharge temperature from the “Valley Floor” springs. Little 

to no change is observed from “Playa” to “Valley Floor” springs with regards to radiocarbon 

activity and δ13C. 
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Figure 5.8 Boxplots showing systematic trends in spring temperature, specific conductance, 

radiocarbon activity (percent modern carbon), and delta carbon 13 with landscape placement 

classifications. The central mark in each box represents the median value. The bottom and top 

extent of each box represent the 25th and 75th percentiles, respectively. The whiskers extend to the 

maximum and minimum data points not considered outliers. Outliers are represented by the “+” 

symbols. 

5.4.2 Relationship between quantitative topographic metrics and hydrochemical 

characteristics 

 Relationships with topographic metrics and spring discharge temperature, specific 

conductance, and radiocarbon activity are shown in Figure 5.9, Figure 5.10, and Figure 5.11, 

respectively. Each hydrochemical characteristic is plotted against elevation (meters), slope 

(degrees), TWI (unitless), curvature (unitless), and relative elevation (meters; 400 cell 

neighborhood) and symbolized by qualitative landscape placement class. On each plot, springs 

from the regional dataset are plotted as squares and springs from recent sampling efforts, the IES 
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dataset, are plotted as circles. The IES springs are included as a visual way to show how, as a 

smaller sample distribution, they are representative of regional trends. 

 In terms of spring temperature (Figure 5.9), both surface elevation (R2 = 0.23, P <0.001) 

and slope (R2 = 0.11, P <0.001) show relatively robust prediction potential. In contrast, TWI, a 

metric frequently used as a part of surface water studies and often applied to groundwater problems, 

shows relatively no predicative potential (R2 = 0.00, P = 0.72). Profile curvature and relative 

elevation do not create trends that can be used as linear predication models; however, they are still 

informative. While areas of neutral and negative profile curvature produce results that are 

nonunique (i.e., similar profile curvature values are associated with a wide range of discharge 

temperatures), areas of elevated profile curvature have discharge temperature values 

predominately below 20°C. Similarly, springs with relative elevation values from -1000 meters to 

0 meters are associated with a wide range of discharge temperatures. Springs emerging at positive 

(>0 meters) and highly negative (< -1000 meters) relative elevations have discharge temperature 

values predominately below 20°C. 

 Regional trends with topographic indices and spring specific conductance (Figure 5.10) 

and radiocarbon activity (Figure 5.11) are similar to those observed with discharge temperature. 

Surface elevation is a moderate, but robust, predictor of spring specific conductance (R2 = 0.2, P 

<0.001) and a strong predictor of radiocarbon activity (R2 = 0.49, P <0.001). Weaker correlations 

are observed with slope and spring specific conductance (R2 = 0.08, P <0.001) and radiocarbon 

activity (R2 = 0.19, P <0.001). TWI has no apparent prediction potential. The majority of springs 

emerging in areas of elevated profile curvature (i.e., very concave) tend to neither be extremely 

dilute (<100 µS/cm) nor evolved (>1000 µS/cm).  Springs emerging in areas of positive relative 

elevation (>0 meters) or very negative relative elevation (< -1000 meters) predominately have 

specific conductance values <1000 µS/cm. Due to the limited number of samples and high degree 

of nonuniqueness, it is difficult to elucidate patterns with radiocarbon activity and profile curvature. 

Areas of positive relative elevation (>0) of highly negative elevation (< -1000 meters) primary 

have radiocarbon activity values > 60 pMC. 

 Scatter plots featuring springs emerging in two representative mountain blocks, the 

Funeral-Grapevine Mountains (hyperarid) and the Spring Mountains (more humid) are shown with 

the topographic metric most predictive of hydrochemical characteristics, surface elevation (Figure 

5.12).  These scatter plots show that the immense variability of the regional dataset contains buried, 
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more linear trends in individual mountain ranges. Correlations with surface elevation and 

temperature are stronger in individual mountain blocks, i.e., the Funeral-Grapevine Mountains (R2 

= 0.31, P <0.001) and the Spring Mountains (R2 = 0.63, P <0.001) compared with the regional 

dataset. Stronger trends are also observed with radiocarbon activity for the Funeral-Grapevine 

Mountains (R2 = 0.80, P <0.001) and the Spring Mountains (R2 = 0.62, P <0.001) compared with 

the regional dataset. However, our results shown that for specific conductance, correlations area 

weaker for individual mountain blocks in comparison with the study area (R2 = 0.20, P <0.001). 
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Figure 5.9. Spring discharge temperature is plotted against elevation (meters), slope (degrees), 

TWI (unitless), curvature (unitless), and relative elevation (meters; 400 cell neighborhood) and 

symbolized by qualitative landscape placement class. On each plot, springs from the regional 

dataset are plotted as squares and springs from recent sampling efforts, the IES dataset, are plotted 

as circles. 
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Figure 5.10 Spring specific conductance is plotted against elevation (meters), slope (degrees), TWI 

(unitless), curvature (unitless), and relative elevation (meters; 400 cell neighborhood) and 

symbolized by qualitative landscape placement class. On each plot, springs from the regional 

dataset are plotted as squares and springs from recent sampling efforts, the IES dataset, are plotted 

as circles. 
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Figure 5.11. Spring radiocarbon activity is plotted against elevation (meters), slope (degrees), TWI 

(unitless), curvature (unitless), and relative elevation (meters; 400 cell neighborhood) and 

symbolized by qualitative landscape placement class. On each plot, springs from the regional 

dataset are plotted as squares and springs from recent sampling efforts, the IES dataset, are plotted 

as circles. 
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Figure 5.12. Plots of elevation versus radiocarbon activity, specific conductance, and spring 

discharge temperature for springs in the entire study area and two representative mountain blocks, 

the Funeral-Grapevine Mountains (light blue squares) and the Spring Mountains (dark blue 

squares).
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5.4.3 Relationship between emergence mechanism and hydrochemical characteristics 

 Statistical boxplots showing the distribution of discharge temperature and radiocarbon 

activity for springs classified as either “fault-controlled” or “not fault-controlled” are shown in 

Figure 5.13. Springs are classified as either “fault-controlled” or “not fault-controlled” based on 

whether they emerge within 100 meters of a major structure feature (top) or within 1000 meters of 

a major structure feature (bottom). At the 100-meter proximity range, “fault-controlled” springs 

have a lower median value and quartile distribution of radiocarbon activity and discharge 

temperature compared with the “not fault-controlled” springs. However, there is a relatively 

narrow range of values for radiocarbon activity for “fault-controlled” springs, likely indicating that 

a 100-meter proximity is small of a distinction for classification purposes.  

 When fault proximity classification is extended to 1000 meters, “fault-controlled” springs 

have a lower median value and quartile distribution of radiocarbon activity compared with “not 

fault-controlled” springs. Similarly, “fault-controlled” springs are on average warmer, having a 

higher median value and quartile distribution of spring discharge temperature compared with “not 

fault-controlled” springs.  

 Springs classified as “fault-controlled” based on the 1000-meter proximity analysis are 

assigned the fault attribute characteristics (i.e., structural feature classification) of the nearest 

proximity fault. Boxplots showing the distribution of spring discharge temperature and 

radiocarbon activity for different structural feature types are shown in Figure 5.14.  
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Figure 5.13. Boxplots comparing radiocarbon activity and spring temperature at “fault-controlled” 

and “non fault-controlled” springs.   

 

 Springs emerging at normal and strike-slip faults tend to be have elevated median values 

and quartile distributions of discharge temperature compared with springs emerging at anticlines, 

low-angle normal faults (LANF), reverse faults (i.e., thrust), and synclines. Springs emerging at 

normal faults and strike-slip faults also have lower median values and quartile distributions of 

radiocarbon activity compared with springs emerging at LANF, reverse faults, and synclines. 

There are no springs within the regional dataset classified as emerging at mapped anticlines with 

applicable radiocarbon activity data.   
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Figure 5.14. Boxplots showing comparison of spring temperature and percent modern carbon for 

springs emerging at different types of major faults (e.g., Figure 5.6C) 

5.4.4 NMDS results 

 Ordination plots showing NMDS results of BMI community composition are shown in 

Figure 5.15 and Figure 5.16. Both ordination plots show the same NMDS results but have different 

symbologic definitions for the spring samples. The 2D stress value for the NMDS plots is 0.166, 

indicating that the ordination is relatively well fit and not suspect (> 0.2) or arbitrary (> 0.3).  

 In Figure 5.15, the NMDS results show that at least some aspect of BMI community 

structure dissimilarity can be described by qualitative classes of spring landscape position. While 
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there are not concrete distinctions between groups, the “High Mountain” and the majority of 

“Mountain” springs are clearly distinguished from the “Valley Floor” and “Playa Springs”. The 

BMI community structure of “Low Mountain-Bajada” springs exhibits the most intragroup spread. 

The complementary statistical boxplots for the IES springs (Figure 5.15) show the same systematic 

trends as the regional data (i.e., Figure 5.8), indicating that the springs sampled in this study are 

representative of regional patterns. Tritium (3H) is included in these boxplots as another indicator 

of groundwater residence time because these springs were all sampled over a similar period (2016-

2019) and analyzed with the same degree of precision. 

 In Figure 5.16, the NMDS results are symbolized by residence time partitions. The 

complementary 3D scatter plot within Figure 5.16 shows a graphical representation of how 14C, 

3H, and 36Cl/Cl (*10-15) are used to partition samples. Groundwater residence times determined via 

the Tamers radiocarbon correction model quantitatively describe the differences between graphical 

partitions. The NMDS results in Figure 5.16 show subtle, but informative, distinctions from the 

landscape placement symbology (i.e., Figure 5.15). While the “Bomb-pulse” and “Submodern” 

springs largely overlap with the “High Mountain” and “Mountain” samples, springs classified as 

“Modern”  (i.e., contain elevated tritium, background 36Cl/Cl and a modern radiocarbon age) are 

more similar to 500-4000-year-old waters. In addition, other than one sample, the “4000+ year” 

springs show a clear clustering and are the most dissimilar from the majority of “Bomb-pulse” and 

“Submodern” samples.  
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Figure 5.15. NMDS plot of BMI community structure with springs symbolized by landscape 

placement classification (Top). Boxplots symbolized by landscape placement classification 

showing systematic trends in temperature, specific conductance, tritium concentration, and 

radiocarbon activity for the IES springs (Bottom). These trends correspond to similar trends shown 

in the regional dataset (e.g., Figure 5.8).  
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Figure 5.16. (Top) NMDS plot of BMI community structure with springs symbolized by 

groundwater residence time grouping. (Bottom) 3-D scatter plot showing spring concentrations of 

3H, 36Cl/Cl (*10-15), and 14C (fMC) symbolized by spring residence time grouping. 
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5.4.5 Relationships with hydrochemical characteristics and ecological indices 

 Trends of hydrochemical characteristics (e.g., discharge temperature, specific conductance, 

and radiocarbon activity) related to spring landscape position versus total richness and Shannon 

diversity are shown in Figure 5.17. Total BMI richness decreases with increasing temperature, 

increasing specific conductance (with the exclusion of two outliers, IES-019 and IES-020). and 

decreasing radiocarbon activity. Similarly, Shannon diversity decreases with increasing 

temperature, increasing specific conductance (exclusion of same outliers, IES-019 and IES-020). 

and decreasing radiocarbon activity. 

 

 

Figure 5.17. Plots showing linear relationships of hydrochemical characteristics (e.g., temperature 

and specific conductance) and elevation with total BMI richness (# of taxa) and Shannon Diversity. 

Two outliers, IES-019 & IES-020, are excluded from the SPC plots.  
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 Scatter plots showing the relationship of tolerance indices (e.g., percent intolerant taxa, 

percent tolerant taxa, and HBI) and hydrochemical characteristics are shown in Figure 5.18. While 

there are not clear linear relationships with percent intolerant taxa (presence/absence), it is evident 

that springs above or below certain thresholds (e.g., temperature > 20°C; SPC > 1000 µS/cm; 

fMC< 0.5) do not contain any intolerant taxa. The percentage of tolerant taxa increases with 

increasing temperature and increasing specific conductance and decreases with increasing 

radiocarbon activity (when IES-019, an outlier, is excluded). HBI, a measure of community 

tolerance that incorporates sample population statistics, is poorly predicted by temperature and 

radiocarbon activity. There is a weak trend with HBI and specific conductance.  

 

 

Figure 5.18. Plots showing trends with tolerance indices (e.g., % intolerant taxa, % tolerant taxa, 

and HBI) and hydrochemical characteristics. Springs are symbolized by landscape placement 

classifications. 



 

 

238 

5.5 Discussion 

5.5.1 Systematic trends with landscape placement and hydrochemical characteristics 

 This work represents one of the first regional-scale studies examining the relationship 

among spring hydrochemical characteristics and landscape placement. Our results show that there 

are systematic trends with where and why a spring emerges in a landscape and hydrochemical 

characteristics. While these trends fail when extended to certain topographic settings (e.g., playa 

springs), the qualitative landscape placement classification and several of the quantitative 

topographic indices show predictive power to encapsulate complicated subsurface processes (e.g., 

rock-water interaction, geothermal heating, etc.) at regional scales and in individual mountain 

blocks. Elevation, followed by slope, are the most predictive topographic indices for determining 

linear relationships with hydrochemical characteristics. Other metrics, specifically profile 

curvature and relative elevation, do not necessarily exhibit linear relationships but still provide 

some extrapolative power. Metrics generally applied to catchment-scale studies of shallow 

groundwater (e.g., TWI), while used successfully in the past to predict the hydrochemical 

characteristics of groundwater-supported features such as wetlands, show little to no prediction 

power. These results are significant considering the true lack of understanding that currently exists 

surrounding delineating spring contributing areas. Additionally, these results potentially suggest 

that at least one key to solving the problem, other than the application of geophysics, lies in the 

simplest topographic metrics and an understanding of spring emergence mechanism.  

 Faults have the potential to increase spring contributing volumes by bringing up deeper 

groundwater flowpaths than topographic or contact-driven emergences. In this study, springs 

driven to the surface by faults tend to discharge warmer and older groundwater, Within the 

southern Great Basin, specific types of structural features (e.g., strike-slip faults and high angle 

normal faults) create increased displacement and larger impermeability barriers. These types of 

structural features tend to define the boundaries of mountain ranges and result in “Valley Floor” 

or “Low Mountain-Bajada” topographic classification rather than “Playa”.  

 At the study area scale, we find that linear relationships with surface elevation are weaker 

for radiocarbon and temperature compared with individual mountain blocks (e.g., the Funeral-

Grapevine Mountains and the Spring Mountains). However, linear relationships are stronger with 
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specific conductance at the study area scale. We attribute this to increased dampening of the effects 

of geological heterogeneity and rock-water interaction at regional scales.  

5.5.2 Scaling relationships and factors controlling BMI community structure 

 The results of this study address a major knowledge gap in studies of spring benthic 

macroinvertebrates: the factors controlling BMI community structure at regional scales in isolated 

desert springs. By only studying reference or undisturbed desert springs to minimize the effects of 

disturbance, our results indicate that hydrochemical and hydrogeological (e.g., permanence, 

hydrological stability, etc.) characteristics, which are encapsulated by landscape placement 

classification and select topographic indices, do exert a substantial control on BMI community 

composition. The NMDS analysis results show a clear gradation in community composition with 

the “High Mountain” and “Mountain” springs being the most dissimilar from “Valley Floor and 

“Playa” springs. This same pattern is mimicked in the NMDS analysis symbolized by groundwater 

residence time, with one significant exception, the “Modern” springs being more similar to springs 

discharging old groundwater (>500 years) as compared to “Bomb-pulse” or “Submodern” springs. 

We attribute this gradation to an increasing environmental harshness gradient associated with the 

hydrochemical and hydrogeologic characteristics. In other words, as landscape position decreases 

from Nival/High Mountain to Valley Floor/Playa, water temperature and salinity increase, and 

increases in these characteristics result in an increasing environmental harshness gradient. Springs 

discharging modern water may be subjected to increased flow and geochemical variably. The 

“Modern” springs in this study, IES-026 and IES-034, have been associated with increased 

susceptibility to drought conditions (see Chapter 3). Additionally, isotopic evidence at IES-026 

and IES-034 (see Chapter 4) in the form of heavier water stable isotopes points to spring sourcing 

from diffuse and/or focused mountain system recharge, occurring closer to the valley floor, rather 

than mountain block recharge.  

 These interpretations are supported by ecological indices of richness, diversity, and 

tolerance. From a regional perspective, we observe clear trends of decreasing species richness, 

decreasing Shannon diversity, and an increase in spring community tolerance moving from areas 

of high topographic position to areas of low topographic position. Overarching trends with 

hydrochemical characteristics and tolerance indices indicate that presence/absence metrics may by 

more informative than indices incorporating population statistics (e.g., HBI). Both percent tolerant 
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and percent intolerant statistics show much higher potential to describe relationships with 

hydrochemical characteristics than the HBI. These results may indicate that population-based 

indices may be highly susceptible to the number of individuals present in a sample and that results 

may be highly dependent on the size of the spring and individual sampling protocol (e.g., number 

of grabs, amount of substrate roiling, etc.). 

 The results of this study corroborate novel work by Sada and Thomas (2015) and Sada and 

Thomas (in review), highlighting the importance of hydrogeology and related environmental 

characteristics in structuring BMI communities. Our results, however, are contrary to many studies 

conducted at smaller spatial scales. For example, at local scales (e.g., Erman and Erman, 1995; 

Erman, 2002), spring BMI community structure is highly dependent on spring permanence and 

increasing species richness and diversity are positively correlated with area and negatively 

correlated with elevation (Fattorini et al., 2016). Recent work at the intermediate scale, e.g., 

mountain front springs in Owens Valley (CA), found that “geochemical fingerprints” associated 

with chemical weathering of specific geologic units structure BMI communities rather than other 

variables such as spring discharge temperature or specific conductance (Pordel et al., in prep.). 

This culmination of work indicates that the factors controlling BMI community composition likely 

change with increasing scale. At local scales, under a minimal range of environmental conditions, 

spring community composition is controlled by a number of factors (e.g., geochemical ratios, 

solute availability for organisms, spring permanence, etc.). At these local scales, indices like 

diversity and richness may increase with spatial scale and related hydrochemical characteristics. 

At regional scales, especially in high relief settings supporting large regional flow systems, the 

opposite is true. In these settings there exists a significant gradient of environmental harshness 

(e.g., elevated temperature and conductivity) that precludes habitation of certain BMI taxa in 

permanent and hydrologically stable springs emerging at low topographic positions. However, the 

permanence of these springs does permit endemics and the support of speciation or species that 

can tolerate harsh conditions.  

5.5.3 Conceptual model of spring systems in the southern Great Basin 

 The results of this study, combined with recent work conducted within the study area (e.g., 

Pordel et al., in prep.), provide an excellent framework for developing a conceptual model of 

spring systems in the southern Great Basin. Shown by the cartoon illustration in Figure 5.19, the 
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conceptual model shows qualitative ranges of discharge temperature, conductivity, and 

groundwater residence time for springs emerging at local-mountain, intermediate, valley floor-

playa and regional settings. For each spring, several indicator species are shown that are 

representative of the aquatic habitat or benthic community composition. At local scales (i.e., a 

limited range in temperature and conductivity), benthic community structure is controlled by 

spring permeance, sometimes indicated by solute concentration, and spring geochemical 

composition (i.e., the geochemical fingerprint). When examining springs at a regional scale, both 

richness and diversity decrease from high topographic positions to lower topographic positions, 

while community tolerance increases.  

 

 

Figure 5.19. Conceptual model of the organization of spring systems in the southern Great Basin. 

Springs emerging at different landscape positions are given representative ranges in temperature, 

specific conductance, and residence time based on the results of this study. Indicator species for 

each spring are depicted based on interpretations about the landscape and hydrochemical controls 

on tolerance, richness, and community structure. 
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 Local springs are found at mid to-high elevations in humid mountain blocks (e.g., the Sierra 

Nevada & the Spring Mountains) and at high elevations in arid mountain blocks (e.g., the Panamint 

Range & the Funeral-Grapevine Mountains). Local springs tend to emerge at high absolute 

elevation, high relative positions, very negative relative positions, and areas of high concavity (i.e., 

positive profile curvature). Local springs tend to discharge cold, dilute, and “young” groundwater. 

Springs at intermediate and regional scales show systematic increases moving downgradient in 

temperature, conductivity, and groundwater residence time. Intermediate springs tend to emerge 

along the mountain fronts of humid mountain blocks or at mid to high elevations in more arid 

mountain blocks. Within the southern Great Basin, regional springs (e.g. springs at Ash Meadows) 

frequently emerge at high angle normal faults or major strike-slip faults that create permeability 

barriers within the regional carbonate aquifer. Springs emerging on the valley floor or basin playa 

can have vary wide ranges in temperature, salinity and residence time based on the aquifer 

provenance and the flowpath distribution they source. These springs tend to host only very tolerant 

taxa (e.g., Diptera) due to the harsh environmental conditions.  

5.6 Conclusions 

 In this study we set out to address the following research questions: 1) Are there systematic 

patterns with spring landscape placement and hydrochemical characteristics that can be predicted 

by topographic metrics and/or landform analysis? and 2) If present, how do these patterns influence 

benthic macroinvertebrate community (BMI) structure at the regional scale. We addressed the first 

question by cultivating a regional spring hydrochemical dataset from past studies in the southern 

Great Basin and testing both qualitative landscape placement classifications and quantitative 

topographic indices. We addressed the second question by sampling benthic macroinvertebrates 

in a subset of undisturbed or reference desert springs that capture the topographic and 

hydrochemical variance of the study region. 

  Our results show that there are systematic patterns with spring hydrochemical 

characteristics (e.g., spring discharge temperature, specific conductance, and radiocarbon activity) 

that can be predicted by landscape placement classes (i.e., a combination of Kapos et al. (2000) 

and True (2002)) and show correlations with some topographic indices (e.g., surface elevation and 

slope). TWI, a surface water metric, poorly predicts spring hydrochemical characteristics. Profile 

curvature and relative elevation cannot be used as linear prediction models; however, these metrics 
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still provide information regarding areas likely sourcing local to intermediate scale flowpaths (i.e., 

areas of high concavity, areas of positive relative elevation, and areas of very negative relative 

elevation). BMI community structure similarity, as shown by NMDS analysis of a subset of 

regionally representative springs, can be largely attributed to spring landscape placement and 

related hydrochemical characteristics. Ecological indices show that richness and Shannon diversity 

decrease with increasing scale while community tolerance tends to increase. These results differ 

from work on BMI community composition conducted at local (Erman and Erman, 1995; Erman, 

2002) and intermediate (Pordel et al., in prep.) scales, however complement work by Sada and 

Thomas (1995) and Sada and Thomas (in review) and strong, independent support for the 

conceptual model that hydrogeology exerts an important control on BMI community composition. 

Additionally, the results of this study provide a topographic, hydrochemical, and ecological 

framework to develop a conceptual model of spring systems in the southern Great Basin.  

 Other than the development of a conceptual model for the region, there are several broader 

implications of this work that are novel and expand the knowledge base regarding springs. This 

work represents one of the first regional syntheses of spring hydrochemical data to examine 

systematic hydrochemical patterns with spring landscape position. This work clearly identifies that 

both where and why springs emerge have implications for hydrochemical characteristics and 

implies that both are important factors in understanding knowledge gaps such as spring 

contributing areas and spring permanence. While the results of our study are significant, there are 

several potential avenues for future work. One such avenue is an increased examination of spring 

emergence mechanism and hydrochemical characteristics beyond the scope of this study. 

Additionally, the topographic and landscape placement indices could be extended to include 

metrics focused on climate (e.g., annual precipitation or recharge) and regional ecotones (e.g., 

treeline or areas of juniper-pinyon vegetation). Remote sensing methods or related data products 

(e.g., PRISM) could be applied to compensate for the lack field weather stations or SNOTEL sites 

in the study region. In terms of future ecological work, while the focus of this study is on benthic 

community relationships at the macroinvertebrate scale, potential research on microbiological 

community composition still remains a major knowledge gap, especially if focused on undisturbed, 

isolated desert springs. 
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 IS TEMPORAL VARIABILITY AN INDICATIOR OF 

GROUNDWATER RESIDENCE TIME? TALES FROM THE SOUTHERN 

GREAT BASIN 

6.1 Abstract 

 Temporal variations within the water cycle, whether physical, chemical, or isotopic, are 

usually the most substantial in precipitation. These signals are dampened in hydrologic reservoirs 

such as surface water features, soil water, shallow groundwater, and deep groundwater that 

integrate hydrologic signals over timescales ranging from hours to millennia. In streams and 

shallow groundwater there are well-established relationships that link temporal or seasonal 

variability to source integration patterns or groundwater residence time. However, the current body 

of research is remarkably vague about a “dampening continuum” at longer timescales where bomb-

pulse groundwater (i.e., 60-70 years) could potentially be distinguished from ancient groundwater 

(i.e., 10,000 years +) on the basis of geochemical variability. In this study, I seek to understand if 

decreased temporal geochemical variability in springs is correlated with increased groundwater 

residence time. In extension, is dampened temporal variability indicative of long-term 

hydrogeological stability? Furthermore, we seek to understand how increased temporal variability 

relates to our conceptual framework of ecological community structure.  

 This study focuses on 33 springs within the southern Great Basin that were sampled up to 

8 times between 2016-2019 for a suite of geochemical analytes (e.g., temperature, major ions, trace 

elements, 87Sr/86Sr, δ18O, δ2H, etc.). The sampling interval captures the tail end and subsequent 

recovery of the historic 2011-2016 California drought. The spring distribution reflects the 

heterogeneity of the study area and captures a wide range of topographic and geological settings 

and geochemical characteristics. Over this four-year period, the vast majority of springs do not 

exhibit significant variability (e.g., coefficient of variation < 5%) across multiple geochemical 

analytes, leading to the interpretation that a 60-70 year mean groundwater residence time (i.e., a 

minimum range for the majority of springs in this study) may be enough to provide temporary 

buffering to the geochemical effects of major droughts. The time scale of the lagged hydrogeologic 

response to the drought, however, are still unknown. A small subset of springs (~7) exhibit 

increased variability across multiple geochemical analytes that can be attributed to low discharge, 

specific spheres of emergence, disturbance, or increased flowpath variability (e.g., ecologically 
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unfavorable surface conditions). These springs with increased variability host fewer intolerant taxa 

than what we would expect based on their geochemical profiles. The coupling of variability results 

and BMI tolerance results for southern Great Basin springs leads us to revise our 

hydrogeological/ecological framework from Chapter 5 to incorporate temporal variability as a 

secondary control on spring ecological community structure. In response to our initial research 

question, our results indicate that either: 1) there is not a dampening continuum with increasing 

groundwater residence time 2) the springs in this study do not capture the tail end of the spring 

topographic distribution (i.e., very high elevation, local-scale springs >2200m) and these springs 

would show increased variability in comparison to springs discharging primarily bomb-pulse or 

Pleistocene recharge, or 3) the lagged response is longer the our period of observation 

6.2 Introduction 

6.2.1 Temporal variability in hydrologic studies 

  Components of the terrestrial hydrosphere that more closely interact with precipitation and 

the atmosphere (e.g., headwater stream networks, lakes, shallow groundwaters) are typically 

assumed to exhibit increased hydrochemical temporal variability (e.g., temperature, conductivity, 

water isotopes, etc.) compared to deeper groundwater (e.g., a bedrock aquifer well, perennial 

spring discharge, etc.) that is shielded and has a longer lag time from the surface. Studies of 

temporal variability in hydrology have largely focused on surface waters where changes in flow 

(e.g., Unland et al., 2013), temperature (e.g., Keery et al., 2007), hydrochemistry (Ahearn et al., 

2004; Bishop et al., 2004; Nagorski et al., 2003), and isotopic composition (Pinder and Jones, 

1969; O’Driscoll et al., 2005; Jeelani et al., 2010; Penna et al., 2014; Engel et al., 2019) have been 

attributed to catchment stimuli or changes in streamflow source contribution. Physical and 

hydrochemical variability in surface waters have been linked to biologic activity, (Johnson et al., 

1969), weather (e.g. solar radiation; Engel et al., 2019), seasonal precipitation and snowmelt 

(Engel et al., 2019), variations in groundwater or water table connection contribution (Pham et al., 

2009; Luo et al., 2016), and even hydrological paradoxes (e.g., Kirchner et al., 2003; Bishop et al., 

2004). The timescales of these studies cover a wide range from examining hourly, diel changes 

(Nagorski et al., 2003) to seasonal, interannual, or decadal patterns. A large proportion of these 

studies focus on quantifying temporal groundwater contribution patterns to rivers, streams, lakes 
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or wetlands and assume a stable groundwater endmember over time. However, the literature 

examining the hydrochemical temporal variability of springflow is remarkably thin. 

6.2.2 A lack of temporal variability studies of groundwater 

 Perennial spring discharge is typically assumed to be a more stable, invariable component 

of the hydrologic cycle and therefore temporal studies examining patterns in variability are less 

frequently conducted and limited to: 1) studies of karst aquifers, 2) monitoring of groundwater 

level or water quality changes in response to groundwater withdrawal, 3) and shallow groundwater. 

Karst aquifers and springs are frequently analyzed temporally (e.g., Kattan et al., 1997; Mayer et 

al., 1999; Barbieri et al., 2005; Ozyurt, 2008; Liñán Baena et al., 2009; Al-Charideh, 2010; 

Muskgrove et al., 2010; Jeelani et al., 2015) due to fast aquifer transit times and the ability to 

identify event-scale responses in karst systems. Progressive monitoring of groundwater chemistry 

or isotopes (e.g., 87Sr/86Sr) is often performed to identify contamination such as nitrate (Iqbal et 

al., 1997; Pauwels et al., 2001) or pesticides (Morvan et al., 2006). In situations of public health, 

analytes like fluoride (Davraz et al., 2008), arsenic, sulfate (Tichomirowa et al., 2010), and 

chloride/TDS (Lin et al., 2012) are continuously monitored as important indicators of water 

quality. Groundwater level, and to a lesser extent, geochemistry, are temporally monitored in 

regions of intense water consumption (Suursoo et al., 2017). Shallow groundwater frequently 

interacts with the vadose zone and therefore has the potential to be affected seasonally by 

precipitation, evaporation, and water table fluctuations (Eltahir and Yeh, 1999). Variations in 

temperature, geochemistry, and isotopic composition of shallow groundwater have been attributed 

to connections with seasonal recharge (Tan et al, 2016), dilution effects from more variable sources 

(e.g., Majumdar et al., 2005), bedrock weathering rates (Soulsby et al., 1998), extreme events (e.g., 

flooding) (Blake et. al., 2016), and even seawater intrusion (Lin et al., 2012). Frequent connections 

have been made linking the geochemical variability in shallow groundwater to circulation depth 

(Van der Hoven et al., 2005) and/or groundwater residence time (Plummer et al., 2001; Swanson 

et al., 2001; Wright and Novakowski, 2019). In these cases, it is typical for temporal variability to 

be highest in the unsaturated zone and in shallow groundwater, but to attenuate rapidly with depth 

(Van der Hoven et al., 2005; Wright and Novakowski, 2019). 

 Outside of shallow groundwater, karst hydrogeology, and temporal water quality 

monitoring, there is a relatively small body of work examining the temporal hydrochemical and 
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isotopic variability in groundwater at longer timescales and deeper spatial scales, such as in 

mountain-block or regional aquifer systems. Mountain groundwater is recently recognized as an 

integral component of baseflow generation and buffering to climate change in mountainous 

bedrock catchments (Wilson and Guan, 2004; Singleton and Moran, 2010; Frisbee et al., 2011; 

Gardner et al., 2018), and it is this same groundwater that primarily supports mountain-block 

springs within the southern Great Basin (Gleason et al., 2020). Groundwater flow systems in 

mountainous terrains are controlled by many factors that can affect the water table elevation and 

subsequently affect groundwater discharge and geochemical fluxes (Forster and Smith, 1988). 

Additionally, recent work has unveiled the potential of groundwater recharge and flow in fractured 

crystalline and sedimentary rocks within mountain blocks (Wright and Novakowski, 2009; 

Gardner et al., 2018). Thus, even though residence times in mountain blocks can be long, changes 

to flowpath distributions may become readily apparent in the geochemical and isotopic fluxes of 

springs as the forcing changes (i.e., changes in recharge).  

 Understanding how changes in flowpath distribution manifest as changes in physical, 

chemical, or isotopic metrics is crucial for understanding the relationship between groundwater 

stability and vulnerability. While groundwater is typically slow moving and has a long “memory” 

(e.g., Cutbert at al., 2019), some studies have shown that groundwater can exhibit strong seasonal 

variations and can “feel” major events like droughts or floods for many years (Li et al., 2015). 

Evidence of groundwater residence time exerting a control on hydrochemical variability in shallow 

groundwater implies that there might be a continuum where deep, stable groundwater exhibits 

even less variability in comparison (e.g., Crowther and Pitty, 1982). This relationship implies that 

variability can serve as an indicator of relative groundwater residence time, flowpath distribution 

stability, or can be indicative of groundwater systems prone to dilution from shallow groundwater, 

fast flowpaths, and/or transient flowpaths (e.g., Majumdar et al., 2005).  However, this hypothesis 

is untested, as the majority of studies finding correlations with decreased temporal variability 

associated with increased residence time are in groundwater systems with apparent ages younger 

than 60 years (e.g., Kattan, 1997; Swanson et al., 2001; Jeelani et al., 2010). Therefore, it is 

relatively unknown if and how this variability attenuates at longer timescales and how intermediate 

and regional flow systems would react to a significant climate perturbation (e.g., a major drought). 

In other words, do springs which discharge a large proportion of old groundwater show dampened 

variability in isotopic and geochemical signals? The driving question in this study is to understand 
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if geochemical and isotopic signals are continually attenuated at longer timescales and increased 

spatial scales (i.e. larger aquifer volume) and whether geochemical variability attenuation is 

correlated with groundwater residence time (Figure 6.1). This study hopes to shed light on this 

knowledge gap by examining temporal patterns in springs that capture a wide range of topographic 

positions and groundwater residence times. 

 

Figure 6.1: Conceptual figure adapted from Plummer et al. (2001) showing the primary research 

question driving this study; is there a continuum where geochemical and isotopic signals are 

continually attenuated at longer timescales and increased spatial scales (i.e. larger aquifer volume)? 

6.2.3 Why study temporal variability in spring? 

 Springs differ from typical groundwater samples (i.e., wells) for two main reasons: 1) 

springs may represent integrations of groundwater flowpaths (Manga,1999; Manga, 2001; Frisbee 

et al., 2013) rather than being samples from a discrete point in an aquifer (e.g., a well) where the 

flowpath distribution may be extremely limited and 2) springs are expressed at the land surface 

and support aquatic ecosystems. Groundwater flowpaths are primarily controlled by three factors; 

geology, topography, and climate (Toth, 1999). Springflow generation is complicated and 

dependent upon these processes as well as the processes driving flowpath convergence to the 

surface (e.g., structural features, local geological heterogeneity). This complexity results in 
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integrated physical, chemical, and biologic signatures at springs (Springer and Stevens, 2009; 

Frisbee et al., 2013). Because springs offer a rare glimpse into integrated groundwater processes 

within mountain blocks and in complex topography, temporal variations in spring hydrochemical 

properties may provide information about the stability or response timescales of these groundwater 

systems (Manga, 1999; Manga 2001). Additionally, temporal variations at springs are critically 

important because springs, especially in arid regions, host keystone aquatic ecosystems that often 

support endemic or threatened species.  

 Spring ecological environments tend to be more stable and support larger 

macroinvertebrate communities than streams because they exhibit less seasonal variability in 

temperature, chemistry, and discharge (McCabe, 1998). It is common in streams for there to be 

interhourly, short-term dynamics (Nagorski et al., 2003). Springs in arid regions are projected to 

be vulnerable due to climate change which may threaten these aquatic ecosystems (Frisbee et al., 

2013b). Increases in mean annual springbrook temperature, an expected consequence of climate 

change, have been linked to decreases in animal density, biomass, and taxonomic richness in 

benthic organisms (Hogg and Williams, 1996). Hydrochemical stability in the source regions of 

springs is particularly important. Studies have found that as distance from spring source increases, 

species diversity decreases likely due to increased temperature and geochemical variations 

downstream (Resh, 1983). Increased variability in springs has been linked to decreased species 

richness (Erman and Erman, 1995; Erman, 2002) and increased crenobiotic mortality (Rossini et 

al., 2017).   

 

6.2.4 Goals of the study and overarching research question 

 In this introduction I have identified several knowledge gaps regarding the controls on 

geochemical temporal variability in groundwater systems at increased timescales and spatial 

scales. With this study I aim to address these knowledge gaps by analyzing temporal 

hydrochemical and isotopic data collected from springs in the southern Great Basin from 2016-

2019. The springs in this study are representative of the regional variance (e.g., Chapter 5) and 

capture a wide range of hydrochemical conditions, residence times, and topographic and geologic 

settings. The sampling interval (2016-2019) is particularly interesting as the first sampling event, 

March/May 2016, captures the end of a historic drought that devastated the region from 2011-2017 
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and progressively put over 58% of CA into “exceptional drought” status 

(https://droughtmonitor.unl.edu/). This climate perturbation was significant both in terms of record 

heat (Griffin and Anchukaitis, 2014) and diminished snowpack (Mote et al., 2016). Our three 

subsequent sampling campaigns (Dec. 2016, March 2017, and Oct. 2017) capture the deposition 

and melt of a historic snowpack during the winter of 2017 and subsequent drought recovery 

throughout the region (2017-2019) (Figure 6.2). This timing of events coupled with the temporal 

data presented in this study provides an opportunity to understand if events of significant 

magnitude like the 2011-2017 California drought can propagate quickly through groundwater 

systems and affect springs with complex flowpath distributions of intermediate to regional 

flowpath length. 

 

 

 

Figure 6.2: Historical drought index comparison between March 2016 and March 2017 for the 

desert southwest region of the United States (https://droughtmonitor.unl.edu/). In March 2016, 

large portions of the study area were classified under “Exceptional” or “Extreme” drought 

condition. A year later, the majority of the region changed to a “No Drought” classification. 

Sampling for this study started during March 2016 and continued through the summer of 2019.  
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 Within this study, I aim to answer two research questions: 1) What are the primary controls 

on spring temporal geochemical variability? and 2) What is the effect of increased geochemical 

variability on ecological community structure? I hypothesize that increased temporal variability in 

both hydrochemical and isotopic analytes will inversely correlate with groundwater residence time 

(i.e., springs with elevated temporal variability in geochemical analytes and environmental tracers 

will have shorter residence times and correspond to higher topographic positions within the study 

region [Figure 6.3]). I expect these springs to be more influenced by climate perturbations such as 

droughts that affect more local scale flowpath distributions (Figure 6.3). This hypothesis will be 

tested by comparing variability metrics of spring discharge temperature, major ions, trace elements, 

87Sr/86Sr, stable isotopes of water (δ2H and δ18O), and other environmental tracers indicative of 

groundwater residence time (3H, 14C, 36Cl).  Lastly, I assess how temporal geochemical variability 

in springs relates to our conceptual model of spring ecological community structure. 
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Figure 6.3: Conceptual model showing the hypothesis of the relationship among topographic 

position, flowpath transience, and temporal variability in physical, geochemical, and isotopic 

analytes. Illustrated flowlines are conceptual. I hypothesize that increased temporal variability in 

both hydrochemical and isotopic analytes will inversely correlate with groundwater residence time 

(i.e., springs with elevated temporal variability will have shorter residence times and correspond 

to higher topographic positions within the study region). Major climate events such as significant 

drought or a historic snowpack year will cause increased variability in local-scale, high elevation 

flowpath distributions that will be dampened at increasing spatial scales.  
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6.3 Methods 

6.3.1 Site description 

 The study area for this paper is defined to the east by the drainage divide of the Spring 

Mountain (NV) and to the west by the crest of the eastern Sierra Nevada (CA) (Figure 6.4). The 

southern boundary of the region is defined by the Garlock-Stateline fault system while the northern 

boundary is defined by the northern extents of the Las Vegas Valley, Funeral-Grapevine 

Mountains, and White-Inyo Mountains. This region is defined by Miocene Basin and Range 

extension and contains rugged topography and significant relief between ranges and basins. In fact, 

both the highest (Mt. Whitney) and lowest (Badwater Basin) points in the contiguous 48 United 

States are found within the study area. The long, high crest of the Sierra Nevada places the entire 

region in a rain shadow that becomes progressively worse moving eastward as moisture is 

continuously siphoned off by successive fault-block mountain ranges (Ingraham and Taylor, 

1991). The regional climate is extremely arid and both temperature and precipitation are highly 

elevation-dependent (Hunt, 1960). For example, within Death Valley annual temperatures range 

from -10 °C during winter at high elevations to 52 °C on the floor of Death Valley during the 

summer. Annual precipitation rarely exceeds 100 cm in mountains and is less than 6 cm on the 

floor of Death Valley. High elevation mountain ranges either further west (i.e., less in the rain 

shadow; e.g., the White-Inyo Mountains) or with an additional moisture source (e.g., the Spring 

Mountains, NV), typically receive additional snowfall.  Similarly, basins with a valley floor at a 

higher elevation than Death Valley (e.g., Panamint Valley or Amargosa Valley) are slightly cooler.  

 Due to the aridity of the climate, perennial surface water features are rare and are mostly 

found in the form of isolated desert springs. Springs number in the thousands throughout the study 

region and are found across all landscape features (i.e., mountains, bajadas, playas, etc.). The 

extremes of the study area (e.g., relief, temperature, precipitation) are mimicked in the 

hydrochemical characteristics of the springs. Large ranges in spring discharge temperature (3-

50°C) and electrical conductance (<100 µS/cm to > 10,000 µS/cm) have been observed in many 

regional spring surveys (Sada and Herbst, 2001; Sada and Pohlmann, 2007). While some springs 

at high elevations in the region are supported by short, local flowpaths and have apparent ages of 

10 years or less (e.g., Winograd et al., 1998), other springs have been identified as discharging 
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water that was recharged during the last glacial period with residence times over 10,000 years 

(Belcher et al., 2009).  

 The springs used in this analysis capture large spatial and topographic distributions from 

different focus areas within the southern Great Basin (Figure 6.4). Spring head elevations range 

from -77 mrmsl (IES-019) to 2209 mrmsl (IES-006). Springs at the “oldest” end of the spectrum 

have groundwater residence times exceeding 10,000 years (e.g., IES-010, IES-011, IES-014, 

IESS-016, IEs-018, IES-049). Other than two springs that incorporate large mixtures of modern 

surface water into their flowpath distributions (IES-026 and IES-034), the youngest springs in our 

analysis are roughly 60-70 years old and contain a substantial proportion of recharge from the 

1950s and 1960s (e.g., IES-038). The springs analyzed for temporal variability in this paper are 

categorized into five focus areas; 1) Spring Mountains, 2) Ash Meadows, 3) Death Valley, 4) 

White Mountains-Argus Range, and 5) Owens Valley (Figure 6.4). These focus areas represent 

individual geographic, geologic, and topographic provinces within the greater study area. 
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Figure 6.4: Map showing the study area boundary and springs selected for repeat sampling. Springs 

are annotated by their Integrated Earth Systems (IES) number (e.g. IES-001). Green, teal, coral, 

yellow, and orange circles represent springs in the Spring Mountains, Ash Meadows, Death Valley, 

WMAR, and Owens Valley focus areas, respectively. The inset map shows the location of the 

study area within the context of the western United States. The inset bar chart shows the number 

of springs sampled as a part of each repeat sampling event. Abbreviations on the map are as follows; 

SN – Sierra Nevada, OV- Owens Valley, WM- White Mountains, SV- Saline Valley, DV- Death 

Valley, PR-Panamint Range, AM- Ash Meadows, SM- Spring Mountains. 
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6.3.2 Sampling 

 Repeat field measurements and hydrochemical samples were taken from 35 springs over 

the course of eleven sampling campaigns between 2016 and 2019 (Figure 6.4): 1) March 2016, 2) 

May 2016, 3) Dec. 2016, 4) March 2017, 5) Oct. 2017, 6) March 2018, 7) May 2018, 8) Sept. 2018, 

9) March 2019, 10) June 2019, and 11) August 2019.  The research team conducted initial sampling 

for hydrogeological reconnaissance. Repeat sampling was conducted to identify springs with a 

significant modern component that may be susceptible to mixing or short-term climate variability. 

Unless otherwise stated, hydrochemical samples were collected directly from the groundwater 

emergence point or spring “source” using a GeoTech peristaltic pump and Masterflex platinum-

cured silicone tubing. If needed, samples were filtered using .22 μm polyethersulfone membrane 

Sterivex-GP pressure filter units. Road closures, inclement weather conditions, and vehicular 

complications occasionally prevented each repeat sample from being collected during every 

sampling campaign. Weighing the significant cost of analysis, repeat environmental tracer, general 

chemistry, trace metal, and strontium isotope samples were stopped following the third or fourth 

sampling event because of a lack of significant variation. Measurements of temperature and water 

stable isotopes continued to be collected because these analytes exhibited more variations and were 

more cost effective for the analytical budget. The following sections provide information regarding 

sampling rationale, field protocol, and analytical methods. 

6.3.2.1 Discharge temperature 

 Field parameters measured at the spring orifice provide information about the physical and 

chemical characteristics of groundwater at the time of emergence. Groundwater temperature 

variability has previously been correlated with groundwater circulation depth (Crowther and Pitty, 

1982) and is inferred to be associated with groundwater residence time (Brumm et al., 2009).  

 Temperature (°C) was measured with a YSI Professional Plus multi-parameter probe. 

Whenever possible, the probe was inserted directly into the orifice of the spring, submersed 

underwater, and allowed to equilibrate before the measurement was recorded. For seeps, diffuse 

emergences, and shallow pools, a FLIR camera was used to identify the exact area of groundwater 

emergence, frequently identifiable by a temperature anomaly. The YSI measurement uncertainty 

for temperature, the sole field analyte used in this chapter, is ±0.1°C.  
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6.3.2.2 Major ions 

 Major ion temporal variability has been previously correlated with groundwater residence 

time (Swanson et al., 2001) and variations in groundwater recharge (Arndt and Richardson, 1993; 

Scheyt, 2012). Temporal variability in major ion data from springs has also been used to 

distinguish between aquifer source type (Blake et al., 2016). 

 General chemistry samples were filtered in field and collected in 250 ml high-density 

polyethylene (HDPE) bottles. Samples were refrigerated upon collection. Major cations and anions 

were measured at the New Mexico Bureau of Geology and Mineral Resources Chemistry Lab. 

Cations were measured using inductively coupled plasma optical emission spectrometric 

techniques (ICP-ES) according to EPA 200.7. Anions were measured using an ion chromatograph 

(IC) according to EPA 300.0. Duplicates were run on every 10th sample. 

6.2.2.3 Trace elements 

 Trace elements function as indicators of chemical weathering, biologic processes, and flow 

conditions. While some trace element concentrations in groundwater are strongly related to rock-

water interaction (e.g., boron, lithium, vanadium), others are more informative about redox 

conditions at the surface (e.g., iron, manganese, etc.; Hem, 1985). Trace element variability has 

been previously used to identify water source contributions in streams and groundwater (Musgrove 

et al., 2010; Engel et al., 2019) and influence from perturbations like saltwater intrusion (Lin et al., 

2012). A common practice for analyzing trace metal, trace element, or rare earth element data in 

groundwater systems is to employ multivariate statistical analysis techniques like principal 

component analysis (PCA) that help to discern patterns that provide insight into aquifer processes 

and potential groundwater flowpaths (Kreamer et al., 1996; Johannesson et al., 1997; Stetzenbach 

et al., 1999; Farnham et al., 2003; Lin et al., 2012). In this study, PCA was utilized to discern 

patterns of temporal variation in major ions and trace elements for the IES springs. 

 Trace element samples were collected unfiltered in 60 ml HDPE bottles laced with 400 uL 

of ultra-pure nitric acid and stored at room temperature. Trace element analysis was performed at 

the MM Lab in Las Vegas, NV. Samples were analyzed using inductively coupled plasma mass 

spectrometry (ICPMS). Trace element concentrations are reported by the MM lab as parts per 

billion (ppb).  
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6.2.2.4 Strontium isotopes 

 87Sr/86Sr is an effective tracer for understanding mineral weathering and groundwater 

mixing processes at local (Blum et al., 1993; Clow et. al., 1997; Pretti and Stewart, 2002) and 

regional (Johnson et al., 2000; Stewart-Maddox et al., 2018) spatial scales. Examining temporal 

changes in 87Sr/86Sr is one way of identifying potential changes to flowpath distributions, 

especially when paired with temporal major ion data (e.g., Sr2+). Studies examining the temporal 

variation of 87Sr/86Sr in groundwater have found correlations with changes in climatic and 

hydrologic conditions even though variations are generally not large (Musgrove et al., 2004; 

Musgrove et al., 2010). Groundwater with variable 87Sr/86Sr is more common at the hillslope scale 

(e.g., Walker et al., 2003), in shallow groundwater that interacts with the vadose zone 

(Tichomirowa et al., 2010), or in alpine settings with localized groundwater flow. For example, 

Barbieri et al. (2005) observed non-negligible temporal 87Sr/86Sr variations in high elevation 

springs that they attributed to local flowpaths more susceptible to water table fluctuations. In our 

study we compare temporal variability in 87Sr/86Sr to Sr2+ variance and groundwater residence time 

to understand if high elevation, local-scale springs have more variable flowpath distributions than 

regional-scale springs.  

 87Sr/86Sr samples were filtered in the field and collected in 125 ml HDPE bottles. Samples 

were analyzed at the Johnson Lab the University of Illinois Urbana-Champaign (UIUC). A Nu 

Plasma HR multicollector inductively-coupled-plasma mass-spectrometer (MC-ICPMS) was used 

for strontium isotope analysis. Samples with low concentrations and thus lower voltages were 

specified for longer instrument runs. Reported analytical uncertainty from the UIUC lab for 

87Sr/86Sr is ±0.00005.   

6.2.2.5 Stable isotopes 

 It is well established that δ2H and δ18O are highly variable in precipitation and less variable 

with increasing depth. Shallow groundwater often exhibits a seasonal amplitude in stable isotopic 

composition that is a dampened signal of precipitation (Plummer et al., 2001; Jeelani et al., 2010). 

Increased temporal variability of δ2H and δ18O, whether related to seasonal signals or not, has been 

inversely correlated with groundwater residence time (Davis et al., 1970; Abbott et al., 2000; 

Plummer et al., 2001; Majumdar et al., 2005), water table shifts (Davisson and Criss, 1993), and 
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increased mixing with variable sources (Liu et al., 2011). Separate from seasonal fluctuations, 

temporal shifts in stable isotope composition have also been related to year-to-year variations in 

weather patterns that encapsulate decadal-scale climate change (Rademacher et al., 2002). 

Examining temporal variations of water stable isotopes is particularly interesting in snowfall-

dominated areas where snowfall can become significantly depleted relative to rainfall (Maule et 

al., 1994; O’Driscoll et al., 2005; Gleason et a., 2020), causing large spatial variations in δ2H and 

δ18O. This is true for the southern Great Basin, however the large spatial variation of δ2H and δ18O 

in groundwater can also been attributed to high evaporation rates, varying moisture sources (e.g., 

winter precipitation, summer precipitation and monsoon) (Winograd et al., 1998; Moreo et al., 

2014)  and the influence of paleorecharge from different climatic conditions (e.g., Pleistocene 

recharge). The southern Great Basin has a relatively thorough body of work characterizing the 

isotopic composition of precipitation and groundwater (Smith et al., 1979; Ingraham and Taylor, 

1991; Winograd et al., 1998; Friedman et al., 2002a; Friedman et al., 2002b; Smith et al., 2002). 

The IES project has filled in spatial gaps of groundwater isotopic composition by sampling springs 

in Owens Valley (Chapter 3) and in the Panamint Range (Gleason et al., 2020).  

 One 2 ml vial of unfiltered water was collected in the field for analysis of δ2H and δ18O. 

Samples were analyzed at the University of California, Davis Stable Isotope Facility (SIF) using a 

using a Laser Water Isotope Analyzer V2 (Los Gatos Research, Inc., Mountain View, CA, USA). 

All stable isotope measurements are reported relative to Vienna Standard Mean Ocean Water 

(VSMOW). The reported uncertainty for this analysis is 0.83‰ for δ2H and 0.08‰ for δ18O.   
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6.2.2.6 Age-dating environmental tracers (3H, 14C, 36Cl) 

 Age-dating environmental tracers are less frequently sampled multiple times compared to 

other hydrochemical reconnaissance tools like major ions or water stable isotopes often because 

repeat sampling can be cost prohibitive. However, temporal environmental data can be extremely 

informative for two reasons: 1) changes in groundwater residence time can indicate changes in 

groundwater flowpath distribution and 2) a groundwater sample from one point in time may not 

be representative of long-term environmental conditions. Recent work has shown that temporal 

analysis of age-dating environmental tracers can provide significant insight into flow system 

stability. Manning et al. (2012) related temporal changes in groundwater age to declines in 

snowpack and groundwater recharge. Other studies have found that a lack of interannual variations 

in tracer data is indicative of systems with longer groundwater residence time (e.g., Al-Charideh, 

2011; Cendón et al., 2014) or a way to discern well-mixed systems from groundwater interacting 

with superficial systems (Davis et al., 1970; Majumdar et al., 2005). In the case of bomb-pulse 

tracers like tritium, identifying small versus large temporal changes in may be more meaningful 

now that bomb-pulse tritium has decayed enough to where a “tritium-dead” classification has 

significant meaning.  

 Tritium (3H) samples were unfiltered in the field and collected in 1L HDPE bottles. 

Samples were analyzed at the University of Miami Tritium Laboratory 

(https://tritium.rsmas.miami.edu/) using gas proportion analysis with low-level counting and 

electrolytic enrichment for the highest possible accuracy and precision. Tritium concentrations are 

expressed in tritium units (TU) and analytical uncertainty (1 standard deviation) ranged from 0.09-

0.11 TU for all springs included in this analysis.  

 Chlorine-36 (36Cl) samples were filtered in the field and collected in 1L HDPE bottles. 

Samples were prepared with AgCl-precipitation techniques at Purdue University (IN) and analyzed 

with accelerator mass spectrometry (AMS) at the Purdue Rare Isotope Measurement Laboratory 

(PRIME Lab). Results are reported as 36Cl/Cl ratios x 10-15. Standard deviations are also reported 

for individual samples.  

 Samples for radiocarbon (14C) and carbon-13 (δ13C) were unfiltered and collected in two 

500 ml HDPE bottles. Samples were analyzed at the University of Arizona Accelerator Mass 

Spectrometry Lab. Radiocarbon activity was reported as fraction of modern carbon and δ13C was 

reported relative to Pee Dee Belemnite (PBD) for groundwater dissolved inorganic carbon (DIC). 
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Fraction of modern carbon (fmc) was calculated as a weighted average from multiple machine 

runs. 

6.3.3 Examining variability 

6.3.3.1 Standard deviation and coefficient of variation 

 Simple summary statistics (e.g., range, standard deviation, coefficient of variance) have 

proven to be effective tools for understanding temporal variability in hydrologic studies (Shuster 

and White, 1971; Plummer et al., 2001; Swanson et al., 2001; Brumm et al., 2009; Liñán Baena et 

al., 2009; Jeelani et al., 2010; Jiang, 2011; Tallini et al., 2013), especially when dealing with a 

limited number of samples. Standard deviation is a measure of spread and is an appropriate 

measurement of variation when comparing samples of similar magnitude. We use standard 

deviation to compare temporal variations in analytes like stable isotopes (δ2H, δ18O, 87Sr/86Sr). The 

formula for standard deviation is as follows: 

𝜎 =  √
∑(𝑥𝑖 − 𝜇)2 

𝑁
 

σ = population standard deviation 

N = the size of the population  

xi = each value from the populations 

μ = the population mean 

 

 Coefficient of variance (CV) is a more appropriate measure of variance when comparing 

samples of differing magnitudes or comparing changes between analytes. CV is a measure of 

relative change or percent deviation. For example, assume two springs have a temporal standard 

deviation in chloride of 0.2 mg/L. One spring has a mean chloride concentration of 0.5 mg/L and 

another spring has a mean chloride concentration of 100 mg/L. While both springs have the same 

standard deviation, their percent deviation or variation in relation to the sample mean is quite 

different. Biplots of CV have previously been used to investigate if variations between different 

variables are correlated (Liñán Baena et al., 2009) 
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The formula for coefficient of variation is as follows: 

𝐶𝑉 =  
𝜎

𝜇
 

𝑡𝑜 𝑒𝑥𝑝𝑟𝑒𝑠𝑠 𝑎𝑠 𝑎 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒: 𝐶𝑉 =  
𝜎

𝜇
∗ 100% 

CV = the coefficient of variance (%) 

σ = population standard deviation 

μ = the population mean 

 

6.3.3.2 Principal Component Analysis (PCA) and Hierarchical Clustering Analysis (HCA) 

 Multivariate statistical methods (MSMs) such as principal component analysis (PCA) and 

hierarchical clustering analysis (HCA) are used in this study to discern temporal patterns of 

geochemical variation in major ions and trace metal data. However, rather than examining 

“clustering” or variance by chemical composition (i.e., vectors are solutes) for multiple samples, 

we examine clustering by chemical variation (i.e., vectors are solute coefficients of variance for 

individual samples). This method creates a multivariate subspace where geochemically variable 

springs can be distinguished from geochemically invariable springs. Vectors for different solutes 

on the PCA biplots allow us to associate sample locations in PCA space with the direction and 

magnitude of the solute variability vectors. Ten variables (Ca2+, Na+, Mg2+, K+, Cl-, SO4
2-, HCO3

-, 

Sr2+, Si, and TDS) are used in PCA analysis to investigate temporal variability trends in major ion 

data. Only six variables were are to investigate trace metal variability over time (As, B, Fe Li, Mo, 

and V) because other analytes were either already incorporated in a prior analysis (e.g., Mg2+ & 

Si) or had large number of  samples with concentrations below analytical detection limits (>50%) 

impeding statistical analysis. In both PCA analyses, we use the CV of each analyte rather than 

standard deviation as our metric of temporal variability. This is done for two reasons: 1) large 

differences in trace element concentration among springs implies that the percent deviation is more 

informative than standard deviation for the purposes of comparison and 2) examining differences 

in CV minimizes potential data transformations needed for MSMs. Transformation of water 
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chemistry data can result in obscuring geochemical relationships (Dreher et al., 2003; Templ et al., 

2008).  

 Hierarchical clustering analysis (HCA) was used to investigate temporal clustering trends 

in major ion data by examining if samples from the same spring always cluster on the same “branch” 

and are distinct relative to other springs. In theory, springs with increased variability might cluster 

on multiple branches with other springs and exhibit reduced “geochemical endemism”. HCA was 

run using two different preprocessing techniques (see Chapter 2) to assess chemical similarity over 

time. One technique emphasizes similarity as it relates to solute magnitude or overall salinity 

(traditional preprocessing) while the other preprocessing technique emphasizes the relative 

proportions of individual cations and anions in solution (i.e., the “geochemical fingerprint”).  

6.4 Results 

 The following sections discuss the temporal variability results for the IES repeat springs. 

Each section (e.g., temperature, major ions, etc.) contains a slightly different number of springs 

utilized in the analysis based on the data availability. A complete list of the springs used for each 

analysis is shown in Table 6.1.  

6.4.1 Discharge temperature 

 The temporal variability of discharge temperature was examined in 34 springs within the 

study area. Time series plots of discharge temperature for all springs, separated out by focus area, 

are shown in Figure 6.5 (note that y-axis limits vary for each plot). Owens Valley (OV) springs 

are separated into southern OV (6.5E; light orange) and northern OV (6.5F; dark orange) due to 

the high number of springs in OV compared to other focus areas. Mean daily temperature time 

series for local weather stations within specific focus areas (e.g., Lovell Summit (NV), Hunter Mtn 

(CA), Stovepipe Wells (CA), Deep Springs (CA), and South Lake (CA)) are included in the plots 

for comparison (Figure 6.5). In the Death Valley (DV) subplot (Figure 6.5C), Hunter Mtn. is 

representative of a high elevation weather station while Stovepipe Wells represents a low elevation 

weather station. The majority of springs included in this analysis (85%) have 5 or more 

measurements of discharge temperature from March 2016 - July 2019.   
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Table 6.1: Table showing springs included in temporal analyses.  An “X” denotes whether a spring 

was sampled enough for a particular metric to be included in temporal analysis. The total number 

of springs analyzed for a particular metric is shown in the last row.  
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Figure 6.5: Time-series plots of discharge temperature at repeat springs separated out by focus area(A-F): A) Spring Mountains, B) Ash 

Meadows, C) Death Valley, D) WMAR, E) southern Owens Valley, F) northern Owens Valley. The majority of springs (21/34) have 

very stable discharge temperatures (i.e., SD < 1.0°C). Moving temporal averages of mean daily temperature for local weather stations 

are included in each plot. Photos of selected springs are included for the purposes of discussion and can be identified by associating the 

symbol in the upper left-hand corner of the photo to the symbol in the subplot legend. Springs that are highly variable (e.g., IES-002, 

IES-019, IES-036, etc.) tend to mimic changes in mean annual air temperature. 
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 Temporal standard deviations in spring source discharge temperature range from 0.04 to 

4.26°C (Figure 6.6). The majority of springs (21/34) have standard deviations in the range of 0.0-

1.0 °C. Out of the 13 springs with standard deviations greater than 1.0°C, 9 of these exhibit one or 

more of the following criteria: 1) low spring discharge (<0.1 L/s) (e.g., IES-001, IES-019), 2) 

artificial or disturbed emergence conditions, or 3) spheres of discharge (i.e., Springer and Stevens, 

2009) that are more susceptible to surface environmental conditions. Artificial or disturbed 

emergence conditions include open-barrel spring box installation (e.g., IES-004) or spring 

geomorphic modification due to livestock (IES-021). In our study, spheres of discharge that are 

more susceptible to surface environmental conditions include shallow limnocrenes (e.g., IES-002 

& IES-023) or diffuse helocrenes. These springs tend not to have point source emergences but are 

diffuse over a broad region or substantially gain over a long reach (e.g., IES-036).  

 

 

Figure 6.6: Subplots showing metrics of temperature temporal variability (i.e., standard deviation 

and the coefficient of variance) versus mean spring discharge temperature. Springs are symbolized 

by color according to focus area and symbolized by shape according to emergence condition. 

Springs symbolized as squares meet one of three conditions, either they are very low discharge 

springs, seeps with shallow pools, or springs with modifications that promote diel/seasonal 

fluctuations due to ambient air temperature or sunlight (e.g., open barrel modification). Springs 

that show significant deviations are annotated and many of these springs have inset photos in 

Figure 6.5.  Springs symbolized as circles are either unmodified, have high discharge, or have 

modifications (e.g., a downstream weir) that do not promote diel/seasonal temperature changes.   
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 These three criteria promote increased temperature variability that can be directly attributed 

to daily/seasonal changes in solar radiation and ambient air temperature based on discharge 

temperature variations that mimic the mean annual temperature trends of the local weather stations 

(Figure 6.5). These are the same types of diel/seasonal variations that are found in headwater 

streams that are strongly influenced by evapotranspiration (Irons et al., 1992; Bond et al., 2002; 

Graham et al., 2012). Therefore, these nine springs are excluded from further analysis because 

they exhibit discharge temperature variability that is primarily controlled by environmental surface 

conditions as opposed to groundwater flowpath changes. These springs are indicated by smaller 

squares instead of circles on Figure 6.6 and are not included in regression analysis between source 

temperature variability and metrics of groundwaters stability (i.e., temperature, conductivity, 

residence time). Our results show that springs with low discharge but with closed barrels in shaded 

regions, (e.g., IES-006, Buck Spring), do not appear to be as influenced by changes in solar 

radiation/mean air temperature as springs in open barrels or springs emerging in shallow pools.   

 For the 21 springs that do not fit the above criteria, we do not find any significant trends 

with discharge temperature standard deviation or coefficient of variance and any indicators of 

groundwater stability. The springs with the six lowest standard deviations (0-0.2°C) are all cold 

springs found in Owens Valley that have elevated ranges of 3H (2.1-3.1 TU) indicative of modern 

or bomb-pulse recharge. In contrast, the six springs in our study that have, historically and in recent 

sampling efforts, consistently yielded radiocarbon dates over 10,0000 years, (IES-010, IES-011, 

IES-014, IES-016, IES-018, and IES-049) have a much larger range in standard deviations from 

(0.5-1.4°C). There is a slight correlation with discharge temperature standard deviation and 

discharge temperature (R2 = 0.33) among the nonaffected springs (Figure 6.6A). However, this 

correlation does not exist when considering the discharge temperature coefficient of variance 

rather than standard deviation (Figure 6.6B), implying that, at certain flowpath lengths (i.e., 

intermediate and regional), springs with higher temperatures may source aquifers with larger 

natural temperature variations.  

6.4.2 Major ions 

 Twenty-nine springs are included in temporal analysis of major ion variability. In general, 

temporal variations of major dissolved ions are very minor for IES springs. The majority of springs 

have variations so small that graphical distinctions are difficult to make between temporal samples. 
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A comparison of Stiff diagrams for the March/May 2016, March 2017, and Oct 2017 sampling 

campaigns is shown in Figure 6.7. Samples from a May 2018 sampling campaign were originally 

slated to be included in this analysis; however, these samples were subjected to microbial 

contamination and degradation during sample storage or transport. 

 

 

Figure 6.7: Figure showing Stiff diagrams for IES springs over three consecutive sampling events 

to illustrate the geochemical similarity in repeat spring samples over time. Overall, changes in 

spring geochemical compositions are very slight. 
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  Similar to the temporal discharge temperature results, we do not observe significant 

rebounds, shifts, lags, or fluctuations in major ions coming out of the 2011-2017 drought into an 

extremely wet period. This lack of variation is clearly expressed in the HCA results (Figures 6.8 

& 6.9) that includes both repeat and one-time samples from the IES dataset. Traditional HCA from 

major ions is displayed in Figure 6.8, while alternative HCA (e.g., Chapter 2) using major ions is 

displayed in Figure 6.9. HCA results show that temporal samples from individual springs almost 

always cluster together on the same branch rather than being more similar in chemical composition 

to other springs. This “geochemical endemism” exhibited by springs is persistent whether 

clustering is performed to enhance differences in solute magnitude (Figure 6.8) or differences in 

the proportion of solutes relative to total cations or anions in solution (Figure 6.9). 

 Our results show that, in all but a few cases, each spring has a unique geochemical 

fingerprint that is consistently distinctive over the sampling interval. The only exceptions are: 1) 

one sample from IES-011, Crystal Pool, that clusters with three other one-time samples from AM 

(Figure 6.9), 2) IES-026, Reinhackle Spring (Figure 6.9), and 3) IES-043, South Harry Birch 

Spring (Figures 6.8 & 6.9). We observe this “geochemical endemism” even amongst highly similar 

springs sourcing the same aquifer in very close proximity (e.g., Ash Meadows) and even in springs 

from the same spring complex (e.g., IES-021 & IES-054; IES-037 & IES-038). Temporal 

variations in major ions for the IES springs are slight enough that MSMs such as PCA are 

necessary to discern overarching variability patterns. A PCA analysis of geochemical variance for 

the IES springs is presented in Figure 6.10. This PCA was calculated using spring coefficients of 

variance of 10 major analytes as matrix vectors. An inset biplot shows the direction and magnitude 

(length) of each variable (Figure 6.10). Only two components, PCA 1 (72.7%) and PCA 2 (12.1%) 

control more than 10 percent of the overall variance. Scores for individual springs are plotted on 

these components and are symbolized by focus area. Springs with high PCA 1 scores are correlated 

with increased variability amongst all variables, however, most significantly with Cl- and SO4
2-. 

The fact that PCA 1 is representative of the vast majority of variance (72.7%) and all the solutes 

are positively correlated on PCA 1 implies that variability in one solute is generally indicative of 

increased variability amongst all solutes. Springs with high PCA 1 scores are annotated on Figure 

6.10 and include IES-043, IES-006, IES-019, IES-026, and IES-039. Springs with high PCA 2 

scores are correlated with increased variability in Cl- and K+, and this variability is not related to 

variability in other ions (Figure 6.10). Springs with high PCA 2 scores include
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Figure 6.8: Hierarchical clustering analysis emphasizing solute magnitude (i.e., traditional preprocessing). Only one spring, IES-043, 

contains one geochemical sample that clusters with samples from another spring and is shaded in red.   
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Figure 6.9: Hierarchical clustering analysis emphasizing solute proportion (i.e., alternative preprocessing.  Only three springs, IES-011, 

IES-026, and IES-043 have samples that cluster on a branch with another spring over time and are shaded in red. 
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IES-039, IES-002, and IES-021. The majority of springs fall within a small bubble associated with 

low scores on PCA 1 and PCA 2, indicating a negative correlation with increased major ion 

variability. Stiff diagrams depicting the highest variance spring (i.e., highest PCA 1 score = IES-

043) and a spring from the minimal variance bubble (IES-011) are shown in the righthand panel 

of Figure 6.10. It is clear from the graphical differences between these springs that this PCA 

analysis captures small, but potentially significant, geochemical variations. Tight clustering of 

PCA results can suggests minimal variability (e.g., Blake et al., 2016). 

 

 

Figure 6.10: Principal Component Analysis (PCA) plot of geochemical variance of 10 major 

solutes for springs over the study interval. The 10 major solutes and their corresponding vector 

magnitudes are symbolized in the inset biplot. PCA 1 and PCA 2 control 84.8% of the overall 

temporal variance. The majority of springs, symbolized by the annotated cluster, exhibit very 

limited geochemical temporal variability (i.e., the chemical compositions of the major cations and 

anions are very stable over time). One major takeaway from this figure is that even though there 

are some springs that exhibit more variability than others over time, even the most variable springs 

do not change considerably. This point is illustrated by the Stiff diagrams included for IES-014 

(which falls within the very minimal variance bubble) and IES-043, which has a very positive 

score on PCA 1. While IES-043 clearly exhibits more temporal variability in chemical composition 

from March 2016-October 2017, the degree of change is still fairly minimal considering it is the 

most variable spring in the dataset. 
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 Statistical distributions (i.e., boxplots) of CV data for individual solutes are separated out 

by focus area in Figure 6.11. Amongst all springs, K+, Cl-, and SO4
2- are the most variable major 

ions. Owens Valley has the most springs with temporal geochemical data (n= 12), while all other 

focus areas have smaller samples sizes (n ≥ 6). The inset table within Figure 6.11 highlights the 

differences in mean spring temperature and environmental tracer concentrations amongst focus 

areas and gives a general sense of the dominant aquifer system in each focus area. The mean 

environmental tracer values within the inset plot (e.g., Figure 6.11) show that that the Spring 

Mountains and Owens Valley host springs with a younger mean groundwater residence time. 

Springs included in this analysis from Death Valley and Ash Meadows have no discernable 

proportion of young water and many have been radiocarbon dated to well over 10,000 years 

(Anderson et al., 2006; Belcher et al., 2009; Bushman et al., 2011). Springs in the WMAR  do not 

have a large proportion of young water but are colder and have younger apparent radiocarbon ages 

compared to springs in DV and AM. From a regional context, we observe that springs in the Spring 

Mountains and Owens Valley have larger CV distributions for individual solutes than other focus 

areas. The Spring Mountains is the only focus area where CV medians exceed 10% for solute 

boxplots (e.g., Cl- and SO4
2-). Other than one outlier (IES-019), springs in Ash Meadows and Death 

Valley show dampened temporal geochemical variability across all solutes (CV <5%) compared 

to springs in the younger focus areas. 

6.4.3 Trace elements 

 Six trace elements (As, B, Fe, Li, Mo, and V) were originally planned to be used for PCA 

analysis of trace element temporal variability in twenty-six springs. However, after a preliminary 

PCA analysis it was found that very small temporal changes in vanadium (V) concentration were 

controlling a large amount of PCA variance on the first few principal components. In other words, 

temporal changes in vanadium are very small for all sampled springs (<3 ppb) and therefore 

springs that exhibit changes at the higher end of this range (2-3 ppb) exerted a significant weight 

in the PCA. Furthermore, vanadium variability over time did not appear to be correlated with 

variability in any other trace metals. Therefore, the analysis was run again without vanadium 

(Figure 6.12). 
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Figure 6.11: Boxplots showing statistical distributions of coeffect of variation for different solutes 

by study area. For each boxplot, the central line of the box represents the median. The upper and 

lower extents of the box represent the 75th and 25th percentiles, respectively. Whiskers extending 

from the upper and lower portions of the box indicate the spread of all data not considered outliers. 

Outlier samples are shown by the red crosses.  The solutes shown on the x-axis are the same 

variables that were used in the PCA analysis of major ion geochemical variation. The study area 

and number of samples are described for each boxplot. The inset table shows focus area (group) 

averages in 3H, 14C and spring discharge temperature to allow comparison between these key 

metrics and boxplot spread. Broadly speaking, the most variable regional boxplots correspond to 

the focus areas with colder waters, shorter residence times, and more local flowpath distributions 

(i.e., Owens Valley and the Spring Mountains). Major outliers are IES-019 in Death Valley and 

IES-043 in Owens Valley.  
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 PCA 1 explains 52% of the variance and is largely controlled by B variability. PCA 2 

explains 24% of the variance and is largely controlled by Fe variability. Li variability is weakly 

correlated with PCA 1 and PCA 2, while As and Mo variability are weakly correlated with PCA 1 

and weakly anticorrelated with PCA 2. PCA results show that the vast majority of springs (20/26) 

fall into a zone of minimal variation (i.e., scores less than ±0.2 on both PCA 1 and PCA that is 

associated with nominal trace element concentration variability for all included analytes. This zone 

in similar to, yet slightly larger than, the “minimal variation zone” observed in the major ion PCA 

analysis. If it were possible to include the trace elements that primarily returned non-detect results 

in the analysis of trace element variability, the minimal variation zone would likely be even smaller. 

IES-038 and IES-043, two springs falling outside the zone of minimal variation, have high PCA 1 

and PCA 2 scores, respectively. IES-016, IES-019, IES-026, and IES-033 are primarily associated 

with low (<-0.2) PCA 2 scores, however, IES-033 has a high PCA 1 score that is mainly associated 

with increased boron variability. 

 

 

Figure 6.12: Similar to Figure 6.10, this figure is a PCA plot of trace element variability. Springs 

are symbolized as circles and colored by focus area. An inset biplot shows the vector magnitude 

of each variable and how PCA space relates to trace metal temporal variation. Because trace 

element concentrations were below the detection limit for most analytes, only 5 variables (As, B, 

Fe, Li, Mo) were used to understand which springs exhibit minimal variation, which springs 

display the most temporal variability, and how changes in trace metal concentration over time are 

related.  
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6.4.4 87Sr/86Sr variability 

6.4.4.1 87Sr/86Sr regional framework 

 In order to understand controls on variability, it is first necessary to provide a regional 

87Sr/86Sr framework. 87Sr/86Sr compositions of springs are wide ranging (0.70729-0.73373) and 

cluster by focus area, a reflection of the spatial complexity of the geologic units that are weathered 

to provide the primary input of strontium into groundwater (Figure 6.13). For the most part, IES 

springs in the Spring Mountains (e.g., Warix et al., 2020) and Owens Valley (Chapter 4) have 

87Sr/86Sr compositions that reflect the whole rock 87Sr/86Sr of the host lithology. IES Springs 

throughout Death Valley, Ash Meadows, the Panamint Range, and in the northwest section of the 

Spring Mountains tend to have elevated 87Sr/86Sr relative to expected seawater values. This is 

attributed to post-depositional addition of radiogenic strontium from fluid circulation through 

rubidium-rich sections of the regional carbonate aquifer and the underlying passive margin 

sequence (Paces et al., 2005; Warix et al., 2020) or, in the rare case, interaction with igneous 

intrusive rocks and metamorphosed plutonic basement rock with elevated 87Sr/86Sr (Wasserburg 

et al., 1964; Gleason et al., 2020). 

 

Figure 6.13: Plot showing 87Sr/86Sr as a function of 1/Sr2+. Springs are shaded by focus area. The 

associated bar chart on the right shows whole-rock ranges for focus areas and geologic units in the 

region from Wasserburg et al. (1964), Pretti and Stewart (2003), Paces et al., (2007), Hirt (2007), 

and Chapman (2015). 
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6.4.4.3 87Sr/86Sr variability 

 Twenty-one springs were analyzed for temporal variations in 87Sr/86Sr. Time series plots 

of 87Sr/86Sr composition over the sampling interval are shown in Figure 6.14. Y-axis errors bars 

show the analytical uncertainty for 87Sr/86Sr (±0.00005). Death Valley and WMAR springs are 

presented in subplot “A”, while Spring Mountain and Owens Valley springs are shown in subplots 

“B” and “C”. Overall, spring 87Sr/86Sr compositions are very stable over the sampling period. 

Similar to the temperature and major ion results, we do not observe systematic changes in 87Sr/86Sr 

from drought to post-drought conditions (Figure 6.14). 

 Only five springs (IES-004, IES-019, IES-026, IES-034, and IES-043) have 87Sr/86Sr 

standard deviations greater than the analytical uncertainty of the 87Sr/86Sr measurement (±0.00005) 

(Figure 6.15). Only one spring, IES-043, exhibits deviations in 87Sr/86Sr that are contemporaneous 

with increased Sr2+ variability. The four other springs with elevated 87Sr/86Sr variability not 

associated with increased Sr2+ standard deviations may potentially be indicative of changes in 

flowpath distribution. We do not observe relationships with the 87Sr/86Sr variability and any other 

physical, isotopic, or geochemical metrics. Connections between increased 87Sr/86Sr variability 

and flowpath distribution variability are further explored in the discussion. 
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Figure 6.14: Time series plots of 87Sr/86Sr in spring waters. The results are separated into three 

panels to maximize the y-axis limits. The measurement uncertainty for 87Sr/86Sr is 0.00005 and is 

shown by the y-axis error bars. WMAR and Death Valley springs are shown in subplot “A” while 

Spring Mountains and Owens Valley springs are shown in subplots “B” and “C”. Overall there is 

very little temporal variation, however because the measurement uncertainty is minimal, small 

changes in 87Sr/86Sr (e.g., IES-004) can provide insight into changes in flowpath distribution.  
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Figure 6.15: Plot showing Sr2+ coefficient of variation (%) versus 87Sr/86Sr standard deviation for 

spring waters. The majority of spring have 87Sr/86Sr standard deviations below the analytical 

uncertainty (grey box). Five springs have 87Sr/86Sr standard deviations greater than the analytical 

uncertainty. IES-043 appears to be the only spring where changes in spring 87Sr/86Sr can potentially 

be attributed to temporal variations in Sr2+.  

6.4.5 Stable isotopes of water (δ2H and δ18O) 

6.4.5.1 Regional framework 

 A regional dual isotope plot of IES samples is shown in Figure 6.16.  One-time IES samples 

from the Panamint Range and other focus areas are included to assist in establishing the regional 

framework. Stable isotope samples of spring waters from the southern Great Basin show wide 

ranges in δ2H and δ18O and generally follow the global meteoric water line (Craig, 1961). The 

dominant regional trend is a general pattern of isotopic enrichment moving eastward from Owens 

Valley further into the rain shadow of the Sierra Nevada. However, the spread of δ2H and δ18O 

compositions within and amongst the different focus areas can be attributed to a variety of factors. 

In Chapter 4, we link δ2H and δ18O compositions in Owens Valley to spatial location along the 

mountain front (i.e., easting and northing) (Figure 6.16) and do not find consistent patterns with 

spring elevation, temperature, or groundwater residence time and isotopic composition. In the 
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Death Valley and Ash Meadows focus areas, springs at major fault zones discharge groundwater 

from the regional carbonate aquifer. Our results support prior interpretations that these 

groundwaters have a distinct isotopic signature (~ -15‰ < δ18O < -13‰) indicative of pluvial 

recharge from the Pleistocene (Winograd and Friedman, 1972; Winograd and Thordarson, 1976; 

Davisson et al., 1999; Smith et al., 2002; Belcher et al., 2009) (Figure 6.16B). Our results also 

support prior assertions that individual mountain ranges throughout the study area (e.g., the 

Panamint Range and the Spring Mountains) have spatial stable isotopic variations in mountain-

block groundwater systems due to elevation-dependent fractionation, recharge type (e.g., snow vs 

rain), and seasonality in precipitation (e.g., monsoon vs winter precipitation) (Winograd et al., 

1998; Gleason et al., 2020; Warix et al; 2020) (Figure 6.16C). 
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Figure 6.16: A general understanding of the spatial distribution of δ18O and δ2H  in groundwater 

and the mechanisms driving δ18O and δ2H variation throughout the region is first needed prior to 

understanding the possible mechanisms for temporal variation. Geographic, climatic, and 

topographic factors all contribute to variations in δ18O and δ2H in groundwater throughout the 

study area, Geographic factors are seen in subplot “A” where isotopic composition of springs 

waters in Owens Valley is more closely related to geographic position within the valley (easting 

or northing ) rather than elevation. Specifically, isotopes are highly depleted in the Round Valley 

area west of Bishop. Moving south and eastward toward the Alabama Hills region, spring water 

isotopes are more enriched (Chapter 4). Climatic factors driving isotopic variation are shown in 

subplot “B”. Waters discharging currently at Ash Meadows, Furnace Creek, and the Grapevine 

Springs complex have a unique isotopic signature reflective of Pleistocene recharge. An example 

of isotopic fractionation driven by topography and recharge type is shown in subplot “C”. In the 

Spring Mountains, groundwater that is locally isotopically light or depleted is interpreted to be 

sourced from cold, snowmelt recharge while springs discharging isotopically heavier water are 

dependent on lower elevation recharge, more rain, or a monsoonal moisture source.    
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6.4.5.2 Overall variability and (lack of) correlations 

 Standard deviation is utilized as a metric to assess stable isotope temporal variability. The 

standard deviations of δ2H and δ18O are examined in 35 IES springs over the sampling interval. 

Out of the 35 springs incorporated into this analysis, 29 springs were sampled between 5 and 8 

times. A δ18O-δ2H variability plot with an accompanying correlation matrix is presented in Figure 

6.17. When examining all springs, there is a slight correlation between the standard deviation of 

δ18O and the standard deviation of δ2H (R2 = 0.17) (Figure 6.17). All springs but one, IES-054, 

display δ2H and δ18O standard deviations in exceedance of their respective analytical uncertainties 

(dark grey box). There are 16 springs that fall outside of the zone symbolizing 2x the analytical 

uncertainty (Light grey box). As shown by the inset correlation matrix, we do not observe any 

significant correlations with spring standard deviations of δ2H and δ18O and physical, geochemical, 

or isotopic metrics indicative of groundwater flow system stability (i.e., springhead elevation, 

discharge temperature, or groundwater residence time indicators) (Figure 6.17). There are no 

discernable patterns with δ2H and δ18O and focus area (Figure 6.18). 
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Figure 6.17:  Plot and associated correlation matrix showing water isotope variability results. The 

plot shows the standard deviation of δ18O versus the standard deviation of δ2H (R2 = 0.17) for 

springs sampled more than four times during the sampling period. The darker shaded region 

represents the average analytical uncertainty for δ18O and δ2H from while the lighter shaded region 

represents 2X the analytical uncertainty. The correlation matrix results show that we do not 

observe any significant correlations with spring standard deviations of δ2H and δ18O and physical, 

geochemical, or isotopic metrics indicative of groundwater flow system stability (i.e., springhead 

elevation, discharge temperature, or groundwater residence time indicators). 

 

Figure 6.18: Boxplots showing statistical distributions of δ18O and δ2H standard deviation 

separated out by focus area. For each boxplot, the central line of the box represents the median. 

The upper and lower extents of the box represent the 75th and 25th percentiles, respectively. 

Whiskers extending from the upper and lower portions of the box indicate the spread of all data 

not considered outliers. Outlier samples are shown by the red crosses. 



 

 

293 

6.4.5.3 Temporal water stable isotope variability within Ash Meadows 

 Almost all the springs in Ash Meadows emerge on an interconnected network of north-

striking, high-angle normal faults known as the Gravity Fault system (Figure 6.19; Bushman et al., 

2010). Measurements of groundwater discharge temperature and radiocarbon activity from this 

study support prior hydrogeologic conceptual models that these springs are discharging water from 

the regional carbonate aquifer. While each spring does have its own unique geochemical signature 

(e.g., Figures 6.8 & 6.9), the geochemical and strontium isotopic compositions of all but the 

southernmost springs fall into a relatively narrow range (0.7123-0.7127) (Figure 6.19). The 

southernmost springs, including Big Spring (IES-014) and Bole Spring have an elevated 87Sr/86Sr 

range (0.7170-0.7191) and distinctive geochemical fingerprints compared to the other springs. 

These springs have previously been interpreted as receiving some proportion of their groundwater 

flowpath distribution from an alternative source (Thomas et al., 2013), perhaps from the present-

day Nevada National Security Site (NNSS). However, the interconnection and 

compartmentalization of the flow system remains relatively unstudied. 

 While the Ash Meadows springs exhibit a high degree of geochemical similarity (e.g., 

Figures 6.8 & 6.9), stable isotope compositions are not unique among springs. The stable isotope 

results show that over time, the Ash Meadows springs tend to cluster by sampling event rather 

than by individual spring (Figure 6.20). These results are interesting considering the distance 

between springs within Ash Meadows (e.g., the distance between the southernmost and 

northernmost springs in our study is over eight miles). IES-014, which has a distinctive 

geochemical signature and 87Sr/86Sr composition, appears to shift in unison with the other Ash 

Meadows springs (Figure 6.20). 
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Figure 6.19: Map of the Ash Meadow region showing all known springs in Ash Meadows (small 

blue circles) and springs sampled as a part of IES sampling efforts (large teal circles). Strontium 

values from this study and Peterman et al. (1992) are shown in gold and blue callouts, respectively. 

Fault lines are shown throughout the area, with dotted lines indicating approximate fault location. 

Stiff diagrams are show for the IES springs with a corresponding key in the legend. Note the 

difference in strontium and chemistry between the southernmost three springs, including IES-014, 

and the rest of the springs.  
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Figure 6.20: Subplots showing temporal stable isotope variation in springs at Ash Meadows 

National Wildlife Refuge. The figure on the left shows water stable isotope values over time 

symbolized by shape for each IES spring in Ash Meadows. Error bars represent the analytical 

uncertainty for each sample. The figure on the right shows water stable isotope values at Ash 

Meadows over time symbolized by color for each sampling campaign. Rather than cluster by 

spring (left), stable isotope values in the Ash Meadows flow system appear to cluster by sampling 

event (right). This finding has potential implications for groundwater movement and connectivity 

between springs in the Ash Meadows flow system despite the fact that the springs emerge at 

different faults and there are areas within the flow system that appear to receive flow from varying 

aquifer sources.   

6.4.5.4 Isotopic shifting over time 

 In contrast to the other physical, geochemical, and isotopic analytes, temporal changes in 

water stable isotopes far exceed measurement analytical uncertainties. Therefore, we wanted to 

further examine: 1) whether there are systematic patterns (i.e., seasonal amplitudes or temporal 

shifts) over the sampling interval and 2) whether these patterns related to drought impacts or 

stability metrics. 

 Beginning in March 2016, we observe systematic increases (i.e., isotopic enrichment) in 

δ2H and δ18O for many springs throughout the study area. Examples of this increase are shown in 

time series plots for springs in the Spring Mountains (left) and northern Owens Valley (right) 

(Figure 6.21). To quantify this increase, we fit linear regressions to each spring and compare the 

rates of increase (i.e., slope). Slope is expressed as Δδ2H/day and Δδ18O/day. The results for this 

analysis are presented in two stacked histograms, one for both δ2H and δ18O (Figure 6.22). The 

vast majority of springs have positive or nearly neutral slopes. Only three springs, IES-001, IES-
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002, and IES-049, display negative Δδ2H/day slopes over the 2016-2019 sampling interval. Both 

IES-001 and IES-002 have highly variable discharge temperatures and are likely prone to 

evaporation-related fractionation. The only spring with a negative Δδ18O/day slope is IES-049, 

Mound Spring, an unmodified regional warm spring (38°C) emerging on the Northern Death 

Valley Fault Zone with a low mean radiocarbon activity (16 PMC). The largest shifts in Δδ2H/day 

are predominately in Owens Valley springs while the largest shifts in Δδ18O/day are found in 

Spring Mountains springs.  

 Out of the 35 springs included in temporal analysis of water stable isotopes, 13 springs 

have been sampled 7 times consistently A dual isotope plot symbolized by sampling campaign is 

shown for these springs in Figure 6.23. Associated δ2H and δ18O boxplots show statistical changes 

in these springs over time. The patterns in the plot and corresponding boxplots reflect the same 

trends seen in the slope histograms; an overall increasing pattern in δ2H and δ18O starting in 

March/May 2016. These patterns are especially apparent in the Spring Mountains and Owens 

Valley. δ2H compositions show a gradual enrichment over time while δ18O compositions show a 

large shift following the March/May 2016 sampling event followed by minimal increase (Figure 

6.23) 

 

Figure 6.21:  Plots showing temporal increases in δ18O and δ2H in the study area over the sampling 

interval (March 2016- June 2019). Springs are symbolized by IES number.  Y-axis error bars 

represent the analytical uncertainty of each sample.  
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Figure 6.22: Histogram subplots showing counts of the direction and magnitude of the slope fitted 

to the linear regression of δ18O and δ2H over the sampling period. All but three springs had positive 

Δδ2H/day slope over the sampling period (upper plot).  All but one spring had a positive Δδ18O/day 

slope over the sampling period (lower plot).   
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Figure 6.23: Plot of δ18O versus δ2H of springs (n = 13) that were never missed sampling during 

seven of the larger field campaigns. Springs are shaded by sampling event. Boxplots on each axis 

provide a statistical summary of change from the initial March/May 2016 sampling trip until June 

2019. Areas of significant change in Owens Valley and the Spring Mountains are annotated on the 

plot.  

6.4.6 Age-dating environmental tracers 

 In the following sections we compare temporal variability results for different age-dating 

environmental tracers (3H, 14C, 36Cl/Cl) for springs sampled up to 4 times. We include temporal 

δ13C results to aid in interpretations of temporal changes in 14C activity. One additional section 

compares environmental tracer results sampled during drought conditions (March/May 2016) to 

results sampled during post-drought recovery March 2017.  
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 Variability results for 3H are presented in Figure 6.24. Overall, temporal variations in 3H 

are very low. The average spring 3H standard deviation is 0.1 TU which is roughly equivalent to 

the analytical uncertainty range for the samples (0.09-0.11 TU). One spring, IES-034, is a clear 

outlier sample in the dataset and has a 3H standard deviation of 0.43 TU. We observe a positive 

correlation (R2 = 0.55) between average spring 3H concentration (TU) and 3H standard deviation 

(TU) (Figure 6.24A). A similar positive correlation is observed with 3H standard deviation and 14C 

activity (R2 = 0.23) (Figure 6.24B). Springs with elevated tritium concentrations (TU ≥ 2.0) have 

an elevated mean 3H standard deviation (0.23 TU). This is substantially higher than springs that 

are tritium dead springs (TU ≤ 0.1) which have a mean 3H standard deviation of (0.05 TU). 

However, several tritium dead springs (e.g., IES-019 & IES-031) have 3H variations ≥ 0.1 TU 

during the sampling period, suggesting that fluxes of young water can affect springs that are 

predominately tritium dead. 

 

 

 

Figure 6.24: Plots showing 3H standard deviation (TU) versus 3H (left) and 14C activity (fmc) right. 

Springs with elevated 3H and more modern 14C activities have larger 3H standard deviations even 

though the analytical uncertainty is within the same range (0.09-0.11 TU) for all samples. One 

sample, IES-034, is an outlier relative to the rest.  
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 The radiocarbon variability results are presented in Figure 6.25 and are similar to the 3H 

variability results. Overall, a large proportion of springs (15/26) have 14C standard deviations that 

are relatively small (<5% modern carbon). However, springs with high radiocarbon activities and 

elevated 3H concentrations tend to have elevated 14C standard deviations (Figure 6.25B). The 

majority of these springs are in the Owens Valley focus area. Exceptions include three springs in 

Ash Meadows (IES-010, IES-011, and IES-014) and IES-019, Tule Spring. These springs exhibit 

relatively large temporal variations in 14C despite having no detectable 3H.  

 

 

 

Figure 6.25: Plots showing standard deviation of 14C (fmc) versus standard deviation of δ13C (left) 

and mean tritium concentration (right).  Both factors appear to exhibit some control on 14C 

variability. However, IES-019, IES-010, IES-011, and IES-014 have relatively large standard 

deviations in 14C (fmc) relative to their nonexistent (dead) tritium concentrations.  

 

 Environmental tracer results showing the stability of springs from drought to post-drought 

conditions are displayed in Figure 6.26. There are very minimal changes in 3H (R2 = 0.98) and 

36Cl/Cl (R2 = 0.99) from the March/May 2016 to March 2017. The majority of springs fall on  1:1 

lines. The correlation coefficient is not as strong when comparing drought and post-drought 

radiocarbon activities (R2 = 0.90) where a number of springs are significantly shifted from the 1:1 

line. The correlation between March 2016 samples and March 2017 samples for δ13C is poor (R2 

= 0.30) compared to the other environmental tracers.  
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Figure 6.26: Subplot showing temporal comparisons of environmental tracers sampled at springs 

during March 2016 and March 2017. Regression (solid grey) and 1:1 lines (dashed black) are 

shown in each subplot. We observe large year to year discrepancies in δ13C to compared to smaller 

variations in the other environmental tracers.  

6.4.7 Variability matrix: synthesis of results 

 A synthesis of the temporal variability metrics examined in this study is presented in Figure 

6.27. Springs marked in red for a particular metric are classified as “highly variable” while springs 

marked in yellow are classified as “moderately variable”. These distinctions are specific to each 

analyte because we do not observe significant variability in the majority of analytes overall. 

Springs classified as “highly variable” are typically outliers or exhibit temporal variability far in 

excess of the analytical uncertainty. Springs marked as “N/A” do not have enough data to meet 
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eligibility requirements for analysis. Stable isotope results are not included in this variability 

matrix because almost all samples are either “highly variable” or “moderately variable”. The 

metrics that we have prioritized as indicators of flowpath variability are shaded in red in Figure 

6.27 and include temporal variations in discharge temperature, major ions, and 87Sr/86Sr. The first 

two columns denote the temporal variability of spring discharge temperature and major ion 

concentrations. These columns are separate because these two metrics have importance 

ecologically (Mehler, et al., 2014). Springs associated with highly variable discharge temperatures 

tend to have either low discharge, specific spheres of emergence, or anthropogenic modifications 

that promote seasonal and diurnal fluctuations in source temperature (Figure 6.5). Our analysis of 

major ion variability indicates that focus areas that primarily consist of springs that are tritium 

dead have much smaller variations in major ion data (Figure 6.10). Except for IES-019, Tule 

Spring, all springs with increased variability in major ions have 3H concentrations and 36Cl/Cl 

ratios indicative of a substantial proportion of modern or bomb-pulse recharge. Increased major 

ion variability is the only major connection we find between groundwater residence time and any 

geochemical variability metric. The trace element variability results reveal a similar conclusion 

that the majority of springs are stable and exhibit minimal geochemical variations over the 

sampling interval. However, our results show that trace element variability is largely controlled by 

small variations in few variables. Therefore, trace element variability is not a reliable indicator of 

flowpath variability in this study. Variability results from two of the environmental tracers (3H and 

14C) are also shown on the matrix. These results are included for the purposes of explanation but 

are not prioritized as indicators of flowpath variability because they only exhibit weak correlations 

across a relatively narrow range of variability (Figure 6.24 and Figure 6.25). Overall, the majority 

of springs do not exhibit significant variability across multiple metrics. There are several springs 

(e.g., IES-002, IES-019, IES-021, IES-026, IES-034, IES-036, IES-043) that have many “hits” and 

exhibit anomalous variability across a suite of metrics. The factors controlling increased variability 

in these seven springs and the potential implications on spring ecological community structure are 

discussed at length in the discussion. 
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Figure 6.27: Variability matrix synthesizing the key physical, geochemical and isotopic variability 

metrics presented in this study. Temperature and major ions variability are separated out as 

columns because these factors are the most important ecologically. Springs with no color for a 

given variable do not exhibit significant variability. Springs shaded in yellow are moderately 

variable while springs shaded in red are highly variable for a given metric. Springs denoted by 

“N/A” were not included in the analysis for that particular variable.   
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6.5 Discussion 

 Temporal variability results from different physical, geochemical, and isotopic metrics 

illustrate two overarching themes: 1) the vast majority of springs are very stable and exhibit 

minimal variability across multiple metrics over the sampling interval (Figure 6.27) and 2) the 

relationship between temporal variability and groundwater residence time is complicated and 

nonlinear. The temporal variability results for spring discharge temperature, major ions, trace 

elements, 87Sr/86Sr, and environmental tracer data are best characterized by the few springs that do 

exhibit changes rather than by the mass of springs showing insignificant changes. The anomalous 

results from this study, including the stable isotope results and the highly variable springs, are 

addressed following a discussion of the overall stability. 

6.5.1 Overall springs are very stable 

 The discharge temperature, trace element, 87Sr/86Sr, and environmental tracer temporal 

variability results indicate that majority of repeat springs in the IES dataset were very stable over 

the sampling interval. Other than the stable isotopes (discussed in section 6.5.4), large differences 

in variability between springs of different focus areas were only observed in the major ion data. 

The temporal stability exhibited by the IES dataset is particularly impressive for two reasons: 1) 

the 2011-2016 California drought was a significant hydrologic perturbation and the driest 6-year 

period since records began in 1895 and 2) the springs included in this analysis encompass a wide 

range of topographic positions, geochemical compositions, and groundwater residence times. For 

these reasons, we expected to see a spread in the variability results between ancient groundwaters 

(e.g., Ash Meadows) and higher elevation mountain-front springs (e.g., Owens Valley). For the 

most part, we do not observe a continuum (e.g., Figure 6.1) where increased temporal variability 

in different physical, geochemical, and isotopic metrics is associated with springs located at higher 

positions in the landscape with shorter groundwater residence times (e.g., IES-033, IES-038). 

Conversely, we also do not find that decreased or minimal temporal variability is exclusive to 

springs that have longer inferred residence times and emerge at lower topographic positions in the 

landscape (e.g., IES-014, IES-018, IES-049). Apart from the stable isotope results, we do not 

observe changes, rebounds, or systematic shifts associated with drought conditions or subsequent 
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drought amelioration. For these reasons we must reject our initial hypothesis, however, we can 

offer several potential explanations for the results.  

 Despite the fact that the springs in this study cover substantial ranges in topographic 

position and groundwater residence time, our temporal analysis does not capture the high elevation 

“tail” of the spring topographic distribution within the southern Great Basin; springs that emerge 

at elevations over 2280m (7500 ft). A survey of springs from numerous mountains ranges within 

Death Valley National Park (DEVA) found a substantial cutoff in the number of perennial springs 

emerging above the ~2200 m elevation line (Don Sada, personal communication) (Figure 6.28). 

This threshold roughly corresponds to the ecological transition zone between the pinyon-woodland 

and the alpine-boreal ecotones (Wauer, 1964). Apart from the eastern Sierra, there are few extant 

perennial extant springs within the southern Great Basin and Owens Valley physiographic 

provinces that emerge above 2200 m (Figure 6.29). These springs are predominately found in 

highly incised canyons below major ridgelines in the Spring Mountains, Panamint Range, and 

White-Inyo Mountains (Figure 6.29). A number of these springs such as Black Canyon Spring 

(IES-058), Jail Spring (PAN-1), and Peak Spring (IES-052) are included in the broader spring 

topographic characterization of the study area (Chapter 5), however these springs could not be in 

included in repeat sampling efforts and subsequent temporal analysis because of limited 

accessibility. Historical time series data for high elevation springs within the study area is limited 

but suggests that these springs have the potential to be highly variable over short timescales (e.g., 

Winograd et al., 1998; Shelton et al., 2010). These springs tend to be significantly colder and 

discharge a much larger proportion of modern recharge. We can infer that these springs are 

supported by more local flowpath distributions and are more likely to interact with shallow 

groundwater from seasonal snowmelt. Recent IES sampling efforts discovered that perennial 

springs at high elevation locations in the Spring Mountains, White Mountains, and Panamint 

Range that were flowing over 20 years ago are now dry.  

 One possible interpretation of our results is that a 60-70 year mean residence time is long 

enough to dampen the immediate geochemical effects of a significant perturbation at intermediate 

scales (i.e., our “youngest” mountain block springs with a high proportion of bomb-pulse recharge). 

While these results are somewhat contradictory to the findings of Chapter 3, changes in pressure 

head travel substantially faster through aquifer systems than changes in geochemistry. Another 

possible explanation for the relative stability of many physical, geochemical, and isotopic metrics 
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in response to a major drought is that there is a hydrologic lag associated with the drought that has 

not been observed during the time span of the study. A lagged response may appear in the coming 

years and offers a unique opportunity to advocate for the continued monitoring of springs in the 

region (especially high elevation springs > 2200m).  

 

 

 

Figure 6.28: Histogram showing the elevation distribution of springs within Death Valley National 

Park (DEVA). Data is from Don Sada (personal communication). There is a sharp cutoff in spring 

emerge above 2200 meters. The high histogram count for springs below sea level corresponds to 

a number of springs and seeps that emerge at similar elevations on the valley floor (e.g., the 

Cottonball Marsh and Badwater spring complexes). 
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Figure 6.29: Map of the study area showing known locations of springs (yellow ciricles) on 

different mountain blocks. There are relatively few high elevation (>2200m) springs in the study 

area (orange circles).  

6.5.2 Springs that show changes across multiple variables 

 Our results indicate that while the majority of springs are stable and exhibit minimal 

temporal variations. Springs that are variability outliers tend to be outliers across multiple metrics. 

There are 7 springs that either have multiple “highly variable” or “moderately variable” marks 

within the first three columns or more than one “highly variable” mark overall (Figure 6.27). These 

springs include IES-002, IES-004, IES-019, IES-021, IES-026, IES-034, IES-036, and IES-043. 

While there is not one consistent geochemical thread linking these springs (e.g., short groundwater 

residence time), increased temporal variability can be linked to two main factors: (1) ecologically 

unfavorable emergence conditions or (2) variable flowpath distributions.  

 Ecologically unfavorable surface conditions include low discharge, specific spheres of 

emergence that promote diurnal fluctuations (e.g. shallow limnocrenes or helocrenes that are 

diffuse and channelize later), and spring disturbance (e.g., open-barrel spring modification). In a 

low-discharge state where all other geomorphologic, geologic, climatic, and flow inputs remain 
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the same, ET is the main driver behind changes in water availability (Warix et al., 2020). ET can 

affect surface geochemical characteristics (e.g., temperature and chemistry) of normally stable 

groundwater discharge. IES-002, IES-021, and IES-036 are all examples of springs that have 

ecologically unfavorable surface conditions that promote increased variability. IES-002, Potosi 

Spring, is a low discharge seep that channelizes into a large pool with a small outflow channel in 

southern Spring Mountains (Figure 6.5A). While the primary source of water supporting Potosi 

Spring may largely consist of bomb pulse recharge based on elevated 36Cl/Cl (6486) and 3H (1.83 

TU), the spring emerges within a drainage channel and is susceptible to modern contamination 

from runoff and infiltration within the drainage channel. The low discharge at the spring (~1 L/min) 

makes the spring more vulnerable to evapotranspiration and thus, temporal changes in temperature 

and major ions. IES-021, Lubken Canyon Spring 1, is a diffuse helocrene emerging on the southern 

edge of the Alabama Hills in Owens Valley.  

 The entire Lubken Canyon area is a spring complex that contributes perennial flow to 

nearby Lubken Creek. IES-021 emerges as a bowl-shaped wetland at the base of a steeply-eroded 

headcut. This spring has clear evidence of disturbance (i.e., trampling) by local livestock before 

channelizing downstream.  IES-054 a sister spring to IES-021 with a similar geochemical profile, 

emerges just  ~0.5 km to the west. However, IES-054 emerges as a rheocrene with a localized, 

high-quality source that is protected from livestock by Mimulus and parsnip. Both springs are 

tritium dead (0 TU), relatively cold and dilute, and have a similar total outflow (Figure 6.30). 

Geomorphological differences between the two springs affect the stability of geochemical 

characteristics at the source region. Similar to IES-002 and IES-021, we attribute the increased 

variability in geochemical metrics at IES-036, Batchelder Spring, to geomorphic emergence 

conditions. IES-036 is a gaining rheocrene that emerges over a steep gradient in a canyon 

separating the White Mountains and Inyo Mountains. IES-036 does not have a discernable spring 

orifice, but steadily gains over a steep reach. 
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Figure 6.30: Google Earth photo showing IES-021 (Lubken Canyon Spring 1) and IES-054 

(Lubken Canyon Spring 2). Photo annotations show that while these springs have similar 

geochemical profiles, the difference in emergence conditions between the two springs leads to 

differences in ecological community structure.  

 

 The rest of the springs that exhibit increased temporal variability across multiple 

hydrochemical analytes have this variability attributed to changes in flowpath distributions as 

opposed to solely geomorphic/surficial conditions.  IES-004 and IES-043 both exhibit signs of 

variable flowpath distributions in addition to unfavorable ecological emergence conditions. Both 

springs show some of the largest changes in 87Sr/86Sr. There are several ephemeral springs within 

close proximity to IES-004 (Ford Spring, Hughes, 1966; West of Kiup Spring; Don Sada, personal 

communication) that activate during periods of snowmelt. The activation of snowmelt-driven 

ephemeral springs is indicative of shallow groundwater mobilization. While the increased 

variability in spring discharge temperature at the source of IES-004 can be attributed to the open 

barrel spring modification (Figure 6.5A), the increased geochemical variability (87Sr/86Sr and 3H) 

can be potentially attributed to shallow groundwater flowpath activation.  

 Other than IES-019, IES-043, South Harry Birch Spring, is the most geochemically 

variable spring in terms of exhibiting “flagged” variability across every metric. Along with nearby 

North Harry Birch Spring (IES-042), IES-043 emerges at a small fault along the Sierra Nevada 
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Frontal Fault zone. The discharge from IES-043 is not substantial (~0.5 L/s), however the riparian 

area supported by the springs is significant in extent (~3700 m2). The increased discharge 

temperature variability can potentially be related to low flow coupled with high ET resulting in 

decreased discharge and a higher influence of the ambient air temperature on spring reach 

temperature. However, IES-043 is one of the only springs that exhibited significant changes 

between drought conditions and post drought amelioration (March 2017) in terms of decreasing 

87Sr/86Sr and increases in most major ions. These changes can potentially be attributed to influxes 

of recent recharge that mobilized water in storage that was more geochemically evolved. This 

results in a lower 87Sr/86Sr associated with increased rock-water interaction (e.g., Chapter 4). The 

geochemical behavior exhibited by IES-043 starkly contrasts with the geochemical behavior of 

stable IES-042 over the same time interval.  

 In Chapter 4, an investigation of the geochemical compositions of Owens Valley springs, 

our results corroborate the conclusions of prior work that links springflow at IES-026, Reinhackle 

Spring, to leakage from the Los Angeles Aqueduct. Our work also shows a similar link between 

IES-034 in Birchim Canyon and subsurface flow through fractured tuff due to losses from the 

Owens River in the Volcanic Tableland. Both IES-026 and IES-034 incorporate some component 

of modern surface flow into their flowpath distribution. Evidence for this connection is based on 

geochemistry, environmental tracers (3H, 36Cl/Cl, δ2H and δ18O), and physical proximity (Chapter 

4). The results of this study indicate that both of these springs exhibit increased variability across 

multiple geochemical analytes over the sampling interval. We attribute this increased variability 

to these springs having a large proportion of “modern” recharge as a part of their flowpath 

distribution and integration of water that recharged from surface-water bodies and then re-emerged 

at the spring.  

 IES-019, Tule Spring, emerges at the transition zone between the Hanaupah Canyon 

alluvial fan and the fine-grained playa sediment of Badwater Basin. Tule Spring represents a 

mixture of two groundwater sources: 1) mountain front recharge from Hanaupah Canyon and 2) 

basin brines from Badwater Basin that are mobilized during Amargosa River flooding or 

mountain-system hydrologic interaction (Gleason et al., 2020). The variable groundwater sources 

comprising Tule Spring manifest as large variations in mean residence time (< 150 years to 1369 

years) (Gleason et al., 2020) and elevated variability across every geochemical metric (Figure 

6.27). 
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 The summation of our results suggests that changes in flowpath distributions may manifest 

as temporal variations in hydrogeological features like springs and seeps that integrate multiple 

groundwater flowpaths. However, based  on the results of this study, changes in flowpath 

distribution are not necessarily linked to groundwater residence time and are closely tied to 

groundwater systems susceptible to injections of modern water, Furthermore, our work suggests 

that springs emerging in certain geomorphic settings (e.g., low discharge, shallow limnocrene, 

diffuse helocrene) are also more prone to exhibiting temporal variations. Both of these results have 

implications for conceptual models of spring ecological community structure throughout the 

southern Great Basin (e.g., Chapter 5). 

6.5.3 Ecological significance of highly variable springs 

 In Chapter 5 we present a conceptual model describing how spring systems are organized, 

both hydrogeologically and ecologically, within the southern Great Basin. To summarize, the 

Basin and Range tectonic setting creates a topographic configuration that contains local flow 

systems, intermediate flow systems (i.e., mountain block and mountain systems), and regional 

flow systems (e.g., the regional Paleozoic carbonate aquifer). Groundwater residence time, which 

is partially a function of flowpath length, exerts a primary control on spring geochemical 

composition (i.e., longer timescales for rock-water interactions to occur) and discharge 

temperature (i.e., groundwater circulation depth). Springs at higher topographic positions tend to 

be colder, geochemically dilute, and have shorter groundwater residence times. Springs at lower 

topographic positions tend to be warmer, geochemically evolved, and have longer groundwater 

residence times. However, at lower topographic positions there can be large variations in 

geochemical characteristics based on aquifer type or spring emergence mechanism. Intolerant BMI 

taxa are more abundant, both from a presence/absence perspective and a population perspective 

(i.e., abundance), in springs at higher topographic positions associated with less harsh 

hydrochemical conditions (e.g., elevated temperature and salinity). The inverse is true for tolerant 

BMI taxa. This coupled hydrogeologic/ecologic framework is the main criteria responsible for 

structuring spring aquatic communities in the southern Great Basin.  

 The results of our analysis indicate that two types of springs within our study are potentially 

the most susceptible to exhibiting increased temporal geochemical variability: 1) springs that have 

low discharge or a sphere of discharge that is susceptible to surface conditions or 2) springs that 
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have variable flowpath distributions. In our study, variable flowpath distributions are primarily 

caused by additions of modern water that either have a dilution effect or mobilize “older” water 

that is geochemically more evolved due to a longer contact time with mineral surfaces. In Figures 

6.31 and 6.32 we present two organized matrices showing the link between geochemical data, BMI 

community structure, and the variability results from this study. Many springs mentioned in this 

study are not included in the ecological matrices (e.g., IES-002), because they do not meet the 

conditions required for BMI sampling.  Each spring is represented as a box and is assigned to a 

position in the matrices based on taxonomic presence/absence metrics (Figure 6.31) or community 

tolerance composition metrics (Figure 6.32). The geochemical profile of each spring (i.e., 

temperature, specific conductance, residence time) is designated by the three colored panels in the 

upper right-hand corner. In line with the conceptual framework that is summarized above, BMI 

community structure, both in terms of taxonomic presence/absence and abundance, is primarily a 

function of spring discharge temperature and groundwater salinity. Intolerant taxa are 

predominantly associated with cold, dilute springs found at mid to high elevations in Owens Valley 

and the Spring Mountains. Tolerant taxa are associated with regional springs (e.g., springs in Ash 

Meadows and those that emerge on the Death Valley Fault Zone) and springs emerging from 

basinal alluvial aquifers. In these two matrices, springs that are classified as “highly variable” 

based on the results from this study (i.e., Figure 6.27) are labeled in red instead of black. For the 

most part, these flagged springs have a smaller proportion of intolerant taxa, or alternatively, a 

larger proportion of tolerant taxa, than what would be predicted by the geochemical profile of a 

spring alone. The pairs of twin springs (e.g., IES-042 & IES-043 and IES-021 & IES-054) are 

good examples of springs that have similar geochemical profiles but disparate ecological tolerance 

metrics. This “shift” towards a larger proportion of tolerant taxa or an increased community 

tolerance value can be explained by the increased harsh conditions that increased geochemical 

variability creates for spring ecological communities. For example, IES-019 has large temperature 

and geochemical fluctuations on top of already having harsh conditions (mid to high temperature 

and high salinity). This variability potentially exacerbates the already intolerant conditions at IES-

019.  
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Figure 6.31: A tolerance matrix based on the presence/absence of intolerant and tolerant taxa in 

IES springs (i.e., the numbers in this figure are reflective of presence/absence and not population 

statistics of the sample). Springs on the left side of the matrix (dark blue) are dominated by 

intolerant taxa while springs on the right side of the matrix are dominated by tolerant taxa (dark 

red). Each spring sample is represented by a “box”. Springs can be identified by the spring ID in 

the upper left-hand portion of the box. In the lower portion of the box there are two numbers. The 

top number represents the % tolerant taxa as a decimal and the bottom number represents the % 

intolerant taxa in a sample as a decimal. Intolerant taxa have a TV < 3 and tolerant taxa have a TV 

> 7. The three colored rectangles in the upper right-hand portion of the box represent spring 
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Figure 6.32: A tolerance matrix based on the community population statistics in IES springs. 

Springs on the left-hand side of the matrix have a low community tolerance value. Community 

tolerance values increase moving to the right. Springs can be identified by the spring ID in the 

upper left-hand portion of the box. In the lower potion portion of the box there are three numbers. 

The large black number on the left represents the community tolerance value (0-1). The green 

number on the right represents the percentage of tolerant (TV>7) population of a sample expressed 

as a fraction. The blue number on the right represents the percentage of tolerant (TV<3) population 

of a sample expressed as a fraction. The three colored rectangles in the upper right-hand portion 

of the box represent spring geochemical characteristics as described in Figure 6.32.  

 

 Our results provide support that geochemical variability exerts a secondary control on BMI 

ecological community structure. While at shorter timescales geochemical variability is correlated 

to groundwater residence time, our results show that at longer timescales, this variability can be 

attributed to geomorphological surface conditions or variable flowpath distributions. The influence 
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of surface conditions (i.e., spring geomorphology) in addition to variable flowpath distributions 

on ecological community structure emphasizes an important point; ecological resistance is related 

to but separate from hydrogeological resistance. 

6.5.4 Stable isotope variability: response to a drought, long-term shifting, or other? 

 The stable isotope results from this study exhibit the most temporal variability compared 

to all other metrics. For the majority of springs, the temporal variability of both δ2H and δ18O is 

well in excess of the analytical uncertainty. Most springs also exhibit systematic shifting in the 

form of increasing (less negative) δ2H and δ18O over the sampling interval. However, stable 

isotope variability (i.e., standard deviation) and the magnitude of shift (i.e., slope) do not have 

strong correlations with any geochemical metrics that relate to our conceptual model of how spring 

systems in the southern Great Basin are structured (e.g., elevation, temperature, specific 

conductance, groundwater residence time, etc.).  

 Apart from IES-001 and IES-002, Spring Mountain springs show dramatic shifts in both 

isotopes, specifically δ2H, over the sampling interval (Figure 6.21 & Figure 6.22). When 

comparing these shifts to historical data from Don Sada (personal communication), Anderson 

(2002), Hershey (1989), and the USGS National Water Information System (NWIS) 

(https://waterdata.usgs.gov/nwis/qw), we find that SM isotopic compositions were significantly 

enriched at the beginning of the sampling interval. The enrichment that we have captured during 

recent sampling efforts appears to show the spring isotopic compositions moving back towards, 

rather than away from, historical norms (Figure 6.33).  

 Similar to the Spring Mountain springs, springs in Owens Valley also experience increased 

variability and dramatic shifts in both isotopes over the sampling interval. Unfortunately, historical 

data for springs in Owens Valley is very limited and only three springs can be compared to 

historical baselines. IES-026, IES-027, and IES-028, were sampled in 2002 as part of an Inyo/LA 

Geochemical Cooperative Study. Temporal comparisons with these results are presented in Figure 

6.34 and indicate that there have been dramatic shifts over the last 15 years in two of the three 

springs. The limited data that we have indicates that several of these springs are showing potential 

long-term shifts related to climate change.  
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Figure 6.33: Plots showing historical and recent stable isotope data for springs in the Spring 

Mountains. The red line on each plot marks the start of the 2011-2017 California drought. Our 

results show that Spring Mountain springs were highly depleted at the end of the drought but 

quickly shifted isotopically following drought amelioration back to historical baselines. 

 

 Examining water isotope variability in the Death Valley and Ash Meadows focus areas is 

very complicated. Groundwater pumping in the central Amargosa Desert and Pahrump Valley has 

lead to significant changes in the Ash Meadows and Alkali-Flat-Furnace Creek Ranch 

groundwater basins. If not for groundwater extraction, groundwater levels would have naturally 

risen about 1 foot between 1972-2018 instead of declining by 2.4ft (Halford and Jackson, 2020). 
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Therefore, because of external influences, it is hard to quantify the factors leading to the increased 

isotopic variability and systematic shifting within Ash Meadows (i.e., Figure 6.20) even though 

our results may be a novel finding. The two springs in our analysis from Furnace Creek, IES-016 

(Travertine Spring) and IES-018 (Nevares Spring), both exhibit large isotopic fluctuations (i.e. 

Figure 6.20). However, these springs are highly modified and emerge from large collection 

galleries, potentially exacerbating isotopic fluctuations from ET. IES-020, Saratoga Spring, also 

exhibited isotopic shifts over the sampling interval. Saratoga Spring, based on electric resistivity 

and magnetic surveys, is believed to integrate water from the regional Paleozoic aquifer with 

nearby transmission losses from the Amargosa River (Wamalwa et al., 2011). A hydrograph from 

the USGS for the Amargosa River at Tecopa, CA shows a significant increase in gage height since 

mid-2015, just before the start of IES sampling.  

  

 

Figure 6.34: Hydrograph from the USGS showing the gage height of the Amargosa River from 

2011 to early 2020. 

 

 In summary, even though we observe systematic isotopic shifts throughout the study region, 

these shifts are likely due to a variety of sources and cannot be solely attributed to any one factor 

(i.e., climate change). Isotopic variations in Owens Valley and in the Spring Mountains appear 

most likely to reflect changes in aquifer recharge or flowpath distributions.  
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6.6 Conclusions 

 The motivation for this study was to understand if there is a variability continuum where 

geochemical signals at springs are dampened in proportion to groundwater residence time. This 

work is novel as it focuses on 33 springs across a broad topographic and residence time gradient 

within the southern Great Basin that were repeatedly sampled from 2016-2019 for a suite of 

geochemical and isotopic tracers. This sampling interval encompassed the end and subsequent 

rapid surface water recovery of a historic regional drought, a potential golden interval to witness 

geochemical variations in vulnerable springs.  

 The primary finding of this study is that the majority of springs (26/33), which capture a 

wide range in mean groundwater residence time from 60 years to 20k years, are very stable and do 

not exhibit significant variations over the sampling interval across a variety of geochemical metrics 

(e.g., temperature, major ions, trace elements, 87Sr/86Sr, etc.). This result is significant and suggests 

that these springs are well-buffered to the immediate effects of climate change. One possible 

interpretation of this result is that a 60-70 year mean residence time may provide sufficient 

buffering from geochemical impacts caused by a significant climate perturbation. An alternative 

interpretation is that the hydrologic signal from this major drought is lagged and is still propagating 

through intermediate and regional scale flowpath systems. Based on the majority of results and 

lack of significant correlations in this study relating variability metrics to groundwater residence 

time, I can neither reject nor accept the hypothesis that there is a continuum past shallow 

groundwater where decreased temporal variability of groundwater metrics is correlated with 

increased groundwater residence time.  

 While the majority of springs are stable, the springs that exhibit increased temporal 

variability in two or more key factors are either associated with either (1) spring emergence 

conditions where geochemical conditions are affected by evapotranspiration or (2) variable 

flowpath distributions. Ecologically unfavorable surface conditions include low discharge, 

specific spheres of discharge, and spring disturbance. In our study, springs with variable flowpath 

distributions are primarily related to injections of modern water that either has a dilution or 

mobilizing effect. Increased temporal variability, whether caused by surficial conditions or 

changes in flowpath distribution, has an impact on ecological community composition. Springs 

that have increased geochemical variability tend to have more tolerant ecological communities 

than what we would expect based solely on the spring geochemical profile. The springs that exhibit 
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increased geochemical variability due to conditions at the surface that are not directly connected 

to the hydrogeology are a clear example of where potential spring hydrogeological resistance is 

decoupled from spring ecological resistance.  

  Historical observations paired with the results from recent sampling efforts suggest one 

potential path forward- a focus on high elevation (>2200 m), local-scale springs that are not well 

represented in this study. A focus on these springs would help to determine at what flowpath length 

geochemical variability attenuates past the point of correlation with groundwater residence time. 

High elevation springs have the potential to be the “canaries in the coal mine” (Springer, 2015) of 

elevation-dependent hydrologic systems being further aridified by climate change. These are the 

springs that are likely to be affected (i.e., desiccate or exhibit geochemical changes) first and may 

function as the “alarm bells” of a mountain-block or physiographic region signaling hydrologic 

stress. However, alarm bells have already started going off as dry springs have been reported at 

high elevations in the Spring Mountains, Panamint Range, and White Mountains during recent 

sampling efforts.  

 While the results of this study are significant, another major contribution of this work is 

the creation of a high-resolution temporal baseline that can be used to evaluate changes in these 

springs in the future. Furthermore, these results also provide a framework to examine links 

between temporal changes in hydrochemistry and temporal changes microbial community 

composition.  
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 CONCLUSIONS AND RECOMMENDATIONS 

7.1 Epilogue 

 In this dissertation I investigated a series of observable metrics (i.e., hydrogeologic, 

geochemical, and geomorphic, and ecological) in an attempt to quantify the resistance and/or 

resilience of desert springs in the southern Great Basin to perturbations related to climate change. 

In this investigation I examined which of these metrics are inherently linked, at what point do these 

relationships fail, and, which springs are the most vulnerable (e.g., lack resistance and/or resilience) 

hydrologically and ecologically (or both)? The following chapters were only possible due to 

collaborative, interdisciplinary sampling efforts of desert springs across a vast topographic 

gradient in the southern Great Basin.  

 In Chapter 2, I addressed a potential problem with the prevalent, most widely used 

workflow for generating geochemical clusters from major cation and anion data. In this chapter, I 

offer an alternative preprocessing methodology that combats some of the flaws of the “traditional 

preprocessing methodology” and may be more suitable for certain geochemical applications 

depending of the goals of the analyst. This chapter provides a methodology that is useful for linking 

hydrochemical patterns with ecological data. 

 In Chapter 3, I test, using field data, whether “old” groundwater can provide buffering to 

the immediate effects of climate change using a novel combination of remote sensing and 

groundwater residence time data. This chapter addresses the short-term resistance of springs and 

provides a potential avenue to investigate the subsequent resilience, or recovery, of groundwater-

dependent ecosystems from the 2011-2017 California drought.  

 In Chapter 4, I use a multitracer approach to extend the classic works of Feth et al. (1964) 

and Garrels and Mackenzie (1967) from local to intermediate scales by investigating mountain 

front springs emerging along the eastern slope of the Sierra Nevada in Owens Valley (CA). This 

chapter explicitly tests whether a simple geochemical measurement such as electrical conductivity 

can be used as in indicator of groundwater residence time in a relatively geologically homogenous 

region (i.e., the Sierra Nevada Batholith). Additionally, work from this chapter provides the 

framework for Pordel et al. (in prep.) to test relationships with benthic macroinvertebrate 
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community structure and geochemistry at local to intermediate scales (i.e., a limited range in 

environmental characteristic such as EC and temperature). 

 In Chapter 5, I consider the role of spring landscape position, a combination of topographic 

position and landform type, and spring emergence mechanism as predictors of spring 

hydrochemical characteristics and ecological community structure. In this chapter I concatenated 

a large dataset from numerous studies on springs that have been conducted in the study area in 

order to: 1) examine regional spring hydrochemical patterns across a topographically, geologically, 

and structurally complex landscape and 2) shed light on a major knowledge gap, the factors 

controlling BMI community structure at the regional scale. 

 In Chapter 6, I investigate the temporal variability of springs sampled multiple times from 

2016-2019. This chapter examines if dampened temporal variability across multiple geochemical 

analytes is indicative of metrics associated with hydrological stability (e.g., increased groundwater 

temperature, salinity, and residence time).   

7.2 Synthesis and Recommendations 

 Springs in arid regions are often the only permanent sources of surface flow. As such, 

springs serve critical needs economically, recreationally, and, perhaps most importantly, 

ecologically. Springs have been described as “keystone features” (Perla and Stevens, 2008; Freed 

et al., 2019) and “aquatic archipelagos” (Minckley and Deacon, 1968; Unmack and Micnkley, 

2008) due to their immense ecological worth relative to their relatively small footprint on the land 

surface  and “keystone features”. Unfortunately, desert springs and the ecological communities 

they support are threatened due to disturbance, groundwater extraction, and climate change. 

Increasing temperatures and decreasing annual snowpack in the southern Great Basin of the United 

States are currently being observed and are projected to worsen in the future as a consequence of 

climate change. However, in comparison to other groundwater-sourced features, e.g., wetlands or 

streamflow generation in mountainous settings, springs have been disproportionately ignored in 

the literature relative to their hydrological and ecological worth.  Currently, there is not set of 

overarching metrics applied to springs that can potentially describe their vulnerability or 

relationship to characteristics indicative of vulnerability (e.g., groundwater residence time). This 

study addresses major knowledge gaps surrounding the vulnerability of aridland springs by 1) 

identifying several factors indicative of spring resistance, 2) identifying correlation factors 
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between different metrics, and 3) identifying types of springs that are potentially hydrologically or 

ecologically vulnerable.   

7.2.1 Alternative preprocessing methodology for geochemical clustering 

 The “alternative data preprocessing” methodology presented in this study (Chapter 2) aims 

to combat weaknesses in the commonly used “traditional data preprocessing” methodology (e.g., 

Güler et al., 2002; Thyne et al., 2004; Güler and Thyne, 2004) used to generate geochemical 

clusters from major cation and anion data. For example, the “traditional data preprocessing” 

methodology tends to produce geochemical clusters more attuned to tracking changes in salinity 

rather than patterns of rock-water interaction. While both Dreher (2003) and Templ et al. (2008) 

raised potential concerns regarding the use of sequential workflows for generating geochemical 

clusters without a close examination of aquifer geology and geochemical kinetics, there have been 

few attempts to develop an alternative approach. The “alternative data preprocessing” 

methodology presented in this study utilizes the strengths of graphical approaches for analyzing 

major ion data and applies them in a hierarchical clustering analysis (HCA) for two case studies: 

1) Owens Valley (CA) and 2) the Spring Mountains (NV). Compared with results obtained using 

the “traditional data preprocessing” methodology, results obtained from the methodology 

presented in this study more closely match prior conceptual models of groundwater evolution in 

specific geologic units (e.g., Warix et al., 2020). However, this work does not discount the work 

of Güler et al. (2002), Thyne et al., (2004), or Güler and Thyne, (2004). The “traditional 

preprocessing methodology” is likely more desirable in studies of water quality or regional 

evolution where the analyst is more interested in tracking changes in salinity. Use of the 

“alternative preprocessing” methodology is recommended in instances where the analyst is 

interested in tracking patterns of geochemical evolution through specific units (i.e., “geochemical 

fingerprints”). Development of this clustering method has helped to assist with other aspects of 

this project by providing geochemical groupings based on rock-water interaction that can be 

related back to ecological community structure (e.g., Pordel et al., in prep). 
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7.2.2 Metrics that describe spring resistance 

 In this part of my dissertation (Chapter 3), I utilized a novel combination of remote sensing 

and residence time data to evaluate spring hydroecological resistance to a historic drought and its 

relation to groundwater residence time. One conceptual model states that if a flowpath distribution 

supplying flow to a groundwater discharge location contains a substantial component of old 

groundwater (i.e., long residence-time groundwater), then this component will provide buffering 

to the effects of perturbations (e.g., major droughts) such that the effects may not immediately be 

felt. Conversely, this conceptual model also suggests that if a flowpath distribution contains a 

substantial component of young groundwater, then the effects of the perturbation may propagate 

more rapidly to the groundwater discharge point. In the case of groundwater-dependent ecosystems 

in the southern Great Basin, vibrant, green vegetation exists at groundwater discharge points that 

strongly contrasts with the surrounding landscape. Therefore, because testing of this conceptual 

model with field data is strongly lacking, I wanted to evaluate whether the responses of spring-

dependent vegetation to a historic drought: 1) could provide a proxy for the overall hydrogeologic 

resistance of a spring, and 2) could be predicted by spring residence times. 

 Our results showed that springs discharging a substantial portion of old groundwater had 

resistant groundwater-dependent vegetation and possible desiccation over the course of the 

drought. In contrast, springs discharging a large portion of bomb-pulse or modern groundwater 

showed decreases in the health of groundwater-dependent vegetation. The results of this study 

have both theoretical and applied applications. The results from this chapter provide credence to 

the conceptual model and provide some of the first field evidence showing that a flowpath 

distribution consisting of old, stable groundwater flowpaths provides buffering to the immediate 

effects of climate change. Furthermore, the methodology presented in this study provides a remote 

sensing-based approach, provided the right conditions are met, to evaluate the health and/or 

hydrologic stability of groundwater-dependent ecosystems  

 The results of this study provide one major path for future work. While this study focuses 

on the hydroecological resistance of springs, the region underwent a rapid drought recovery 

following a record snowpack in 2017. Now that an appreciable amount of time has passed since 

the end of the drought, one could evaluate the vegetation recovery (or lack thereof) of spring-

dependent vegetation. This type of analysis would allow for the evaluation of spring 
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hydrogeological resilience, or the ability of these systems to recover following a perturbation such 

as a major drought. 

7.2.3 Metrics that are related to groundwater residence time 

 Following the results of Chapter 2 indicating that a significant component of old 

groundwater provides substantial buffering to the immediate effects of climate change, the next 

set of chapters aimed to find metrics associated with or correlated to groundwater residence time. 

Measurements of groundwater residence time are expensive and often require certain flow 

characteristics and emergence criteria for sampling.   

7.2.3.1 Extending Feth et al. (1964) and Garrels and Mackenzie (1967) 

 In Chapter 3, I rigorously tested a commonly inferred relationship from the seminal work 

from Feth (1964) and Garrels and Mackenzie (1967), conducted at high elevation, local scales in 

the Sierra Nevada. The goal of this project was to investigate if a simple metric like electrical 

conductivity can serve as a proxy for groundwater residence time at intermediate flowpath lengths. 

This work was accomplished using a multi-tracer approach on mountain front springs primarily 

emerging on the frontal fault zone of the eastern Sierra Nevada in Owens Valley (CA). I used 

stable isotopes and noble gas recharge indicators to roughly delineate spring contributing areas 

and to identify the geologic units mostly likely supplying recharge contributing to spring 

discharge. Spring geochemistry and subsequent inverse geochemical models were used to 

understand the dominant weathering reactions contributing to spring geochemical compositions. 

A combination of environmental tracers (e.g., 3H, 36Cl/Cl, 3H-3He, 3He/4He, and 14C) were used to 

understand the groundwater flowpath distributions supporting springflow.   

 The results of this study showed that, even in a relatively geologically homogenous terrain 

like the Sierra Nevada batholith, the principal factor driving geochemical evolution with increased 

scale (i.e., distance, flowpath length, and residence time) is geologic heterogeneity. While this 

does not preclude the use of a simple metric like conductivity to make inferences about 

groundwater residence time, either the right conditions (i.e., a narrow range of petrologic 

compositions) should be met or derived results (e.g., mol transfers from inverse geochemical 

models) should be used. For example, springs reflecting a mixture of geochemical evolution 
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primarily through quartz monzonite/granodiorite and Penn-Permian metasedimentary roof 

pendants displayed a pattern of increasing conductivity (and geochemical fingerprint) and 

temperature with increasing residence time. Another contribution of this chapter was that 

disseminated calcite within granitic plutons constitutes a major component of solute fluxes out of 

granitic watersheds, not just in shallow groundwater, surface water (Pretti and Stewart, 2002), and 

glaciated catchments (Blum et al., 1994; Blum et al., 1998), but in deeper groundwater discharging 

at intermediate and regional flowpath lengths. 

7.2.3.2 Spring landscape position and emergence mechanism 

 In Chapter 4, I investigated the role of spring landscape placement (i.e., topographic 

position and landform) as a predictor of spring hydrochemical characteristics and benthic 

macroinvertebrate (BMI) community structure across the high relief and regionally extended 

terrain of the southern Great Basin. This was accomplished by first creating a regional 

hydrochemical dataset of springs within the study area from governmental agency reports and 

databases, consultant reports, and academic studies from scientific journals and university 

dissertations. This dataset was utilized to test relationships of spring landscape placement and 

hydrochemical characteristics using qualitative topographic classifications and topographic 

indices (e.g., elevation, slope, Topographic Wetness Index, profile curvature, and relative 

elevation) derived from digital elevation models. Hydrochemical data from recent sampling efforts 

were examined against the regional dataset to determine if springs sampled for BMI were 

representative of the regional hydrochemical variance. Nonmetric multidimensional scaling 

(NMDS) analysis was used to examine patterns of benthic community composition in undisturbed 

or reference isolated desert springs. Ecological indices were calculated from BMI data to examine 

patterns of richness, diversity, and tolerance across the study area. 

 Our results showed that there are systematic relationships with spring landscape placement 

and hydrochemical characteristics, i.e., moving from high topographic positions (e.g., Nival & 

High Mountain) to lower topographic positions (e.g., Low Mountain & Valley Floor) there are 

clear patterns of increasing discharge temperature, groundwater salinity, and groundwater 

residence time. This continuum does not extend to springs emerging in “Playa” settings, where 

there is a significant increase in groundwater salinity, a decrease in discharge temperature, and a 

decrease in groundwater residence time from springs emerging in “Valley Floor” settings. This 
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environmental harshness gradient corresponds to increasing benthic macroinvertebrate community 

tolerance, decreasing richness, and decreasing diversity from high topographic positions to low 

topographic positions. This work corroborates prior work by Sada and Thomas (2015) purporting 

the influence of hydrogeology and landscape setting in controlling BMI community structure. The 

fact that our work shows opposing controls on BMI community structure compared with studies 

conducted at local scales indicates that the factors controlling BMI community structure change 

with increasing analysis scale. The summation of results from this chapter led to the development 

of a conceptual model of spring systems in the southern Great Basin.  

 The results of this chapter provide several future avenues for follow-up work. To start, it 

would be interesting to test different metrics associated with climate (e.g., precipitation and 

recharge) and ecology (e.g., distance from treeline, distance from pinyon-juniper ecotone, etc.). 

While the raw data needed to construct these metrics is not readily available, it is possible these 

types of analyses could be conducted via remote sensing approaches. Additionally, it would be 

interesting to focus more on spring emergence mechanism as this study only focused on “fault 

controlled” or “non-fault controlled” classification and how different types of structural features 

are informative of hydrochemical characteristics. The geological and structural complexity of this 

region makes it hard to distinguish spring emergence mechanism using a “big data approach”, 

however, with careful consideration of each spring I think this could be accomplished. Finally, 

there is considerable room to investigate other types of benthic community structure on isolated 

desert springs within the study area, e.g., the factors controlling microbial communities. Future 

work on these types of knowledge gaps would improve the conceptual model posited in this 

chapter. 

7.2.3.4 Spring temporal variability 

 In the final chapter of this dissertation (Chapter 6), I investigated the relationship of 

geochemical temporal variability in springs to groundwater residence time. I wanted to understand 

whether bomb-pulse groundwater (e.g., 60-70 years) could potentially be distinguished from 

ancient groundwater (e.g., 4000 year +) on the basis of geochemical variability. In other words, 

are geochemical signals increasingly dampened (i.e., a dampening continuum) with increasing 

groundwater residence time? While other studies (e.g., Plummer et al., 2001) have shown that such 

a continuum exists at smaller spatial scales with younger residence time distributions, this concept 
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has not been rigorously tested at larger spatial scales with wide ranges in groundwater residence 

time (e.g., the southern Great Basin). In order to address this knowledge gap, I examined the 

geochemical variability of springs sampled up to 8 times between 2016-2019. I focused on 

temporal analysis of spring discharge temperature, major ion concentrations, strontium isotopes, 

water stable isotopes, and age-dating environmental tracers.  

 The major finding of this work was that the majority of springs (26/33) were very stable 

and exhibited no discernable geochemical variability over the sampling interval. We did not find 

a direct connection between geochemical variability and groundwater residence time other than 

with springs that incorporate a significant component of modern water into their flowpath 

distribution. Other types of springs that exhibited increased variability across multiple 

geochemical metrics were either associated with low discharge, specific spheres of discharge, or 

associated with spring disturbance that promoted increased variability (e.g., barrel-lined springs).    

A major implication of this work is the need to decouple ecological vulnerability from 

hydrogeological vulnerability. Our results show that ecological vulnerability is both a function of 

hydrogeological variability from subsurface processes and the effect of surface conditions that can 

be unrelated to groundwater residence time (e.g., discharge rate, sphere of discharge, spring 

disturbance).  

 The results of this study provide several potential pathways for future work. First off, a 

subset of these springs, preferably those with long historical records, should be selected for decadal 

sampling moving into the future. However, one of the major discussion points of this chapter was 

that the repeat springs analyzed in this study might not have captured the highest elevation “tail” 

of the spring distribution within the study area (e.g., Peak Spring or Jail Spring). Therefore, it 

would be interesting to incorporate repeat analysis of these types of springs and then reexamine 

the overarching questions of this chapter. Additionally, while BMI samples were not temporally 

sampled as a part of the IES project due to the destructive effect of BMI sampling on the aquatic 

community, microbiological samples were collected in tandem with the hydrochemical sampling. 

It would be very interesting to examine potential connections with geochemical temporal 

variability and microbial community composition. 
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7.2.4 An invaluable baseline 

 A hallmark of this work, and of the greater IES project, is the invaluable dataset created 

over the last five years. This dataset is unique in its breadth, collaborative efforts, and repeat 

sampling of hydrochemical analytes and environmental tracers. While a portion of my dissertation 

highlighted the remarkable hydrochemical stability of springs subjected to repeat sampling from 

2016-2019, recent sampling efforts also noted the disappearance or transition from perennial to 

ephemeral flow of springs in the Spring Mountains, Panamint Range, and White-Inyo Mountains. 

This work represents a fixed baseline for the hydrogeologic and ecological health of isolated desert 

springs spanning a wide range of topographic positions and environmental harshness. With the 

effects of anthropogenically-induced climate change already affecting the region and recent work 

suggesting that large portions of the western United States are in the midst of a mega-drought 

(Williams et al., 2020), this baseline will be critical to evaluating the health of mountain-block and 

valley floor aquifers in the coming decades.  

7.2.5 A synthesis of spring vulnerability metrics 

 The ultimate goal of this dissertation was to test and synthesize a series of metrics to assess 

spring vulnerability in the southern Great Basin. Based on the results of these chapters, I would 

expect more vulnerable springs to be associated with high elevation and mid-elevation local-scale 

springs discharging a substantial portion of bomb-pulse and modern recharge. This type of more 

vulnerable spring may also be associated with increased annual variability in groundwater-

dependent vegetation (e.g., dying/drying susceptibility to droughts), geochemically unevolved 

discharge, a high relative topographic position and associated characteristics (increased profile 

concavity and slope), a lack of endemic BMI, and increased temporal geochemical variability. In 

comparison, our results indicate that hydrogeologically resistant springs may associated with low 

mountain, bajada, and valley bottom (valley floor and playa) topographic settings where a 

significant amount of “old” groundwater (>100 years) or intermediate/regional groundwater flow 

is being discharged. These discharge zones are often associated with major structural features. This 

type of more resistant spring may be associated with decreased annual variability in groundwater-

dependent vegetation (e.g., dampened vegetation fluctuations in response to multi-year events), 
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geochemically evolved discharge, a low relative topographic position, endemic or regionally 

dispersed non-vagile taxa, and decreased temporal geochemical variability.    
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