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uidus temperatures
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ABSTRACT

Browne, Florian M. Ph.D., Purdue University, August 2020. Robust Iterative Learn-
ing Control for Linear Parameter-Varying Systems with Time Delays. Major Pro-
fessor: Neera Jain, School of Mechanical Engineering.

The work in this dissertation concerns the construction of a robust iterative learn-

ing control (ILC) algorithm for a class of systems characterized by measurement

delays, parametric uncertainty, and linear parameter varying (LPV) dynamics. One

example of such a system is the twin roll strip casting process, which provides a prac-

tical motivation for this research. I propose three ILC algorithms in this dissertation

that advance the state of the art. The first algorithm compensates for measurement

delays that are longer than a single iteration of a periodic process. I divide the de-

lay into an iterative and residual component and show how each component effects

the asymptotic stability properties of the ILC algorithm. The second algorithm is

a coupled delay estimation and ILC algorithm that compensates for time-varying

measurement delays. I use an adaptive delay estimation algorithm to force the de-

lay estimate to converge to the true delay and provide stability conditions for the

coupled delay estimation and ILC algorithm. The final algorithm is a norm optimal

ILC algorithm that compensates for LPV dynamics as well as parametric uncertainty

and time delay estimation error. I provide a tuning method for the cost function

weight matrices based on a sufficient condition for robust convergence and an upper

bound on the norm of the error signal. The functionality of all three algorithms is

demonstrated through simulated case studies based on an identified system model of

the the twin roll strip casting process. The simulation testing is also augmented with

experimental testing of select algorithms through collaboration with an industrial

sponsor.
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1. INTRODUCTION

1.1 Motivation

Near-net-shape manufacturing processes are becoming a major contributor to the

reduction of both environmental and economic costs in the industrial sector [1]. For

the steel industry, twin roll strip casting is one of the most prominent near-net-shape

manufacturing processes. In twin roll casting, molten steel is poured directly onto

the surface of two counter-rotating casting rolls which simultaneously cool and com-

press the steel into a strip that is approximately the desired thickness. However,

combining the cooling and compression steps into a single continuous casting pro-

cess introduces coupling between the rapid thermal solidification dynamics and the

mechanical stiffness of the resulting steel strip.

Introducing coupling between multiple manufacturing steps is a common approach

used by near-net-shape manufacturing processes to reduce operating costs. The cou-

pling, however, can make such processes more difficult to model and control. Some

common features that need to be addressed when controlling a near-net-shape man-

ufacturing process are their variability as a function of operating condition and sus-

ceptibility to parametric uncertainty. Additionally, these processes can experience

significant measurement delays due to the inability to co-locate sensors and actu-

ators. Given that these manufacturing processes are commonly periodic, a useful

control approach to overcome these challenges is iterative learning control (ILC).

1.2 Iterative Learning Control

The concept of having the system automatically learn and improve its performance

after each iteration has been around for more than 50 years. A patent filed in 1967

by Murray Garden described a control system where a command signal is stored in
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memory and iteratively “corrected by an amount related to the error” [2]. The first

academic contribution published on the topic was written in Japanese by Uchiyama

[3]. The term “iterative learning control” was first applied in 1984 [4], the same year

ILC became an active area of research [5–7]. Since the papers in 1984, ILC has been

a very rich area of research, with many surveys [8, 9] and books [10, 11] written on

the topic.

In industrial manufacturing processes, the desire is that the system not only has

good performance but that it is robust to changes in the process. As outlined by the

motivating example, many manufacturing processes require control algorithms that

are robust to model uncertainty and that can overcome measurement delays, which

may be time-varying.

Many researchers have studied robust ILC algorithms in the past [12–15] with

robustness defined relative to various signals and sources of uncertainty. In [12],

a higher-order ILC algorithm that is robust to initial state inaccuracies is proposed.

In [13], an ILC algorithm is synthesized using an H∞ approach that explicitly accounts

for uncertain system knowledge. In [14], 2-D systems theory is used to analyze the ro-

bustness of a D-type ILC algorithm when applied to systems with multiple state time

delays and initial output shifts. In [15], an L1 adaptive feedback controller is com-

bined with an ILC algorithm to compensate for low-frequency parametric uncertainty

in the time domain.

Norm optimal ILC is a type of ILC algorithm that has recently been used to

improve the robust performance of the closed loop system in the presence of multi-

plicative uncertainty [16–20]. The norm optimal ILC formulation uses a cost function

to design the ILC filters so that the closed loop system achieves optimal performance

with respect to the cost function. The formulation is useful because parametric un-

certainty is incorporated into the design of the cost function’s weighting matrices. A

significant gap in existing norm optimal ILC literature, however, is that no one has

examined how delay uncertainty effects the norm optimal ILC formulation.
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Some recent developments have been focused on developing ILC algorithms for

linear parameter-varying (LPV) systems [21–24], which is a useful way to model

systems whose dynamics change as a function of the operating condition [25, 26].

de Rozario et al. show that an ILC algorithm that directly accounts for the LPV

dynamics of the system is able to achieve better accuracy and convergence rates

than a linear time-invariant ILC algorithm that has been made robust to model

uncertainty [24]. These algorithms, however, assume perfect LPV models of the

process and do not address time-varying measurement delays.

Regarding the effects of measurement delays, there is limited research concern-

ing the effect that measurement delays have on ILC algorithms and overall process

stability. Algorithms have been developed to compensate for state delays [27–32].

These algorithms, however, focus on delays that occur within a single iteration of

the process. A higher order ILC algorithm is needed for control of processes that

have measurement delays longer than a single iteration of the process. Higher order

ILC algorithms were introduced in [33] and were shown to have better convergence

performance than first-order ILC algorithms.

Furthermore, a control algorithm that is robust to time-varying measurement

delay will typically require an estimate of the delay itself. Correlation-based methods

[34–36] are common algorithms used to estimate the time delay within a process.

The periodicity of a process, however, makes correlation-based methods unreliable

when the delay is multiple periods in length. This is because the periodicity causes

the correlation function to have a local maximum for every period within the search

window.

1.3 Thesis Objective

In this thesis, I contribute three ILC algorithms that advance the state of the art

of ILC research. These algorithms focus on compensating for time delay estimation

errors as well as LPV dynamics and parametric uncertainty. The first algorithm is
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developed to compensate for measurement delays that are longer than one iteration

of a periodic process. To incorporate the delay into the ILC algorithm, I develop a

delay model that has both an iterative component and a residual component. This

enables the estimation of each component separately, and their sum represents the

total measurement delay in the system. I then use that model to design and synthesize

an ILC algorithm that accounts for the measurement delay and is robust to delay

estimation error.

The second algorithm is a coupled delay estimation and ILC algorithm that com-

pensates for time-varying measurement delays using an adaptive delay estimate. The

adaptive delay estimation algorithm is designed such that the delay estimate con-

verges to the true delay as the number of process iterations increases, resulting in

improved tracking error performance.

The final contribution is a norm optimal ILC algorithm that compensates for LPV

dynamics, parametric uncertainty, and measurement delay uncertainty. I provide a

tuning method that details how the weighting functions of the cost function can be

designed in order to achieve error attenuation, input saturation avoidance, and robust

convergence.

All three algorithms’ functionality is demonstrated through simulated case studies

on an system model that is motivated by the twin roll strip casting process. The sim-

ulation results are further augmented with experimental testing of select algorithms

at an industrial sponsor’s site.

1.4 Thesis Outline

The rest of the thesis is organized as follows. In Chapter 2, I discuss the twin roll

strip casting process and identify some of the key parameters that are used to control

the process. Chapter 3 introduces two ILC algorithms for time delay systems. Chap-

ter 3 also illustrates the performance of both algorithms when applied to the twin roll

strip casting process. Chapter 4 then describes a norm-optimal LPV ILC algorithm
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that can be used to account for parametric uncertainty and linear parameter-varying

dynamics. Finally, I present conclusions and discuss potential future research direc-

tions in Chapter 5.
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2. TWIN ROLL STRIP CASTING

This chapter provides a description of the twin roll strip casting process that motivates

the research in this thesis and presents modeling information about the process that

I published with Professors George T.-C. Chiu and Neera Jain in the ASME Journal

of Dynamic Systems Measurements and Control [37]. A table of nomenclature used

in this chapter is provided in Table 2.1.

Table 2.1. Nomenclature for the twin roll strip casting model

Variables Subscripts

c Specific heat of steel 1 Liquidus

fm Mushy fraction 2 Solidus

F Force g Gap

h Heat transfer coefficient k Kiss

k Effective thermal conductivity ` Liquid

L Latent heat Lev Steel pool level

R Radius m Mushy

T Temperature O Outer boundary

x Horizontal distance R Steel at the roll

y Height from the nip Roll Roll surface

Z Transverse direction s Solid

ε Switching parameter

ρ Density

θ Angle

Ω Rotational speed
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2.1 Modelling Introduction

Twin-roll strip casting is a near-net-shape manufacturing process used in the steel

industry to improve energy efficiency and reduce operating costs [38]. It requires just

one-tenth of the facility space and reduces the energy consumption by a factor of

nine, as compared to traditional steel casting [39]. One reason for this is that in tra-

ditional casting, molten steel is first solidified into thick slabs and then reheated and

compressed via a series of rollers to create thin strips of steel. On the other hand, in

twin-roll casting, molten steel is directly poured onto the surface of two casting rolls

which simultaneously cool and compress the steel into a strip with a thickness of 1−3

millimeters. In this process, the steel solidification and accompanying casting dynam-

ics evolve within a fraction of a second [40]. This suggests that an accurate model

of the process will require simultaneous consideration of the solidification (thermal)

dynamics with the rolling (mechanical) dynamics.

Combining these two steps into a single continuous casting process also introduces

coupling between the control inputs—the casting speed, Ω, and the gap distance

between the rolls, xG—and their effect on the solidification dynamics. To address this

coupling, I require a simple and accurate model that characterizes how Ω and xG affect

the periodic steady state behavior of the process. Many researchers have modeled

the solidification process in twin-roll casting [41–52], but developing a reduced-order

model requires a balanced modeling approach that captures the relevant input-output

dynamics of the process while using a relatively small number of dynamic states.

Some researchers [41–43] propose simple models of the twin-roll casting process, but

these models assume an abrupt transition from liquid to solid steel when, in reality,

this transition involves the storage of latent heat in a two-phase region known as

mushy steel. Characterizing the amount of mushy steel in the steel pool is essential

to understanding the solidification dynamics of the process because the size of the

mushy layer affects the overall cooling rate of the steel [45]. Mushy steel can also

have a significant impact on the compression dynamics at the exit of the casting rolls
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because the liquid portion of the steel creates a region that is much easier to compress

than a completely solid strip [46, 53, 54]. This is important in practice because, as

discussed in [53], allowing small amounts of mushy steel to remain in the strip as it

leaves the casting rolls can reduce chatter during casting.

Other researchers [47–52] have developed high-resolution numerical simulations

of the solidification process that include the mushy region. Their models, however,

are too complex to be used for control design or real-time simulation. For example,

Santos et al. derived a model with over 400 states and Liu et al. built a model for

use in ANSYS. This level of detail is useful for creating high fidelity models of the

system but requires computational resources that may not always be available. For

that reason, I propose a reduced-order model that characterizes the dynamics of the

process, including the mushy region, in a computationally efficient manner.

In [55], I proposed a model of the solidification dynamics using a lumped param-

eter moving boundary approach. In this chapter, I extend my preliminary work by

modeling the thermal dynamics of the twin-rolls themselves as well as the coupling of

these dynamics with the steel solidification dynamics. Given the sensing limitations

inherent in a twin-roll casting process, e.g. high molten steel temperatures that can

damage sensors placed in or near the steel pool, validation of such a model is diffi-

cult. Nonetheless, I compare the water temperature leaving the rolls in the proposed

model with water temperature measurements obtained from an industrial twin-roll

strip casting facility operated by Nucor Corporation. Finally, I illustrate how the

roll speed and gap distance influence the system dynamics through simulated case

studies.

2.2 Background

In twin-roll casting, molten steel is poured onto the surface of two casting rolls,

covering them up to an angle, θLev. Thermal energy is then transferred from the

steel, through the rolls, and into a set of water cooling channels which extract the
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Figure 2.1. A twin-roll strip caster with dashed lines representing
the boundaries between the liquid, mushy, and solid steel phases.

Figure 2.2. The moving boundaries, R1 and R2, corresponding to the
liquidus, T1, and solidus, T2, isotherms respectively.

heat from the roll assembly. As the heat leaves the steel, the liquid steel begins to

solidify, causing it to transition into a two-phase state known as mushy steel. The

mushy steel then cools further and completely solidifies. Figure 2.1 shows a schematic

of the twin-roll casting process after the shell formation reaches a quasi-steady state.



10

The phase transition of steel, from liquid to solid, begins when the steel cools

to below the liquidus temperature and concludes when the steel temperature drops

below the solidus temperature. Within our model, steel with a temperature above

the liquidus temperature, T1, is treated as completely liquid. Likewise, steel below

the solidus temperature, T2, is treated as completely solid. The remaining volume of

steel, whose temperature is between T1 and T2, is treated as mushy. Thus, the steel

pool is divided into three regions – liquid, mushy, and solid – with borders coinciding

with the T1 and T2 isotherms as shown in Fig. 2.2.

Mushy and solid shells begin to form on each roll’s surface as the rolls rotate

through the steel pool; they continue to grow as the rolls rotate and adhere to each

roll’s surface. A completely solid width of steel is formed when the micro-structures

of the mushy and solid shells from each roll intersect at the center-line. If the width

is larger than the desired strip thickness, the steel must be compressed to achieve

the desired thickness. This compression is achieved by applying a force, F , to both

rolls using a set of actuators that are in line with the nip. The nip is defined as the

location of the minimum displacement between the rolls, as shown in Fig. 2.1. The

amount of force required for the compression is dependent on the location of the kiss

point, which is defined as the intersection point between the two mushy shells at the

centerline. The location of the kiss point relative to the nip is, in turn, dependent

on the rolls’ rotational speed, Ω and the gap distance between the rolls, xg [41, 44].

I define the nip region as the volume of steel located between the nip and the kiss

height, yk. Within this region, the force required to compress the steel is influenced

by the amount of mushy steel present, which is dependent on the growth rate of the

solid steel shell.

I am interested in developing a computationally efficient model that captures how

both the rotational speed and the gap distance affect one’s ability to manufacture

a steel strip of a desired thickness. To achieve this, I must understand how Ω and

xG influence the locations of the liquidus and solidus isotherms, which define both

the kiss height and the amount of mushy steel present in the nip region. In the next
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section, I discuss the modeling approach that I use to predict the locations of these

isotherms.

2.3 Steel Pool Model

I model the locations of the liquidus and solidus isotherms using a lumped pa-

rameter moving boundary approach. This approach is commonly used in models

of multi-phase flows to simplify the physics and track the boundaries between the

phases using thermodynamic analysis techniques [56, 57]. The twin-roll casting pro-

cess is well suited to be modeled with this approach because the steel pool can be

divided into three distinct regions – liquid, mushy, and solid – by defining boundaries

at the solidus and liquidus isotherms.

To begin, I assume that the physics of the solidification process are mirrored onto

both rolls. As a result, the steel pool is divided in half, and I model the process

acting on one roll with the center-line of the pool treated as the outer boundary of

each half pool. The half pool model is then divided into smaller, angular discretized

control volumes, which I call slices, with an angular thickness δθ as shown in Fig.

2.3. Within each slice, I assume that the mushy and solid shells adhere to the roll’s

surface as the roll rotates and that there is no slippage between the shells and the roll.

The liquid steel is assumed to be separate from the mushy and solid shells. As the

rolls rotate, the amount of liquid steel in each slice changes to fill the entire volume

of the slice, adjusting for changes in the size of the mushy and solid shells.

2.3.1 Governing Equations

I define a lumped parameter set within each slice to model the dynamics through

a combination of energy balances and boundary continuity equations.
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Figure 2.3. A schematic of a half steel pool model divided into control
volume slices with angular thickness δθ.

Energy Balance.

The energy balance for each region of steel is represented by the equation

∂ρcT

∂t
= 5 (k5 T ) + S , (2.1)

where ρ is the density, k is the effective thermal conductivity [58], T is the tem-

perature, and c is the specific heat corresponding to the steel phase. The variable S

represents the heat source associated with phase transition and is only necessary when

modeling the mushy region. The heat source characterizes the release of latent heat

needed to fully solidify the steel within the mushy region. Similar to the approaches

used in [47] and [59], the concept of pseudo-specific heat is used here to model the

release of latent heat. The concept of pseudo-specific heat is predicated on the as-

sumption that the release of the latent heat needed to fully solidify the steel varies

only with respect to temperature. Then the latent heat model can be combined with

the specific heat model to give an effective specific heat model. Both [47] and [59]

propose using Scheil’s equation to model how the release of latent heat relates to the
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temperature of the mushy region. This representation, however, requires a model of

the eutectic properties of the steel, which introduces more complexity to the model

and makes it more difficult to tune. To simplify the model, I assume that the amount

of latent heat released during the solidification process is linear with respect to the

temperature of the mushy steel. This assumption is acceptable because the primary

goal of this model is to characterize the total fraction of mushy steel in the strip,

rather than the liquid fraction of the mushy region itself. Our approach results in a

pseudo-specific heat given by

cm = c+
L

T1 − T2

, (2.2)

where T1 is the liquidus temperature, T2 is the solidus temperature, and L is the

latent heat of fusion.

Within each slice, the total rate of change of the energy in each steel phase is ob-

tained by integrating Eqn. (2.1) over the volume of each phase as shown in Eqn. (2.3).

This equation is simplified by substituting dV = rdrdθdz and assuming that the pa-

rameters are uniform in both the angular (θ) and transverse (z) directions of the roll

for a given slice. The result is Eqn. (2.4), where Z denotes the transverse length of

the slice along the length of the roll and δθ denotes the angular thickness of the slice.∫∫∫
V

∂ρcT

∂t
dV =

∫∫∫
V

5 (k5 T ) dV (2.3)

Zδθ

∫
∂ρcT

∂t
rdr =

∫∫∫
V

5 (k5 T ) dV (2.4)

Leibniz’s rule and the product rule are then applied to the left hand side of

Eqn. (2.4) resulting in Eqn. (2.5) for the mushy region. The liquid and solid re-

gions are similarly simplified as given by Eqns. (2.6) and (2.7). While the control

inputs do not explicitly appear in either equation, note that RO is dependent on xG,

the gap distance. Moreover, the roll speed Ω dictates the duration of time that the
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steel is present in each slice. More details regarding the roll speed’s influence on the

system dynamics are given in Section 2.5.2.

Zδθ

(
ρmcm

2
(R2

1 −R2
2)
dTm
dt

+ ρmcm(Tm − T1)R1
dR1

dt

)
+ Zδθρmcm(T2 − Tm)R2

dR2

dt
=

∫∫∫
V

5 (k5 T ) dV

(2.5)

Zδθ

(
ρ`c

2
(R2

O −R2
1)
dT`
dt

+ ρ`c(T1 − T`)R1
dR1

dt

)
=

∫∫∫
V

5 (k5 T ) dV

(2.6)

Zδθ

(
ρsc

2
(R2

2 −R2
R)
dTs
dt

+ ρsc(Ts − T2)R1
dR2

dt

)
=

∫∫∫
V

5 (k5 T ) dV

(2.7)

The right hand side of Eqn. (2.4) is simplified by assuming that the heat transfer

through the steel is dominated by the steel-roll interface and, thus, occurs only in the

radial direction. Divergence theorem is then applied and the resulting simplification,

in its most general form, is(
1

r

∂

∂r

(
kZδθr

∂T

∂r

))
i

+

(
1

r

∂

∂r

(
kZδθr

∂T

∂r

))
o

, (2.8)

where k is the effective thermal conductivity of each phase of steel and the subscripts

i and o denote the inner and outer radial boundaries of each phase.

Equation (2.8) is further simplified by assuming the process reaches a quasi-steady

state and by applying a thermal impedance model similar to Fig. 2.4. The resulting

simplification is
kpZδθ(Ti − Tp)

ln
(
Rp
Ri

) +
kpZδθ(To − Tp)

ln
(
Ro
Rp

) , (2.9)

where the subscript p ∈ {`,m, s} denotes parameters that are specific to the phase of

steel being modeled.

Finally, the boundary between the steel and the roll is modeled by adding a

contact resistance between TR, the temperature of the steel at the roll, and TRoll, as

shown in Fig. 2.4. Then as the roll temperature changes (see Section 2.4), so does
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the inner boundary temperature of the steel pool model. In reality, the heat transfer

between the steel pool and the roll depends on the roll topography and the microscopic

processes that govern the solidification behavior, such as nucleation [40, 60]. In this

model, I simplify these dynamics into a single heat transfer coefficient, ho.

Continuity Equation.

The rate of energy crossing the liquidus isotherm should be the same for both the

liquid and mushy regions. Likewise, the rate of energy crossing the solidus isotherm

should be the same for both mushy and solid regions. I apply the following two

continuity equations to ensure that these constraints are enforced.

0 = k`
T` − T1

ln
(
R`
R1

) − km T1 − Tm
ln
(
R1

Rm

) (2.10)

0 = ks
T2 − Ts
ln
(
R1

Rs

) − km Tm − T2

ln
(
Rm
R2

) (2.11)

Building upon our lumped parameter assumption, in both Eqns. (2.10) and (2.11),

R` is the radius corresponding to the center of the liquid phase in a single slice

(control volume) and is calculated by R` =
√

0.5(R2
1 +R2

O). Similarly, Rm is the

center of the mushy phase and Rs is the center of the solid phase, determined by

Rm =
√

0.5(R2
1 +R2

2) and Rs =
√

0.5(R2
2 +R2

R), respectively. Equations (2.10) and

Figure 2.4. The thermal impedance model used to characterize the
steel pool thermal dynamics.
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(2.11) are true for all time. Thus, the time derivative of both equations is also equal

to zero.

State Matrix Equation.

The combination of the three energy balances and the two time derivatives of

the continuity equations yields a system of equations that describes the interactions

between the state variables, R1, R2, Ts, Tm, and T`. The five state equations can

then be written in a matrix form similar to Eqn. (2.12). For example, when all

states are actively being modeled (see Section 2.3.2) the state equations are written

as Eqn. (2.13) with the nonzero terms listed in Table 2.2. This matrix equation

representation applies to each slice, and the number of slices can fluctuate based on

the engineer’s needs. The total number of states needed to describe the solidification

dynamics is then five times the number of slices used.

M



Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


= A (2.12)



0 M12 M13 0 0

M21 M22 0 M24 0

M31 0 0 0 M35

M41 M42 0 M44 M45

M51 M52 M53 M54 0





Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


=



A1

A2

A3

0

0


(2.13)

2.3.2 Solidification Stages

The state vector in Eqn. (2.12) can be used to represent the dynamics of every slice.

Therefore, switching between solidification stages requires selecting the appropriate
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Table 2.2. The nonzero values of the state matrix equation (2.13)

Term Value

M12 ρsc(Ts − T2)R2

M13
ρsc
2

(R2
2 −R2

R)

M21 ρmcm(Tm − T1)R1

M22 ρmcm(T2 − Tm)R2

M24
ρmcm

2
(R2

1 −R2
2)

M31 ρ`c(T1 − T`)R1

M35
ρ`c
2

(R2
O −R2

1)

M41

km(T1−Tm)

(
1
Rm
− 0.5R2

1
R3
m

)
Rm

ln( R1
Rm

)
2
R1

−
k`(T`−T1)

(
0.5
R`
−R`
R2
1

)
R1

ln
(
R`
R1

)2
R`

M42
.5km(T1−Tm)R2

ln( R1
Rm

)
2
R2
m

M44
km

ln( R1
Rm

)

M45
k`

ln
(
R`
R1

)
M51

0.5km(Tm−T2)R1

ln
(
Rm
R2

)2
R2
m

M52

ks(T2−Ts)
(

1
Rs
− 0.5R2

2
R3
s

)
Rs

ln(RsRs )
2
R2

−
km(Tm−T2)

(
0.5
Rm
−Rm
R2
2

)
R2

ln
(
Rm
R2

)2
Rm

M53
ks

ln(R2
Rs

)

M54
km

ln
(
Rm
R2

)
A1

ks(T2−Ts)
ln(R2

Rs
)
− Ts−TRoll

ln(Rs/RR)
ks

+ 1
hoRR

A2
km(T1−Tm)

ln( R1
Rm

)
− km(Tm−T2)

ln
(
Rm
R2

)
A3

k`(TO−T`)
ln
(
RO
R`

) − k`(T`−T1)

ln
(
R`
R1

)

equation set to be solved for the next time step. The solidification dynamics of a

given slice can be divided into 6 possible stages:

1. only liquid steel;
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2. liquid and mushy steel;

3. liquid, mushy, and solid steel;

4. mushy and solid steel;

5. only mushy steel; and

6. only solid steel.

Each stage has its own dynamic equations. Depending on which phases of steel are

represented in each stage of the solidification process, some of the states may become

inactive. In this case, I hold them at a constant value.

Stage 1.

When liquid steel is the only phase of steel within the control volume, as it is when

the steel initially contacts the roll, the only state that is modeled is the temperature

of the liquid steel, T`. All other states are held at a constant value. The mushy

and solid temperatures are set to the liquidus and solidus temperatures, respectively,

because those are the temperatures that the states will have when they initially

form. Similarly, the liquidus and solidus isotherm locations are set to the roll radius,

because that is where the isotherms will initially form. In other words, Iset Tm =

T1, Ts = T2, R1 = RR, and R2 = RR. The stage 1 dynamics are then described by

Eqn. (2.14).



0 0 0 0 M15

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0





Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


=



A1

0

0

0

0


M15 =

ρ`c

2
(R2

O −R2
R)

A1 =
k`(TO − T`)

ln
(
RO
R`

) − (T` − TRoll)
ln
(
R`
RR

)
k`

+ 1
hoRR

(2.14)
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Stage 2.

Stage 2 occurs when the mushy shell starts to grow on the surface of the roll but

the solid shell has not yet grown. In this stage, the active states are T`, Tm, and R1.

The values of the solidus isotherm and solid steel temperature are held constant at

R2 = RR and Ts = T2, respectively, as in Stage 1. The dynamics of Stage 2 are

described by Eqn. (2.15).

0 1 0 0 0

M21 0 0 M24 0

M31 0 0 0 M35

M41 0 0 M44 M45

0 0 1 0 0





Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


=



0

A2

A3

0

0


M24 =

ρmcm
2

(R2
1 −R2

R)

A2 =
km(T1 − Tm)

ln
(
R1

Rm

) − (Tm − TRoll)
ln
(
Rm
RR

)
km

+ 1
hoRR

All other terms are as defined in Table 2.2

(2.15)

Stage 3.

Stage 3 is the stage when both the mushy and solid shells are growing. All state

are active. The dynamics of this stage are described by Eqn. (2.13) with the nonzero

terms listed in Table 2.2.

Stage 4.

Once the mushy shell intersects the centerline of the process, the liquid phase of

steel is no longer present in the control volume. Icall this Stage 4 of the solidification

process. In this stage, the active states are Tm, Ts, and R2. The values of T` and R1

are held constant at T` = T1 and R1 = RO. The dynamics of this stage are described

by Eqn. (2.16).
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

0 M12 M13 0 0

0 M22 0 M24 0

1 0 0 0 0

0 0 0 0 1

0 M52 M53 M54 0





Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


=



A1

A2

0

0

0


M24 =

ρmcm
2

(R2
O −R2

2)

A2 =
km(TO − Tm)

ln
(
RO
Rm

) − km(Tm − T2)

ln
(
Rm
R2

)
All other terms are as defined in Table 2.2

(2.16)

Stage 5.

Stage 5 occurs when the mushy shell grows so fast that the liquidus isotherm

intersects the outer boundary of the slice, but the solid steel has not yet formed. It

can also occur if the steel is in Stage 4 and the solid shell remelts. In this case, the

only active state is Tm and all other states are held constant at T` = T1, R1 = RO,

Ts = T2, and R2 = RR. The dynamics for this stage are described by Eqn. (2.17).



0 0 0 M14 0

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 0 1





Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


=



A1

0

0

0

0


M14 =

ρmcm
2

(R2
O −R2

R)

A1 =
km(TO − Ts)

ln
(
RO
Rm

) − Ts − TRoll
ln
(
Rm
RR

)
ks

+ 1
hoRR

(2.17)

Stage 6.

The final stage, stage 6, occurs if the solid shell grows sufficiently such that the

solid kiss point is above the nip. In this case, no mushy nor liquid steel will be present

in the slice and only the solid steel temperature state, Ts, is active. The other states
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are held constant at R1 = R2 = RO, T` = T1, and Tm = T2. The dynamics of this

stage are described by Eqn. (2.18).



0 0 M13 0 0

1 0 0 0 0

0 1 0 0 0

0 0 0 1 0

0 0 0 0 1





Ṙ1

Ṙ2

Ṫs

Ṫm

Ṫ`


=



A1

0

0

0

0


M13 =

ρsc

2
(R2

O −R2
R)

A1 =
ks(TO − Ts)

ln
(
RO
Rs

) − Ts − TRoll
ln
(
Rs
RR

)
ks

+ 1
hoRR

(2.18)

2.3.3 Switching Criteria

In Stages 2, 3, and 4, a new phase of steel may begin forming on the surface of the

roll. When this occurs, the M matrix is singular because either R1 or R2 is initially

equivalent to RR. This singularity results in a numerical instability that can produce

large errors in the simulation when I attempt to invert M . I compensate for this by

introducing a switching parameter, ε, and simulating a reduced-state model until the

isotherm has grown a distance ε away from the surface of the roll. At that point, I

switch to the full simulation of the solidification stage as described in Section 2.3.2.

2.4 Roll Dynamics

To obtain an accurate representation of how the rotational speed impacts the

solidification model, I have to understand how Ω affects the boundary temperature

between the the steel and the roll. This section explores the thermodynamic model

of the roll, which provides a characterization of the roll surface temperature that is

used in the steel pool model.
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Figure 2.5. A schematic of the roll composed of a copper sleeve
encasing a set of water channels.

A common roll assembly consists of a copper sleeve that encloses a set of water

channels, as shown in Fig. 2.5. The water channels act as a heat sink for the process

and help regulate the temperature of the copper. As the roll rotates, its surface

temperature will increase as the roll passes through the steel pool and then decrease

once the roll rotates past the nip. During periodic steady-state operation, I assume

that the surface temperature at the steel meniscus will be periodic with the same

period as one roll revolution. This means that, in the period of one roll revolution,

the heat absorbed from the steel pool is transferred from the roll to either the water

flowing through the cooling channels or the air surrounding the roll. Then, as the

water flows out of the roll, the energy stored in the water is removed from the roll

assembly entirely.
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2.4.1 Thermal Model

The dynamics of the roll assembly are modeled by dividing the roll into equal

volume radial slices such that each water channel coincides with one slice. I assume

that the heat transfer into the water is much higher than the conduction into the

interior portion of the copper sleeve. Therefore I modify our model of the water

channel by extending it so that it encompasses the entire inner boundary as shown in

Fig. 2.6. With this architecture, I extend our radial resistance analogy into the roll

model using the structure shown in Fig. 2.7 and by applying a lumped parameter

assumption to the temperatures of both the copper and the water contained within

each slice. Then the dynamics for each slice are written as two differential equations

with two states – TCu and TW (see Eqn. (2.19) and Eqn. (2.20)).

∂TCu
∂t

=

2

(
TR−TCu

1
kCu

ln
(
RR
RCu

)
+ 1
hoRR

+ TW−TCu
1

kCu
ln
(
RCu
R@W

)
+ 1
hiR@W

)
ρCucCu(R2

R −R2
@W )

(2.19)

∂TW
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2

(
TCu−TW

1
kCu

ln
(
RCu
R@W

)
+ 1
hiR@W

)
ρW cW (R2

@W −R2
W )

(2.20)

In Eqn. (2.19), TR represents the outer boundary temperature, ho is the heat

transfer coefficient between the surface of the roll and the outer boundary, and hi

is the convection coefficient of the water. The value of hi is determined using the

Dittus-Boelter equation for calculating the Nusselt number,

hi =
NuWkW
DC

=
kW
DC

0.0233

(
4V̇

νWπD2
C

)0.8

Pr0.4
W , (2.21)

where V̇ , PrW , νW , and kW are, respectively, the volumetric flow rate, Prandtl num-

ber, kinematic viscosity, and conduction coefficient of the water, and DC is the water

channel diameter.
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Figure 2.6. A schematic depicting how the water channels are ex-
tended so as to encompass the entire inner radius of each roll slice.

Figure 2.7. The thermal resistance network for the roll.

2.4.2 Outer Boundary Condition

As the roll rotates, the outer boundary condition of a slice of the roll changes

when the slice transitions between contacting steel and contacting air. During the

time that a slice is in contact with the steel, both TRoll and TCu increase. When the

slice stops contacting the steel, TRoll and TCu begin to cool as the heat continues to

be transferred into the water channels. When the slice is contacting the steel pool,

I introduce the variable TR as the surface temperature of the steel. Then, when the
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slice is contacting air, I assume that the outer boundary is almost adiabatic. This

approach is similar to that taken in [51] and [52], in which an effective heat transfer

coefficient of 50W/m2K between the rolls and their surroundings is used. Comparing

this value to the value that [51] and [52] use for the effective heat transfer coefficient

between the rolls and the water, 10000W/m2K, results in approximately 0.5% of the

heat in the rolls being transferred to the surroundings. Therefore, I assume that the

heat transfer from the rolls to the surrounding air is negligible compared to the heat

transferred into the water channels. The reason I cannot assume the boundary is

adiabatic is that ho = 0 results in a numerical instability in the lumped impedance

model. Thus, I reduce ho to a number that is close to zero. In other words, I condition

ho such that the copper sleeve almost exclusively cools by transferring its heat into

the water channels. This form of analysis provides us with a way to compare the

heat transfer from our model with temperature measurements taken from the exiting

water flows.

2.5 Simulation/Numerical Implementation

Simulating the steel pool and roll models together is challenging due to the differ-

ence in how each model is discretized (which is a function of their individual geome-

try). In this section I discuss the numerical implementation of the integrated model

as well as parameter selection for the steel pool model.

2.5.1 Simulation Setup

One of the first parameters that must be selected is the number of slices to use for

discretization of the roll and steel pool models. In this manuscript, I consider water

channels arranged in a circular pattern with 8 degrees of separation between each

channel. Therefore, I choose an 8 degree wide angular slice structure for both the

steel pool and roll models. This enables alignment of the steel pool slices with the roll

slices so that the heat transfer between the steel pool and roll models is only affected
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by a single slice in both directions. This eliminates the complexity that would be

introduced by having multiple states acting on the boundary between the models.

The one-to-one configuration also allows for a better estimate of the inner boundary

conditions in the steel pool model.

The second parameter to select is ε, the switching parameter that I introduced

in Section 2.3.3. If the value is too small, the simulation becomes unstable due to

the numerical singularity that occurs when a new phase of steel forms on the surface

of the roll. Selecting a large value, conversely, further propagates the error that is

introduced by our switching criteria simplification. I found that a value of 50µm, or

2.5% of the nominal gap distance, xG, results in numerical stability while keeping the

initial transient error confined to a small percentage of the overall shell profile.

The third parameter to select is the heat transfer coefficient between the roll and

the steel pool, hO. In practice, this value is difficult to determine because it depends

on the the roll topology and the microscopic processes that govern the solidification

behavior [40,60]. Instead, I treat hO as a tuning parameter, where the value is chosen

such that the mushy fraction at the nip is between 1 − 10%. This range of possible

mushy fraction values is based on the information provided in [61]. At the nip, the

mushy fraction, as a percentage of the gap distance, can be calculated from the shell

profile as

fm = 100(xG/2−R2) . (2.22)

2.5.2 Model Integration

Figure 2.8 provides a flowchart of the solution procedure. There are two design

decisions that must be made regarding how the roll rotation is introduced into the

steel pool and roll models. Recall that the steel pool model is composed of stationary

slices (control volumes) with angular thickness δθ, and the roll model is composed

of angular slices defined by the water channel configuration, which rotate with the

roll. Rotating the models at every time step would thus disrupt alignment of the
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slice geometry that I chose earlier. Instead, I simulate the model for δθ/Ω seconds in

one alignment before rotating both the steel pool and the roll models by an angular

distance of δθ. This approach allows us to maintain the alignment between the

two models while also simulating the effects that the rotational speed has on the

solidification dynamics.

When the models rotate, I must update their boundary conditions. The roll model

is updated according to the procedure described in Section 2.4.2. The steel pool, on

other hand, is updated based on the geometry of the new slice location. Recall that

the steel pool can be divided into regions based on the phase of the steel, as shown

in Fig. 2.2. Within a given slice, the inner phases of steel, in a radial sense from

the roll’s surface, are assumed to be identical before and after the rotation occurs.

The outer phase, however, must be updated to reflect the change in the slice volume.

Recall from Fig. 2.3 that a slice’s outer boundary either intersects with the centerline

of the process or the surface of the steel pool. Along the top slices which intersect

the surface of the steel pool, the outer temperature is set to the inlet steel temper-

ature; the lumped parameter temperature state is determined using the continuity

equation between the outer phase of steel and the adjacent (radially, in the direction

of the roll) phase of steel. When the outer boundary does intersect the centerline, I

use a projection method to determine the outer boundary temperature. I calculate

the temperature of the steel, in the slice before the rotation, at the location that

would correspond to the outer boundary after the rotation. This value becomes the

outer boundary temperature after the rotation and the temperature state is updated

according to the same continuity assumption used in the top slices.

2.6 Simulation Results

Validating the proposed model requires an unorthodox approach due to the high

operating temperatures of the process (> 1000◦C) and the limitations this imposes

on real-time measurements of the thermodynamic state of the steel. This section
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Figure 2.8. A flowchart describing the solution procedure.



29

discusses our approach for model validation. I also illustrate, through two case studies,

how the model responds to different input commands for the rotational speed and

the roll gap distance.

2.6.1 Model Validation

While the model is defined by many fewer dynamic states than some previously

developed models, it still requires more states than I can individually validate. Fur-

thermore, complete validation of the solidification model is impractical due to 1) the

high temperatures of molten steel (> 1000◦C), which can melt many sensors and limit

their use, and 2) spatial limitations, such as the size and position of the rolls relative

to the gap distance, which prevent the use of imaging techniques to measure the tem-

perature and shell profiles within the steel pool. These limitations hinder one’s ability

to measure both the isotherm locations and the temperature profiles that emerge dur-

ing a cast. However, I can use industrial data describing the total amount of energy

transferred to the water, as well as the mushy fraction calculated from the manufac-

tured strip [61], as surrogate measurements to verify that the heat transfer dynamics

captured by the model are consistent with an actual twin-roll casting process.

To compare the model with the experimental data, I consider a roll model with 45

water channels. This results in a roll model that has 45 angular slices, each with an

angular thickness of 8 degrees. I then divide our solidification model into 6 slices, each

with an angular thickness of 8 degrees, for the reasons described in Sec. 2.5. I also

use the set of material properties summarized in Table 2.3, which are a reasonable

approximation of the properties of the steel associated with the cast data that is used

for comparison [62]. The simulation parameters are listed in Table 2.4.

Once the meniscus conditions reach periodic steady state, the shell profile stabi-

lizes as shown in Fig. 2.9. The liquid steel cools and starts to transition into mushy

steel 0.03 seconds after it comes into contact with the roll. The solid shell then grad-

ually grows as more energy is extracted from the mushy steel. As a given slice of
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Table 2.3. Steel material properties

Property Value

c 750 J/kg◦C

L 272 kJ/kg

k` 4000 W/mK

km 3800 W/mK

ks 77 W/mK

T1 1524◦ C

T2 1502◦ C

ρ` 7200 kg/m3

ρs 7860 kg/m3

Table 2.4. Simulation parameters

Parameter Value

ho 20000 W/m2K

Tin 1600◦ C

TW,in 30◦ C

V̇ 0.0835 m3/s

xG 2 mm

θLev 48 deg

Ω 4.47 rad/sec

the steel pool model rotates toward the nip, the growth rate of both shells begins to

slow due to less heat being transferred into roll as the roll heats up. The mushy shell

intersects the centerline at a distance of 45.2µm above the nip. This indicates that,

because the solid shell does not intersect the centerline, there is a region of mushy

steel at the nip when the strip exits the casting rolls, as shown in Fig. 2.10.
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In the case shown in Fig. 2.10, the mushy fraction at the nip, as defined by Eqn.

(2.22), is 9%, which is similar to the measurements obtained by Nucor Corp. In [61],

it is claimed that the mushy material between the metal shells of the strip cast can be

controlled to between 10µm and 200µm for a strip with a thickness between 0.6mm

and 2.4mm. That means that for our chosen gap distance (xG = 2mm), there can be

up to 10% mushy steel present at the nip.

The results are also similar to the work described in [50]. Li et al. showed that for

an inlet (molten) steel temperature of 1600◦ C and a casting speed of ≈ 1.11m−1s,

their model estimated that the solidification point of the steel would be below the nip.

This implies that, at the nip, there would be a region of mushy steel as I show in Figure

2.10. Li et al. considered stainless steel instead of low-carbon steel; nonetheless the

properties of the steel strip in the nip region as estimated by our model are consistent

with published literature.

In the absence of experimental measurements of the solidification dynamics, changes

in the cooling water temperature between inlet and exit are a reasonable proxy for

the aggregate heat removal of the process during periodic steady state operation.

Measurements from the Nucor facility show that the water temperature increases by

approximately 3.6◦C per pass through the roll. In our simulation, TW increases by

3.66◦C in the period of a roll revolution. Because the water is the primary source of

cooling in the system, the similarity between the predicted and actual increase in the

water temperature indicates that the model is accurately estimating the amount of

heat being extracted from the steel at any given time.

2.6.2 Case Studies

The primary motivation for this model is to predict how different values of the

control inputs—Ω and xG—affect the shell profile. To illustrate this, I propose two

case studies. The first case study examines how a change in the commanded rota-

tional roll speed, Ω, affects the shell profile. The second shows that a change in the
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Figure 2.9. The phases of steel on the roll surface.

commanded gap distance, xG, results in a change in mushy fraction, fm, and kiss

point, yk. The analysis I provide in each case study focuses on the periodic steady

state response of the process in response to a change in the commanded values for Ω

and xG. I focus on this type of analysis because, as stated in Section 2.6.1, the steel

solidification begins after only 0.03 seconds whereas the period of one roll revolution

is approximately 1.4 seconds in length. Based upon this separation in time scales, I

assume that neither Ω nor xG can be actuated sufficiently fast enough to affect the

transient response of the solidification dynamics.

As Fig. 2.11 shows, when the rotational speed, Ω, is changed from 4.47 to 3.49

radians per second, the solid shell (shown by the thin dashed line) intersects the

centerline. This corresponds to a mushy fraction of 0, which is 9% lower than when

Ω = 4.47 radians per second (shown by the thick dashed line). The mushy shell when
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Figure 2.10. A zoomed in view of the nip in Fig. 2.9 shows that there
is mushy steel present at the nip.
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Ω = 3.49 radians per second (shown by the thin solid line) also intersects the centerline

much earlier than when Ω = 4.47 radians per second (shown by the thick solid line).

This results in a kiss point, yk, that is 450µm higher. Both changes affect the size

and composition of the compression region, which affects the force requirements for

consistent casting [55].

The existence of the solid shell kiss point above the nip is a common assumption

that is made in many of the published models on twin-roll casting [41–44], but that

assumption is violated when the process is operating at the speeds currently used in

industry (> 4rad/s). Nevertheless, when our model is simulated at speeds of 0.7rad/s

as is the case in Santos et al., the solid shell kiss point moves farther above the nip,

resulting in no mushy steel in the nip region, as shown in Fig. 2.12. In this way,

the proposed model is consistent with previously published models but extends the

state-of-the-art by relaxing the aforementioned assumption.

In the second case study I show that an increase in xG results in a decrease in the

shell thicknesses relative to the overall gap distance. Figure 2.13 shows the differences

between the case with xG = 2mm and the case with xG = 2.2mm. The shell profiles

are identical, but the location of these shells within the process changes. The increase

in the gap distance results in a larger mushy fraction at the nip (i.e. y = 0 mm) and

a smaller nip region.

2.7 Control Implementation Case Study: Twin-Roll Strip Casting

In this section I apply the combined delay estimation and ILC algorithm from

Sec. 3.1 to a twin roll strip casting process at Nucor Corporation’s Castrip plant

in Crawfordsville, Indiana. The objective of this section is to demonstrate how the

combined delay estimation and ILC algorithm proposed in Chapter 3 can be used to

reduce the wedge produced in the twin roll strip casting process. To accomplish this

objective, I define an iteration of the process as equal to one revolution of the casting

rolls and then use data from Nucor to identify the periodic dynamics of the system.
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Figure 2.11. The shell profile at different rotational speeds.
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Figure 2.12. The shell profile produced at a casting speed of Ω = 0.7
rad/s has a solid kiss point that is approximately 48 µm above the
nip.

(a) xG = 2mm (b) xG = 2.2mm

Figure 2.13. Changing xG results in a change in the mushy fraction at the nip.
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As shown in Fig. 2.14, after the strip has formed, it passes into an environmentally

controlled box, called a hot box, where it continues to passively cool before undergoing

a final round of compression in a hot roll stand. Due to the high temperature of

the metal exiting the casting rolls at point A, as well as the physical limitations of

accurately measuring the thickness of the strip near the nip, the strip thickness is

not measured until the strip is on the tables rolls leading into the hot rolling stand.

The measurement delay is thus the amount of time that it takes for the strip to move

from the actuation point at the nip of the casting rolls, point A, to the measurement

location, point C. This time can change during the cast based on the amount of steel

that is in the free hanging loop, shown in Fig. 2.14 as the length of strip between

points A and B. The depth of this loop is variable and depends on a number of

parameters, including the casting roll speed, the hot rolling stand speed, and the

grade of steel being cast. Below I describe in detail how I estimate this variable time

delay.

2.7.1 Delay Estimation

While the periodic nature of the twin roll strip casting process makes it well suited

for learning-based control, the periodicity also complicates the use of a data-based

approach, such as correlation methods [34], to estimate the delay. To overcome this

difficulty, I divide the estimation of the delay TD into two estimation problems, based

on the definition of the time delay that I introduced in (3.4). The first problem is to

estimate the iterative component of the delay, nk. Once I establish a value for nk, I

estimate the residual component of the delay, τ .

To estimate the delay, I relate it to the length of the strip between the nip of the

casting rolls and the measurement location. I can express the length of the strip as

L = nkCCR + δL , (2.23)

where CCR is the circumference of a single casting roll, nk is the number of complete

roll revolutions that occur during the delay, and δL is the remainder of L/CCR.
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Figure 2.14. The steel strip leaves the casting rolls and enters a
hotbox where it passively cools before being compressed on a hot
rolling stand. The thickness measurements are obtained at point C
as the strip moves along the table rolls.

As shown in Fig. 2.14, when the strip leaves the casting rolls, it initially forms

a free-hanging loop in the hot box between point A and point B. At point B, the

strip passes onto a set of table rolls that transport it past the measurement location

at point C and into the hot rolling stand. From the layout of the hot box, I can

determine the distances between A and B: xB − xA =: x̄AB and yA− yB =: ȳAB; and

the distance from B to C: xC − xB =: x̄BC .

I assume that the loop between A and B can be described by a catenary curve [63],

y = a cosh
(x
a

)
, (2.24)

where x and y are defined such that the x-coordinate of the vertex of the curve, xV ,

is at x = 0. The term a > 0 is a parameter of the curve and is related to the material
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that forms the curve. This description enables us to write the arc length of the curve

as

s = a sinh

(
|xB|
a

)
+ a sinh

(
|xA|
a

)
. (2.25)

Then the length of the strip can be rewritten as

L = s+ x̄BC . (2.26)

To compute the length, I first need to determine a. This is done by solving the

following system of equations:

yA = a cosh
(xA
a

)
, (2.27a)

yB = a cosh
(xB
a

)
, (2.27b)

xB − xA = x̄AB , (2.27c)

yA − yB = ȳAB , (2.27d)

yA − hLoop = a cosh(0) = a , (2.27e)

where hLoop is the measured loop depth relative to the nip (hLoop = yA − yV ). The

value of a is then the solution to

x̄AB =a cosh−1

(
a+ hLoop

a

)
+ a cosh−1

(
a+ hLoop − ȳAB

a

)
.

(2.28)

Once the value of a has been determined, the total length of the strip between A

and B is calculated using (2.25) and (2.26), and the values of xA and xB, which are

calculated as part of solving the system of equations (2.27). With the calculated value

of L, I can estimate nk and τ using (2.29) and (2.30), respectively, where TR is the

period of one revolution and Lk is length of strip produced during each revolution of

the casting rolls, which I assume to be equivalent to the circumference of the casting

rolls, CCR. In Eqn. (2.30), the operator mod(L/Lk) represents the modulus of L/Lk.

n̂k = floor(L/Lk) (2.29)
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τ̂ = mod(L/Lk)TR (2.30)

Remark 1 In practice, the circumference of the casting roll may not be known exactly

after it has thermally expanded due to the high temperatures of the casting process.

This can introduce inaccuracies in the time delay estimates. To compensate for the

expansion of the casting rolls and other measurement uncertainties, an adaptive pa-

rameter can be introduced so that the estimated length of strip produced during each

revolution is modified. For example, I can approximate the circumference of the cast-

ing roll as ĈCR ≈ αCCR where CCR is the circumference of the casting roll at room

temperature and α is an adaptive parameter. The approximated circumference of the

casting roll circumference can then be used in place of Lk in (2.29) and (2.30). The

modification allows the delay estimate to converge toward the true delay, assuming

α makes ĈCR converge to the true circumference of the casting roll under operating

conditions.

Remark 2 As previously discussed, correlation-based delay estimation techniques are

unreliable for estimating delays in a periodic process that are multiple periods in

length. However, by using (2.29) as the definition of the iterative component of the

delay, the region of potential delays can be reduced to a single period of the process.

This enables the use of correlation-based delay estimation techniques to estimate the

residual component of the delay, τ̂ . One example of how this can be accomplished is

discussed in [64].

I validated the time-delay estimation algorithm using a dataset where the tilt of

one of the casting rolls (the position of one side of the roll minus the position of the

other side) undergoes a step sequence and the wedge signal tracks the step changes.

During the step sequence, the normalized loop height had a mean value of 0.45 and

a variance of 0.03 throughout the duration of the test. This results in a mean strip

length estimate of 5970mm with a variance of 60mm. Then, with the rotational
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Figure 2.15. The time delay can be measured in post processing by
comparing the time at which the steps occur in both the caster roll
tilt signal and the wedge measurement.

period being approximately TR = 1.47 seconds, the resulting time delay estimate is

675 samples on average, with a variance of 13 samples.

Furthermore, the estimate can be manually verified offline by measuring the delay

between the step sequence in the tilt signal versus the step sequence in the measured

wedge signal. As shown in Fig. 2.15, the delay between the tilt signal and the wedge

signal is approximately 6.7 seconds which means the estimate of TD is accurate to

within 0.1 seconds.

2.8 Chapter Summary

In this chapter I provided more details about the twin roll strip casting process

and how the input dynamics affect the solidification process of the strip. In Chapter

3, I will leverage that understanding to implement an ILC algorithm that adjusts
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the tilt of the casting rolls, which affects the gap distance between the casting rolls,

to reduce the strip wedge that is formed due to eccentricities that appear during

the casting process. The eccentricities appear, in part, due to the nonuniform heat

transfer between the casting rolls and the molten steel as the rolls rotate through the

steel pool. The nonuniform heat transfer can cause localized thermal expansion in

the roll, which leads to a change in the gap distance that the steel is cast through.

Another key takeaway from this chapter is the insight I provided into the un-

certainty and aperiodic behavior that is experienced during the casting process. I

showed that a change in the rolls’ rotational speed or in the gap distance set point

affects the mushy fraction of the strip as it exits the nip of the casting rolls. The

mushy fraction provides a measure of the amount of steel exiting the nip of the cast-

ing rolls that is not completely solidified. A different mushy fraction at the nip of

the casting rolls can alter the mechanical dynamics associated with adjusting the gap

distance. This means that variations in the solidification dynamics could change the

effective damping and stiffness coefficients of the strip being produced. Because there

are some uncertainties associated with the solidification parameters, there is also un-

certainty in the mechanical parameters. Furthermore, the knowledge that the casting

speed can alter the magnitude of the mushy fraction means that when the casting

process is operating at a different speed, the nominal effective stiffness and damping

of the strip may also be different. These two findings—the parametric uncertainty

of the damping and stiffness coefficients and the ability of the casting speed to alter

the nominal behavior of the mechanical dynamics—motivate the work in Chapter 4,

which develops a robust linear parameter-varying ILC algorithm that accounts for

delays within the system.
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3. ITERATIVE LEARNING CONTROL FOR TIME DELAY SYSTEMS

This chapter discusses the first two ILC algorithms that I propose in this thesis. This

chapter contains information that I published with Brad Rees, George T.-C. Chiu,

and Neera Jain in IEEE Transactions of Control Systems Technology [65] and at the

2019 ASME Dynamic Systems and Control Conference [66].

3.1 Iterative Learning Control

In this chapter, I consider the following discrete-time plant model for a periodic

process:

x(t+ 1, k) = Ax(t, k) +Bu(t, k) ,

y(t, k) = Cx(t− TD, k)

= C(zI − A)−1Bu(t− TD, k) + d(t− TD)

= G(z)u(t− TD, k) + d(t− TD)

(3.1)

where t is the time index, k is the iteration index, x is the state of process, u is the

input signal, and y is a delayed measurement of the output, which is taken some

time TD after the input signal u is applied to the process. The signal d(t − TD) is

an iteration-invariant exogenous signal that includes disturbances and the effects of

the initial condition of x. For the purpose of this paper, the initial condition of x

in iteration k is assumed to be equal to the final condition of x in iteration k − 1,

i.e., x(0, k) = x(TR, k − 1), where TR is the number of samples in each iteration.

The parameter G(z) , C(zI − A)−1B represents the discrete transfer function from

u(t−TD, k) to y(t, k), where z is a forward shift operator in the time domain zx(t, k) ≡

x(t + 1, k). The matrices A,B, and C are assumed to be appropriately dimensioned

state space matrices.
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To analyze the effect of the delay on the ILC algorithm, I consider the widely used

ILC control law [9]

u(t, k + 1) = Q(z)[u(t, k) + L(z)e(t, k)] , (3.2)

where u(t, k) is the control input signal and e(t, k) is the error signal at time t

in iteration k. The linear time-invariant functions Q(z) and L(z) are the Q-filter

and learning function, respectively. The error of the process, e(t, k), relative to an

iteration-independent desired output for the process yd(t), is defined as

e(t, k) = yd(t)− y(t, k) ,

= yd(t)−G(z)u(t− TD, k)− d(t− TD) .
(3.3)

To compensate for a time delay longer than a single iteration of the process, i.e,

TD > TR where TR is the period of one iteration, I construct a model of TD as follows:

TD(k) = nkTR + τ(k) , (3.4)

where nk is the number of iterations that occur during the delay, and τ(k) is the

residual of TD(k) − nkTR. This definition allows us to treat the delay as the sum of

two delays: a delay of nk in the iteration domain and a delay of τ in the time domain.

With this definition, I can rewrite the error signal as

e(t, k) = −G(z)u(t− τ, k − nk) + yd(t)− d(t− τ)

= −G(z)u(t− τ, k − nk) +W (t) ,
(3.5)

where W (t) , yd(t)− d(t− τ) represents the iteration-invariant component of the

error that does not depend on the input signal u.

Using (3.4) and (3.5), the control law in (3.2) can be rewritten as

u(t, k + 1) = Q(z)[u(t, k) + L(z)(−G(z)u(t− τ, k − nk)

+W (t))] .
(3.6)

The mixed indices of u on the right hand side of (3.6), however, can result in

stability and performance problems because the controller modifies u(t, k+1) without
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knowledge of how u(t, k) actually affected the process. To address this misalignment,

I modify the control law so that the control signal being defined is based on a prior

control signal and the error generated by it. In this modification, I shift the error

signal forward by an estimate of the delay. To maintain continuity, I shift the left

hand side of (3.6) forward by n̄k, which is the smallest positive integer that satisfies

n̄kTR > TD. I then use our estimate of TD to align the error signal with u(t, k). This

results in the control law given by

u(t, k + n̄k + 1) =Q(z)[u(t, k)

+ L(z)(−G(z)u(t+ τ̂ − τ, k + n̂k − nk)

+W (t+ τ̂)] ,

(3.7)

where τ̂ and n̂k are the estimates of the two components of TD.

By introducing a forward shift operator q in the k-domain qx(t, k) ≡ x(t, k + 1)

and reusing the z operator from before, (3.7) is rewritten as

qn̄k+1u(t, k) =Q(z)[I − L(z)qn̂kzτ̂e(t, k)]

=Q(z)(I − L(z)G(z)qn̂k−nkzτ̂−τ )u(t, k)

+Q(z)L(z)qn̂kzτ̂W (t) .

(3.8)

I can then state the following two proposition, which are extensions of the theorems

presented in [67].

Proposition 3.1.1 The system is asymptotically stable if and only if

ρ(Q(z)[I − L(z)G(z)qn̂k−nkzτ̂−τ ]) < 1 , (3.9)

where ρ(A) is the spectral radius of A.

A sufficient condition for stability of the system can be obtained by requiring

that Q(z)[I − L(z)G(z)qn̂k−nkzτ̂−τ ] be a contraction mapping [9,67]. For a z-domain

system G(z), I define ||G(z)||∞ = supθ∈[−π,π] |G(eiθ)|.

Proposition 3.1.2 The ILC system defined in (3.1), (3.8) is asymptotically stable if∥∥Q(z)(I − L(z)G(z)qn̂k−nkzτ̂−τ )
∥∥
∞ < 1 . (3.10)
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Figure 3.1. For SISO systems, (3.10) can be expressed as the sum-
mation of vectors in the frequency domain.

The condition in (3.10) is a sufficient case and is generally more conservative than

the necessary and sufficient case in (3.9).

For a single-input single-output (SISO) system, (3.10) can be expressed as a re-

striction on the magnitude of the sum of two vectors in the frequency domain as

shown in Fig. 3.1. The time delay estimation error is equivalent to adding additional

phase to a vector of magnitude −|QLG|.

Corollary 1 For a SISO system and a control law (3.8) with positive scalar values

for Q and L, i.e., Q(z) = Q > 0 and L(z) = L > 0, if n̂k = nk, then the system is

asymptotically stable if

[Q−QL|G(ω)| cos(ω(τ̂ − τ) + ∠G(ω))]2

+ [−QL|G(ω)| sin(ω(τ̂ − τ) + ∠G(ω))]2 < 1 ,

for all ω ∈ R.
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For SISO systems where τ is known and nk is unknown, an equivalent inequality

to the one stated in Corollary 1 can be obtained by substituting TR(n̂k−nk) for τ̂−τ .

The resulting inequality and its counterpart in Corollary 1 describe the effect that

estimation errors in τ and nk, respectively, have on the stability of the controller.

Remark 3 When there is non-zero delay estimation error, it can be shown that the

ILC algorithm is only stable if |Q| < 1 [9]. The error signal, however, cannot converge

to zero when |Q| < 1. For a stable controller, the asymptotic error of the system is

given by

‖e(t,∞)‖2 = lim
k→∞
‖e(t, k)‖2

= lim
q→1

∥∥(I −G(qn̄k+1I −Q+QLGqn̂k−nkzτ̂−τ )−1QLqn̂k−nkzτ̂−τ )(yd(t)− d(t))
∥∥

2

=
∥∥(I −G(I −Q+QLGzτ̂−τ )−1QLzτ̂−τ )(yd(t)− d(t))

∥∥
2
. (3.11)

Note that the asymptotic error is not dependent on the nk estimation error. How-

ever, as shown in Section 3.3.2, the nk estimation error affects the transient behavior

of the system.

Remark 4 For a stable SISO system with a sinusoidal output disturbance at the

frequency ω, (3.11) can be reduced to the following sensitivity function from ‖d(t)‖2

to ‖e(t,∞)‖2:

‖e(t,∞)‖2 =
(1−Q) ‖d(t)‖2

[(1−Q)2 +Q2L2G2 + 2(1−Q)QLG cos(ω(τ̂ − τ))]1/2
.

This expression provides a convenient way to calculate the norm of the asymptotic

error of the system given the values of Q, L, and τ̂ − τ . Specifically, I can examine

the effect that the delay estimation error has on the coefficient multiplying ‖d(t)‖2.

In order for the disturbance to be attenuated, the coefficient must have a value less

than 1. Using this relationship, I can derive the following inequality which provides a
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bound on how much delay estimation error can be tolerated before the error from the

disturbance signal is amplified:

cos(ω(τ̂ − τ)) >
−QLG

2(1−Q)
. (3.12)

3.2 Adaptive Delay Estimation

In this section, I introduce an adaptive measurement delay estimation algorithm

for determining τ̂ in Eqn. (3.2), assuming that n̂k = nk. The goal of this algorithm

is to estimate the delay using the information that is available to the ILC algorithm,

as described in Sec. 3.1, and to improve the overall performance of the controller.

3.2.1 Nomenclature

To enable this analysis, I propose the following nomenclature. First, I will shift

the representation of the plant model and the ILC algorithm into the lifted domain. A

lifted-system representation of the linear time-invariant plant is created by expanding

G(z) as an infinite power series yielding

G(p) = g0 + g1z
−1 + · · ·+ gT−1z

−(T−1)
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where the coefficients gk are Markov parameters [68]. The sequence g0, g1, . . . is the

impulse response of G. Stacking the input and output signals in vectors, the plant

dynamics in Eqn. (3.1) can be written as the T × T - dimensional lifted system
y(τ, k)

y(τ + 1, k)
...

︸ ︷︷ ︸
yk(τ)

y(τ + T − 1, k)

 =


gτ 0 . . . 0

gτ+1 gτ . . . 0
...

...
. . .

...

︸ ︷︷ ︸
G

gτ+T−1 gτ+T−2 . . . gτ




u(0, k)

u(1, k)
...

︸ ︷︷ ︸
uk

u(T − 1, k)



+


d(τ, k)

d(τ + 1, k)
...

︸ ︷︷ ︸
d

d(τ + T − 1, k)

 ,
(3.13)

with the error vector expressed as
e(0, k)

e(1, k)
...

︸ ︷︷ ︸
ek

e(T − 1, k)

 =


yd(0, k)

yd(1, k)
...

︸ ︷︷ ︸
yd

yd(T − 1, k)

−


y(0, k)

y(1, k)
...

︸ ︷︷ ︸
yk

y(T − 1, k)

 . (3.14)
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The ILC algorithm (3.7), with nk = 0, n̄k = 1, can be represented in a lifted

format as

uk+1 =


q0 q1 . . . qT−1

q−1 q0 . . . qT−2

...
...

. . .
...

︸ ︷︷ ︸
Q

q−T+1 q−T+2 . . . q0

uk−1

+


`0 `1 . . . `T−1

`−1 `0 . . . `T−2

...
...

. . .
...

︸ ︷︷ ︸
L

`−T+1 `−T+2 . . . `0




e(τ̂ , k − 1)

e(τ̂ + 1, k − 1)
...

︸ ︷︷ ︸
ek−1(τ̂)

e(τ̂ + T − 1, k − 1)

 .
(3.15)

Then, due to the assumption that each iteration begins at the conclusion of the

previous iteration, any samples referring to an index t > T in iteration k − 1 would

correspond to samples at index t − T in iteration k. For the error vector in Eqn.

(3.15), this can be represented in the lifted-system form

ek−1(τ̂) =

0T−τ̂×τ̂ IT−τ̂×T−τ̂

︸ ︷︷ ︸
R(τ̂)

0τ̂×τ̂ 0τ̂×T−τ̂

 ek−1

+

0T−τ̂×τ̂ 0T−τ̂×T−τ̂

︸ ︷︷ ︸
S(τ̂)

Iτ̂×τ̂ 0τ̂×T−τ̂

 ek ,

(3.16)

where 0x and Ix are, respectively, zero and identity matrices of dimension x.

Furthermore, I make the following definition to simplify some of the notation used

when deriving the adaptive time delay estimation,

en(k) , ‖R(τ̂k)ek−1 + S(τ̂k)ek‖∞ .
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3.2.2 Coupled Delay Estimation

As I showed in Eqn. (3.11), the time delay estimate affects the performance of the

system described by Eqns. (3.1) and (3.2). Assuming the system is asymptotically

stable for all delay estimates, i.e. even when τ̂ is not equal to τ , the asymptotic

norm of the error will be greater than the minimum value achievable for a given gain

set. The minimum error norm for a given plant and ILC algorithm is determined by

setting τ̂ = τ in Eqn. (3.11) and solving for ‖e(t,∞)‖∞. I denote this value as e∗.

To drive the norm of the measurement error toward e∗, I propose an adapta-

tion algorithm that updates τ̂ after each iteration to move toward τ . The proposed

adaptation law is

τ̂(k + 1) = τ̂(k) + β(en(k)− e∗) , (3.17)

where β is the adaptation gain associated with the error between en(k) and e∗.

Note that because I am working with a discrete system of period T , the value τ̂(k)

must be kept at integer values in the range [0, T − 1]. This can be accomplished by

rounding the value of τ̂(k) from Eqn. (3.17) down to the nearest integer value using

a floor operation and then adding or subtracting T , as needed, until the estimate is

within the range [0, T − 1]. The latter operation is akin to wrapping a phase angle

between [0, 2π].

Because the adaptation law relies on the error generated by the ILC algorithm,

the two are coupled. Therefore, satisfying Eqn. (3.10) does not guarantee asymptotic

stability of the coupled algorithm. I provide a new stability criteria in Theorem 3.2.1.

Theorem 3.2.1 If Q, L, and β are chosen such that

‖Q‖∞ + (‖L‖∞ + β) ‖G‖∞ < 1 , (3.18)

the closed loop adaptive time delay estimation and ILC system described by Eqns.

(3.1), (3.2), and (3.17) is asymptotically stable.

Proof Combining Eqns. (3.15) and (3.16) results in

uk+1 = Quk−1 +L[R(τ̂k)ek−1 + S(τ̂k)ek] . (3.19)
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The error vectors in Eqn. (3.19) are obtained by combining Eqns. (3.13) and (3.14)

and representing the delay similar to the representation in Eqn. (3.16).

ek−1 = yd − [R(τ)Tyk−1 + S(τ)Tyk−2]

= yd −R(τ)T [Guk−1 + d]− S(τ)T [Guk−2 − d]

ek = yd − [R(τ)Tyk + S(τ)Tyk−1]

= yd −R(τ)T [Guk + d]− S(τ)T [Guk−1 − d]

(3.20)

This system is asymptotically stable if there exists a Lyapunov function V (X(k))

such that V (X(k)) > 0 for X ∈ D− {0} and V (X(k + 1))− V (X(k)) ≤ 0 for X 6= 0

in a domain D of X [69]. For this system, the fundamental dynamics are uk, uk−1,

and τ̂k. Therefore, I consider X(k) to be a vector that contains uk, uk−1, and τ̂k

and that has been defined such that X = 0 is an equilibrium point. To accomplish

both objectives I define the following terms: ũk = uk−u∞, ũk−1 = uk−1−u∞, and

τ̃k = τk − τ , where u∞ and τ are the equilibrium values of the control signal and the

time delay estimate, respectively. Then I can define X(k) as

X(k) =


ũk

ũk−1

τ̃

 .

Consider the following candidate Lyapunov function

V (X(k)) = ‖ũk‖∞ + ‖ũk−1‖∞ + |τ̃k| . (3.21)

From the definition of the vector ∞-norm and the definition of the absolute value

function, V (X(k)) > 0 for all nonzero X.

The value of V (X(k + 1)) is given by

V (X(k + 1)) = ‖ũk+1‖∞ + ‖ũk‖∞ + |τ̃k+1|

= ‖Qũk−1 +L[R(τ̂k)ẽk−1 + S(τ̂k)ẽk + F (τ̃k)e∞]‖∞

+ ‖ũk‖∞ + |τ̃k + β(en(k)− e∗)| ,
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where ẽk = ek − e∞ and F (τ̃k) = R(τ̂k)−R(τ) +S(τ̂k)−S(τ). Then the difference

between V (X(k + 1)) and V (X(k)) is given by

V (X(k + 1))− V (X(k)) =

‖Qũk−1 +L[R(τ̂k)ẽk−1 + S(τ̂k)ẽk + F (τ̃k)e∞]‖∞

+ ‖ũk‖∞ + |τ̃k + β(en(k)− e∗)| − ‖ũk‖∞

− ‖ũk−1‖∞ − |τ̃k|

(3.22)

Expanding en(k), and noting e∗ = ‖e∞‖∞ = ‖[R(τ) + S(τ)]e∞‖∞ results in

|τ̃k + β(en(k)− e∗)| =

|τ̃k + β (‖R(τ̂k)ek−1 + S(τ̂k)ek‖∞ − ‖[R(τ) + S(τ)]e∞‖∞)| .

Substituting this expression into Eqn. (3.22) and using the triangle inequality pro-

duces

V (X(k + 1))− V (X(k)) ≤

‖Q‖∞ ‖ũk−1‖∞ + ‖L‖∞ ‖[R(τ̂k)ẽk−1 + S(τ̂k)ẽk + F (τ̃k)e∞]‖∞

+ |τ̃k|+ |β| ‖R(τ̂k)ek−1 + S(τ̂k)ek − [R(τ) + S(τ)]e∞‖∞

− ‖ũk−1‖∞ − |τ̃k|

=(‖Q‖∞ − 1) ‖ũk−1‖∞

+ (‖L‖∞ + |β|) ‖[R(τ̂k)ẽk−1 + S(τ̂k)ẽk + F (τ̃k)e∞]‖∞ .

Substituting in Eqn. (3.20) and again using the triangle inequality results in

V (X(k + 1))− V (X(k)) ≤

(‖Q‖∞ − 1) ‖ũk−1‖∞ + (‖L‖∞ + |β|) ‖F (τ̃k)‖∞ ‖e∞‖∞

+ (‖L‖∞ + |β|)
∥∥∥R(τ̂k)[−S(τ)TGũk−2 −R(τ)TGũk−1]

+ S(τ̂k)[−S(τ)TGũk−1 −R(τ)TGũk]
∥∥∥
∞

By defining U = maxi∈{k, k−1, k−2} ‖ui‖∞ and noting that ‖F (τ̃)‖∞ = 0, I obtain

the following inequality, which is satisfied by assumption:

V (X(k + 1))− V (X(k)) ≤ [‖Q‖∞ + (‖L‖∞ + |β|)G− 1]U < 0 .
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3.3 Simulation Results

In this section I will demonstrate the functionality of the ILC algorithm that I

propose in Section 3.1 through a series of simulations. The simulations will be based

on the twin roll strip casting process described in Chapter 2. The rotational nature

of the casting process introduces repetitive dynamics into the system, which makes

it a good candidate for ILC. Furthermore, due to the high temperatures associated

with casting process, there is also a large time delay present in the system. This time

delay can span more than one roll revolution in length, which makes feedback control

difficult, if not practically infeasible. The feedforward nature of the ILC algorithm

is therefore an attractive approach for regulating the strip thickness of the casting

process.

3.3.1 Plant Model

Controlling the gap distance between the casting rolls is the primary actuation

mechanism used for regulating the thickness profile of the strip. [70]. In order to

study the effect that the proposed ILC algorithm has on reducing the strip wedge,

I require a plant model that describes how a gap reference signal, specifically a tilt

reference command, affects the wedge measurement signal. The tilt of a casting roll is

defined as the relative displacement of one end of the roll compared to the other end

of the roll. The wedge measurement signal is generated by comparing the thickness

of one edge of the strip to the thickness on the opposite edge of the strip.

To construct a model that I can use in simulation and for tuning the ILC algorithm,

I use system identification techniques on a dataset where the input tilt signal is a

square wave. The resulting normalized measured wedge signal is shown in Fig. 3.2.

The normalization is done such that the maximum allowable value for the signal is

given a value of 1.

The effect of the input square wave is apparent in Fig. 3.2, but the dynamic

response is masked by the presence of the periodic disturbance as well as measurement
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Figure 3.2. The normalized magnitude of the measured wedge signal
changes in response to the input signal. The sign of the measurements
signifies which side of the strip is thicker.

noise. The measured wedge signal represents a noisy, delayed measurement of the

plant’s response to the input tilt signal in addition to a periodic disturbance that is

caused by the unmodeled eccentric properties of the casting rolls. The relationship

between the input, output, and disturbance signals is shown in Fig. 3.3.

To identify a model of the plant using the data shown in Fig. 3.2, I apply filters

to remove the disturbance and noise signals. The magnitude plot of the fast Fourier

transform of the measured signal is shown in Fig. 3.4. There are large peaks at

both the rotational frequency (0.68 Hz) and twice the rotational frequency (1.36

Hz). These correspond to the periodic disturbance signal. There are also peaks at

higher harmonics, but the first two harmonics are more than five times greater than

the other peaks. Significant measurement noise exists above 1.5 Hz, which can also

hinder the plant identification process. To reduce the effect of the disturbance and

noise signals, I used MATLAB’s filtfilt command to filter the measured wedge

signal. To attenuate the disturbance signals, I applied two third-order Butterworth

band-stop filters: one with cutoff frequencies at 3 rad/sec and 6 rad/sec and another
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Figure 3.3. The measured wedge signal is a delayed measurement of
the plant’s response to the input tilt signal summed with a periodic
disturbance and measurement noise.
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Figure 3.4. The fast Fourier transform of the measured wedge signal
shows large peaks at the rotational frequency and twice the rotational
frequency.

with cutoff frequencies of 6 rad/sec and 10 rad/sec. The high frequency noise was

removed using a sixth-order low-pass Butterworth filter with a cutoff frequency of 9

rad/sec. The resulting filtered signal is plotted in Fig. 3.5.
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Figure 3.5. The filtered wedge signal reflects the step changes in the
input signal. The solid line is the normalized filtered wedge signal
and the dashed line is the normalized input signal.

After filtering the wedge signal to obtain XW,f , I used the SysID Toolbox in

MATLAB to find a polynomial model of the form A(z)XW,f (t) = B(z)u(t) given by

XW,f (k) = 0.186z−671u(k) . (3.23)

The model is able to achieve a normalized root mean square error fit percentage of

81.65% as shown in Fig. 3.6. Note that the exponent of z represents the time delay

of the process, in samples. The value that the SysID Toolbox determined was 671

samples.

3.3.2 Simulation Results

Using the plant model identified in Section 3.3.1 and the error function defined in

(3.3), I obtain

e(t, k) = yd(t)− 0.186u(t− τ, k − nk) + ∆(t) . (3.24)
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Figure 3.6. A comparison of the estimated plant dynamics to the
filtered wedge dynamics.

For this simulation I consider the case in which yd(t) = 0∀t, τ = 10, nk = 4, and

∆(t) = sin( 2π
TR
t), where TR = 180 samples. I use a control law of the same form as

(3.7), where

u(t, k + n̄k + 1) = Q(z)[u(t, k)

+ L(z)(− sin

(
2π

TR
(t+ τ̂ − τ)

)
− 0.186u(t+ τ̂ − τ, k + n̂k − nk))] .

(3.25)

If both τ̂ = τ = 10 and n̂k = nk = 4, Proposition 3.1.2 states that the system will

be asymptotically stable if I choose Q > 0 and L > 0 such that

‖Q− 0.186QL‖∞ < 1 .

Choosing Q = 1 means I may choose any L < 10.75. Considering L = 5, the norm of

the error signal converges to zero as shown in Fig. 3.7.

If τ̂ 6= τ , but n̂k = nk = 4, Corollary 1 states that the system will be asymptoti-

cally stable if I choose Q > 0 and L > 0 such that

(Q− 0.186QL cos (10ω))2 + (0.186QL sin(10ω))2 < 1 ,
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for all ω ∈ R. Choosing a gain set of Q = 0.7 and L = 10/7 satisfies this criteria for

all τ̂ ∈ [0, TR). As Figs. 3.8 and 3.9 show, the norm of the error signal resulting from

an ILC algorithm with this gain set converges for all τ̂ ∈ [τ, τ + TR/2], but the final

value is never zero. This is expected, as mentioned in Remark 3, because Q < 1 and

there are errors in the estimate of τ . Note that the range τ̂ ∈ [τ, τ+TR/2] = [10, 100]

represents the full range of errors in the estimate of τ in this example because of the

periodicity of the process.

Furthermore, I can see in Fig. 3.9 that when

cos
( π

90
(τ̂ − τ)

)
<
−(0.7)(10/7)(0.186)

2(1− 0.7)

the asymptotic error is greater than the initial error. In these cases, the delay esti-

mation error is too large for the ILC algorithm to improve system performance over

open loop operation. Note that in the case when τ̂ = 100, the angle of the −QLG

vector in Fig. 3.1 is 2π/180(100− 10) = π radians, which places the −QLG arrow on

the positive real axis, pointing away from the origin. This is the worst possible case

for the delay estimation.

As noted in Remark 3, the nk estimate does not affect the asymptotic error. This is

illustrated in Fig. 3.10, where an ILC algorithm of the form (3.8) and gain set Q = 0.7

and L = 10/7 causes the norm of the error signal to converge to the same steady-state

value, regardless of the nk estimate. The transient behavior of the system, however,

varies considerably. Underestimating nk leads to faster convergence, but the behavior

becomes oscillatory in the iteration-domain. This may be unacceptable for a given

application.

Overall, these demonstrations illustrate how the proposed delay estimation algo-

rithm can be incorporated into an ILC framework. They also show that the ILC

algorithm is capable of reducing the magnitude of the error signal, even in the pres-

ence of nonzero estimation errors when (3.12) is satisfied.
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Figure 3.7. When the estimated values of nk and τ are equal to their
true values, the norm of the error signal converges to zero asymptot-
ically.
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Figure 3.8. When the estimated value τ differs from its true value
by a small amount, the norm of the error signal still converges to a
value that is less than the initial error.

3.4 Simulation Results for Adaptive Time Delay Estimation

In this section, we demonstrate the performance of the combined iterative learning

control and adaptive time delay estimation algorithm proposed in Section 3.2 using
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Figure 3.9. When the estimated value τ differs from its true value
by a large amount, the norm of the error signal converges to a value
greater than its initial value.
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Figure 3.10. When the estimated value nk differs from its true value
by a small amount, the norm of the error signal still converges to a
value that is less than the initial error, but the transient response
changes.

a simulated case study. For these simulations, we consider the plant model in Eqn.
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‖e(t,∞)‖ =
∥∥∥ 1−Q

[(1−Q)2+L2|G(ω)|2+2(1−Q)L|G(ω)| cos(ω(τ̂−τ)+∠G(ω))]1/2
(yd(t)− d(t))

∥∥∥
∞

=

∥∥∥∥ 0.3

[(1−0.7)2+(1)2(0.186)2+2(1−0.7)(1)(0.186) cos( 2π
180

(τ̂−(50)))]1/2
(0− d(t))

∥∥∥∥
∞

=

∣∣∣∣∣ 0.3

[0.124596 + .1116 cos
(

2π
180

(τ̂ − 50)
)
]1/2

∣∣∣∣∣
(3.26)

(3.1) with G = 0.186, τ = 50 samples, d(t) = sin(2π
T
t), and T = 180 samples. The

control objective is to reduce the output of the system to zero, i.e. yd(t) = 0. To do

this we will use the ILC control law defined in Eqn. (3.2) and τ̂(k) given by Eqn.

(3.17). Different values of τ̂(0) will be considered in the case study. Based on the

plant model G, we choose Q(p) = 0.7, L(p) = 1, and β = 0.5 so that Eqn. (3.18) is

satisfied. With this system description, the asymptotic error for a static τ̂ in Eqn.

(3.11) can be expressed as Eqn. (3.26). This enables us to compare the proposed

algorithm’s performance against the performance of an ILC algorithm that uses a

static delay estimate.

The first case we illustrate is one in which τ̂(k) = τ , for all k. In this case, we

expect that the ILC algorithm will reduce the norm of the error to a value of 0.61,

which is equivalent to e∗ for the given plant and ILC algorithm. As shown in Fig.

3.11, this is indeed achieved. The reason the error does not converge to zero is because

a nonunity Q value was used to make the algorithm robust to time delay estimation

error.

In the second case, we use the adaptation algorithm in Eqn. (3.17) with an initial

delay estimate of τ̂(0) = 80 samples. As shown in Fig. 3.12, this estimation error

causes the error signal to deviate away from the minimal error. If we used τ̂ = 80 for

all k, the norm of the error converges to 0.71. However, with the proposed adaptation

law, we are able to reduce the norm of the error to the minimal value by changing

the value of τ̂ . The value of τ̂ is shown in Fig. 3.13. Due to the sign of β, the delay

estimate initially deviates further away from the true value of τ , resulting in the norm
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Figure 3.11. The norm of the error signal in case 1 converges to the
theoretical minimum value of 0.61.

of the error signal deviating from the optimal trajectory. After the value of τ̂ moves

above τ̂ = τ + T/2, the norm of the error signal begins to decrease until it converges

to e∗ as τ̂ wraps back to zero and converges to τ .

In the third case, we again use the adaptation algorithm in Eqn. (3.17), but

with an initial delay estimate of τ̂(0) = 140 samples. This represents the worst

case scenario, where τ̂ is T/2 samples away from the true value of τ and the cosine

function in Eqn. (3.26) has a value of −1. In this case, the ILC algorithm we have

proposed remains asymptotically stable with a steady state norm of the error signal

of 2.63, meaning that the ILC algorithm results in a larger error than if the system

was operating open loop. With the adaptive time delay estimate, however, we are

able to reduce the norm of the error signal to the minimal value 0.61, as shown in

Fig. 3.14. To do this, the adaptation law increased the value of τ̂ until it reached

T , at which point we wrapped the value back to 0, so that τ̂ stayed in the range
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Figure 3.12. The norm of the error signal in case 2 initially is larger
than if a static τ̂ = 80 is used. It eventually converges to the same
value as case 1, which represents the performance with a perfect delay
estimate.
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Figure 3.13. Time delay estimate versus the true time delay for case 2.

0 ≤ τ̂ < T . Then the delay estimate increased from 0 until it converged to the true

value of τ = 50. The wrapping effect and the convergence to τ = 50 is shown in Fig.

3.15.
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Figure 3.14. The norm of the error signal in case 3 is always smaller
than if a static τ̂ = 140 is used. It eventually converges to the same
value as case 1, which represents the performance with a perfect delay
estimate.
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Figure 3.15. Time delay estimate versus the true time delay for case 3.

Note that in both cases 2 and 3, the delay estimate increases until it wraps around

from τ̂ = T to τ̂ = 0 and then continues to increase until τ̂ converges to τ . The

reason for this is that β(en(k) − e∗) is a strictly positive number with my choice of
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Figure 3.16. The norm of the error signal in case 4 behaves similarly
to the norm of the error signal in case 2. In this case, however, the
norm never exceeds en(0).
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Figure 3.17. Time delay estimate versus the true time delay for case 4.

β. To correct for this, we can multiply β by the term γ(k) ∈ {−1, 1}, which we can

use to adapt the direction in which the delay estimate is updated, i.e. increased or

decreased. We denote the new adaptation gain as β̄ = βγ(k). Due to the definition of
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Figure 3.18. Switching parameter, γ(k), for case 4.

γ(k), |β̄| = |β| and condition (3.18) is still satisfied, guaranteeing asymptotic stability.

One way to update the direction of the adaptation law is to change the sign of γ(k)

if en(k − 1) − en(k − 2) > ε and en(k − 1) − 2en(k − 2) + en(k − 3) > 0 for some

small positive number ε. This update causes the adaptation law to switch directions

if the norm of the error signal increases from iteration to iteration and if the rate of

that increase is increasing. This makes the algorithm perform in a similar manner to

a gradient descent method.

Case 4 repeats the simulation from case 2 using the new β̄ adaptation gain in

place of β, with γ(0) = 1 and ε = 0.001. This results in the error profile shown in Fig.

3.16 and the delay estimate shown in Fig. 3.17. After the change in the error profile

has satisfied both en(k− 1)− en(k− 2) > ε and en(k− 1)− 2en(k− 2) + en(k− 3) >

0, the sign of γ changes, as shown in Fig. 3.18. This change in the adaptation

direction causes τ̂ to converge to τ without having to wrap from τ̂ = T to τ̂ = 0.

This also results in a norm of the error signal being below the value of en(0) at

every iteration, meaning that the combined ILC and adaptive time delay estimation

algorithm improved performance of the system at every iteration.
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3.5 Experimental Validation

In addition to the simulation studies, I tested the combined time delay estimation

and ILC algorithm at Castrip’s facility in Nucor Corporation’s plant in Crawfordsville,

Indiana. In one test, I used a constant gain of Q = 0.8 and L = 10/7. The delay

estimate, TD, and the normalized ‖eW‖∞ for each iteration k are plotted in Fig.

3.19. In this case, ‖eW‖∞ is defined as the vector ∞-norm of the error signal over all

samples t in iteration k. The dashed line at iteration 70 designates the time at which

the ILC algorithm was initiated. The normalization was done in such a way that the

average ‖eW‖∞ during the period before the ILC was initiated was assigned a value

of 1. The wedge measurement is not perfectly periodic, which causes the scatter seen

in the ‖eW‖∞ plot. Therefore, I analyze the average reduction that the algorithm is

able to achieve. From the time the ILC algorithm was initiated until iteration 400,

the ILC algorithm reduced the wedge by approximately 48%, on average.

In another test conducted on a different day with a different roll set, I used a

constant gain of Q = 0.8 and L = 1.25. The delay estimate, TD, and the normalized

‖eW‖∞ for each iteration k are plotted in Fig. 3.20. The dashed line at iteration

100 designates the point at which the ILC algorithm was initiated.The results are

normalized such that the average value of ‖eW‖∞ during the first 100 iterations is

assigned a value of 1.

To analyze the effectiveness of the ILC algorithm in this test, I focus on the results

from the first 400 iterations, which are shown in Fig. 3.21. From the time the ILC

algorithm was initiated until iteration 400, the ILC algorithm was able to reduce the

wedge by approximately 29%, on average.

At approximately iteration 2900, the grade of steel being cast changed, and the

casting speed changed in reaction. The change in the casting speed is shown indirectly

by the changes in the delay estimate in Fig. 3.20(a). Focusing on the region of the test

where the grade of steel changed, Fig. 3.22 shows that, after some initial transients,

the ILC algorithm was able to recover from the change in the process and reduce the
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Figure 3.19. In the first test, the combined time delay estimation
and ILC algorithm is able to reduce the norm of the wedge signal by
approximately 48%, on average.

norm of the wedge signal beginning at approximately iteration 3500. The change in

the grade of steel occurred when the operator changed ladles during the cast. The

ladles are used to pour molten steel on the casting rolls. During a single cast, multiple

ladles may be used to maximize the strip production. However, each ladle may contain

a slightly different grade of steel, which can introduce an aperiodic disturbance to the

casting process. The use of a non-unity Q-filter makes the ILC algorithm robust to

these aperiodic disturbance because the non-unity Q-filter discounts the learning from

previous control inputs.
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Figure 3.20. In the second test, the ILC algorithm was initiated at
approximately iteration 100. There was a ladle change at approxi-
mately iteration 2900, which caused the wedge to increase and the
casting speed to change.

3.6 Chapter Summary

In this chapter I described two different iterative learning control (ILC) algorithms

designed to compensate for time-delays in periodic systems. First, I proposed an ILC

algorithm for a class of periodic processes with a variable time-delay that is greater

than one iteration in length. I separated the total delay estimate into two compo-

nents: an iterative estimate, nk, based on the number of iterations contained within

one delay period and a residual estimate, τ . This structure enabled the derivation

of an ILC stability law that is a function of the estimation error in nk and in τ .
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Figure 3.21. In the second test, the combined time delay estimation
and ILC algorithm is able to reduce the norm of the wedge signal by
approximately 29%, on average.

Through a simulated case study, I demonstrated the sensitivity of the ILC algorithm

to estimation error in nk and in τ as well trade-offs in performance that arise through

errors in each estimate.

I also proposed a coupled adaptive measurement delay estimation and ILC algo-

rithm for a class of periodic systems characterized by unknown measurement delay.

The delay estimation algorithm works similarly to a gradient descent method that

drives the norm of the output error signal from the ILC system to its minimal value.

I provided a sufficient condition that can be used to design an asymptotically stable

algorithm. Through simulation, I demonstrated that the combined measurement de-
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Figure 3.22. After a ladle change causes a change in the grade of steel
being cast in the second test, the ILC algorithm is able to recover from
the change in the process and reduce the norm of the wedge signal
within approximately 500 roll revolutions.

lay estimation and ILC algorithm is capable of reducing the norm of the error signal

to its minimal value, even if the initial delay estimate is 180 degrees out of phase with

the process.

In addition to the simulations, I applied an uncoupled ILC and time delay es-

timation algorithm to a twin roll strip casting process operated by Nucor Steel in

Crawfordsville, Indiana. The ILC algorithm was used to counteract one measure of

the strip eccentricity that appears during the casting process. By defining one it-

eration of the process as one roll revolution, the ILC law I proposed in Section 3.1
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reduced the norm of the strip wedge signal by approximately 50% compared the strip

wedge that is present before the ILC algorithm is used.

Overall, the two ILC algorithms described in this chapter demonstrated that in-

corporating the delay estimate into the ILC formulation enables more robustness and

better performance. However, both algorithms are sensitive to plant variations. In

Fig. 3.22, the process parameters changed when the casting speed changed, as de-

scribed in Chapter 2. This resulted in the increase in the norm of the wedge signal

seen at approximately iteration 3100 in Fig. 3.22(b) because the algorithm did not ac-

count for the change in operating condition. In the coupled ILC and delay estimation

algorithm, a similar problem arises if the plant model is not known perfectly and e∗ is

incorrect. In that case, the adaptive time delay does converge to the true delay and

the algorithm is not guaranteed to reduce the error. Both of these scenarios motivate

the work discussed in Chapter 4, where both parametric and delay uncertainty are

factored into the formulation of a norm-optimal ILC algorithm.



74

4. LINEAR PARAMETER VARYING ITERATIVE LEARNING CONTROL

As stated in Chapter 2, the twin roll strip casting process motivating this research

can be characterized as a periodic system that can experience parametric uncertainty,

time delay estimation error, and linear parameter varying dynamics, especially if the

rotational speed changes. These features can result in poor system performance

or even instability if not considered in the controller design. For that reason, it

is important to examine how all three types of features affect the iterative learning

control algorithm and how the algorithm can be formulated to improve its robustness.

In this chapter I describe a norm-optimal ILC algorithm that defines the ILC filters

such that both performance and robustness criteria are satisfied. Norm-optimal ILC

algorithms have been proposed recently, e.g., [17–20], for achieving robust control in

the presence of multiplicative plant uncertainty. However, as discussed in Chapter.

1, existing literature does not consider how norm-optimal ILC can be extended to

plants with time delay uncertainty and LPV dynamics.

4.1 Problem Definition

To begin the analysis, consider the following discrete-time plant model with mea-

surement delay

y(t, k, θ) = G(p, θ)p−τu(t, k) + d(t) , (4.1)

where G(p, θ) is an asymptotically stable, parameter-varying plant model mapping

the input signal u(t, k) at sample t ∈ [0, T ] in iteration k ∈ Z+ to the measured

output signal, y(t, k), and p is a forward shift operator in the sample t-domain.

The signal d(t) represents a periodic (iteration-invariant) disturbance signal that is

assumed to be bounded such that ‖d(t)‖∞ ≤ dm. The variable θ represents the

scheduling parameter about which a set of plant models is defined. The measurement
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delay, τ , is assumed to be an unknown integer value in the range 0 ≤ τ < T samples.

Additionally, I assume that the initial conditions are reset at the beginning of each

iteration such that y(t, k) = 0 for t ∈ [−T, 0].

The control objectives for this plant are defined as follows:

O1 Tracking Performance - Minimize the tracking error between y(t, k) and an

iteration-invariant desired output signal yd(t) where the tracking error is given

by

e(t, k) = yd(t)− y(t, k) . (4.2)

O2 Input Saturation Avoidance - Prevent input saturation by satisfying,

|u(t, k)| ≤ usat , (4.3)

where usat is the saturation level.

O3 Convergence Speed - Achieve convergence of the error signal to a maximum

tolerable error norm value, Ē, within K iterations.

To achieve the control objectives, I assume a process model of the following form

with multiplicative uncertainty:

y(t, k) = Ĝ(p, θ, τ̂)[1 +Wo(p, θ)∆(p)]u(t, k) + d(t) , (4.4)

where Ĝ is the nominal process model, τ̂ is the delay estimate, Wo(p, θ) is a stable,

invertible, and potentially parameter-dependent weighting matrix, and ∆ is a stable

transfer transfer function such that ‖∆(p)‖∞ < 1. The vectors y(t, k), u(t, k), and

d(t) are as defined in (4.1).

To reject the periodic disturbance, I define an ILC algorithm of the form

u(t, k + 1) = Q(θ)u(t, k) + L(θ, τ̂)e(t+ 1, k) , (4.5)

where Q(θ) and L(θ, τ̂) are filters to be designed.
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Because ILC operates over a finite period of time in each iteration, a lifted setting

can be used to analyze the system. A lifted-system representation of the linear time-

invariant plant is created by expanding G(p, θ, τ) as an infinite power series yielding

G(p, θ, τ) = gτ (θ)p
−τ + gτ+1(θ)p−τ−1 + · · ·+ gτ+T−1(θ)p−τ−(T−1)

where the coefficients gk(θ) are Markov parameters that may depend on θ [68]. The

sequence gτ (θ), gτ+1(θ), . . . is the impulse response of G(p, θ, τ). Stacking the input

and output signals in vectors, the plant dynamics in Eqn. (4.4) can be written as the

T × T dimensional lifted system

yk = Ĝ(θ, τ̂ )[I +Wo∆]uk + d (4.6)

with the error vector expressed as


e(0, k)

e(1, k)
...

︸ ︷︷ ︸
ek

e(T − 1, k)

 =


yd(0, k)

yd(1, k)
...

︸ ︷︷ ︸
yd

yd(T − 1, k)

−


y(0, k)

y(1, k)
...

︸ ︷︷ ︸
yk

y(T − 1, k)

 . (4.7)

The ILC update law can also be represented in the lifted domain as

uk+1 = Quk +Lek (4.8)

One desired outcome of the ILC algorithm is robust convergence, which, for the

ILC system (4.6), (4.8), is defined as having the property that there exists 0 < γ < 1

for all G such that for some k > K ∈ N:

‖ek+1‖2 ≤ γ ‖e0‖2 ,

where e0 is the initial error.
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Satisfying control objectives O1 and O3 is directly influenced by the the robust

convergence property of the system. Control objective O1 is effected by the size of

γ. To minimize the tracking error of the system, a minimal value of γ is needed.

Similarly, to satisfy control objective O3 and converge to a maximum tolerable norm

value of the error signal, γ must satisfy γ ≤ Ē/ ‖e0‖2.

4.2 Robust Norm Optimal ILC

To achieve robust convergence and also satisfy control objectives O1, O2, O3, I

propose a robust norm-optimal ILC algorithm. Norm-optimal ILC algorithms have

previously been used in literature [18,19] to address the robust convergence property

but have not considered the effect that delays and parameter variations have on the

design procedure.

For a norm optimal ILC algorithm, the control objectives are recast as an opti-

mization problem with the cost function

J = ek+1
TRek+1 +Uk+1

TSUk+1 + (Uk+1 − Uk)TT (Uk+1 − Uk) , (4.9)

where R = RT > 0, S = ST > 0, T = T T > 0 denote weighting matrices that

are to be designed. The minimal value of the cost function can be solved for the

nominal model of the process by substituting (4.6) and (4.7) with Wo = 0 into the

cost function and solving ∂J
∂Uk+1

= 0. After substituting (4.6) and (4.7) into (4.9) and

dropping the τ̂ term from G(θ, τ̂ ) to simplify the notation, J is given as,

J = (yd − yk+1)TR(yd − yk+1) +Uk+1
TSUk+1 + (Uk+1 − Uk)TT (Uk+1 − Uk)

= (yd − Ĝ(θk+1)Uk+1 − d)TR(yd − Ĝ(θk+1)Uk+1 − d)

+Uk+1
TSUk+1 + (Uk+1 − Uk)TT (Uk+1 − Uk) .

(4.10)

Then ∂J
∂Uk+1

is given by,
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∂J

∂Uk+1

= 2Ĝ(θk+1)
T
R(yd − Ĝ(θk+1)Uk+1 − d) + 2SUk+1 + 2T (Uk+1 − Uk)

= 2
(
Ĝ(θk+1)

T
RĜ(θk+1) + S + T

)
Uk+1

− 2
(
T + Ĝ(θk+1)

T
RĜ(θk)

)
Uk − 2Ĝ(θk+1)

T
Rek

(4.11)

Setting (4.11) equal to zero and solving for Uk+1 results in

Uk+1 =
(
Ĝ(θk+1)

T
RĜ(θk+1) + S + T

)−1

×
((
T + Ĝ(θk+1)

T
RĜ(θk)

)
Uk + Ĝ(θk+1)

T
Rek

)
.

(4.12)

Noting that (4.12) has the same structure as (4.8), setting both equations equal to

each other yields the following optimal values for Q and L :

Q =
(
Ĝ(θk+1)

T
RĜ(θk+1) + S + T

)−1 (
T + Ĝ(θk+1)

T
RĜ(θk)

)
(4.13)

L =
(
Ĝ(θk+1)

T
RĜ(θk+1) + S + T

)−1

Ĝ(θk+1)
T
R (4.14)

While the optimal ILC filters are designed based on the nominal model Ĝ, a

sufficient condition for achieving robust convergence is needed and provided in [19]

as

‖Q− LG(θk, τ )‖i2 < 1 . (4.15)

Substituting (4.8), (4.13), and (4.14) into (4.15) results in (4.16), which can be

used to design the weighting matrices (R, S, T ) such that robust convergence is

achieved for the true system with multiplicative uncertainty.

max
∆

∥∥∥∥(Ĝ(θk+1)
T
RĜ(θk+1) + S + T

)−1 (
T − Ĝ(θk+1)

T
RĜ(θk)Wo∆

)∥∥∥∥
i2

< 1

(4.16)

In (4.16), it can be seen that S is the only matrix that is exclusively in the inverted

portion of the expression. Because of this, S is the most powerful term for ensuring
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robust convergence. Increasing ‖S‖i2 yields a smaller quantity on the left hand side of

(4.16). However, S also has an effect on the error attenuation in the system because

it is the weighting matrix for the input signal in the cost function, and increasing

‖S‖i2 results in less emphasis on tracking performance.

The error attenuation of the system can be evaluated by examining the error as

the iteration index increases. For an LTI system, the notion of e∞ , limk→∞ ek is

commonly used to evaluate the performance. For an LPV case such as the one consid-

ered in this thesis, the error signal does not necessarily converge as k →∞. Instead, I

define e∗ as e∗ , lim supk→∞ ‖ek‖ and use e∗ to evaluate the error attenuation ability

of the ILC algorithm [20]. The value e∗ exists if the system is bounded, which is

guaranteed if (4.16) is satisfied. To evaluate e∗, I assume |yd(t)| < ζ, ∀ t ∈ [0, T ] and

that the ILC update law satisfies

‖Q− LG‖2 < λ < 1 , (4.17)

where G is given by (4.6) and represents all admissible plants, and Q and L are given

by (4.13) and (4.14), respectively. This then yields the same inequality as (4.16), with

the notable addition of requiring that the left hand side is less than λ < 1.

By assuming (4.17) is true, it can be shown that the input signal converges to a

bounded region about the nominal input signal, ūk, which is defined as the input that

is produced by the ILC algorithm assuming the nominal model is correct:

lim sup
k→∞

∥∥Uk − Ūk∥∥ ≤ ‖L‖
∥∥∥ĜWo

∥∥∥∥∥Ū∞∥∥+ ζ + dM

1− λ
. (4.18)

Then the error can be shown to converge to a bounded region about the nominal error,

ēk, which is defined as the error that is achieved if the nominal model is correct:

lim sup
k→∞

‖ek − ēk‖ ≤ ‖L‖


∥∥∥Ĝ∥∥∥+

∥∥∥ĜWo

∥∥∥
1− λ

+ 1

 (
∥∥∥ĜWo

∥∥∥∥∥Ū∞∥∥+ ζ + dM) . (4.19)

In (4.18) and (4.19), it is clear that the quantity ‖L‖ /(1−λ) affects the magnitude

of the upper bound. I can then tune the values of (R, S, T ) to minimize the value

of ‖L‖ /(1− λ) subject to satisfying objectives O1-O3 and (4.17).
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To satisfy all three control objectives, I propose the following tuning method.

Method 1 Norm Optimal LPV ILC Tuning Method

1. Design R: Let R = I for uniform weighting of the error.

2. Design T : Use T to minimize λ where
∥∥∥Q− LĜ(I +Wo)

∥∥∥ < λ and satisfy O3.

3. Design S: Use S to minimize ‖L‖ /(1−λ) and to make sure that O2 is satisfied

by constraining the right hand side of (4.18) to be less than usat with Ū = 0.

4. Iterate process: If ILC performance does not meet design specifications, one

may need to return to any previous step, including system identification, to

alter the ILC tuning in order to satisfy the desired convergence and performance

objectives.

I use T to minimize λ because, as shown in (4.16), adjusting T affects the relative

weighting of the uncertainty within the convergence criteria. It is also the natural

candidate to achieve O3 because its role in the cost function (4.9) is to weigh the

change inU between iterations, which is directly related to how fast the ILC algorithm

can converge.

I use S in step 3 to minimize ‖L‖ /(1− λ) because the S term is in the inverted

portion of the definition of L in (4.14), which means scaling S directly affects the

numerator of ‖L‖ /(1− λ). S is also the natural candidate for achieving O2 because

it provides the weight for the input signal’s contribution to the cost function in (4.9).

4.3 Case Study

4.3.1 Simulation Plant: Second Order System

Many systems can be described as second order with variable damping and stiff-

ness. For example, in Chapter 2, I discussed how a variable damping and stiffness

model can be used to represent the compression dynamics in a twin roll strip casting
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process. A second order system with variable damping and stiffness can be repre-

sented as

m
d2x(t)

dt2
+ b(θ)

dx(t)

dt
+ k(θ)x(t) = u(t) , (4.20)

where m is the mass of the system, b(θ) is the damping coefficient, and k(θ) is the

stiffness coefficient. Both b(θ) and k(θ) are dependent on the scheduling parameter

θ. The signal x(t) is the state of the system and u(t) is the input to the system. In

the twin roll casting example, x(t) would correspond to the thickness of the strip and

u(t) would correspond to the force applied to the strip by the casting rolls.

In this model, I assume that the damping and stiffness coefficients can be modeled

by the following relationships:

b(θ) = b0 + fb(θ) , (4.21)

k(θ) = k0 + fk(θ) , (4.22)

where b0 and k0 represent the nominal damping and stiffness coefficients and fb(θ)

and fk(θ) are linear functions that describe how the scheduling parameter affects the

coefficients. For this thesis, I assume that fb(θ) and fk(θ) are known but that there

may be some uncertainty in the nominal damping and stiffness coefficients.

Additionally, I assume that there is a measurement delay τ such that the output

signal, y(t), is not measured until τ samples after u(t) is applied to the system. The

output can be described by the following relationship where C describes measurement

dynamics and d(t) represents a disturbance that repeats during every iteration of the

system,

y(t) = Cx(t− τ) + d(t) . (4.23)

In the following subsections I examine how to design the norm optimal ILC de-

scribed in Section 4.2 for different kinds of model features. The model features tested

in each case are summarized in Table 4.1.
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Table 4.1. The model features tested in each case.

Case Parametric Uncertainty Delay Uncertainty LPV Dynamics

1 X

2 X

3 X

4 X X

5 X X X

For this case study, I consider a second order LPV model described by (4.20),

(4.21), (4.22), and (4.23) that operates over multiple iterations in succession with

the initial conditions resetting after each iteration. For each simulation I use model

parameters listed in Table 4.2 and assume that the system is effected by the periodic

disturbance shown in Fig. 4.1 during every iteration.

Table 4.2. The nominal parameters used in the simulated case study.

Parameter Value

b0 100

C 1

fb (10− θ)

fk (θ − 10)/10

k 10

m 10

usat 200

yd 0

τ 0

θ 3
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Figure 4.1. The disturbance signal that is repeated during every
iteration of the simulated case study.

4.3.2 Case 1: Plant Parameter Uncertainty

In Case 1, I evaluate the performance of the proposed control algorithm in the

presence of plant parameter uncertainty. I assume that both b0 and k0 are within a

known bounded range of possible values, bl ≤ b0 ≤ bu and kl ≤ k0 ≤ ku. From those

bounds, I define two models to represent the edges of the admissible model set. I

denote G− as the model produced using b0 = bu and k0 = ku, which represent the

model with the lowest magnitude. I also denote G+ as the model produced using

b0 = bl and k0 = kl, which represents the model with the highest magnitude. It

follows that G is defined as

G = G−
(

1 +
G+ −G−

G−
∆

)
(4.24)

where 0 ≤ ∆ ≤ 1 represents the uncertainty. Note that this has the same form as

(4.6), with Wo = G+−G−

G− . Also, note that larger model uncertainty results in larger

values of Wo.

With the parametric uncertainty relationship given by (4.24), Method 1 takes the

the following form.
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1. Design R: Let R = I for uniform weighting of the error.

2. Design T : Use T to minimize λ where ‖Q− LG+‖ < λ and satisfy O3.

3. Design S: Use S to minimize ‖L‖ /(1−λ) and to make sure that O2 is satisfied

by constraining the right hand side of (4.18) to be less than usat with Ū = 0.

4. Iterate process: If the ILC’s performance does not meet design specifications,

one may need to return to any previous step, including system identification, to

alter the ILC tuning in order to satisfy the desired convergence and performance

objectives.

For this case study, I assume that G− is the nominal model. Then I assume

that the maximum amount of parametric variability in each iteration is 50%, which

corresponds to a multiplicative uncertainty filter value of Wo = 0.5. After applying

the proposed tuning guidelines, I find that setting R = I, T = (1× 10−4) I, and

S = (1× 10−4) I results in λ = 0.5 and ‖L‖ /(1 − λ) = 66.8. This results in the

magnitude of u(t, k) remaining less than usat = 200 in each iteration and at each

sample as shown in Fig. 4.2(a). With these tuning values, the closed loop system’s

ability to reject the disturbance improves by a factor of 50, as shown in Fig. 4.2(b).

This corresponds to ‖e(t, k)‖2 < 50 for every iteration after the ILC algorithm is

applied to the system in iteration 1, as shown in Fig. 4.2(c). Additionally, Fig.

4.2(d) shows that the chosen norm optimal ILC design reduces the cost function from

approximately 1250 when the ILC is not applied to the system to approximately 150

after the ILC is applied. Note that the error norm in this case is significantly lower

than the value of e∗ calculated using (4.19), which is shown by the dashed line in Fig.

4.2(c). This is because parametric variations are rarely at the peak deviation away

from the nominal model and the model is mostly accurate.
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Figure 4.2. Simulation results for Case 1 - parametric uncertainty.

4.3.3 Case 2: Delay Estimation Uncertainty

To control a system with an uncertain time delay, an approach similar to that

described in [71] can be used to characterize the delay uncertainty as a multiplicative

uncertainty. In [71], Wang et al. show that if the delay uncertainty is bounded above

by δτ , then the weighting function

w0(s) =
δτs

1 + δτs/2
(4.25)
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can be used to represent the delay uncertainty in a multiplicative uncertainty frame-

work. After representing (4.25) as a lifted domain matrix Wo, I use Method 1 to tune

the norm-optimal LPV ILC algorithm.

Assuming that the delay is known to within 20 samples, i.e., δτ = 20, Method 1

can be used to find that the values R = I, S = (5× 10−4) I, and T = (5× 10−4) I will

result in stable and convergent behavior. This is illustrated in Fig. 4.3, which shows

the results produced when applying the ILC algorithm to a simulated plant with a

measurement delay of τ = 20 samples but a delay estimate of τ̂ = 0 samples. Figure

4.3(a) shows that the input signal never exceeds a magnitude of usat = 200, which

means O2 is satisfied. Figure 4.3(b) shows that, despite having a delay estimation

error of 20 samples, the ILC algorithm is able to reduce the magnitude of the error

signal by a approximately 60%. There is also an 80% reduction in the 2-norm sense,

as seen in Fig. 4.3(c). Finally, Fig. 4.3(d) shows that the cost is reduced from

approximately 1250 to approximately 650.

Note that this improvement in performance relative to the first iteration is much

less than the performance improvements achieved in Case 1. The reason for this is that

by making the controller robust to a large range of potential time delay estimation

errors, I had to make the controller quite conservative. This is reflected in the choice

of S: S = (5× 10−4) I in Case 2 versus S = (1× 10−4) I in Case 1. The larger

eigenvalues of S are needed in Case 2 to offset the phase mismatch that occurs due to

the introduction of delay estimation error. Using the same tuning values from Case

1 on the system in Case 2 results in the magnitude of the input signal exceeding usat.

The large input values are a product of the integral-like behavior that is inherent in

the ILC algorithm structure. Under ideal conditions where the delay is known and

compensated for appropriately, the ILC algorithm updates u(t, k+1) using u(t, k) and

the error signal generated by applying u(t, k). When there is delay estimation error

δτ , however, u(t, k+1) is updated using u(t, k) and error information that is generated

by u(t− δτ , k). This causes the input signal to be out of phase with the error signal

that it is trying to control, in turn resulting in a situation where the input signal may
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Figure 4.3. Simulation results for Case 2 - Time Delay Uncertainty.

increase after each iteration in an effort to decrease the tracking error. This behavior

resembles integrator wind up seen in proportional-integral feedback controllers with

input saturation. The way to counteract the “wind up” is to detune the controller

by decreasing the eigenvalues of Q, as also shown in Chapter 3. In the norm-optimal

framework proposed in this chapter, a method of reducing the eigenvalues of Q is

to increase the eigenvalues of S. By increasing the eigenvalues of S, I reduce the

magnitude of the input signal so that control objective O2 is satisfied. The results

I show in this case apply to the situation when the delay estimation uncertainty
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is relatively small (20 samples out of a possible 150 samples in an iteration in this

simulation). If the estimation error were larger, the ILC algorithm would not be able

to simultaneously reduce the tracking error and satisfy the saturation condition. This

is similar to the results shown in Sec. 3.3.2. In those situations, an adaptive time

delay estimate, such as the algorithm proposed in Sec. 3.2, could be used to decrease

the estimation uncertainty.

4.3.4 Case 3: LPV Dynamics

In this case, I study the effects that the LPV dynamics have on the performance of

the ILC algorithm. I assume that the model is known exactly and that the scheduling

parameter, θ, changes at iteration k = 20 from θ = 3 to θ = 5. This alters the

damping and stiffness coefficients as described in (4.21) and (4.22). For this case, the

tuning guidelines I propose in Method 1 show that the weighting matrices R = I,

S = (2× 10−4) I, and T = 10−4I result in satisfactory performance for both G(θ = 3)

and G(θ = 5), which are the models used in this case. The results of this simulation

are shown in Fig. 4.4. During the iterations when θ = 3, the results are similar to

the results in Case 1, with the noticeable absence of the fluctuations in Figs. 4.4(c)

and 4.4(d) because I assume that the plant parameters are known in this case. After

iteration 20, when θ = 5, the error signal increases both in magnitude and in the

2-norm sense because the system becomes more stiff, as described by (4.22). This

causes the system to be less responsive to the input signal.

By incorporating an LPV model structure in the problem formulation, the ILC

control law depends on both G(θk) and G(θk+1). Allowing the ILC filters to change as

the scheduling parameter changes results in better performance than if an LTI model

of the plant is used as is done in existing literature [20].

Additionally, by using both θk and θk+1 when calculating Q in (4.13), I am able to

improve the transient response of the system when the scheduling parameter changes.

This is demonstrated in Fig. 4.5, which shows the value of ‖ek‖2 produced when using
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Figure 4.4. Simulation results for case 3 - LPV dynamics.

different definitions of Q. The performance shown in the solid line, which is the result

of defining Q using (4.13), allows for a smoother transition after θ changes. At the

transition point, the LTI approach causes the 2-norm of the error to approximately

double compared to the LPV approach I propose in this thesis.

4.3.5 Case 4: LPV Dynamics with Parametric Uncertainty

To illustrate that the proposed control algorithm can achieve robust stability and

performance in the presence of more than one type of plant variation, in Case 4 I apply



90

0 10 20 30 40
Iteration

0

200

400

600

800

1000

1200

1400

jje
jj 2

Norm optimal LPV ILC
Norm optimal LTI ILC

Figure 4.5. The norm of the error signal obtained when using (4.13)
has a better transient response to changes in θ than an ILC law based
solely on G(θk+1).

the proposed LPV ILC algorithm to a plant that experiences both the parametric

uncertainty described in Case 1 and the LPV dynamics described in Case 3. Here

the design procedure proposed in Method 1 is again used with the uncertainty model

proposed in Case 1, and the robust convergence criteria is tested for both G(θ = 3)

and G(θ = 5). Because the formulation is similar to Case 3, the same tuning set can

be used for Case 4, i.e, R = I, S = (2× 10−4) I, and T = (1× 10−4) I.

The results of this case study are shown in Fig. 4.6. As Fig. 4.6(a) shows,

control objective O2 is satisfied because the magnitude of the input signal is less than

usat = 200. Figures 4.6(b) and 4.6(c) show that the error is attenuated within 10

iterations despite the parametric uncertainty. This means that control objectives O1

and O3 are satisfied. During the first 20 iterations, the performance of the system

is similar to the performance in Case 1 because θ = 3 is the scheduling parameter

used during Case 1 and the first half of Case 4. The error attenuation in Case 4

is slightly worse than in Case 1 because the eigenvalues of S are larger in Case 4.

During iterations 21-40, the amount of error attenuation achieved in Case 4 is again
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less than the amount of error attenuation achieved in Cases 1 and 3. In addition to

the larger eigenvalues of S, less error attenuation is achieved after iteration 20, when

θ = 5, because the nominal system has a lower process gain due to the variations in

b and k described in (4.21) and (4.22) respectively. The 50% variability associated

with the nominal plant gain can then result in some iterations of the process that

are less reactive to a given control input than the previous iterations, resulting in

larger values of ‖ek‖2. Conversely, when the parametric variability produces higher

process gains than expected, the system can become more reactive to the input signal.

This may reduce ‖ek‖2 in some iterations but may also generate overreactions to the

input signal and produce larger values of ‖ek‖2. By incorporating the LPV dynamics

and the multiplicative representation of the parametric uncertainty into the tuning

guidelines, I generate an ILC tuning set that limits the effects of the uncertainty

and enables the controller to limit the value of ‖ek‖2 to less than e∗, as shown in

Fig. 4.6(c). This in turn enables the controller to achieve all three control objectives

described in Section 4.1.

4.3.6 Case 5: LPV Dynamics with Parametric and Delay Estimation

Uncertainty

Case 5 highlights the combined effect that all three plant features have on the

tuning of the LPV ILC algorithm. The LPV dynamics are accounted for by using

the ILC formulation (4.5). The parametric and delay estimation uncertainty are

accounted for by multiplying the two weighting functions presented in Cases 1 and 2

to generate a comprehensive Wo that can then be used in Method 1. Similar to Cases

3 and 4, I again consider two possible values of θ: θ = 3 and θ = 5. Assuming that the

parametric uncertainty is ±50%, as in Cases 1 and 4, and that the delay uncertainty is

less than or equal to 20 samples, i.e., δτ = 20, a tuning set of R = I, S = (5× 10−4) I

and T = (5× 10−4) I can be used to achieve some error attenuation while satisfying

control objective O2, as shown in Fig. 4.7. Satisfying control objective O3, however,
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Figure 4.6. Simulation results for Case 4 - LPV dynamics and para-
metric uncertainty.

is difficult in this situation because the uncertainty in the delay generates the “wind

up” behavior (described earlier as a result of a phase delay between the input and

error signals) in the learning algorithm while the magnitude uncertainty affects the

sensitivity of the system to the input signal. Because the plant’s sensitivity to the

input varies from iteration to iteration, the delay uncertainty results in large shifts in

the error signal between iterations. The controller bounds the effect on the norm of

the error such that ‖ek‖2 is less than e∗, as shown in Fig. 4.7(c), but e∗ is not much

lower than the initial error norm of the system. To reduce the effect of the variable
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sensitivity, the eigenvalues of S should be increased. Increasing the eigenvalues of

S, however, causes the the controller to become less reactive to the plant parameter

variations, and can also result in large tracking errors.

Ultimately, if the uncertainty in the system is large, satisfying all three control

objectives may not be possible without reducing the uncertainty in some way. This

could include enhancing the LPV model so that it better captures the parameter

variations or by adding a more sophisticated delay estimation algorithm. With either

of those implemented, it may be possible to use a more aggressive tuning to achieve

all three control objectives.

4.4 Chapter Summary

In this chapter I developed a norm optimal ILC algorithm that accounts for LPV

dynamics along with parametric and time delay uncertainty. Based on a sufficient

condition for robust convergence as well as an upper bound on the norm of the error

signal, I constructed a tuning method for the cost function weighting matrices that

are used to define the optimal ILC filters. Through a numerical case study, I demon-

strated that compensating for parametric and delay uncertainty simultaneously can

be difficult. The phase issues that occur due to delay estimation errors generate large

input signals that are then applied to a process that experiences varying sensitivity

to the input signal due to parameter variations. This can result in large tracking

errors that do not satisfy the control objectives. Improving the model to reduce the

plant uncertainty would improve the ILC algorithm’s performance, but that may not

be feasible. An alternative approach for improving the algorithm’s performance is

defining the necessary condition for robust convergence and using that to tune the

ILC algorithm.
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Figure 4.7. Simulation results for Case 5 - LPV dynamics with para-
metric and time delay uncertainty.
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5. CONCLUSION

5.1 Summary of Research Contributions

Iterative learning control (ILC) is a useful approach for controlling periodic sys-

tems, such as many manufacturing processes. While ILC has successfully been applied

to many different systems, one major gap in literature was developing an ILC algo-

rithm that is robust to time delay estimation error, especially for systems that have

delays longer than one iteration or that are time-varying. One example of such a sys-

tem is the twin roll strip casting process, where the important outputs of the system,

such as the strip thickness, cannot be measured until after a long and variable time

delay that spans multiple revolutions of the casting rolls. The variable time delay, as

well as the complex dynamics of the process, motivated the design of three algorithms

that advance the ILC literature.

The first algorithm I designed addresses the problem of having a delay that is

longer than one iteration. I proposed that the delay should be divided into two com-

ponents: an iterative component that measures the integer number of iterations that

occur during the delay and a residual delay that measures the length of the delay

remaining after the iterative component is measured. Dividing the delay into two

components allowed me to develop separate estimation algorithms for both compo-

nents. Using the delay components in an ILC algorithm enabled the definition of

sufficient conditions for asymptotic stability in the presence of both iterative and

residual delays.

To compensate for time-varying delays I proposed a second ILC algorithm that

coupled the time delay estimation with the ILC formulation. I defined a sufficient

condition for asymptotic stability of the coupled algorithm. Simulation results illus-

trated that the proposed time delay estimate converges to the true time delay as the
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number of iterations goes to infinity, which enables the norm of the process error to

converge to its optimal value.

The coupled algorithm, however, depended on having an accurate model of the

plant, which is not always realistic. To compensate for plant uncertainty, I developed

a third ILC algorithm that is based on the norm optimal ILC formulation. The third

algorithm accounts for parametric uncertainty as well as time delay uncertainty. It

is also constructed assuming a linear parameter (LPV) plant model, which can be

used to more accurately capture some nonlinear behaviors that may otherwise be

difficult to capture in a control-oriented model. Based on a sufficient condition for

robust convergence as well as an upper bound on the norm of the error signal, I

constructed a tuning method for the cost function weighting matrices that are used

to define the optimal ILC filters for plant models that feature plant uncertainty, delay

uncertainty, and/or LPV dynamics. Through a case study involving these different

system features, I demonstrated some of the benefits and disadvantages of using

the norm optimal framework particularly for systems that experience all three plant

feature simultaneously.

In addition to my theoretical contributions, I also demonstrated the first ILC

algorithm on a commercial twin roll strip casting process. After extensive testing, I

showed that the ILC algorithm reduced the impact of the strip wedge disturbance

by approximately 50 percent compared to measurements obtained before the ILC

algorithm was enabled. This level of reduction was achieved despite not knowing a

precise model of the system dynamics nor having a way to validate the time delay

estimation during the experiments.

5.2 Future Research Directions

The research presented in this dissertation focused on making ILC algorithms

robust to time delay estimation errors and parametric uncertainty based on a sufficient

condition for stability. The use of a sufficient condition in the formulation and tuning
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of the ILC algorithms meant that the tuning sets may be overly conservative. The

performance of the algorithm could potentially be improved if a necessary condition

for stability can be derived for ILC algorithms operating on systems that feature

delay estimation errors or parametric uncertainty.

Another area where a sufficient condition may be limiting the ability to achieve

better performance is with the definition of robust convergence. Defining the neces-

sary condition for robust convergence could potentially yield a method for improving

the robustness of the ILC algorithm toward both delay and parametric uncertainty.

Future research could also focus on improving the coupled delay estimation and

ILC algorithm. The estimation scheme that I proposed is only applicable to systems

that have a known model. In cases where there is some model uncertainty, calculating

the converged state of the ILC algorithm may not be feasible. A time delay estimation

algorithm that does not rely upon knowledge of the exact plant model would expand

the class of systems that the coupled ILC and delay estimation algorithm can be

applied to.

A final direction for future research could be on how to relax the initial condition

resetting assumption used in the LPV ILC algorithm. A relaxed initial condition as-

sumption would expand the application base of the ILC algorithms to more processes

that operate in a continuous manner, such as the twin roll strip casting process, where

the initial condition of one iteration is the final condition of the previous iteration.
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[67] Mikael Norrlöf and Svante Gunnarsson. Time and Frequency Domain Conver-
gence Properties in Iterative Learning Control. International Journal of Control,
75(14):1114–1126, January 2002.



105

[68] Chi-Tsong Chen. Linear System Theory and Design. Oxford University Press,
Inc., New York, NY, USA, 3rd edition, 1999.

[69] Hassan K. Khalil. Nonlinear Systems, volume 3. Pearson, Upper Saddle River,
NJ, 2002.

[70] Hongbin Wang, Le Zhou, Yongwen Zhang, Yuanhua Cai, and Jishan Zhang. Ef-
fects of Twin-Roll Casting Process Parameters on the Microstructure and Sheet
Metal Forming Behavior of 7050 Aluminum Alloy. Journal of Materials Process-
ing Technology, 233:186–191, July 2016.

[71] ZI-QIN WANG, PETTER LUNDSTRÖM, and SIGURD SKOGESTAD.
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