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#### Abstract

Seberson, Troy PhD, Purdue University, December 2020. Heating and Cooling Mechanisms for the Thermal Motion of an Optically Levitated Nanoparticle . Major Professor: Dr. Francis Robicheaux.


Bridging the gap between the classical and quantum regimes has consequences not only for fundamental tests of quantum theory, but for the relation between quantum mechanics and gravity. The field of levito-dynamics provides a promising platform for testing the hypotheses of the works investigating these ideas. By manipulating a macroscopic particle's motion to the scale of its ground state wavefunction, levitodynamics offers insight into the macroscopic-quantum regime.

Ardent and promising research has brought the field of levito-dynamics to a state in which these tests are available. Recent work has brought a mesoscopic particle's motion to near the ground state. Several factors of decoherence are limiting efficient testing of these fundamental theories which implies the need for alternative strategies for achieving the same goal. This thesis is concerned with investigating alternative methods that may enable a mesoscopic particle to reach the quantum regime.

In this thesis, three theoretical proposals are studied as a means for a mesoscopic particle to reach the quantum regime as well as a detailed study into one of the most important factors of heating and decoherence for optical trapping. The first study of cooling a particle's motion highlights that the rotational degrees of freedom of a levitated symmetric-top particle leads to large harmonic frequencies compared to the translational motion, offering a more accessible ground state temperature after feedback cooling is applied. An analysis of a recent experiment under similar conditions is compared with the theoretical findings and found to be consistent.

The second method of cooling takes advantage of the decades long knowledge of atom trapping and cooling. By coupling a spin-polarized, continuously Doppler
cooled atomic gas to a magnetic nanoparticle through the dipole-dipole interaction, motional energy is able to be removed from the nanoparticle. Through this method, the particle is able to reach near its quantum ground state provided the atoms are at a temperature below the nanoparticle ground state temperature and the atom number is sufficiently large.

The final investigation presents the dynamics of an optically levitated dielectric disk in a Gaussian standing wave. Though few studies have been performed on disks both theoretically and experimentally, our findings show that the stable couplings between the translational and rotational degrees of freedom offer a possibility for cooling several degrees of freedom simultaneously by actively cooling a single degree freedom.

## 1. INTRODUCTION

Does quantum mechanics apply on macroscopic scales? As size of the system increases, quantum phenomena seem to disappear. While quantum behavior is routinely observed for atoms, molecules, and in nanostructures at very low temperatures, everyday macroscopic objects that surround us are observed to obey classical physics. Yet there is no fundamental reason that larger objects should not also obey quantum mechanics. The Schrodinger equation places no bounds on the size of the system under study. The Heisenberg uncertainty relation is also not implausibly violated. With little experimental verification of this reality, perhaps there is some scaling limit beyond which quantum mechanics does not apply.

Answering this question would have several implications in the fields of physics, such as potentially bridging the gap between general relativity and quantum mechanics [1,2]. What gravitational field is generated by an object in a spatial superposition? Since everyday objects appear to always be in one state, manipulating larger quantum mechanical objects would help further our understanding of the universe and how matter and energy interact [3-5]. Do the smallest particles live in a world with a different set of laws, or can we identify a classical-to-quantum transition in order to solve 'the measurement problem'?

These ideas are being put to the test at the forefront of the research performed in the field of levitated optomechanics (more generally, levito-dynamics), where mesoscopic particles are levitated and their motion manipulated by external forces such as light. In its simplest form, mesoscopic particles are levitated and harmonically trapped in all motional degrees of freedom. Energy can subsequently be removed from the motion in order to bring the oscillator to its motional ground state. Evidence for the generation of a superposition of spatial harmonic oscillator states would
provide a platform for testing the outstanding questions related to macroscopic quantum mechanics and gravity's relation to quantum mechanics 6612 .

Other micromechanical systems in optomechanics such as microchip resonators offer similar applications [13] and have been able to attain low occupation numbers below $\bar{n}=1$ [14, 15] due to their GHz resonance frequencies and strong coupling to light. However, these systems require cryogenic cooling or phononic band gaps to suppress their intrinsic decoherence and improve quality factors since they are directly coupled to their environment [16]. Optically levitated nanoparticles are isolated from rigid structures, eliminating this source of decoherence, and can achieve quality factors $Q>10^{9}$ 17.

Three dimensional trapping of a $5 \mu \mathrm{~m}$ glass particle in air was first demonstrated in 1997 using optical tweezers [18]. However, the field of levitated optomechanics began growing rapidly following 2010 when new research gave insight that trapped particles follow Brownian motion and the equipartition theorem. In the same year, nanoparticles were trapped and coupled to Fabry Perot cavities, and their motion was manipulated for cooling [19-25]. The trapping of particles in optical tweezers, cavities, and ion traps is now well understood and readily performed experimentally 26.

The next feat is to perfect the cooling mechanism(s) that brings a mesoscopic particle to its motional quantum ground state. The most widely used and successful methods thus far are cold damping (force feedback), parametric feedback cooling, and cooling by coherent scattering. Force and parametric feedback cooling requires precise measurement of the particle's motion in order to provide feedback to the cooling system procedure and is systematically limited by noise [27]. Nonetheless, force feedback in an electrical-optical hybrid trap has realized a mean occupation number of $\bar{n}=4$ [28]. While current research aims to reduce the level of noise 29, 30, cooling by coherent scattering has proven to be the most effective method 31-33. Utilizing an optical tweezer to place a silica nanosphere at the location of maximal coupling to an optical cavity $(\lambda / 8)$, cooling by coherent scattering has recently been shown (2020) to bring the particle from room temperature to near its ground state,
$\bar{n}<1$, in one degree of freedom [34]. Reaching lower temperatures is currently limited by the scattering of gas molecules in the vacuum chamber, and is expected to be reduced in order to perform quantum experiments on the macroscopic particle 3537 .

This thesis is concerned with providing alternative cooling schemes for cooling a levitated nanoparticle's motion as well as giving more detailed insight into cooling impediments. Though ground state cooling has been achieved in one dimension, the same milestone has yet to be reached in two or more degrees of freedom. Alternative cooling schemes pave the way for potentially lower occupation numbers, cooling in several degrees of freedom, noise reduction/elimination, easier implementation with available hardware, among other advantages. A levitated particle also has use as a force, torque, and charge sensor for various applications such as detection of gravitational waves, measuring fractional charges in bulk matter, the Casimir effect, and vacuum friction 38 48]. It is conducive for the particle's motion to be below room temperature for most, but not all [48], precise sensing applications.

This thesis is organized as follows. In Ch. 2, the fundamentals associated with a dielectric particle's interaction with light is presented. The concepts and equations are some of the building blocks of levitated optomechanics and will be of use in later chapters.

Chapter 3 provides the basic formulation for a dielectric particle's translational dynamics in the Rayleigh regime. The conservative optical gradient force, required for trapping, and the dissipative scattering force due to radiation pressure are calculated. The procedure for measuring the particle's motion in real time is also provided.

Chapter 4 is concerned with the rotational dynamics of a rigid, symmetric-top Rayleigh particle. Similar to Ch. 3, the process for measuring the rotational degrees of freedom is also outlined.

Although levitated particles are not in direct physical contact with their environment, they are not immune to decoherence and heating. The main sources of noise and heating in a levitated optomechanical setup, gas collisions and laser shot-noise, are discussed in Ch. 5 .

Four different methods for cooling the motion of a mesoscopic dielectric particle are described in Ch. 6. Three theoretical proposals for cooling both translational and rotational dynamics are provided and an analysis of one experiment that cooled the rotational and translational motion simultaneously. The first theoretical method involves cooling the rotational degrees of freedom of a symmetric-top particle in the Rayleigh regime using parametric feedback cooling. The second investigates sympathetic cooling a magnetic nanoparticle via magnetic interaction with a cold, spinpolarized atomic gas. The third studies the dynamics of disks outside of the Rayleigh regime and briefly shows that ro-translational couplings offer the possibility of sympathetic cooling several degrees of freedom. The experimental section discusses the results found in an investigation that cooled three translational and two rotational degrees of freedom simultaneously using the content found in this thesis.

Lastly, Ch. 7 gives a summary and outlook for the future of levito-dynamics.

## 2. LIGHT INTERACTION WITH DIELECTRICS

This chapter is dedicated to outlining the fundamentals and underpinnings associated with a dielectric interaction with an electromagnetic field. There are different approaches which one could take to reach the conclusions in this chapter and here a formal scattering approach will be taken. Since levitated optomechanics is primarily concerned with single frequency laser beams, in what follows all electric and magnetic fields are assumed to have a time dependence of the form $\vec{\psi}(r, t)=\vec{\psi}(r) \exp (-i \omega t)$ where $\omega=c k, c$ is the speed of light, and $k=2 \pi / \lambda$ is the wavenumber. Throughout this thesis, $\epsilon_{0}$ is the permittivity of free space. For this chapter non-magnetic, linear dielectrics are assumed so that the electric responses will be the main interest. Lastly, for this chapter matrices and tensors will be represented by bold symbols, $\boldsymbol{A}$, and vectors will be represented with top arrows, $\vec{A}$.

### 2.1 The Lippmann-Schwinger Equation

Consider an electric field $\vec{E}_{\text {inc }}(r)$ traveling in the $\vec{k}$ direction incident upon a dielectric particle of arbitrary shape located in vacuum or air, $\epsilon=1$. The particle is described by a dielectric tensor $\boldsymbol{\epsilon}$ which in general is dependent on the location inside the particle $\overrightarrow{r^{\prime}}$. The solution for the resultant electric field due to scattering from the particle $\vec{E}(\vec{r})=\vec{E}_{\mathrm{inc}}(\vec{r})+\vec{E}_{\text {scatt }}(\vec{r})$ is governed by Maxwell's equations. As the dielectric is considered to contain no free charges the solution at a point in space $\vec{r}=r \hat{r}$ is given by the Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}-k^{2} \boldsymbol{\epsilon}\right) \vec{E}(\vec{r})=0 \tag{2.1}
\end{equation*}
$$

The incident field is already known to obey Maxwell's equations both in the particle and in the background with permittivity $\epsilon=1$

$$
\begin{equation*}
\left(\nabla^{2}-k^{2}\right) \vec{E}_{\mathrm{inc}}(\vec{r})=0, \tag{2.2}
\end{equation*}
$$

and the goal is to find a solution for the scattered wave $\vec{E}_{\text {scatt }}(\vec{r})$. Writing Eq. (2.1) in terms of the susceptibility tensor $\boldsymbol{\chi}=(\boldsymbol{\epsilon}-\mathbf{1})$,

$$
\begin{equation*}
\left(\nabla^{2}-k^{2}\right) \vec{E}_{\text {scatt }}(\vec{r})=k^{2} \boldsymbol{\chi} \vec{E}(\vec{r}) \tag{2.3}
\end{equation*}
$$

With the aid of the dyadic Greens function for electric dipoles $\boldsymbol{G}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)$ satisfying

$$
\begin{equation*}
\left(\nabla^{2}-k^{2}\right) \boldsymbol{G}\left(\vec{r}, \overrightarrow{r^{\prime}}\right)=\mathbf{1} \delta^{3}\left(\vec{r}-\overrightarrow{r^{\prime}}\right), \tag{2.4}
\end{equation*}
$$

with $\delta^{3}\left(\vec{r}-\overrightarrow{r^{\prime}}\right)$ the delta function, the scattered field is found to be

$$
\begin{equation*}
\vec{E}_{\text {scatt }}(\vec{r})=k^{2} \int d^{3} r^{\prime} \boldsymbol{G}\left(\vec{r}, \overrightarrow{r^{\prime}}\right) \chi \vec{E}\left(\overrightarrow{r^{\prime}}\right) \tag{2.5}
\end{equation*}
$$

where the integration is taken over the volume of the dielectric. Physically Eq. (2.4) and its solution describes the radiated field at $\vec{r}$ due to three orthogonal point dipole sources located at $\overrightarrow{r^{\prime}}$. Equation (2.5) then describes the scattered field due to the point dipoles that make up the dielectric. The solution for the outgoing Green's function for point dipoles can be shown to be 49,50

$$
\begin{align*}
\boldsymbol{G}\left(\vec{r}, \overrightarrow{r^{\prime}}\right) & =\left(\mathbf{1}+\frac{1}{k^{2}} \nabla \nabla\right) \frac{e^{i k\left|\vec{r}-\vec{r}^{\prime}\right|}}{4 \pi \mid \vec{r}-\overrightarrow{r^{\prime} \mid}}  \tag{2.6}\\
& =\left\{\left(\frac{3}{k^{2}|\vec{R}|^{2}}-\frac{3 i}{2 k|\vec{R}|}-1\right) \hat{R} \hat{R}+\left(1+\frac{i}{k|\vec{R}|}-\frac{1}{k^{2}|\vec{R}|^{2}}\right) \mathbf{1}\right\} \frac{e^{i k|\vec{R}|}}{4 \pi|\vec{R}|}, \tag{2.7}
\end{align*}
$$

where $\nabla$ is evaluated with respect to $r$ and $\vec{R}=\vec{r}-\overrightarrow{r^{\prime}}=|\vec{R}| \hat{R}$. The scattered field is

$$
\begin{equation*}
\vec{E}_{\mathrm{scatt}}(\vec{r})=\frac{k^{2}}{4 \pi}\left(1+\frac{1}{k^{2}} \nabla \nabla\right) \int d^{3} r^{\prime} \frac{e^{i k|\vec{R}|}}{|\vec{R}|} \chi \vec{E}\left(\overrightarrow{r^{\prime}}\right), \tag{2.8}
\end{equation*}
$$

giving the total field as

$$
\begin{equation*}
\vec{E}(\vec{r})=\vec{E}_{\mathrm{inc}}(\vec{r})+\frac{k^{2}}{4 \pi \epsilon_{0}}\left(\mathbf{1}+\frac{1}{k^{2}} \nabla \nabla\right) \int d^{3} r^{\prime} \frac{e^{i k|\vec{R}|}}{|\vec{R}|} \vec{P}\left(\overrightarrow{r^{\prime}}\right), \tag{2.9}
\end{equation*}
$$

where the polarization vector $\vec{P}(\vec{r})=\epsilon_{0} \chi \vec{E}(\vec{r})$ was introduced. The outgoing scattered wave given by Eq. (2.8) completes the exact solution to the scattering problem, Eq. (2.9), which is a version of the Lippmann-Schwinger equation for classical electrodynamics. The equation is generally quite difficult to solve as it is recursive in $\vec{E}\left(\overrightarrow{r^{\prime}}\right)$ and involves complicated integrals over the volume of the dielectric. To solve Eq. (2.8) requires approximations or numerical techniques. In the special case of a spherical object the fields can be found exactly through an expansion in spherical waves known as Mie scattering [51, 52]. Fortunately, the majority of particles used in levitated optomechanics are smaller than the wavelength of light impinging on the particle allowing the dominant interaction to be described by particles in the Rayleigh regime. Most, but not all, of the situations that will be encountered in this thesis are under this assumption and from here we will proceed to find an approximate solution to Eq. (2.9) that will be relevant to the following chapters. It will be noted when the Rayleigh limit is no longer satisfied and methods for the solution will be outlined in the applicable chapter.

### 2.2 Rayleigh scattering

The simplest and most widely used approximation is the Rayleigh approximation named after Lord Rayleigh [53]. In this approximation the particle is considered to be a point dipole which is valid when the particle size is small compared to the wavelength, $a \ll \lambda$. The spatial variation of the electric field over the particle is then negligible for any $\vec{E}_{\text {inc }}(\vec{r})$ and electrostatics may be used to find $\vec{E}\left(\overrightarrow{r^{\prime}}\right)$ inside the particle. With the definitions of the polarization vector $\vec{P}(\vec{r})=\epsilon_{0} \chi \vec{E}_{\mathrm{inc}}(\vec{r})$, dipole moment $\vec{p}=\int \vec{P}\left(\overrightarrow{r^{\prime}}\right) d^{3} r^{\prime}$, and applying $\left|\vec{r}-\overrightarrow{r^{\prime}}\right|=r$ to Eq. 2.8), the scattered field for a dipole is

$$
\begin{align*}
\vec{E}_{\text {scatt }}(\vec{r}) & =\frac{k^{2}}{4 \pi \epsilon_{0}}\left(1+\frac{1}{k^{2}} \nabla \nabla\right) \frac{e^{i k r}}{r} \vec{p}  \tag{2.10}\\
& =\frac{e^{i k r}}{4 \pi \epsilon_{0}}\left\{\frac{k^{2}}{r}[\vec{p}-(\hat{r} \cdot \vec{p}) \hat{r}]+[3 \hat{r}(\hat{r} \cdot \vec{p})-\vec{p}]\left(\frac{1}{r^{3}}-\frac{i k}{r^{2}}\right)\right\} . \tag{2.11}
\end{align*}
$$

Equation (2.11) may also be found in Ref. [49]. The first term in Eq. (2.11) is $\propto 1 / r$ and describes the scattered electric field in the far-field $k r \gg 1$ whereas the near-zone is dominated by the $1 / r^{3}$ in the second term. The scattering in earth's atmosphere is predominantly described by Rayleigh scattering as the Sun's rays scatter off of air molecules. In the Rayleigh limit, the scattered field $\propto \lambda^{-2}$ and the intensity $\propto \lambda^{-4}$ showing that higher frequency light scatters significantly more than lower frequency light. This dependence on the wavelength is responsible for the blue color of earth's sky.

From Maxwell's equations one can also obtain the scattered magnetic field

$$
\begin{equation*}
\vec{B}_{\mathrm{scatt}}(\vec{r})=\frac{k^{2}}{4 \pi Z_{0}}(\hat{r} \times \vec{p}) \frac{e^{i k r}}{r}\left(1-\frac{1}{i k r}\right) \tag{2.12}
\end{equation*}
$$

where $Z_{0}=\sqrt{\epsilon_{0} / \mu_{0}}$ is the impedance of free space. In this approximation, besides the polarization, the form of the incident field did not need to be stated. So long as $a \ll \lambda$ the electric field is effectively a constant across the particle. While this regime appears limited in its applicability for many applications, fortunately, this regime is often encountered in levitated optomechanics with typical laser wavelengths $\lambda=1550,1064 \mathrm{~nm}$, particle radii of $a \sim 100 \mathrm{~nm}$ or less, and particle indexes of $n \sim 2$. Thus, while there is room for higher order terms their contributions are small and the physics is dominated by the dipole moment.

This approximation still retains the possibility for anisotropy in the particle's induced polarization and therefore information about the particle's shape is still relevant. Consequently, information about its orientation can also be obtained. Orientational information is located in the susceptibility tensor and therefore the dipole moment $\vec{p}$. This is important since particles of various shapes can be trapped such as rods, ellipsoids, dumbbells, and anisotropic particles 39,54 each with different dynamics.

The dipole moment is often written in terms of the complex polarizibility tensor $\boldsymbol{\alpha}=\epsilon_{0} V \boldsymbol{\chi}=\boldsymbol{\alpha}^{\prime}+i \boldsymbol{\alpha}^{\prime \prime}$, where $V$ is the volume of the particle, since it gives a direct relation to the incident field $\vec{p}=\boldsymbol{\alpha} \vec{E}_{\mathrm{inc}}$. Valid for the Rayleigh approximation, the
elements of the polarizibility tensor are determined in electrostatics by finding the electric fields inside of the particle and deducing the dipole moment. This can be done analytically for a finite number of shapes and in general must be computed numerically [57]. For time dependent fields the polarizibility is frequency dependent owing to the frequency dependent relative permittivity $\boldsymbol{\epsilon}(\omega)$. Further, in the same way that a charged particle radiates due to the acceleration caused by scattering, a process called 'radiation reaction', a polarized particle also experiences this phenomena [49, 58]. For a dipole of arbitrary shape the effect can be included in its complex polarizibility as 5860

$$
\begin{equation*}
\alpha_{j}=\frac{\alpha_{j}^{0}}{1-i k^{3} \alpha_{j}^{0} / 6 \pi \epsilon_{0}}, \tag{2.13}
\end{equation*}
$$

where $\alpha_{j}^{0}$ is the non-retarded polarizibility along the eigen-directions of the polarizibility tensor, $j=(x, y, z)$. The complex part of the polarizibility, $\alpha^{\prime \prime}$, is associated with light absorption by the particle. However, from Eq. (2.13) even for perfectly non-absorbing particles $\alpha^{\prime \prime}=0$, the radiative reaction still term produces a non-zero imaginary term.

The shapes that will be of interest in later chapters are spheres and ellipsoid-like particles for which analytical expressions are available [53]. Spheres are the most convenient shape due to their symmetry, giving equal polarizibility in each dimension $\alpha_{j}^{0}=\alpha$. The polarizibility of a sphere of radius $a$ is

$$
\begin{equation*}
\alpha^{0}=4 \pi \epsilon_{0} a^{3} \frac{\epsilon-1}{\epsilon+2}=3 \epsilon_{0} V \frac{\epsilon-1}{\epsilon+2} . \tag{2.14}
\end{equation*}
$$

For a prolate spheroid with the longest dimension in the $z$-direction having length $a$ while the lengths in the $x$ and $y$ directions are $b, c(b=c)$, the polarizibilities are

$$
\begin{align*}
\alpha_{z}^{0} & =4 \pi \epsilon_{0} a b c \frac{\epsilon-1}{3+3 L_{z}(\epsilon-1)},  \tag{2.15}\\
\alpha_{x, y}^{0} & =4 \pi \epsilon_{0} a b c \frac{\epsilon-1}{3+3 L_{x}(\epsilon-1)}, \tag{2.16}
\end{align*}
$$

with

$$
\begin{align*}
& L_{z}=\frac{1-e^{2}}{e^{2}}\left(-1+\frac{1}{2 e} \ln \frac{1+e}{1-e}\right), \quad e^{2}=1-\frac{b^{2}}{a^{2}}  \tag{2.17}\\
& L_{x}=\frac{1-L_{z}}{2} \tag{2.18}
\end{align*}
$$

The general form of the $L_{i}$ is in terms of integrals [53] and differ depending on the particle shape. For a sphere, $L_{z}=L_{x}=1 / 3$, reducing Eqs. 2.15) and 2.16) to Eq. (2.14).

### 2.3 Rayleigh-Gans Scattering

When the Rayleigh approximation is insufficient, the next approach which is able to capture higher order effects due to finite-sized particles is Rayleigh-Gans scattering. Rayleigh-Gans scattering is valid in the regime $k a|n-1| \ll 1$ where $n$ is the index of refraction and $a$ is the size of the particle [52]. This is a constraint on the overall change of the fields over the particle in both magnitude and direction. Specifically, the $|n-1|$ in the restriction requires fairly transparent media. However, it does allow for the finite extension of the particle to be accounted for whereas Rayleigh scattering does not. So long as the distance at which the field is evaluated is large compared with the particles size, we can write $|\vec{R}| \approx r-\hat{r} \cdot \overrightarrow{r^{\prime}}$ in the phase of Eq. (2.8) and $|\vec{R}| \approx r$ in the denominator

$$
\begin{equation*}
\vec{E}_{\text {scatt }}(\vec{r})=\frac{k^{2}}{4 \pi}\left(\mathbf{1}+\frac{1}{k^{2}} \nabla \nabla\right) \frac{e^{i k r}}{r} \int d^{3} r^{\prime} e^{-i \vec{k} \cdot \overrightarrow{r^{\prime}}} \boldsymbol{\chi} \vec{E}\left(r^{\prime}\right) . \tag{2.19}
\end{equation*}
$$

Depending on the situation the $\frac{1}{k^{2}} \nabla \nabla \approx-\hat{r} \hat{r}$ for $r \gg r^{\prime}$. The remaining integral in Eq. 2.19) is called the shape function and provides information about how the finite extent of the particle affects the scattering. It can be computed analytically for spheres, and for rods and disks when at least one dimension satisfies the Rayleigh limit $k a \ll 1$ 52, 61 64.

### 2.4 Scattered fields in the far-zone

Although the full form for the scattered field is difficult to solve in general, much information about the scattering process can be learned by looking at particular limits in Eq. (2.8). Far away from the scatterer $k|\vec{R}| \gg 1, k r \gg 1$ the computational complexity is far reduced. In this limit Eq. (2.7) can be rewritten as

$$
\begin{equation*}
\boldsymbol{G}\left(\vec{r}, \overrightarrow{r^{\prime}}\right) \approx(\mathbf{1}-\hat{r} \hat{r}) \frac{e^{i k r}}{4 \pi r} e^{-i k\left(\hat{r} \cdot \vec{r}^{\prime}\right)} \tag{2.20}
\end{equation*}
$$

where the substitution $|\vec{R}| \approx r-\hat{r} \cdot \overrightarrow{r^{\prime}}$ was made in the exponential and $|\vec{R}| \approx r$ for all other $|\vec{R}|$. The scattered electric field in the far-zone is

$$
\begin{align*}
\vec{E}_{\mathrm{scatt}}(\vec{r}) & \approx \frac{e^{i k r}}{r} \frac{k^{2}}{4 \pi}(\mathbf{1}-\hat{r} \hat{r}) \int d^{3} r^{\prime} e^{-i k\left(\hat{r} \cdot \vec{r}^{\prime}\right)} \boldsymbol{\chi} \vec{E}\left(\overrightarrow{r^{\prime}}\right)  \tag{2.21}\\
& =\frac{e^{i k r}}{r} \vec{F}\left(\vec{k}, \overrightarrow{k^{\prime}}\right) \tag{2.22}
\end{align*}
$$

where $\vec{F}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)$ is the unnormalized vector scattering amplitude

$$
\begin{equation*}
\vec{F}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)=\frac{k^{2}}{4 \pi}(\mathbf{1}-\hat{r} \hat{r}) \int d^{3} r^{\prime} e^{-i k\left(\hat{r} \cdot \vec{r}^{\prime}\right)} \chi \vec{E}\left(\overrightarrow{r^{\prime}}\right) \tag{2.23}
\end{equation*}
$$

The scattered field is written in the form of Eq. 2.22 to highlight that the radial dependence gives outgoing spherical waves. Information about the angular dependence of the fields as well as the properties of the scatterer are contained in the scattering amplitude.

The far-fields are useful for determining the power radiated by the particle in a certain direction. Using the time averaged Poynting vector, $\vec{S}$, the power radiated into the direction of observation $\hat{r}$ per area is

$$
\begin{align*}
\frac{d P}{d A} & =\hat{r} \cdot \vec{S} \\
& =\frac{1}{2} \hat{r} \cdot \operatorname{Re}\left(\vec{E} \times \vec{H}^{*}\right)  \tag{2.24}\\
& =\frac{1}{2 Z_{0}}|\vec{E}|^{2},
\end{align*}
$$

for a TEM wave. From Eq. (2.22) the radial dependence on the power can already be seen to scale as $1 / r^{2}$. It is then more valuable to look at the power per solid angle $d P / d \Omega$

$$
\begin{equation*}
\frac{d P}{d A}=\frac{1}{r^{2}} \frac{d P}{d \Omega} \rightarrow \frac{d P}{d \Omega}=\frac{|\vec{F}|^{2}}{2 Z_{0}} \tag{2.25}
\end{equation*}
$$

The outgoing scattered light may take two polarization directions $\hat{\xi}$, each of which is perpendicular to the direction of propagation in the far field limit. Examining the power delivered per solid angle for a particular polarization is done through

$$
\begin{equation*}
\left(\frac{d P}{d \Omega}\right)_{\xi}=\frac{\left|\hat{\xi} \cdot \vec{F}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2}}{2 Z_{0}} \tag{2.26}
\end{equation*}
$$

An important expression known as the differential scattering cross section, $d \sigma / d \Omega$, quantifies the fraction of incident light scattered into the solid angle $d \Omega$. It is defined as the ratio between the scattered power per solid angle and incident power per area

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right) & =\left(\frac{d P_{\mathrm{scatt}}}{d \Omega}\right) /\left(\frac{d P_{\mathrm{inc}}}{d A}\right)  \tag{2.27}\\
& =\sum_{j}\left|\hat{\xi}_{j} \cdot \hat{f}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2} \tag{2.28}
\end{align*}
$$

where the sum is taken over both outgoing polarization directions and the normalized scattering amplitude was introduced, $\vec{f}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)=\vec{F}\left(\vec{k}, \overrightarrow{k^{\prime}}\right) /\left|\vec{E}_{\text {inc }}\right|$. It is a probability density for scattering in a particular direction. Explicitly, light propagating in the spherical $\hat{k}_{f}=\hat{r}$ direction allows $\hat{\xi}_{1}=\hat{\theta}$ and $\hat{\xi}_{2}=\hat{\phi}$ as one possible choice of outgoing polarizations and thus

$$
\begin{equation*}
\left(\frac{d \sigma}{d \Omega}\right)=\left|\hat{\theta} \cdot \vec{f}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2}+\left|\hat{\phi} \cdot \vec{f}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2} \tag{2.29}
\end{equation*}
$$

The total cross section $\sigma=\int(d \sigma / d \Omega) d \Omega$ has the dimensions of area and is the proportionality constant for the total scattered power by the particle for a given incident intensity, $P_{\text {scatt }}=I_{\text {inc }} \sigma$.

Using the scattered far-field expression for isotropic Rayleigh particles in Eq. (2.11), the differential scattering cross section for Rayleigh particles can be com-
puted. For incident light traveling in $\hat{z}$ and polarized in the $\hat{x}$, $\hat{y}$, or unpolarized directions

$$
\begin{align*}
& \left(\frac{d \sigma}{d \Omega}\right)_{x}=\left(\frac{k^{2} \alpha}{4 \pi \epsilon_{0}}\right)^{2}\left[\cos ^{2} \theta \cos ^{2} \phi+\cos ^{2} \phi\right]  \tag{2.30}\\
& \left(\frac{d \sigma}{d \Omega}\right)_{y}=\left(\frac{k^{2} \alpha}{4 \pi \epsilon_{0}}\right)^{2}\left[\cos ^{2} \theta \sin ^{2} \phi+\sin ^{2} \phi\right]  \tag{2.31}\\
& \left(\frac{d \sigma}{d \Omega}\right)_{*}=\left(\frac{k^{2} \alpha}{4 \pi \epsilon_{0}}\right)^{2} \frac{1}{2}\left[\cos ^{2} \theta+1\right] \tag{2.32}
\end{align*}
$$

respectively. Regardless of the polarization choice,

$$
\begin{equation*}
\sigma=\left(\frac{8 \pi}{3}\right)\left(\frac{k^{2} \alpha}{4 \pi \epsilon_{0}}\right)^{2} \tag{2.34}
\end{equation*}
$$

### 2.5 Interaction energy and forces

The discussion thus far has been focused on the scattered fields from a particle. The incident and scattered fields that reside within the particle have energy and are necessarily coupled to the particle. The light-matter coupling is what gives rise to the forces that levitated optomechanics is concerned with. The time averaged interaction energy is 65

$$
\begin{equation*}
U_{\mathrm{int}}=\frac{1}{4} \int d^{3} r^{\prime} \vec{P}\left(\overrightarrow{r^{\prime}}\right)^{*} \cdot \vec{E}\left(\overrightarrow{r^{\prime}}\right) \tag{2.35}
\end{equation*}
$$

where the integral is over the volume of the particle and * denotes the complex conjugate. The force is then found through $\vec{F}=-\nabla U_{\text {int }}$. For Rayleigh particles, the force can be split into two components: a conservative gradient force which is responsible for trapping

$$
\begin{equation*}
\vec{F}_{\text {grad }}=\frac{\boldsymbol{\alpha}^{\prime}}{4} \nabla\left[\vec{E}^{*} \cdot \vec{E}\right] \tag{2.36}
\end{equation*}
$$

and a non-conservative scattering force

$$
\begin{equation*}
\vec{F}_{\mathrm{scatt}}=\omega \mu_{0} \boldsymbol{\alpha}^{\prime \prime} \vec{S}-i \frac{\boldsymbol{\alpha}^{\prime \prime}}{4}\left[\nabla \times\left(\vec{E} \times \vec{E}^{*}\right)\right] \tag{2.37}
\end{equation*}
$$

where $\vec{S}$ is the time average Poynting vector and the last term in Eq. (2.37) is relevant for fields with nonzero angular momentum. The net optical force is then

$$
\begin{equation*}
\vec{F}=\vec{F}_{\mathrm{grad}}+\vec{F}_{\mathrm{scatt}} . \tag{2.38}
\end{equation*}
$$

The equations above will be computed and examined more closely in the following chapter.

Alternatively, the incident and scattered fields computed from Eq. (2.8) together with the Maxwell Stress tensor [49]

$$
\begin{equation*}
T_{i j}=\epsilon_{0}\left[E_{i} E_{j}+c^{2} B_{i} B_{j}-\frac{1}{2}\left(|\vec{E}|^{2}+c^{2}|\vec{B}|^{2}\right) \delta_{i j}\right], \quad(i, j)=(x, y, z) \tag{2.39}
\end{equation*}
$$

can be used to obtain the net optical forces and torques

$$
\begin{align*}
\vec{F} & =\oint \boldsymbol{T} \cdot \hat{n} d S  \tag{2.40}\\
\vec{\tau} & =\oint \boldsymbol{M} \cdot \hat{n} d S \tag{2.41}
\end{align*}
$$

where $\boldsymbol{M}=-\boldsymbol{T} \times \vec{r}$ and the integral is over a specified closed surface enclosing the particle.

Lastly, the scattering force can be calculated in another view by considering the momentum that is transferred from the photons to the particle

$$
\begin{equation*}
\vec{F}_{\mathrm{scatt}}=J_{p} \int\left(\frac{d \sigma}{d \Omega}\right) \Delta \vec{p} d \Omega \tag{2.42}
\end{equation*}
$$

where $J_{p}=I_{0} / \hbar \omega$ is the photon flux and $\Delta p=\hbar k[(1-\cos (\theta)) \hat{z}+\sin (\theta) \hat{\rho}]$ is the momentum transfer function for a photon initially propagating in the $\hat{z}$ direction.

Each method for computing the forces necessarily gives equivalent results. Nonetheless, given a problem at hand, it is useful to look at the scenario from several perspectives.

## 3. TRANSLATIONAL MOTION

This chapter presents the well known translational dynamics of a dielectric nanosphere in the focus of a Gaussian beam as well as the common methods of measuring the motion.

### 3.1 The Gradient Force



Figure 3.1. (a) Picture of an actual silica nanosphere trapped in the focus of a laser beam. Image taken from [44. (b) Model of the system. A nanosphere (blue) is trapped and oscillates about the focus of a Gaussian laser beam (red) traveling in the $z$-direction and polarized in the $x$-direction (yellow).

This section will demonstrate how a focused laser beam is able to yield three dimensional translational trapping of a dielectric nanosphere of radius $R \ll \lambda$, mass
$M$, and polarizibility $\alpha$. The procedure can be generalized for arbitrary particle shape. In levitated optomechanical experiments the particle is trapped near the focus of a tightly focused laser beam. The simplest and most common description of the beam at the focus is the $(0,0)$ mode of a Gaussian beam. Consider a Gaussian laser beam traveling in the $\vec{k}=\frac{2 \pi}{\lambda} \hat{z}$ direction and polarized in the $\hat{E}_{\text {inc }}=\hat{x}$ direction as in Fig. 3.1(b). The electric field incident on the nanosphere is 66

$$
\begin{equation*}
\vec{E}_{\mathrm{inc}}=E_{0} \frac{\omega_{0}}{\omega(z)} e^{\frac{-\rho^{2}}{\omega^{2}(z)}} e^{i\left(k z+\frac{k \rho^{2}}{2 R(z)}-\psi(z)\right)} \hat{x} . \tag{3.1}
\end{equation*}
$$

The Gaussian beam is defined with $(x, y, z)=(0,0,0)$ to be the center of the focus and $\omega_{0}$ the beam waist, $\omega(z)=\omega_{0} \sqrt{1+\left(z / z_{R}\right)^{2}}$ with $z_{R}=\pi \omega_{0}^{2} / \lambda$ the Rayleigh range, $\rho^{2}=x^{2}+y^{2}, k=2 \pi / \lambda, R(z)=z\left[1+\left(z_{R} / z\right)^{2}\right]$, and $\psi(z)=\arctan \left(z / z_{R}\right)$. From Eq. (2.35), the potential energy of the nanosphere is given by

$$
\begin{align*}
U & =-\frac{1}{4} \vec{p}^{*} \cdot \vec{E}_{\mathrm{inc}} \\
& =-\frac{1}{4} \alpha E_{0}^{2} \frac{\omega_{0}^{2}}{\omega^{2}(z)} e^{\frac{-2 \rho^{2}}{\omega^{2}(z)}} \tag{3.2}
\end{align*}
$$

where $\vec{p}=\alpha \vec{E}_{\text {inc }}$ is the electric dipole moment of the nanosphere. The conservative force due to the field, Eq. (2.36), is

$$
\vec{F}_{\text {grad }}=-\alpha E_{0}^{2}\left[\frac{1}{\omega_{0}^{2}\left(1+z^{2} / z_{R}^{2}\right)^{2}}\right]\left(\begin{array}{c}
x  \tag{3.3}\\
y \\
\frac{z \omega_{0}^{2}}{2 z_{R}^{2}}-\frac{z \rho^{2}}{\left(z^{2}+z_{R}^{2}\right)}
\end{array}\right) e^{\frac{-2 \rho^{2}}{\omega^{2}(z)}} .
$$

It is seen that the forces in the $x$ and $y$ directions are identical and attractive while the force in $z$ is repulsive only for large transverse motion and weakly focused beams $\left(\omega_{0} / z_{R}=\right.$ NA, where NA is the numerical aperture of the lens used to focus the beam). As trapping is desired rather than a repulsive interaction, a strongly focused beam is used in practice. Considering a highly focused laser, the nanosphere is located near
the center of the focus and the approximations $\exp \left(-2 \rho^{2} / \omega^{2}(z)\right) \approx 1-2 \rho^{2} / \omega_{0}^{2}$ and $\left(1+\left(z / z_{R}\right)^{2}\right)^{-1} \approx 1-z^{2} / z_{R}^{2}$ may be made to give

$$
\vec{F}_{\mathrm{grad}} \approx-\alpha E_{0}^{2}\left(\begin{array}{c}
x / \omega_{0}^{2}  \tag{3.4}\\
y / \omega_{0}^{2} \\
z / 2 z_{R}^{2}
\end{array}\right)
$$

Equation (3.4) reveals that the particle will undergo simple harmonic motion about the focal point. The frequencies of oscillation are

$$
\begin{align*}
& \omega_{x}^{2}=\frac{\alpha E_{0}^{2}}{M} \frac{1}{w_{0}^{2}}  \tag{3.5}\\
& \omega_{z}^{2}=\frac{\alpha E_{0}^{2}}{M} \frac{1}{2 z_{R}^{2}} . \tag{3.6}
\end{align*}
$$

Note that the frequencies do not depend on the radius of the particle, but only on the density $\rho$ and dielectric constant $\epsilon$ since $\omega_{i}^{2} \propto F_{i} / M \propto \alpha / M$ and $\alpha$ and $M$ are both proportional to volume.

To give a sense of typical sizes commonly seen in levitated optomechanics, Eqs. (3.5) and (3.6) will be evaluated here. Using laser parameters $P=200 \mathrm{~mW}, \lambda=1550$ nm , and NA $=0.6$ together with a silica nanosphere of density $\rho=2000 \mathrm{~kg} / \mathrm{m}^{3}$, and dielectric constant $\epsilon=2.1\left(\alpha=4.94 \times 10^{-33} \mathrm{C}^{2} \mathrm{~m} / \mathrm{N}, M=1.05 \times 10^{-18} \mathrm{~kg}\right)$ gives $\omega_{x, y} / 2 \pi=158 \mathrm{kHz}$ and $\omega_{z} / 2 \pi=67 \mathrm{kHz}$. In practice, $\omega_{x, y} / 2 \pi$ are typically in the $50-200 \mathrm{kHz}$ range while $\omega_{z} / 2 \pi \sim 10-100 \mathrm{kHz}$ and typical radii of the particles range from $R=50 \mathrm{~nm}-1 \mu \mathrm{~m}$.

### 3.2 The Scattering Force

As Ashkin first observed 67], the momentum of light from the laser pushes a particle away from the focus in the axial direction through radiation pressure. To determine the approximate size of this translational displacement, consider a laser with intensity $I_{0}$, power $P_{0}$, and wavevector $\vec{k}=\frac{2 \pi}{\lambda} \hat{z}$ incident on a dumbbell of radius
$R$ and polarizability $\alpha=\alpha^{\prime}+i \alpha^{\prime \prime}$ (see Sec. 2.2). The average scattering force from Eqs. 2.37) or (2.42) gives

$$
\begin{equation*}
\vec{F}_{\mathrm{scatt}} \approx \alpha^{\prime \prime} E_{0}^{2} k\left(1-\frac{1}{z_{R} k}\right) \hat{z}, \tag{3.7}
\end{equation*}
$$

to first order. The scattering force is proportional to the imaginary part of the polarizability, $\alpha^{\prime \prime}$. Recall from Sec. 2.2 that the imaginary component of the polarizibility is non-zero even for non-absorbing particles. Radiation pressure is dominant in the axial degree of freedom. The next order terms exist for all degrees of freedom, but are quadratic in the displacement and therefore negligible for most practical purposes.

The distance by which the particle is displaced from the focus of the beam, $z_{d}$, can be estimated by using the equations of motion to first order with the nanoparticle in its equilibrium position

$$
\begin{equation*}
m \ddot{z}=0=-m \omega_{z}^{2} z_{d}+F_{\mathrm{scatt}, \mathrm{Z}}, \tag{3.8}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\frac{z_{d}}{z_{R}}=2 \frac{\alpha^{\prime \prime}}{\alpha^{\prime}}\left(k z_{R}-1\right) \tag{3.9}
\end{equation*}
$$

relative to the Rayleigh range, $z_{R}$. Using the same values as in Sec. 3.1, $z_{d} / z_{R}=0.1$ or about 150 nm for a $R=100 \mathrm{~nm}$ sphere.

### 3.3 Measuring the particle displacement

A fundamental component in levitated optomechanics is the ability to track the motion of a particle in real time. Because of the small size of the relatively transparent particle the intensity of scattered light is small and difficult to detect. The technique often employed to detect the position makes use of the interference between the laser beam and the scattered light off of the nanoparticle and is called homodyning [22, 23, 68 71. Following a condensing and focusing lens, the combined signal is incident upon a photodector split into four equal segments, known as a quadrant photodector. To obtain the position $x$ of the particle relative to the center of the


Figure 3.2. Illustration of the measurement procedure. The scattered light (yellow) from the nanoparticle (blue) is homodyned with the laser beam and the resulting signal is incident upon a quadrant photodector. A measurement of the displacement $x_{0}$ from the focus is performed by subtracting the sections $(\mathrm{A}+\mathrm{B})-(\mathrm{C}+\mathrm{D})$ while for a measurement in the $y$ direction $(A+C)-(B+D)$.
focal point the signals in the two leftmost quadrants are subtracted from the two rightmost quadrants. This scheme gives a signal proportional to the displacement $x_{0}$. The signal is then Fourier transformed to give a power spectral density which allows the experimental determination of the translational frequencies, Eqs. (3.5) and (3.6). The illustration of the setup can be seen in Fig. 3.3.

Consider again the Gaussian beam given by Eq. (3.1) incident upon a nanosphere located at $\overrightarrow{r^{\prime}}=x_{0} \hat{x}$. The incident light polarizes the nanoparticle inducing a dipole moment $\vec{p}=\alpha \vec{E}_{\text {inc }}\left(x_{0}, 0,0\right) \approx \alpha E_{0} \hat{x}$. The scattered light for a dipole in the far field is (Sec. 2.2)

$$
\begin{align*}
\vec{H}_{p} & =\frac{c k^{2}}{4 \pi}(\hat{R} \times \vec{p}) \frac{e^{i k R}}{R}  \tag{3.10}\\
\vec{E}_{p} & =Z_{0} \vec{H} \times \hat{R} \tag{3.11}
\end{align*}
$$

where $\vec{R}=\vec{r}-\overrightarrow{r^{\prime}}=\left\langle x-x_{0}, y, z\right\rangle, \vec{r}$ is in the direction of observation, $Z_{0}$ is the impedance of free space, and the subscript $p$ stands for the particle. Ignoring the effects of the lenses for the moment, the signal reaches a photodector located at
$\left\langle 0,0, L \gg z_{R}\right\rangle$ with its planar surface parallel to the $x-y$ plane. In terms of the Poynting vector, the signal is

$$
\begin{align*}
\vec{S} & =\frac{1}{2} \operatorname{Re}\left[\vec{E}_{\text {Total }} \times \vec{H}_{\text {Total }}^{*}\right] \\
& =\frac{1}{2} \operatorname{Re}\left[\left(\vec{E}_{p} \times \vec{H}_{\mathrm{inc}}^{*}\right)+\left(\vec{E}_{\mathrm{inc}} \times \vec{H}_{p}^{*}\right)+\left(\vec{E}_{p} \times \vec{H}_{p}^{*}\right)+\left(\vec{E}_{\mathrm{inc}} \times \vec{H}_{\mathrm{inc}}^{*}\right)\right] \tag{3.12}
\end{align*}
$$

where $\vec{H}_{\text {inc }}=\frac{1}{\mu_{0} c}\left(\vec{E}_{\text {inc }} \cdot \hat{x}\right) \hat{y}$. The first two terms in Eq. 3.12) are the homodyne terms while the last two play no role in the measurement since the scattered intensity is very small compared to the incident light and the outgoing incident power adds an overall constant independent of the particle position. A photodector reads the intensity of the incoming beam which are the components parallel to its surface. Thus, the only component needed from the Poynting vector is $\vec{S} \cdot \hat{z}$. Evaluating the homodyne terms in the Poynting vector and taking the dot product gives

$$
\begin{equation*}
\vec{S} \cdot \hat{z}=\frac{1}{2} \operatorname{Re}\left[A B\left(1-\frac{\left(x-x_{0}\right) x}{R^{2}}\right)+A B^{*}\left(\frac{y}{R}\right)\right] \tag{3.13}
\end{equation*}
$$

where $A=\frac{\alpha E_{E^{2}} \omega_{0}}{\omega(L) R} \frac{c k^{2}}{4 \pi} e^{-\rho^{2} / \omega^{2}(L)}$ and $B=e^{i k R} e^{-i\left(k L+\frac{k \rho^{2}}{2 R(L)}-\psi(L)\right)}$. Integrating over the entire detector and subtracting the two leftmost quadrants from the rightmost quadrants gives the power

$$
\begin{equation*}
P_{x}=\int_{0}^{\infty} \int_{-\infty}^{\infty}(\vec{S} \cdot \hat{z}) d y d x-\int_{-\infty}^{0} \int_{-\infty}^{\infty}(\vec{S} \cdot \hat{z}) d y d x \tag{3.14}
\end{equation*}
$$

In order to evaluate the integrals some approximations must be made. First, the length $L$ is at least on the centimeter scale while the dimensions of the photodiode $x, y$ are $\sim \mathrm{mm}$ and the particle displacement $x_{0} \sim \mathrm{~nm}$. Expanding the relative distance vector $\vec{R}$ in $B$ to second order

$$
\begin{align*}
B & =\exp \left(i\left(k R-k L-k \rho^{2} / 2 R(L)+\psi(L)\right)\right) \\
& \approx \exp \left(i\left(-\frac{k x x_{0}}{L}+\pi / 2\right)\right) \tag{3.15}
\end{align*}
$$

where the approximation $\psi(L)=\arctan \left(L / z_{R}\right) \approx \pi / 2$, known as the Gouy phase shift [72], was made. The main idea of this measurement can be seen in Eq. (3.15)
as the interference has brought information about the displacement within the phase. Further expanding the denominators in $A$ to first order $\omega(L) \approx \omega_{0} L / z_{R}$ and $R \approx L$ yields

$$
\begin{equation*}
\vec{S} \cdot \hat{z} \approx\left(\frac{\alpha E_{0}^{2} z_{R}}{2 L^{2}}\right)\left(\frac{c k^{2}}{4 \pi}\right) e^{-\rho^{2} / \omega^{2}(L)}\left(\frac{k x x_{0}}{L}\right)\left[1-\left(\frac{y}{L}\right)\right] . \tag{3.16}
\end{equation*}
$$

Performing the Gaussian integrals in Eq. 3.14 using Eq. 3.16 gives


Figure 3.3. (a) Time trace of the experimentally measured position observing the oscillatory behavior. Picture taken from [23]. (b) Power spectral density of measured $x, y, z$ positions from Ref. [56].

$$
\begin{equation*}
P_{x} \approx\left(\frac{2 \alpha P \mathrm{NA}^{3}}{\pi^{5 / 2} \epsilon_{0} \lambda^{4}}\right) x_{0} \tag{3.17}
\end{equation*}
$$

in terms of the experimentally tunable power, numerical aperture, and wavelength of the beam. This simplified measurement calculation results in a signal that is directly proportional to the displacement to first order. Figure 3.3(a) shows a plot of the experimentally measured position of a nanosphere from [23]. This was only possible through the Gouy phase shift of $\pi / 2$ seen in Eq. (3.15). A measurement of the displacement $y_{0}$ is performed in the same manner by subtracting the upper and lower most quadrants of the photodetector. The displacement $z_{0}$ is measured differently than the transverse motions. One method for measuring $z_{0}$ is by subtracting the
signals between two detectors placed a distance $z$ away from one another, but will not be calculated here 73 75]. Here the effects of the lenses [66] were safely neglected as they introduce higher order terms that include all three displacements $x_{0}, y_{0}, z_{0}$ scaled by the various length scales of the system. For larger, non-Rayleigh particles, the higher order terms may need to be considered.

## 4. ROTATIONAL MOTION



Figure 4.1. Scanning electron microscope image of actual silica nanodumbbells used in the experiments of Ref. [56]. Photo credit to the same reference.

This chapter examines the rotational dynamics of a dielectric nanodumbbell in the focus of a Gaussian beam as well as the methods of measuring the motion. Much of this work may be found in our paper [76]. The term libration (also known as torsional motion) will be used in the following sections and stands for harmonic rotational oscillations in a particular plane.

A sphere is symmetric with respect to rotations which in effect produces no rotational potential energy. Only non-spherical particles experience a torque in a linearly polarized beam. While the translational motion in Sec. 3.1 is fairly intuitive, ro-
tational dynamics can become complicated for generally anisotropic particles. The simplest shape with a nonzero torque is a nanorod with two principal moments of inertia equal $I_{x}=I_{y}$ and the moment of inertia about the symmetry axis negligable $I_{x} \gg I_{z} \approx 0$. The dynamics of a nanorod are relatively simple and amount to libration about the laser polarization axis [54, 59]. One of the next simplest shapes that produces a nonzero torque is a symmetric top defined by having two principal moments of inertia the same $I_{x}=I_{y}$ with relation to the third moment $I_{x} \neq I_{z} \neq 0$. Recently, the torsional motion of a nanodumbbell was measured [56] and cooled [77]. A theoretical analysis of the dynamics for particles of this shape was missing until our publication. For this reason and for the purpose of what follows in Chap. 6, the symmetric-top particle of choice for the analysis below will be a nanodumbbell.

### 4.1 Classical dynamics

Consider a nanodumbbell optically trapped in a laser field. The particle's center of mass is fixed at the origin so that only rotations are considered. The nanodumbbell is composed of two spheres each with mass $M_{s}$ and radius $R$. The spheres are aligned along the $z^{\prime \prime \prime}$-axis and touching at the origin, where the triple prime indicates the particle frame coordinate system (see Fig. 4.2). It is a symmetric top with principal moments of inertia $I_{x}=I_{y}=\frac{14}{5} M_{s} R^{2}$ and $I_{z}=\frac{4}{5} M_{s} R^{2}$. The laser beam is linearly polarized along the lab frame $x$ direction and propagating in the $z$ direction with a wavelength $\lambda \gg R$. As in Sec. 3.1, the nanodumbbell is treated as a point dipole with $\vec{E}_{\text {inc }}=E_{0} \hat{x}$, the electric field polarizing the dumbbell, having no spatial dependence due to the small size of the dumbbell.

The rotational dynamics are governed by the classical equations of motion described by the Euler angles $(\alpha, \beta, \gamma)$ [78, 79] in the $z-y^{\prime}-z^{\prime \prime}$ convention. To transform from the lab $(x, y, z)$ frame to the particle $\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, z^{\prime \prime \prime}\right)$ body frame, three rotation transformations are made. First, a rotation about the lab frame $z$-axis through an angle $\alpha$ is performed, $(x, y, z) \rightarrow\left(x^{\prime}, y^{\prime}, z^{\prime}=z\right)$. Then, a rotation about the $y^{\prime}$-axis


Figure 4.2. (a) A nanodumbbell with center of mass confined to the origin is allowed to rotate. The particle has the lowest energy when its long axis ( $z^{\prime \prime \prime}$-axis) aligns with the laser's electric field polarized in the lab frame $x$-direction. (b) The definition of the Euler angles $\alpha, \beta, \gamma$ shown in the $z-y^{\prime}-z^{\prime \prime}$ convention. For small angle rotations, the coordinate $\alpha=0+\xi$ describes rotations near the lab frame $x$-axis in the $x-y$ plane and $\beta=\pi / 2-\eta$ describes rotations near the lab frame $x$-axis in the $x$ - $z$ plane. The coordinate $\gamma$ describes rotations about the $z^{\prime \prime}=z^{\prime \prime \prime}$ axis with $\gamma(t) \approx \omega_{3} t$. For visual clarity, the $x^{\prime \prime}, y^{\prime \prime}, x^{\prime \prime \prime}, y^{\prime \prime \prime}$ axes have been omitted from the figure.
is made through an angle $\beta,\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \rightarrow\left(x^{\prime \prime}, y^{\prime \prime}=y^{\prime}, z^{\prime \prime}\right)$. Finally, a rotation about the $z^{\prime \prime}$-axis is made through an angle $\gamma,\left(x^{\prime \prime}, y^{\prime \prime}, z^{\prime \prime}\right) \rightarrow\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, z^{\prime \prime \prime}=z^{\prime \prime}\right)$. In this configuration, each Euler angle has an intuitive definition for small amplitude oscillations; $\alpha$ defines libration in the $x-y$ plane, $\beta$ defines libration in the $x-z$ plane, and $\gamma$ corresponds to angles of rotation about the $z^{\prime \prime \prime}$-axis.

The rotation matrix $\stackrel{\leftrightarrow}{R}$ in terms of the Euler angles in the $z-y^{\prime}-z^{\prime \prime}$ convention is

$$
\begin{equation*}
\stackrel{\leftrightarrow}{R}=\stackrel{\leftrightarrow}{R}_{z^{\prime \prime}} \stackrel{\leftrightarrow}{R}_{y^{\prime}} \stackrel{\leftrightarrow}{R}_{z} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \stackrel{\leftrightarrow}{R}_{z}=\left(\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right),  \tag{4.2}\\
& \stackrel{\leftrightarrow}{R}_{y^{\prime}}=\left(\begin{array}{ccc}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
\sin \beta & 0 & \cos \beta
\end{array}\right),  \tag{4.3}\\
& \stackrel{\leftrightarrow}{R}_{z^{\prime \prime}}=\left(\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right) . \tag{4.4}
\end{align*}
$$

The kinetic and potential energies are

$$
\begin{align*}
K & =\frac{1}{2} I_{x}\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+\frac{1}{2} I_{z} \omega_{3}^{2}  \tag{4.5}\\
U & =-\frac{1}{4} \vec{p} \cdot \vec{E}_{\mathrm{inc}} \\
& =-\frac{1}{4}\left(\alpha_{z}-\alpha_{x}\right) E_{0}^{2} \cos ^{2}(\alpha) \sin ^{2}(\beta), \tag{4.6}
\end{align*}
$$

where

$$
\begin{align*}
\vec{p} & =\stackrel{\leftrightarrow}{R} \stackrel{\leftrightarrow}{\alpha}_{0} \stackrel{\leftrightarrow}{R} \vec{E}_{\mathrm{inc}} \\
& =E_{0}\left(\begin{array}{c}
\left(\alpha_{z}-\alpha_{x}\right) \cos ^{2}(\alpha) \sin ^{2}(\beta) \\
\left(\alpha_{z}-\alpha_{x}\right) \sin ^{2}(\beta) \cos (\alpha) \sin (\alpha) \\
\left(\alpha_{z}-\alpha_{x}\right) \cos (\beta) \sin (\beta) \cos (\alpha)
\end{array}\right)  \tag{4.7}\\
& \equiv<p_{x}, p_{y}, p_{z}>,
\end{align*}
$$

is the nanodumbbell polarization vector in the lab frame, $\stackrel{\leftrightarrow}{\alpha}_{0}$ is the diagonal polarizibility matrix with the $\alpha_{j}(j=x, y, z)[53,59]$ the polarizibilities for an ellipse in the particle frame $\left(\alpha_{x}=\alpha_{y}\right)$ and are not to be confused with the coordinate $\alpha$. The body frame angular velocities are given by

$$
\begin{align*}
& \omega_{1}=\dot{\beta} \sin (\gamma)-\dot{\alpha} \sin (\beta) \cos (\gamma)  \tag{4.8}\\
& \omega_{2}=\dot{\beta} \cos (\gamma)+\dot{\alpha} \sin (\beta) \sin (\gamma)  \tag{4.9}\\
& \omega_{3}=\dot{\alpha} \cos (\beta)+\dot{\gamma}=\text { const } \tag{4.10}
\end{align*}
$$

It should be noted that as a consequence of the nanodumbbell's symmetry, the angular momentum about the nanoparticle's symmetry axis, $I_{z} \omega_{3}$, is a constant of the motion [Eq. 4.10)]. Constant terms in Eqs. (4.6) and 4.7) have been omitted as they do not affect the particle's rotational dynamics. The full equations of motion for the three angles $\alpha, \beta, \gamma$ are found through the Lagrangian giving

$$
\begin{align*}
& \ddot{\alpha}=-2 \dot{\alpha} \dot{\beta} \cot (\beta)+\dot{\beta} \csc (\beta) \frac{I_{z}}{I_{x}} \omega_{3}-\frac{1}{I_{x} \sin ^{2}(\beta)}\left(\frac{\partial U}{\partial \alpha}\right),  \tag{4.11}\\
& \ddot{\beta}=\sin (\beta)\left(\dot{\alpha}^{2} \cos (\beta)-\dot{\alpha} \frac{I_{z}}{I_{x}} \omega_{3}\right)-\frac{1}{I_{x}}\left(\frac{\partial U}{\partial \beta}\right),  \tag{4.12}\\
& \dot{\gamma}=\omega_{3}-\dot{\alpha} \cos (\beta) . \tag{4.13}
\end{align*}
$$

The attractive potential, Eq. (4.6), causes the particle to oscillate about the polarization axis in two joint motions (see Fig. 4.1). The two motions are most easily seen when the equations are written under a small angle approximation. It is energetically favorable for the particle's long axis ( $z^{\prime \prime \prime}$-axis) to align with the electric field and is therefore localized near the lab frame $x$-axis. This corresponds to $\alpha$ nearing towards zero or $\pi$, and $\beta$ near $\pi / 2$. Allowing the two coordinates to make small oscillations about the $x$-axis, $\alpha \rightarrow 0+\xi \beta \rightarrow \frac{\pi}{2}-\eta$, with $\xi, \eta$ small, the equations of motion to first order become

$$
\begin{align*}
\ddot{\xi} & =\left[-\frac{\omega^{2}}{2} \sin (2 \xi)-\omega_{c} \dot{\eta} \sec (\eta)+2 \dot{\eta} \dot{\xi} \tan (\eta)\right]  \tag{4.14}\\
& \approx-\omega^{2} \xi-\omega_{c} \dot{\eta} \\
\ddot{\eta} & =\cos (\eta)\left[-\omega^{2} \sin (\eta) \cos ^{2}(\xi)+\omega_{c} \dot{\xi}-\dot{\xi}^{2} \sin (\eta)\right]  \tag{4.15}\\
& \approx-\omega^{2} \eta+\omega_{c} \dot{\xi}
\end{align*}
$$

where $\omega^{2}=\frac{1}{2}\left(\alpha_{z}-\alpha_{x}\right) E_{0}^{2} / I_{x}$ and $\omega_{c}=\left(I_{z} / I_{x}\right) \omega_{3}$. The first term on the right hand side of Eqs. (4.14) and (4.15) amounts to harmonic oscillations (libration) about the polarization axis due to the trapping potential which has been seen before in 80,81 . The second term containing $\omega_{c}$ couples the four DOF and is responsible for precession about the $x$-axis. The precession is a consequence of the nonzero angular momentum about the symmetry axis, $I_{z} \omega_{3}$. Precession has recently been seen for anisotropic
particles in an elliptically polarized beam [55], but with $\alpha$ precessing around the lab frame $z$-axis with $\beta$ roughly fixed. As in the case for thin nanorods, the motion reduces to pure libration in the limit $I_{z} \rightarrow 0$. The equation of motion for $\gamma$ is not directly affected by the potential and largely evolves with time as $\gamma(t) \approx \omega_{3} t$ in the small angle approximation (see Eq. 4.13) ).

The transformation of the $z^{\prime \prime \prime}$-axis into the lab frame, $\hat{r}_{z^{\prime \prime \prime}}=\stackrel{\leftrightarrow}{R} \hat{z}^{\prime \prime \prime}$, determines the location of the tip in the $(x, y, z)$ coordinate system,

$$
\hat{r}_{z^{\prime \prime \prime}}=\left(\begin{array}{c}
\sin (\beta) \cos (\alpha)  \tag{4.16}\\
\sin (\beta) \sin (\alpha) \\
\cos (\beta)
\end{array}\right) \approx\left(\begin{array}{l}
1 \\
\xi \\
\eta
\end{array}\right),
$$

where in the last step the small angle approximation was made. It is seen that $\xi$ and $\eta$ play the role of the $y$ and $z$ coordinates defining the location of the tip of the nanodumbbell. By introducing a vector that specifies the projection of the $z^{\prime \prime \prime}$-axis on the $y$-z plane, $\vec{\rho}_{z^{\prime \prime \prime}}=<0, \xi, \eta>$, it is possible to combine Eqs. (4.10), (4.11),

$$
\begin{equation*}
\ddot{\vec{\rho}_{z^{\prime \prime \prime}}}=-\omega^{2} \vec{\rho}_{z^{\prime \prime \prime}}-\dot{\vec{\rho}}_{z^{\prime \prime \prime}} \times \vec{\omega}_{c} \tag{4.17}
\end{equation*}
$$

where $\vec{\omega}_{c}=\omega_{c} \hat{x}=\left(I_{z} / I_{x}\right) \omega_{3} \hat{x}$. The last term in Eq. 4.17) has the familiar form of the force on a charged particle in a magnetic field. The two joint motions now become clear as a combination of harmonic oscillations in a static pseudo-magnetic field. Thus, as long as $\omega_{c}$ is nonzero, the full dynamics of the nanoparticle must be described as a combination of libration and precession, as opposed to just libration. For a nanodumbbell at room temperature, $T=300 \mathrm{~K}$, the average value of $\omega_{c} / 2 \pi \sim$ $\sqrt{k_{B} T I_{z}} /\left(2 \pi I_{x}\right) \sim 10 \mathrm{kHz}$, where $k_{B}$ is the Boltzmann constant. While $\omega / 2 \pi \sim$ $100 \mathrm{kHz}-1 \mathrm{MHz} \gg \omega_{c} / 2 \pi$, the coupling that results due to the $\sim 10 \mathrm{kHz}$ frequency is a resolvable feature in the power spectral density and is a non-negligible effect when considering parametric feedback cooling, as will be discussed in Chap. 6.

The librational frequency $\omega$ scales with the radius as $\omega^{2} \sim 1 / R^{2}$ suggesting that a particle of smaller size is beneficial for ground state cooling. However, the polarizibility and moment of inertia scale as $\alpha_{j} \sim R^{3}, I_{j} \sim R^{5}$ implying that the particle will
be less confined and more unstable in the optical trap as the size decreases. In effect, a smaller radius will be more likely to escape the trap and will produce a broader power spectral density. Further, $\omega_{c} \sim 1 / R^{5 / 2}$ showing that as the size of the particle decreases the precessional phenomenon is more pronounced.

Equations (4.14) and (4.15) admit two normal modes,

$$
\begin{align*}
& \xi(t)=A_{+} \cos \left(\omega_{+} t+\delta_{+}\right)+A_{-} \cos \left(\omega_{-} t+\delta_{-}\right),  \tag{4.18}\\
& \eta(t)=A_{+} \sin \left(\omega_{+} t+\delta_{+}\right)-A_{-} \sin \left(\omega_{-} t+\delta_{-}\right), \tag{4.19}
\end{align*}
$$

with $\omega_{ \pm}=\frac{1}{2}\left(\Omega \pm \omega_{c}\right), \Omega=\sqrt{4 \omega^{2}+\omega_{c}^{2}}$, and the $A_{ \pm}, \delta_{ \pm}$determined by initial conditions. Each mode circles the polarization axis at a particular frequency with the $(+)$ mode advancing clockwise and the $(-)$ mode counterclockwise. The superposition of the two modes results in the libration and precession mentioned above. Thus, as will be discussed in Chap. 6, the power spectral density of $\xi$ or $\eta$ should exhibit two peaks at $\omega_{ \pm}$.

Since the coordinates $\alpha$ and $\beta$ completely describe the location of the nanodumbbell's tip projected on the lab frame axes, it is possible to track the rotational evolution about the polarization axis while simulating the full equations of motion. Figure 4.1 plots the $z^{\prime \prime \prime}$-axis projection on the lab frame $z$ - $y$ plane (i.e. $Z / 2 R=\cos (\beta)$, $Y / 2 R=\sin (\beta) \sin (\alpha)$ is plotted versus time. Note that in the small angle limit $Z / 2 R \approx \eta, Y / 2 R \approx \xi)$. The particle's tip undergoes fast oscillations enveloped in a slower precession motion about the $x$-axis, qualitatively consistent with the dynamics seen in the small angle approximation.

In summary, the nanoparticle oscillates about the polarization axis as a superposition of two precessional modes resulting in a combination of libration and precession motions. The librational motion is due to the laser field's potential while precession arises from the nonzero spin of the nanoparticle about its symmetry axis. The equations of motion describing the location of the tip of the nanoparticle in the small angle approximation are seen to have the same form as a charged particle in a harmonic oscillator potential and a static magnetic field.


Figure 4.3. Trajectory of the nanoparticle's $z^{\prime \prime \prime}$-axis, projected on the lab frame $y-z$ plane found by simulating the full equations of motion and using linear polarization. Here, $Z / 2 R=\cos (\beta), Y / 2 R=\sin (\beta) \sin (\alpha)$ define the location of the $z^{\prime \prime \prime}$-axis; in the small angle limit $Z / 2 R \approx \eta, Y / 2 R \approx \xi$. The particle's long axis moves in two joint motions, one describing libration and the other describing precession about the polarization axis.

### 4.2 Quantum dynamics

The quantum translational dynamics are fairly straightforward as they describe uncoupled harmonic oscillators in three dimensions. The quantum rotational dynamics of Sec. 4.1 are more interesting due to the combination of precession and libration. This section will investigate the quantum rotational dynamics for linearly polarized light incident on a nanodumbbell in the $z-y^{\prime}-z^{\prime \prime}$ convention. First, the wavefunction will be solved for using the time independent Schrodinger equation. Secondly, the Hamiltonian is composed of conanical variables which allows one to rewrite it in terms of the raising and lowering operators $a_{i}^{\dagger}, a_{i}$ and transform to a Fock basis $\left|n_{i}, n_{j}\right\rangle$.

The time independent Schrodinger equation is

$$
\begin{equation*}
\mathbf{H} \Psi(\alpha, \beta, \gamma)=E \Psi(\alpha, \beta, \gamma) \tag{4.20}
\end{equation*}
$$

with the Hamiltonian $\mathbf{H}=\mathbf{K}_{R}+\mathbf{U}_{R}$. The rotational kinetic and potential energy are given by 82

$$
\begin{align*}
\mathbf{K}_{R} & =-\frac{\hbar^{2}}{2 I_{x}}\left[\frac{\partial^{2}}{\partial \beta^{2}}+\cot (\beta) \frac{\partial}{\partial \beta}+\left(\frac{I_{x}}{I_{z}}+\cot ^{2}(\beta)\right) \frac{\partial^{2}}{\partial \gamma^{2}}\right.  \tag{4.21}\\
& \left.+\frac{1}{\sin ^{2}(\beta)} \frac{\partial^{2}}{\partial \alpha^{2}}-\frac{2 \cos (\beta)}{\sin ^{2}(\beta)} \frac{\partial^{2}}{\partial \alpha \partial \gamma}\right] \\
\mathbf{U}_{R} & =-\frac{1}{4}\left(\alpha_{z}-\alpha_{x}\right) E_{0}^{2} \cos ^{2} \alpha \sin ^{2} \beta  \tag{4.22}\\
& =-U_{0} \cos ^{2} \alpha \sin ^{2} \beta
\end{align*}
$$

To begin, define the dimensionless quantities $\varepsilon=-2 E I_{x} / \hbar^{2}$ and $W=-2 I_{x} \mathbf{U}_{R} / \hbar^{2}=$ $W_{0} \cos ^{2} \alpha \sin ^{2} \beta$. A solution of the form $\Psi(\alpha, \beta, \gamma)=A(\alpha, \beta) C(\gamma) / \sqrt{\sin \beta} \equiv A C / \sqrt{\sin \beta}$ allows removal of the first derivative of $\beta$ in Eq. 4.21) and the differential equation becomes

$$
\begin{equation*}
\left[\frac{A_{\beta \beta}}{A}+\frac{1}{2}\left(\cot ^{2} \beta+1\right)+\frac{C_{\gamma \gamma}}{C}\left(\frac{I_{x}}{I_{z}}+\cot ^{2} \beta\right)+\frac{A_{\alpha \alpha}}{A \sin ^{2} \beta}-\frac{A_{\alpha} C_{\gamma}}{A C}\left(\frac{2 \cos \beta}{\sin ^{2} \beta}\right)\right]+W=\varepsilon \tag{4.23}
\end{equation*}
$$

where the notation $A_{\beta}$ will stand for the derivative $\frac{\partial}{\partial \beta} A$ and $A_{\beta \beta} \equiv \frac{\partial^{2}}{\partial \beta^{2}} A$. Performing the operation $\frac{\partial^{2}}{\partial \alpha \partial \gamma}$ to both sides of Eq. 4.23 gives the relation $\frac{C_{\gamma}}{C}=$ const. yielding

$$
\begin{equation*}
C(\gamma)=C_{0} e^{i \lambda \gamma} \tag{4.24}
\end{equation*}
$$

where $\lambda=0, \pm 1, \pm 2, \ldots$ is an integer constrained by the condition $C(\gamma)=C(\gamma+2 \pi)$ and $C_{0}$ is a constant. With the $\gamma$ dependence accounted for, the differential equation may be solved for using the small angle approximation used in Sec. 4.1. Allowing $\alpha \rightarrow 0+\xi, \beta \rightarrow \frac{\pi}{2}-\eta$ produces to second order

$$
\begin{equation*}
\left[\frac{A_{\eta \eta}}{A}+\frac{A_{\xi \xi}}{A}-2 i \lambda \eta \frac{A_{\xi}}{A}-\lambda^{2} \eta^{2}\right]-W_{0}\left(\eta^{2}+\xi^{2}\right)=\varepsilon-W_{0}+\lambda^{2} \frac{I_{x}}{I_{z}}-\frac{1}{2} \tag{4.25}
\end{equation*}
$$

Making the gauge transformation $\Psi^{\prime}(\xi, \eta, \gamma) \rightarrow \exp (i \lambda \xi \eta / 2) \Psi(\xi, \eta, \gamma)$ and inserting into Eq. 4.25 brings

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial \eta^{2}}+\frac{\partial^{2}}{\partial \xi^{2}}\right]+i \lambda\left(\xi \frac{\partial}{\partial \eta}-\eta \frac{\partial}{\partial \xi}\right)-\left(W_{0}+\frac{\lambda^{2}}{4}\right)\left(\xi^{2}+\eta^{2}\right)=\varepsilon-W_{0}+\lambda^{2} \frac{I_{x}}{I_{z}}-\frac{1}{2} \tag{4.26}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
\left(\frac{\hat{p}_{\eta}^{2}+\hat{p}_{\xi}^{2}}{2 I_{x}}\right)+\left(\frac{\lambda \hbar}{2 I_{x}}\right) \hat{L}_{x}+\bar{U}_{0}\left(\xi^{2}+\eta^{2}\right)=\left(\varepsilon_{0}-\varepsilon_{\gamma}\right), \tag{4.27}
\end{equation*}
$$

which has the familiar form of a harmonically trapped charged particle in a static magnetic field. Comparing Eqs. 4.26) and 4.27), it is visible that $\hat{p}_{\eta}=-i \hbar \frac{\partial}{\partial \eta}$ plays the role of the momentum in $\eta$ (similarly for $\xi$ ), $\hat{L}_{x}=-i \hbar\left(\xi \frac{\partial}{\partial \eta}-\eta \frac{\partial}{\partial \xi}\right)$ is the angular momentum about the $x$-axis, $\bar{U}_{0}=U_{0}+\lambda^{2} \hbar^{2} /\left(8 I_{x}\right)$ is a shifted harmonic potential energy, and the constants $\varepsilon_{0}=E+U_{0}$ and $\varepsilon_{\gamma}=\frac{\hbar^{2}}{2 I_{x}}\left(\lambda^{2} \frac{I_{x}}{I_{z}}-\frac{1}{2}\right)$ determine the total energy and energy associated with the spin $\gamma$.

To complete the solution to Eq. (4.26) it is easiest to move to polar coordinates with $\xi=\rho \cos \phi, \eta=\rho \sin \phi, \rho^{2}=\eta^{2}+\xi^{2}, \phi=\arctan (\eta / \xi)$, and $\hat{L}_{x}=-i \hbar \frac{\partial}{\partial \phi}$. The ansatz $A(\xi, \eta) \rightarrow A(\rho, \phi)=\exp (i m \phi) R(\rho) / \sqrt{\rho}$ reveals $m=0, \pm 1, \pm 2, .$. as an integer and Eq. 4.26 becomes

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 I_{x}}\left[\frac{R_{\rho \rho}}{R}-\frac{1}{\rho^{2}}\left(m^{2}-\frac{1}{4}\right)-\lambda m\right]+\bar{U}_{0} \rho^{2}=\left(\varepsilon_{0}-\varepsilon_{\gamma}\right) . \tag{4.28}
\end{equation*}
$$

The differential equation is now fully determined by the solution for $R(\rho)$. The solution is found with $R(\rho)=\rho^{|m|+1 / 2} \exp \left(-\rho^{2} q / 2\right) L_{j}^{|m|}\left(\rho^{2} q\right)$ where $q^{2}=2 \bar{U}_{0} I_{x} / \hbar^{2}$ and $L_{n}^{k}(x)$ is the associated Laguerre polynomial. The complete, normalized wavefunction and eigenenergies in the small angle approximation are

$$
\begin{align*}
& \Psi_{j, m, \lambda}^{\prime}(\rho, \phi, \gamma) \approx \sqrt{\frac{q}{\pi} \frac{j!}{(j+|m|)!}} e^{i \lambda\left(\gamma+\rho^{2} \sin (2 \phi) / 4\right)} e^{i m \phi}\left(\rho^{2} q\right)^{|m| / 2} e^{-\rho^{2} q / 2} L_{j}^{|m|}\left(\rho^{2} q\right)  \tag{4.29}\\
& E=\left(\frac{\hbar^{2}}{2 I_{x}}\right)\left[\lambda\left(\lambda \frac{I_{x}}{I_{z}}+m\right)-\frac{1}{2}\right]+\hbar \bar{\omega}(1+|m|+2 j)-U_{0}  \tag{4.30}\\
& \lambda=0, \pm 1, \pm 2, \pm 3, \ldots \quad m=0, \pm 1, \pm 2, \pm 3, \ldots \quad j=0,1,2,3, \ldots \tag{4.31}
\end{align*}
$$

where the frequency $\bar{\omega}=\left(\frac{2 U_{0}}{I_{x}}+\left(\frac{\lambda \hbar}{2 I_{x}}\right)^{2}\right)^{1 / 2}$. The integers $j, m, \lambda$ are the quantum numbers associated with the coordinates $\rho, \phi, \gamma$, respectively. Noting that $L_{z}=\hbar \lambda$
while $\omega^{2}=2 U_{0} / I_{x}=\frac{1}{2}\left(\alpha_{z}-\alpha_{x}\right) E_{0}^{2} / I_{x}$ and $\omega_{c}=L_{z} / I_{x}$ from the previous section we can reexamine Eq. 4.30) after neglecting the constant factors,

$$
\begin{align*}
E & =\frac{L_{z}^{2}}{2 I_{z}}+\hbar\left[\bar{\omega}(|m|+2 j)+\frac{m \omega_{c}}{2}\right] \\
& =\frac{L_{z}^{2}}{2 I_{z}}+\hbar|m|\left[\left(\omega^{2}+\frac{\omega_{c}^{2}}{4}\right)^{1 / 2} \pm \frac{\omega_{c}}{2}\right]+2 \hbar \bar{\omega} j  \tag{4.32}\\
& =\frac{L_{z}^{2}}{2 I_{z}}+\hbar|m| \omega_{ \pm}+2 \hbar \bar{\omega} j
\end{align*}
$$

Equation (4.32) shows the energy of the particle while trapped in the linearly polarized beam broken into familiar analogues from the previous section where the classical dynamics were explored. The first term is the kinetic energy due to the spin about the particle's symmetry axis. Comparing with the normal mode frequencies found in Eqs. (4.18 and (4.19) $\omega_{ \pm}=\sqrt{\omega^{2}+\omega_{c}^{2} / 4} \pm \omega_{c} / 2$, the second term shows oscillations in the $\phi$ coordinate which accounts for precession about the laser polarization axis. The last term shows simple harmonic motion for the two coordinates $\eta, \xi$ with equal frequencies of rotation, equivalent to libration.

It is also possible to recast the problem in a Fock basis $\left|n_{i}, n_{j}\right\rangle$ with the Hamiltonian in terms of raising and lowering operators. Introducing the raising and lowering operators

$$
\begin{array}{ll}
a_{j}=\left(\sqrt{\frac{I_{x} \bar{\omega}}{2 \hbar}} x_{j}+\frac{i p_{j}}{\sqrt{2 I_{x} \bar{\omega} \hbar}}\right), & a_{j}^{\dagger}=\left(\sqrt{\frac{I_{x} \bar{\omega}}{2 \hbar}} x_{j}-\frac{i p_{j}}{\sqrt{2 I_{x} \bar{\omega} \hbar}}\right), \\
x_{j}=\sqrt{\frac{\hbar}{2 \bar{\omega} I_{x}}}\left(a_{j}+a_{j}^{\dagger}\right), & p_{j}=i \sqrt{\frac{I_{x} \bar{\omega} \hbar}{2}}\left(a_{j}^{\dagger}-a_{j}\right) \tag{4.34}
\end{array}
$$

where the subscript $j=(\xi, \eta)$ as well as $x_{j}=(\xi, \eta)$ and $p_{j}=\left(I_{x} \dot{\xi}, I_{x} \dot{\eta}\right)$. Using Eq. (4.26), the Hamiltonian transforms to

$$
\begin{equation*}
\mathbf{H}=\hbar \bar{\omega}\left[a_{\xi}^{\dagger} a_{\xi}+a_{\eta}^{\dagger} a_{\eta}+1\right]+\left(\frac{i \lambda \hbar^{2}}{4 I_{x}}\right)\left[\left\{a_{\xi}, a_{\eta}^{\dagger}\right\}-\left\{a_{\eta}, a_{\xi}^{\dagger}\right\}\right] \tag{4.36}
\end{equation*}
$$

with $\{A, B\}$ denoting the anti-commutator. Further transforming into the mode basis $\left|n_{+}, n_{-}\right\rangle$through the mode raising and lowering operators

$$
\begin{align*}
a_{ \pm} & =\frac{1}{\sqrt{2}}\left(a_{\xi} \pm i a_{\eta}\right), & a_{ \pm}^{\dagger} & =\frac{1}{\sqrt{2}}\left(a_{\xi} \mp i a_{\eta}\right)  \tag{4.37}\\
a_{\xi} & =\frac{1}{\sqrt{2}}\left(a_{+}+a_{-}\right), & a_{\xi}^{\dagger} & =\frac{1}{\sqrt{2}}\left(a_{+}^{\dagger}+a_{-}^{\dagger}\right)  \tag{4.38}\\
a_{\eta} & =\frac{i}{\sqrt{2}}\left(a_{-}-a_{+}\right), & a_{\eta}^{\dagger} & =\frac{-i}{\sqrt{2}}\left(a_{+}^{\dagger}-a_{-}^{\dagger}\right) \tag{4.39}
\end{align*}
$$

returns the Hamiltonian

$$
\begin{equation*}
\mathbf{H}=\hbar \bar{\omega}\left[a_{+}^{\dagger} a_{+}+a_{-}^{\dagger} a_{-}+1\right]+\left(\frac{\lambda \hbar^{2}}{2 I_{x}}\right)\left[a_{-}^{\dagger} a_{-}-a_{+}^{\dagger} a_{+}\right], \tag{4.41}
\end{equation*}
$$

with energy eigenvalues

$$
\begin{align*}
\mathbf{H}\left|n_{+}, n_{-}\right\rangle & =\left[\hbar \bar{\omega}\left(n_{+}+n_{-}+1\right)+\left(\frac{\lambda \hbar^{2}}{2 I_{x}}\right)\left(n_{-}-n_{+}\right)\right]\left|n_{+}, n_{-}\right\rangle  \tag{4.42}\\
& =\left(\varepsilon_{0}-\varepsilon_{\gamma}\right)\left|n_{+}, n_{-}\right\rangle .
\end{align*}
$$

Comparing Eq. (4.42) with Eq. (4.30) shows the relation between the wavefunction in the position basis and the states in the $\left|n_{+}, n_{-}\right\rangle$representation by finding $n_{+}+n_{-}=$ $|m|+2 j$ and $m=n_{-}-n_{+}$. These relations show that the $n_{ \pm}$modes represent the precessional modes found in Sec. 4.1. The two modes compete with one another as the $(+)$ advances clockwise around the polarization axis and the $(-)$ counterclockwise. If each mode has equal energy, $m=0$, resulting in no precession and pure libration. Alternatively, if one mode has no energy, say $n_{+}=0$, then $m=n_{-}$and the relation $n_{+}+n_{-}=|m|+2 j$ requires $j=0$, resulting in pure precession.

### 4.3 Measuring the particle orientation

It is possible to determine the orientation of the nanoparticle with respect to $\alpha$ and $\beta$ through different types of measurements. A common method of measuring $\alpha$ libration $54,56,83,84$ is to first send the forward scattered light from the nanoparticle


Figure 4.4. Illustration of the measurement procedure for measuring the orientation. A Gaussian beam is incident upon a symmetric-top particle at an angle $\alpha$ with respect to the polarization axis. The scattered light and outgoing laser light interfere to produce a total electric field $E_{\text {total }}$. The signal then enters a polarized beam splitter where it is split into two polarizations $E_{+}$and $E_{-}$. The two signals exiting the beam splitter are incident upon their respective detectors and are subtracted from one another to obtain a signal proportional to the angle $\alpha$.
and the laser beam through a $45^{\circ}$ polarized beamsplitter (PBS). The light exits the PBS in two different directions with orthogonal polarizations. A measurement is obtained by reading the signal of each polarization state on a photodetector and taking the difference between the two signals. The illustration of this procedure is depicted in Fig. 4.4. This section will demonstrate the validity of this measurement procedure in its ability to measure an angle of libration as well as calculate a possible method for measuring the second angle of libration. The method follows similarly to that of Sec. 3.3. The derivation was first seen in our paper in Ref. [76].

To determine what is measured in the above procedure, consider a Gaussian laser beam incident on the dumbbell from Eq. (3.1) in Sec. 3.1. The scattered light is
again determined by the electric and magnetic fields for a dipole in the far field (Sec. 2.2)

$$
\begin{align*}
\vec{H}_{p} & =\frac{c k^{2}}{4 \pi}(\hat{r} \times \vec{p}) \frac{e^{i k r}}{r}  \tag{4.43}\\
\vec{E}_{p} & =Z_{0} \vec{H} \times \hat{r} \tag{4.44}
\end{align*}
$$

where $\vec{r}$ is in the direction of observation and $\vec{p}$ is given by Eq. (4.3). After exiting a collimating lens [66], the light is split by a $45^{\circ} \mathrm{PBS}$. The transverse components of the electric field exiting the PBS are

$$
\begin{align*}
& \vec{E}_{+}(x, y)=\frac{1}{\sqrt{2}}\left(E_{x}(x, y)+E_{y}(x, y)\right) \hat{e}_{+}  \tag{4.45}\\
& \vec{E}_{-}(x, y)=\frac{1}{\sqrt{2}}\left(E_{y}(x, y)-E_{x}(x, y)\right) \hat{e}_{-} \tag{4.46}
\end{align*}
$$

where $E_{x, y}$ are the $x$ and $y$ components of the total electric field following the collimating lens and $\hat{e}_{ \pm}$designate the two split polarization states after the PBS. The magnetic field undergoes a similar transformation. A measurement is performed by taking the difference between the two signals measured at their respective detectors

$$
\begin{equation*}
P_{45^{\circ}}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\vec{S}_{+} \cdot \hat{z}-\vec{S}_{-} \cdot \hat{z}\right) d y d x \tag{4.47}
\end{equation*}
$$

where $\vec{S}_{ \pm}=\frac{1}{2} \operatorname{Re}\left[\tilde{\mathrm{E}}_{ \pm} \times \tilde{\mathrm{H}}_{ \pm}^{*}\right]$ is the Poynting vector. Performing the integration gives a homodyne term that is proportional to the $y$-component of the polarizibility from Eq. (4.3)

$$
\begin{equation*}
P_{45^{\circ}} \propto p_{y} \propto \sin ^{2}(\beta) \cos (\alpha) \sin (\alpha) \tag{4.48}
\end{equation*}
$$

Considering that the particle undergoes small oscillations the small angle approximation may be made, $\alpha \rightarrow 0+\xi$ and $\beta \rightarrow \frac{\pi}{2}-\eta$,

$$
\begin{equation*}
p_{y} \propto \cos ^{2}(\eta) \cos (\xi) \sin (\xi) \approx \xi \tag{4.49}
\end{equation*}
$$

which is the angle describing the extent to which the nanoparticle's long axis has deviated from the polarization axis in the $x-y$ plane.

It is also (theoretically) possible to measure the other angle of libration $\eta$. A second transverse laser perpendicular from the first may be used using the same procedure
above, or, instead, using the split detection measurement (the method used to track the transverse translational motion in Sec. 3.3). Following the collimating lens, the split detection measurement is performed and the homodyne term is examined

$$
\begin{align*}
P_{x} & =\int_{0}^{\infty} \int_{-\infty}^{\infty}(\vec{S} \cdot \hat{z}) d y d x-\int_{-\infty}^{0} \int_{-\infty}^{\infty}(\vec{S} \cdot \hat{z}) d y d x  \tag{4.50}\\
& \propto p_{z} \propto \cos (\beta) \sin (\beta) \cos (\alpha) \approx \eta
\end{align*}
$$

which is the angle describing the extent to which the nanoparticle's long axis has deviated from the polarization axis in the $x-z$ plane. Thus, both angles can be detected. Note that it is not possible to measure $\gamma$ directly using these methods since it is not contained within the polarization vector in Eq. (4.3).


Figure 4.5. Power spectral density of a nanodumbbell's measured position and orientation (labeled Tor, standing for torsional motion, in the figure) 56.

Interestingly, whereas the detection of translational motion relies on the $\pi / 2$ Gouy phase shift from $\psi(z)$ in Eq. (3.1) 75, for a nanoparticle centered at the origin, the Gouy phase shift hinders detection of rotational motion. The homodyne terms in the Poynting vector evaluated far from the nanoparticle are left purely imaginary
and require the imaginary part of the polarizibility for orientational detection. The imaginary part of the polarizibility is usually smaller than the real part [59, 60] for the types of particles used in levitated optomechanics and is two orders of magnitude smaller for a $R=85 \mathrm{~nm}$ amorphous silica dumbbell in a $\lambda=1550 \mathrm{~nm}$ laser field.

However, the signal may become real, and therefore larger in magnitude, if the particle is not centered at the origin, but pushed away from the focus by the laser beam in the axial direction through radiation pressure. Section 3.2 estimated the magnitude of this displacement to be approximately $z_{d} / z_{R} \sim 0.1$ for a silica sphere. For a nanodumbbell with the same parameters, $z_{d} / z_{R} \sim 0.14$. This ratio becomes important for measurements as $e^{i z_{d} / z_{R}} \sim\left(1+i z_{d} / z_{R}\right)$ is a prefactor in the polarizibility matrix when considering $\psi(z)$ in Eq. (3.1), effectively reducing the measured signal by this ratio.

## 5. DAMPING AND NOISE

The analyses thus far have neglected sources of noise and damping. However, real experiments encounter unavoidable laser shot noise, gas collisions, measurement uncertainty, experimental noise, decoherence due to blackbody radiation, among others, for both translations and rotations. This section describes the effects of two of the most important environmental considerations for a particle trapped in the focus of a laser beam: gas collisions and laser shot noise.

### 5.1 Gas collisions

The gas molecules scattering off of a levitated nanoparticle has been studied extensively $19,26,85,86$. Collisions of a particle with the surrounding gas can be described with the Langevin equations [19, 87, 88

$$
\begin{align*}
& \dot{v}_{i}(t) \propto-\Gamma_{i} v_{i}(t)+\zeta_{i}(t)  \tag{5.1}\\
& \dot{\pi}_{i}(t) \propto-\Gamma_{i} \pi_{i}(t)+\Upsilon_{i}(t) \tag{5.2}
\end{align*}
$$

where $v_{i}=(\dot{x}, \dot{y}, \dot{z}), \pi_{i}=(\dot{\alpha}, \dot{\beta}, \dot{\gamma}), \Gamma_{i}$ is the damping rate, and $\zeta(t)$ and $\Upsilon_{i}(t)$ are Wiener processes (stochastic noise). Equations (5.1) and (5.2) describe Brownian motion with mean reversion around zero. The first term provides frictional damping and the second gives force fluctuations due to scattering with the surrounding air molecules. As the gas is composed of free atoms at temperature $T$, they obey a Maxwell-Boltzmann distribution. With the scattering assumed uncorrelated, $\zeta(t)$ is a Gaussian random number with a mean of zero and standard deviation $\sqrt{2 k_{B} T \Gamma / M d t}$, where $d t$ is a step in time. $\Upsilon_{i}(t)$ similarly has a mean of zero and standard deviation $\sqrt{2 k_{B} T \Gamma / I_{i} d t}$ with $I_{i}$ the moment of inertia.

At ambient pressures, the particle dynamics are dominated by these forces. For a sphere with radius $R$ and density $\rho$ in a rarefied gas is 39, 89

$$
\begin{equation*}
\Gamma=\frac{6 \pi \eta R}{\rho\left(\frac{4}{3} \pi R^{3}\right)} \frac{0.619}{0.619+\mathrm{Kn}}\left(1+c_{K}\right), \tag{5.3}
\end{equation*}
$$

where $\eta$ is the viscosity of air, $\mathrm{Kn}=s / R$ is the Knudsen number with $s$ the mean free path of air, and $c_{K}=0.31 \mathrm{Kn} /\left(0.785+1.152 \mathrm{Kn}+\mathrm{Kn}^{2}\right)$. From pressures of 760,1 , and $10^{-3}$ Torr the damping is of the order $10^{3}, 10^{1}$, and $10^{0} \mathrm{~Hz}$ for a micron sized sphere 22. As the pressure in the vacuum chamber decreases $<\sim 1$ Torr, the collisions become less frequent and less of an influence on the nanoparticle [23]. At low pressures where $\mathrm{Kn} \gg 1$, the damping is proportional to pressure. The surrounding environment is then described by the free molecular flow regime $[5,56,85,90$.

### 5.2 Translational shot noise

A particle trapped in the focus of a laser experiences continual scattering from the incident photons which results in radiation pressure as well as motional heating. The effect of radiation pressure was calculated in previous sections. Motional heating due to photon scattering is called shot noise heating and affects the translational dynamics as well as the rotational dynamics for a nonspherical particle. As the field of levitated optomechanics nears an era where nanoparticles are able to be cooled near their motional ground state $31,33,34,91$, the effects of heating and noise become essential to understand and quantify. Whereas heating and damping from the surrounding gas may become a negligible effect for sufficiently low pressures, laser shot noise is an inescapable factor of consideration for particles with low motional occupation numbers. This section gives a detailed description of the phenomenon of laser shot noise heating for various scenarios in levitated optomechanics and can also be found in our paper 92 .

### 5.2.1 Semi-classical Rayleigh shot noise

The derivation of the translational shot noise follows from Ref. [93] which was originally calculated for atoms in a far red-detuned dipole trap. Consider the scattering of a single photon with wavenumber $\vec{k}_{i}=k \hat{k}_{i}$ off a particle with initial momentum $m \vec{v}_{i}$. In the regime $\left|\vec{v}_{i}\right| \ll c$, after the scattering event the photon has final momen$\operatorname{tum} \hbar \vec{k}_{f} \approx(\hbar k) \hat{k}_{f}$ and the particle has final momentum $m \vec{v}_{f}$. From conservation of momentum,

$$
\begin{equation*}
\vec{v}_{f}=\vec{v}_{i}+\frac{\hbar}{m}\left(\vec{k}_{i}-\vec{k}_{f}\right) . \tag{5.4}
\end{equation*}
$$

The change in energy for the component $j=(x, y, z)$ is

$$
\begin{align*}
\Delta E_{j} & =\frac{1}{2} m\left(v_{f j}^{2}-v_{i j}^{2}\right)  \tag{5.5}\\
& =\boldsymbol{\varepsilon}\left(\hat{k}_{i j}^{2}+\hat{k}_{f j}^{2}-2 \hat{k}_{i j} \hat{k}_{f j}\right)+\hbar k\left(\hat{k}_{i j}-\hat{k}_{f j}\right) v_{i j}
\end{align*}
$$

with $\varepsilon=\frac{\hbar^{2} k^{2}}{2 m}$. The change in energy of the particle then depends on the initial photon propagation direction $\hat{k}_{i}$ as well as the scattered direction $\hat{k}_{f}$. The above equations are accurate for a free particle, but are also valid for harmonically bound particles if the scattering takes place on time scales much shorter than the oscillation frequency.

The probability for the photon to scatter into a solid angle $d \Omega$ is

$$
\begin{equation*}
P\left(\hat{k}_{f}\right) d \Omega=\frac{1}{\sigma}\left(\frac{d \sigma}{d \Omega}\right) d \Omega \tag{5.6}
\end{equation*}
$$

where $d \sigma / d \Omega$ is the differential scattering cross section for the particle and $\int P\left(\hat{k}_{f}\right) d \Omega=$ 1. The average change in energy $\left\langle\Delta E_{j}\right\rangle$ of the particle following the scattering event is found through

$$
\begin{equation*}
\left\langle\Delta E_{j}\right\rangle=\int_{\Omega} P\left(\hat{k}_{f}\right) \Delta E_{j} d \Omega \tag{5.7}
\end{equation*}
$$

To evaluate Eq. (5.7), the particle is taken to be a sphere that is oscillating in a harmonic potential. The incident photon is traveling in the $\hat{k}_{i}=\hat{z}$ direction and polarized in the $\hat{E}_{\mathrm{inc}}=\hat{x}$ direction. Immediately, the contribution from the last term in Eq. 5.5 goes to zero, $\left\langle\hbar k\left(\hat{k}_{i j}-\hat{k}_{f j}\right) v_{i j}\right\rangle=0$, since $\langle\vec{v}\rangle=0$ for harmonic
oscillation. Looking at the change in energy in each direction explicitly, Eq. (5.7) is rewritten as

$$
\begin{align*}
& \left\langle\Delta E_{x}\right\rangle=\varepsilon \int_{\Omega} P\left(\hat{k}_{f}\right)(\sin \theta \cos \phi)^{2} d \Omega  \tag{5.8a}\\
& \left\langle\Delta E_{y}\right\rangle=\varepsilon \int_{\Omega} P\left(\hat{k}_{f}\right)(\sin \theta \sin \phi)^{2} d \Omega  \tag{5.8b}\\
& \left\langle\Delta E_{z}\right\rangle=\varepsilon \int_{\Omega} P\left(\hat{k}_{f}\right)(1-\cos \theta)^{2} d \Omega \tag{5.8c}
\end{align*}
$$

where spherical coordinates were used to define the outgoing wave, $\hat{k}_{f x}=\sin \theta \cos \phi$, $\hat{k}_{f y}=\sin \theta \sin \phi, \hat{k}_{f z}=\cos \theta$. To complete Eq. 5.8 the differential scattering cross section for the particle must be determined. In the subsections below the energy delivered to a particle in the Rayleigh and Mie regimes are computed. Note that from Eq. (5.8) the total energy delivered to a particle

$$
\begin{equation*}
\langle\Delta E\rangle=\sum_{j}\left\langle\Delta E_{j}\right\rangle=2 \varepsilon\left(1-\int_{\Omega} P\left(\hat{k}_{f}\right) \cos \theta d \Omega\right) \tag{5.9}
\end{equation*}
$$

is always greater than zero with a maximum of $4 \varepsilon$.

### 5.2.2 Rayleigh shot noise heating rate

For an incident monochromatic plane wave polarized in the $\hat{E}_{\text {inc }}=\hat{x}$ direction, the differential scattering cross section for a dipole with moment $\vec{p}=\alpha \vec{E}_{\mathrm{inc}}$, index of refraction $n$, and radius $r$ in the Rayleigh regime $k r|n-1| \ll 1$ is (Sec. 2.4)

$$
\begin{equation*}
\left(\frac{d \sigma}{d \Omega}\right)=\left(\frac{k^{2} \alpha}{4 \pi \epsilon_{0}}\right)^{2} \sum_{j}\left|\hat{\xi}_{j} \cdot \hat{E}_{\mathrm{inc}}\right|^{2} \tag{5.10}
\end{equation*}
$$

yielding

$$
\begin{equation*}
P\left(\hat{k}_{f}\right)=\left(\frac{3}{8 \pi}\right)\left[\cos ^{2} \theta \cos ^{2} \phi+\sin ^{2} \phi\right] \tag{5.11}
\end{equation*}
$$



Figure 5.1. Shot noise heating rate for each degree of freedom relative to the rate in the Rayleigh limit for diamond at laser wavelength (a) $\lambda=1550 \mathrm{~nm}$ (b) $\lambda=1064 \mathrm{~nm}$ (c) $\lambda=532 \mathrm{~nm}$ and silica at wavelength (d) $\lambda=1550 \mathrm{~nm}$ (e) $\lambda=1064 \mathrm{~nm}$ (f) $\lambda=532 \mathrm{~nm}$. For each plot, the relative heating rate is shown for the $x$ (blue dotted line), $y$ (orange dashed line), and $z$ (green dot-dashed line) degree of freedom, as well as the total heating rate (red solid line). Here, the incident plane wave is polarized in the $x$ and traveling in the $z$ direction. The relative heating rate is reduced in each degree of freedom for silica. The non-linear behavior of Mie scattering can be seen near $r=200 \mathrm{~nm}$ in diamond with a resonance occurring at $\lambda=1064 \mathrm{~nm}$. The index of refraction for silica is $n_{s}=1.45$ for $\lambda=1550 \mathrm{~nm}$ and $\lambda=1064 \mathrm{~nm}$ while $n_{s}=1.46$ for $\lambda=532 \mathrm{~nm}$. The index of refraction for diamond is $n_{d}=2.39$ for $\lambda=1550 \mathrm{~nm}$ and $\lambda=1064 \mathrm{~nm}$ while $n_{d}=2.425$ for $\lambda=532 \mathrm{~nm}$.
where $\epsilon_{0}$ is the permittivity of free space and $\hat{\xi}_{j}\left(\hat{k}_{f}\right)$ defines the two orthogonal polarization directions of the scattered light perpendicular to $\hat{k}_{f}$ so that $\sum_{j}\left|\hat{\xi}_{j}\left(\hat{k}_{f}\right) \cdot \hat{E}_{\text {inc }}\right|^{2}=$ $1-\left|\hat{k}_{f} \cdot \hat{E}_{\text {inc }}\right|^{2}$. Note that probability densities of the form Eq. 5.11) have the property $P\left(\hat{k}_{f}\right)=P\left(-\hat{k}_{f}\right)$.

Inserting Eq. (5.11) into Eq. (5.8) gives the distribution of energy delivered to the particle

$$
\begin{equation*}
\left(\left\langle\Delta E_{x}\right\rangle_{R},\left\langle\Delta E_{y}\right\rangle_{R},\left\langle\Delta E_{z}\right\rangle_{R}\right)=\varepsilon\left(\frac{1}{5}, \frac{2}{5}, \frac{7}{5}\right), \tag{5.12}
\end{equation*}
$$

where the subscript $R$ refers to Rayleigh scattering. Thus, the scattering of one photon in the Rayleigh limit increases the particle's total energy by $\langle\Delta E\rangle_{R}=\sum_{j}\left\langle\Delta E_{j}\right\rangle_{R}=$ $2 \varepsilon$ half the maximum amount possible and in different proportions in each direction. The particle gains $7 / 10$ of the total energy in the direction of photon propagation, $1 / 10$ of the total energy in the photon polarization direction, and $2 / 10$ in the remaining direction. For unpolarized light, the total energy increase is the same as for linearly polarized light $\langle\Delta E\rangle_{R}=2 \varepsilon$. However, the energy is distributed as $14 / 20$ of the total energy in the direction of photon propagation and $3 / 20$ of the total energy in each of the directions perpendicular to the photon propagation direction.

The previous calculation shows how the energy is distributed to each degree of freedom. The average rate at which energy is being delivered to these degrees of freedom $\dot{E}_{T}$ (shot noise heating rate) is the change in energy per scattering event multiplied by the scattering rate. The scattering rate is the number of incident photons per unit area per unit time, $J_{p}=I_{0} / \hbar \omega$, times the scattering cross section, $\sigma$,

$$
\begin{equation*}
\dot{E}_{T_{R}}=\langle\Delta E\rangle_{R} J_{p} \sigma . \tag{5.13}
\end{equation*}
$$

For Rayleigh particles, $\sigma_{R}=\left(\frac{8 \pi}{3}\right)\left(\frac{\alpha k^{2}}{4 \pi \epsilon_{0}}\right)^{2} . \quad \dot{E}_{T_{R}}$ is the total translational energy gained per second due to shot noise. This is written in many forms in the literature, but often in terms of the scattered power $\dot{E}_{T_{R}}=\hbar \omega_{0} P_{\text {scatt }} / m c^{2}$ with $\omega_{0}=c k$ the frequency of the laser.

If the particle oscillates at frequency $\omega_{j}$ in the $j$ th direction, each degree of freedom's occupation number increases at a rate of

$$
\begin{equation*}
\Gamma_{x}=\frac{1}{10} \frac{\dot{E}_{T_{R}}}{\hbar \omega_{x}}, \quad \Gamma_{y}=\frac{2}{10} \frac{\dot{E}_{T_{R}}}{\hbar \omega_{y}}, \quad \Gamma_{z}=\frac{7}{10} \frac{\dot{E}_{T_{R}}}{\hbar \omega_{z}} . \tag{5.14}
\end{equation*}
$$

Reference (94 experimentally measured the shot noise heating rate in the degree of freedom perpendicular to both the laser propagation and polarization directions. The measured value for the degree of freedom was reported to be within error bars of the expression in Eq. (5.14). (Quick note: their expression for the two directions
perpendicular to the laser propagation direction, $\hat{k}=\hat{z}$, are correct, while the total energy and proportionality constant for the $z$ degree of freedom is not. )

### 5.2.3 Quantum Rayleigh shot noise heating rate

Although the results are equivalent, it is instructive to calculate the Rayleigh shot noise quantum mechanically. The model used to calculate the shot noise describes particle state decoherence due to scattering events with photons [3]. The decoherence in the system state generates diffusion in momentum space which leads to heating.

The system is the same as that considered above with the incident plane wave propagating in the $\hat{z}$ and polarized in the $\hat{x}$ direction. The particle density matrix $\rho\left(\vec{r}, \overrightarrow{r^{\prime}}\right)$ is written in the position basis with $\vec{r}=(x, y, z)$. The state $\vec{r}$ refers to the system before a scattering event and the primed coordinates refer to the system following a scattering event. Neglecting the unitary part of the time evolution the translational master equation reads

$$
\begin{equation*}
\partial_{t} \rho\left(\vec{r}, \overrightarrow{r^{\prime}}\right)=-\Lambda\left(\vec{r}, \overrightarrow{r^{\prime}}\right) \rho\left(\vec{r}, \overrightarrow{r^{\prime}}\right) \tag{5.15}
\end{equation*}
$$

where the decoherence rate $\Lambda\left(\vec{r}, \overrightarrow{r^{\prime}}\right)$ to first order and neglecting cross terms which do not contribute to heating is

$$
\begin{equation*}
\Lambda\left(\vec{r}, \overrightarrow{r^{\prime}}\right)=D_{x}\left(x-x^{\prime}\right)^{2}+D_{y}\left(y-y^{\prime}\right)^{2}+D_{z}\left(z-z^{\prime}\right)^{2} \tag{5.16}
\end{equation*}
$$

but with separate diffusion constants 95

$$
\begin{equation*}
D_{j}=J_{p} \int d^{3} \vec{k} \mu(\vec{k}) \int d^{2} \hat{k}\left|f\left(\vec{k}, \vec{k}^{\prime}\right)\right|^{2} \frac{k^{2}}{2}\left|\hat{k}-\hat{k}_{j}^{\prime}\right|^{2}, \tag{5.17}
\end{equation*}
$$

where $\left|f\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|$ is the scattering amplitude and $\mu(\vec{k})=\delta\left(\vec{k}-\overrightarrow{k^{\prime}}\right)$ is the distribution of the laser which may safely be taken to be a $\delta$ function. The shot noise heating rate may be calculated through

$$
\begin{equation*}
\dot{E}_{T}=\frac{d}{d t}\langle\mathbf{H}\rangle=\operatorname{Tr}\left(\mathbf{K} \partial_{t} \rho\right) \tag{5.18}
\end{equation*}
$$

with $\mathbf{H}=\mathbf{K}+\mathbf{U}$ the translational Hamiltonian, $\mathbf{U}$ the potential energy whose term vanishes after carrying out the trace, and $\mathbf{K}=\mathbf{P}^{2} / 2 m$ is the kinetic energy. Combining Eqs. (5.15) through (5.17) and inserting into Eq. (5.18)

$$
\begin{align*}
& \dot{E}_{T x}=J_{p} \frac{\hbar^{2} k^{2}}{2 m} \int d^{2} \hat{k}\left|f\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2}\left(\hat{k}_{x}^{\prime 2}\right)  \tag{5.19a}\\
& \dot{E}_{T y}=J_{p} \frac{\hbar^{2} k^{2}}{2 m} \int d^{2} \hat{k}\left|f\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2}\left(\hat{k}_{y}^{\prime 2}\right)  \tag{5.19b}\\
& \dot{E}_{T z}=J_{p} \frac{\hbar^{2} k^{2}}{2 m} \int d^{2} \hat{k}\left|f\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2}\left(\hat{k}^{2}+\hat{k}_{z}^{\prime 2}-2 \hat{k} \hat{k}_{z}^{\prime}\right) \tag{5.19c}
\end{align*}
$$

Noting that $\left|f\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2}=d \sigma / d \Omega$ and $\boldsymbol{\varepsilon}=\frac{\hbar^{2} k^{2}}{2 m}$, Eqs. (5.19) are equal to Eqs. (5.8) and (5.13) in Sec. 5.2.1.

### 5.2.4 Mie scattering

The analytical expressions in the previous subsection are valid for small particles $k r|n-1| \ll 1$. For particles outside the Rayleigh regime $k r|n-1| \sim 1$ the differential scattering cross section in Eq. (5.10) and therefore Eq. (5.11) breaks down and Mie scattering [51] must be used to calculate the shot noise heating. Figure 5.1 plots the translational shot noise heating rate $\dot{E}_{T}$ for each degree of freedom for varying particle radii using analytical Mie formulas. Specifically, $\dot{E}_{T j} / J_{p}=\left\langle\Delta E_{j}\right\rangle \sigma$ for each degree of freedom is found by numerically calculating the differential scattering cross section and numerically integrating Eqs. (5.8). These quantities are then divided by their respective Rayleigh expression, $\left(\dot{E}_{T j}\right)_{R} / J_{p}=\left\langle\Delta E_{j}\right\rangle_{R} \sigma_{R}$.

For particle sizes $r \leq 50 \mathrm{~nm}$, Fig. 5.1 shows that the total shot noise heating rate may still be approximated as the Rayleigh expression to better than $10 \%$ error for both silica $\left(n_{s}=1.45\right)$ and diamond $\left(n_{d}=2.39\right)$ at a wavelength of $\lambda=1064 \mathrm{~nm}$ or $\lambda=1550 \mathrm{~nm}$. For larger particle sizes, the non-sextic behavior of the differential scattering cross section with respect to the radius becomes more apparent. As expected, deviations from the Rayleigh approximation become more significant as $k r|n-1|$ approaches unity with smaller wavelengths producing the most considerable change for both materials. For diamond, there is a resonance in the scattering near $r \sim 200 \mathrm{~nm}$


Figure 5.2. Comparison of the total shot noise heating rate using Mie and Rayleigh scattering for a silica nanoparticle ( $n_{s}=1.46$ for $\lambda=532 \mathrm{~nm}$ ) under plane wave illumination. For radii $r<50 \mathrm{~nm}$ the Mie calculation shares the same $r^{3}$ dependence as the Rayleigh expression. For larger radii, the non-linear Mie calculation yields significantly less total heating.
for $\lambda=1064 \mathrm{~nm}$ and a two order of magnitude suppression near $r \sim 250 \mathrm{~nm}$ for $\lambda=532 \mathrm{~nm}$.

For $\lambda=1550,1064$, and 532 nm , the shot noise heating rate for silica is decreased for each degree of freedom relative to the Rayleigh expression. From Fig. 5.1(f), the heating rate is almost an order of magnitude lower for $\lambda=532 \mathrm{~nm}$ near $r=200 \mathrm{~nm}$. The reduction in heating as the radius increases and wavelength decreases is due to the reduction in cross section compared to the Rayleigh expression. Figure 5.2 shows the explicit dependence of $r$ on the heating rate for silica at $\lambda=532 \mathrm{~nm}$ compared with the $r^{3}$ dependent Rayleigh expression. Here one can clearly see the range of accuracy of the Rayleigh approximation with the Mie calculation strongly deviating above $r \sim 75 \mathrm{~nm}$. The reduction in heating is also attributed to the differential scattering cross section giving increasingly more forward scattering, thereby reducing the recoil impact on the scatterer.

In Ref. [96 the laser shot noise was calculated for a $r=230 \mathrm{~nm}$ silica nanoparticle illuminated with a $\lambda=532 \mathrm{~nm}$ laser. If their shot noise heating rate was calculated
using the Rayleigh expression, Fig. 5.1(f) shows that that estimate should be reduced by $\sim 10$ times the calculated value, making laser shot noise an even less significant noise source for their experiment.

### 5.2.5 Focused Gaussian Beam

Since an optically levitated nanoparticle is often trapped using a focused Gaussian laser beam it is practical to consider the shot noise heating due to such an incident wave. The electromagnetic fields of a Gaussian laser beam ( $(0,0)$ mode) focused through a lens with numerical aperture $\mathrm{NA}=\sin \theta_{\max }$ can be expressed in cylindrical coordinates as 66,97

$$
\begin{align*}
& \vec{E}(\rho, \phi, z)=\frac{i k f}{2} E_{0} e^{-i k f}\left[\begin{array}{c}
I_{00}+I_{02} \cos 2 \phi \\
I_{02} \sin 2 \phi \\
-2 i I_{01} \cos \phi
\end{array}\right],  \tag{5.20a}\\
& \vec{H}(\rho, \phi, z)=\frac{i k f}{2 Z_{0}} E_{0} e^{-i k f}\left[\begin{array}{c}
I_{02} \sin 2 \phi \\
I_{00}-I_{02} \cos 2 \phi \\
-2 i I_{01} \sin \phi
\end{array}\right],
\end{align*}
$$

where $Z_{0}$ is the impedance of free space, $f$ is the focal length of the lens, and the $I_{i, j}$ are integrals over the polar angle up to the extent of the lens, $\theta_{\text {max }}$. The expressions for the integrals are

$$
\begin{align*}
& I_{00}=\int_{0}^{\theta_{\max }} f_{w}(\theta)(\cos \theta)^{1 / 2} \sin \theta(1+\cos \theta) J_{0}(k \rho \sin \theta) e^{i k z \cos \theta}  \tag{5.21}\\
& I_{01}=\int_{0}^{\theta_{\max }} f_{w}(\theta)(\cos \theta)^{1 / 2} \sin ^{2} \theta J_{1}(k \rho \sin \theta) e^{i k z \cos \theta},  \tag{5.22}\\
& I_{02}=\int_{0}^{\theta_{\max }} f_{w}(\theta)(\cos \theta)^{1 / 2} \sin \theta(1-\cos \theta) J_{2}(k \rho \sin \theta) e^{i k z \cos \theta} \tag{5.23}
\end{align*}
$$

where $J_{n}(x)$ is the Bessel function of order $n, f_{w}(\theta)=\exp \left(\sin ^{2} \theta / f_{0}^{2} \sin ^{2} \theta_{\text {max }}\right)$ is the apodization function with the filling factor $f_{0}=w_{0} / R_{a}$ is the ratio of the laser beam waist before the lens and the radius of the aperture. For a detailed discussion of Eqs. (5.20) see Ref. 66] .

Since the incident wave is no longer a plane wave, Eqs. (5.8) are not suitable for describing the energy transfer from the laser to the particle. Following a method similar to that of Refs. 98 and 99, the shot noise heating rate for a general particle and incident wave can be written compactly as

$$
\begin{equation*}
\dot{E}_{T x_{i}}=J_{p} \varepsilon \int d^{2} \hat{k}^{\prime}\left|\frac{\partial f\left(x_{i}, \vec{k}, \overrightarrow{k^{\prime}}\right)}{\partial x_{i}}\right|_{x_{i}=0}^{2} \tag{5.24}
\end{equation*}
$$

where $x_{i}=(x, y, z)$ and $f\left(x_{i}, \vec{k}, \overrightarrow{k^{\prime}}\right)$ is the scattering amplitude. For an incident plane wave, $f\left(\vec{r}, \vec{k}, \overrightarrow{k^{\prime}}\right)=e^{i \vec{k} \cdot \vec{r}} f\left(\vec{k}, \overrightarrow{k^{\prime}}\right) e^{-i \vec{k}^{\prime} \cdot \vec{r}}$, yielding Rayleigh shot noise, Eqs. (5.19) in Sec. 5.2.3.

To compute the shot noise heating rate using Eq. (5.24) for a sphere of radius $r$ with incident waves given by Eqs. (5.20) the scattered fields must be obtained. One approach is to combine Mie theory with the highly focused fields which has been undertaken in Ref. [100] to evaluate optical forces. In the present section, the scattered fields are computed numerically by employing the discrete-dipole approximation method (DDA) 101]. In the DDA, the spherical particle is composed of $N$ discrete spherical dipoles each with polarizibility $\alpha$ and the internal fields of the dielectric are solved for self-consistently to retrieve the scattered fields outside the particle. Once the scattered fields are obtained the scattering amplitude can be determined. In the implementation of the DDA used for this calculation, each dipole that composed the spherical particle had a polarizibility $\alpha=4 \pi \epsilon_{0} R^{3}\left(\frac{\epsilon-1}{\epsilon+2}\right)$. The shot noise heating rates relative to the Rayleigh expression for various numerical apertures and particle radii are shown in Fig. 5.3. The calculations were performed for a spherical particle composed of silica, $n=1.45$, with its center of mass located at the focus, $\vec{r}_{0}=\langle 0,0,0\rangle$. The heating rates for each degree of freedom $(x, y, z)$ (first, second, and third column) were computed for two different laser wavelengths 1550 nm (top row) and 1064 nm (bottom row). The waist of the Gaussian laser beam just before entering the focusing lens was chosen to be twice the aperture radius of the lens, corresponding to a filling factor $f_{0}=2$ for all values in the figure.


Figure 5.3. Contour surface plots of the shot noise heating rate for each degree of freedom relative to the rate in the Rayleigh limit for silica ( $n=1.45$ ) at laser wavelengths $\lambda=1550 \mathrm{~nm}$ (top row) and $\lambda=1064 \mathrm{~nm}$ (bottom row). The heating rates for each degree of freedom $(x, y, z)$ are shown in the first, second, and third column respectively. The colorbar on the far right is a scale for the ratio between the numerically calculated shot noise heating, Eq. (5.24), and the Rayleigh expression for that degree of freedom. As expected for small NA and radius the shot noise in each degree of freedom agrees well with the Rayleigh expression.

As the radius of the particle increases, the shot noise heating decreases relative to the Rayleigh expression for all NA. As the radius increases, the intensity per volume decreases. Rayleigh expressions assume uniform incident plane waves while a tweezer has a Gaussian-like spot size.

When the numerical aperture increases, the $\hat{z}$ component of the beam is more prominent, resulting in a polarization mainly in the $x-z$ plane (the $y$ component is negligible). It is plausible that since shot noise heating is smallest in the degree of freedom associated with the polarization direction, the shot noise in the axial degree of freedom decreases while heating increases in the $x$ degree of freedom.

As the beam becomes more focused, the beam diverges more strongly as it exits the focal region. As opposed to a plane wave, which always propagates in the $\hat{k}_{i}=\hat{z}$ direction, the incident wave through the particle due to a focused beam has propagation components in the $\hat{x}$ and $\hat{y}$ directions as well, decreasing the shot noise in the $\hat{z}$ degree of freedom. This comes from the main factor of discussion in Sec. 5.2.2, the $\hat{k}_{i j}^{2}$ term in Eq. (5.5) which gave a change in energy of $1 \varepsilon$ in the direction of photon propagation for Rayleigh scattering in Eq. (5.12). This influence thus decreases for focused beams. In fact, Ref. [29] introduced a geometric factor $A \leq 1$ helping to explain this effect. The factor allows for an approximate evaluation of the energy delivered to the particle in the $z$ degree of freedom

$$
\begin{equation*}
\left\langle\Delta E_{z}\right\rangle_{R} \approx \varepsilon\left(A^{2}+\frac{2}{5}\right) . \tag{5.25}
\end{equation*}
$$

The geometrical factor is a result of a first order expansion of Eqs. (5.20) valid for particles small compared with the wavelength. The expression for $A$ is a ratio of integrals [29] and approximates to $A \approx 1-\left(k z_{R}\right)^{-1}$ for small NA, where $z_{R}$ is the Rayleigh range of a paraxial Gaussian beam [76].

Insertion of Eq. (5.25) into Eq. (5.13) for the shot noise in the $z$ degree of freedom should be accurate for $\lambda \gg r$. Using the data obtained in Fig. 5.3 for particles with $r=5 \mathrm{~nm}$, the shot noise agrees with the approximate evaluation using Eq. (5.25) to within $2 \%$ for all NA.

The reduction in shot noise energy delivered to the $z$ degree of freedom does not result in an increase in energy in the other degrees of freedom while the particle is situated at the origin. Since the particle is a sphere and the beam is symmetrical about the origin, the $\hat{x}$ and $\hat{y}$ components of the incident wavevectors on the particle in the $-\hat{z}$ half space are reflections of the $\hat{x}$ and $\hat{y}$ outgoing wavevectors in the $+\hat{z}$ halfspace, canceling the influence of the incident propagation direction on the shot noise in the $x$ and $y$ degrees of freedom.

The overall magnitudes for the shot noise in each degree of freedom in Fig. 5.3 are within an order of magnitude of the Rayleigh expression up to a radius of $r=250 \mathrm{~nm}$. Fortunately for experimentalists attempting to reach the motional quantum ground state, the values decrease as the radius increases for all degrees of freedom. This allows the Rayleigh expression for the shot noise heating rate to be used as an upper bound for calculations and a good approximation for all NA.

A natural next question is how the shot noise would be distributed for a particle in a standing Gaussian wave, the situation of consideration for particles trapped in a driven cavity. Differing from tweezer traps, cavity traps typically have very large beam waists $\sim 40 \mu \mathrm{~m}$ [31,71 and therefore the radial geometry of the beam is well approximated as a symmetric Gaussian. Over the range of a nanoparticle $r \sim 100 \mathrm{~nm}$ the field is essentially uniform and the beam can be approximated as an incident plane wave. In the axial direction the field dependence is of the form $\sim \cos k z$. The particle is placed in two common locations $z=0$ for cavity trapping and $z=\lambda / 8$ for maximal cavity coupling. The latter situation can be achieved by using a separate tweezing laser to place the particle at that location [31,33,34]. The following discussion is with reference to the shot noise from the cavity photons solely. The shot noise heating rate for a silica Mie particle of varying radius located at $z=\lambda / 8$ has been calculated analytically in Ref. 98 and numerically for a cavity with 1064 nm wavelength and $26 \mu \mathrm{~m}$ waist. Up to $\approx 250 \mathrm{~nm}$ in radius, Fig. 4 in Ref. 98 shows the shot noise increasing as the particle size increases. Our calculations confirm this result. However,
it should not follow the traditional Rayleigh $r^{3}$ dependence exactly. Owing to the large beam waist, the situation is similar to that in Fig. 5.1(e) in this thesis.

Additionally, at $z=0$, the dependence on the initial photon propagation direction $\hat{k}_{i j}^{2}$ vanishes giving $A=0$ in Eq. 5.25. The amount of shot noise delivered to the axial degree of freedom, $z$, is then equal to the amount delivered to the degree of freedom orthogonal to both the polarization and axial directions, $y$. However, at $z=\lambda / 8$ the $\hat{k}_{i j}^{2}$ contribution returns, giving Eq. (5.12) for Rayleigh particles.

### 5.3 Rotational Rayleigh shot noise

This section examines the shot noise heating in the rotational degrees of freedom for a symmetric-top particle in the Rayleigh regime, such as the nanodumbell in Ch. 4. The rotational heating rate is calculated in a similar fashion to that in Sec. 5.2.3. Here, the shot noise heating rate due to elliptically polarized light will be presented which can then be generalized for linear, circular, or unpolarized light by taking the respective limits.

The particle has moment of inertia $I_{x}$ perpendicular to the symmetry axis, $I_{z}$ along the symmetry axis, and $\alpha_{x}, \alpha_{z}$ are the polarizabilites perpendicular and parallel to the symmetry axis, respectively.The particle density operator in the orientational basis is $\rho\left(\Omega, \Omega^{\prime}\right)$ with $\Omega=(\alpha, \beta, \gamma)$ the Euler angles in the $z-y^{\prime}-z^{\prime \prime}$ convention 76 . Let $\Omega$ refer to the system before a scattering event and primed coordinates refer to the system following a scattering event. The rotational master equation reads

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho\left(\Omega, \Omega^{\prime}\right)=-\Lambda\left(\Omega, \Omega^{\prime}\right) \rho\left(\Omega, \Omega^{\prime}\right) \tag{5.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda=\frac{J_{p}}{2} \int d^{3} \vec{k} \mu(\vec{k}) \int d^{2} \hat{k^{\prime}}\left|f_{(\Omega)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)-f_{\left(\Omega^{\prime}\right)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2} \tag{5.27}
\end{equation*}
$$

is the decoherence rate, $f_{(\Omega)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)$ is the scattering amplitude, and $\mu(\vec{k})=\delta\left(\vec{k}-\overrightarrow{k^{\prime}}\right)$ is the distribution of the laser which will again be taken to be a delta function. The shot noise heating rate may be calculated through

$$
\begin{equation*}
\dot{E}_{R}=\frac{d}{d t}\left\langle\mathbf{H}_{R}\right\rangle=\operatorname{tr}\left(\mathbf{K}_{R} \frac{\partial}{\partial t} \boldsymbol{\rho}\right), \tag{5.28}
\end{equation*}
$$

with $\mathbf{H}_{R}=\mathbf{K}_{R}+\mathbf{U}_{R}$ the rotational Hamiltonian, $\mathbf{U}_{R}$ the potential energy which has zero contribution in the above equation, and $\mathbf{K}_{R}$ is the rotational kinetic energy. In the $z-y^{\prime}-z^{\prime \prime}$ convention, the rotational kinetic energy is 82
$\mathbf{K}_{R}=-\frac{\hbar^{2}}{2 I_{x}}\left[\frac{\partial^{2}}{\partial \beta^{2}}+\cot (\beta) \frac{\partial}{\partial \beta}+\frac{1}{\sin ^{2}(\beta)} \frac{\partial^{2}}{\partial \alpha^{2}}-\frac{2 \cos (\beta)}{\sin ^{2}(\beta)} \frac{\partial^{2}}{\partial \alpha \partial \gamma}+\left(\frac{I_{x}}{I_{z}}+\cot ^{2}(\beta)\right) \frac{\partial^{2}}{\partial \gamma^{2}}\right]$.

To evaluate Eq. (5.26), begin with the far field scattering amplitude for a point dipole

$$
\begin{equation*}
f_{(\Omega)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)=\left(\frac{k^{2}}{4 \pi \epsilon_{0} E_{0}}\right) \hat{\zeta} \cdot \vec{p}, \tag{5.30}
\end{equation*}
$$

with $\hat{\zeta}$ the polarization of the scattered light, $E_{0}$ the magnitude of the incident electric field, and $\vec{p}=\stackrel{\leftrightarrow}{R} \stackrel{\leftrightarrow}{\alpha} \stackrel{\leftrightarrow}{R}_{R} \vec{E}_{\text {inc }}$ the polarization vector. For incident elliptical light defined by $\vec{E}_{\text {inc }}=E_{0}<\cos \psi, i \sin \psi, 0>\exp (i k z)$,

$$
\begin{align*}
\vec{p} & =\stackrel{\leftrightarrow}{R} \stackrel{\leftrightarrow}{\alpha}_{0} \stackrel{\leftrightarrow}{R} \vec{E}_{\text {inc }} \\
& =E_{0}\left(\begin{array}{c}
\cos \psi\left[\alpha_{x}+\left(\alpha_{z}-\alpha_{x}\right) \sin ^{2} \beta \cos ^{2} \alpha\right]+i \sin \psi\left[\left(\alpha_{z}-\alpha_{x}\right) \sin ^{2} \beta \cos \alpha \sin \alpha\right] \\
\cos \psi\left[\left(\alpha_{z}-\alpha_{x}\right) \sin ^{2} \beta \cos \alpha \sin \alpha\right]+i \sin \psi\left[\alpha_{x}+\left(\alpha_{z}-\alpha_{x}\right) \sin ^{2} \beta \sin ^{2} \alpha\right] \\
\cos \psi\left[\left(\alpha_{z}-\alpha_{x}\right) \sin \beta \cos \beta \cos \alpha\right]+i \sin \psi\left[\left(\alpha_{z}-\alpha_{x}\right) \sin \beta \cos \beta \sin \alpha\right]
\end{array}\right) \\
& \equiv\left(\alpha_{z}-\alpha_{x}\right) E_{0}\left(\begin{array}{l}
A_{x}+i B_{x} \\
A_{y}+i B_{y} \\
A_{z}+i B_{z}
\end{array}\right)+\alpha_{x} E_{0}\left(\begin{array}{c}
\cos \psi \\
i \sin \psi \\
0
\end{array}\right), \tag{5.31}
\end{align*}
$$

where the $A_{j}=A_{j}(\alpha, \beta, \gamma)\left(B_{j}=B_{j}(\alpha, \beta, \gamma)\right)$ are the real (imaginary) parts of the polarization vector component $j=(x, y, z)$.

For scattered light in the $\hat{r}=\langle\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta\rangle$ direction in spherical coordinates, the outgoing polarization vector $\hat{\zeta}$ can take two directions $\hat{\theta}=\langle\cos \theta \cos \phi$,
$\cos \theta \sin \phi,-\cos \theta\rangle$ or $\hat{\phi}=\langle-\sin \phi, \cos \phi, 0\rangle$. As there is no preference for which polarization is chosen, the sum of the scattering amplitudes must be used in Eq. (5.28),

$$
\begin{equation*}
\left|f_{(\Omega)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)-f_{\left(\Omega^{\prime}\right)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)\right|^{2} \rightarrow\left(\frac{k^{2}}{4 \pi \epsilon_{0} E_{0}}\right)^{2}\left(\left|\hat{\theta} \cdot \vec{p}-\hat{\theta} \cdot \overrightarrow{p^{\prime}}\right|^{2}+\left|\hat{\phi} \cdot \vec{p}-\hat{\phi} \cdot \overrightarrow{p^{\prime}}\right|^{2}\right) \tag{5.32}
\end{equation*}
$$

Performing the integrals in Eq. 5.27) gives the decoherence rate as

$$
\begin{equation*}
\Lambda=J_{p}\left(\frac{4 \pi}{3}\right)\left(\frac{k^{2}}{4 \pi \epsilon_{0}}\right)^{2}\left(\alpha_{z}-\alpha_{x}\right)^{2} \sum_{j}\left[\left(A_{j}-A_{j}^{\prime}\right)^{2}+\left(B_{j}-B_{j}^{\prime}\right)^{2}\right] \tag{5.33}
\end{equation*}
$$

with $A_{j}^{\prime}=A_{j}\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)$ and $B_{j}^{\prime}=B_{j}\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)$.
To calculate the shot noise using Eq. 5.28, note that the $\frac{\partial}{\partial \gamma}$ terms from Eq. (5.29) evaluate to zero as there is no $\gamma$ dependence in the polarization vector in Eq. (5.31). From here, the orientation of the nanoparticle relative to the incident polarization must be considered. For well librationally bound nanoparticles under weak elliptical polarization, the particle is undergoing oscillations for which the small angle approximation may be appropriately made, $\alpha \rightarrow 0+\xi, \beta \rightarrow \frac{\pi}{2}-\eta$. In this view, Eq. (5.29) may be rewritten

$$
\begin{align*}
\mathbf{K}_{R} & \rightarrow-\frac{\hbar^{2}}{2 I_{x}}\left[\frac{\partial^{2}}{\partial \beta^{2}}+\cot (\beta) \frac{\partial}{\partial \beta}+\frac{1}{\sin ^{2} \beta} \frac{\partial^{2}}{\partial \alpha^{2}}\right]  \tag{5.34}\\
& \approx-\frac{\hbar^{2}}{2 I_{x}}\left[\frac{\partial^{2}}{\partial \eta^{2}}+\frac{\partial^{2}}{\partial \xi^{2}}\right] .
\end{align*}
$$

Inserting Eqs. (5.33) and (5.34) into Eq. (5.29) and taking the trace gives the total rotational shot noise for elliptically polarized light to second order

$$
\begin{align*}
\dot{E}_{R_{e}} & =J_{p}\left(\frac{4 \pi}{3}\right)\left(\frac{k^{2}}{4 \pi \epsilon_{0}}\right)^{2}\left(\alpha_{z}-\alpha_{x}\right)^{2}\left(\frac{\hbar^{2}}{2 I_{x}}\right)\left[4 \cos ^{2} \psi+2 \sin ^{2} \psi\right]  \tag{5.35}\\
& =\frac{\dot{E}_{R_{\|}}}{4}\left[4 \cos ^{2} \psi+2 \sin ^{2} \psi\right]
\end{align*}
$$

with the energy distributed as

$$
\begin{equation*}
\left(\dot{E}_{\alpha}, \dot{E}_{\beta}, \dot{E}_{\gamma}\right)=\frac{\dot{E}_{R_{\|}}}{2}\left(\cos ^{2} \psi+\sin ^{2} \psi, \cos ^{2} \psi, 0\right) \tag{5.36}
\end{equation*}
$$

For a symmetric-top particle illuminated by a linearly polarized laser with $\vec{E}_{\text {inc }}=$ $E_{0} \exp (i k z) \hat{x}$, the particle's symmetry axis will tend to align near the polarization axis. Using Eq. 5.35) with $\psi=0$,

$$
\begin{equation*}
\dot{E}_{R_{\|}}=J_{p}\left(\frac{16 \pi}{3}\right)\left(\frac{k^{2}}{4 \pi \epsilon_{0}}\right)^{2}\left(\alpha_{z}-\alpha_{x}\right)^{2}\left(\frac{\hbar^{2}}{2 I_{x}}\right) \tag{5.37}
\end{equation*}
$$

The amount of shot noise delivered to each Euler angle $\alpha, \beta, \gamma$ in the $z-y^{\prime}-z^{\prime \prime}$ convention [76] is

$$
\begin{equation*}
\left(\dot{E}_{\alpha}, \dot{E}_{\beta}, \dot{E}_{\gamma}\right)_{\|}=\frac{\dot{E}_{R_{\|}}}{2}(1,1,0) \tag{5.38}
\end{equation*}
$$

If the particle's symmetry axis is orthogonal to both the laser polarization and laser propagation direction $\psi=\pi / 2$, the energy is distributed as

$$
\begin{equation*}
\left(\dot{E}_{\alpha}, \dot{E}_{\beta}, \dot{E}_{\gamma}\right)_{\perp}=\frac{\dot{E}_{R_{\|}}}{2}(1,0,0) \tag{5.39}
\end{equation*}
$$

For unpolarized light, it is the average of Eqs. (5.38) and (5.39). As the angle $\alpha \rightarrow \pi / 2$, the amount of shot noise delivered to the $\beta$ degree of freedom decreases. This can be understood from a decoherence/measurement perspective. As the nanoparticle's symmetry axis becomes orthogonal to the laser polarization and propagation directions, the laser can no longer provide information about the orientation of $\beta$; while $\alpha=\pi / 2$, all angles $0 \leq \beta \leq \pi$ look equivalent with respect to the laser polarization direction. This leaves $\beta$ to be immeasurable and is therefore immune to decoherence/heating.

## 6. METHODS OF COOLING THE MOTION

As levitated particles follow the equipartition theorem [19, 102], removing energy from the motion can be seen as lowering the particle's temperature, $T=n \hbar \omega / k_{B}$. Reducing the temperature of a levitated particle is one of the most useful accomplishments in the field and perfecting a method is one of the most sought after goals. From generating spatial superpositions for testing wavefunction collapse models to detection of gravitational waves, cooling the motion has great promise for the future of fundamental physics and our understanding of the universe $[6-12]$.

Limiting the nanoparticle temperature that can be reached by cooling is inefficient detection of scattered light, laser shot noise, phase noise, among others. These limitations seen in conventional tweezer traps have sparked theorists and experimentalists alike to explore new and hybrid levitated systems that may offer alternative routes to the quantum regime. Passive/sympathetic cooling schemes involving coupling different degrees of freedom or nearby particles has been explored $17,61,84,103,105$. Cavity cooling has had success [32, 33, 71] where strong coupling rates have been achieved through coherent scattering with the addition of a tweezer trap and allowed cooling to the lowest reported occupation number of $\bar{n}<1$ 31, 34]. All electrical or electro-optical hybrid systems utilizing electronic circuitry 106 108 even in its beginning stages are able to reach mK temperatures 109,110 with one particular experiment reaching $\bar{n}=4$ through cold damping [28]. The field has also recently seen magnetic particles and traps being investigated [111-114], such as studying the dynamics of a ferromagnetic particle levitated above a superconductor 115 117].

This chapter provides three theoretical works [76, 118, 119] that offer new possibilities for cooling a levitated nanoparticle and an analysis of an experimental work 77] that cooled three translational and two rotational degrees of freedom of a levitated nanodumbbell simultaneously.

### 6.1 Parametric feedback cooling the rotational motion of nanodumbbells

Much progress has been made in cooling the translational degrees of freedom (DOF) 22 23. 68 71] with a lowest reported occupation number $\bar{n}<1$ 34. Preventing further reduction in the occupation number is the efficiency with which the position can be detected and collisions with the surrounding gas particles [23, 69. Shot noise on the detector from the trapping laser hinders the efficiency of position detection, and therefore decreases the effectiveness of the feedback cooling mechanism. Increasing the detection efficiency of the scattered light from the nanoparticle would allow more accurate position detection and is necessary to reach deeper into the quantum realm [120 122).

An alternative path to the ground state and a tool for torque sensing [45, 123] is accessing control over the rotational DOF $[54,56,80,83,84,123,124]$. Whereas translational mode frequencies are typically in the kHz range, librational mode frequencies can be in the MHz range, possibly offering a more accessible ground state [39]. Cooling the nanoparticle through coupling of the translational and rotational modes has been explored both theoretically and experimentally [17, 61, 84]. Cooling of the librational modes directly has also been proposed using active feedback schemes 80. However, these models often assume libration as the sole rotational motion. Describing the rotational dynamics in terms of libration exclusively is a good approximation for particle shapes such as nanorods because of the small moment of inertia about its symmetry axis, however, as was seen in Chap. 4, this approximation will break down for particles like dumbbells with more nearly equal moments of inertia.

This section investigates the effects of cooling the rotational degrees of freedom of a classical levitated nanodumbbell trapped in a laser field using a method known as parametric feedback cooling, which will be described below, using rigid-body dynamics. The dynamics without feedback cooling are described in Sec. 4.1.

The system under consideration is the same as that in Sec. 4.1. The particle's center of mass is fixed at the origin so that only rotations are considered. The

(a)
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Figure 6.1. (a) A nanodumbbell with center of mass confined to the origin is allowed to rotate. The particle has the lowest energy when its long axis ( $z^{\prime \prime \prime}$-axis) aligns with the laser's electric field polarized in the lab frame $x$-direction. (b) The definition of the Euler angles $\alpha, \beta, \gamma$ shown in the $z-y^{\prime}-z^{\prime \prime}$ convention. For small angle rotations, the coordinate $\alpha=0+\xi$ describes rotations near the lab frame $x$-axis in the $x-y$ plane and $\beta=\pi / 2-\eta$ describes rotations near the lab frame $x$-axis in the $x-z$ plane. The coordinate $\gamma$ describes rotations about the $z^{\prime \prime}=z^{\prime \prime \prime}$ axis with $\gamma(t) \approx \omega_{3} t$. For visual clarity, the $x^{\prime \prime}, y^{\prime \prime}, x^{\prime \prime \prime}, y^{\prime \prime \prime}$ axes have been omitted from the figure.
nanodumbbell is composed of two spheres each with mass $M_{s}$ and radius $R$. The spheres are aligned along the $z^{\prime \prime \prime}$-axis and touching at the origin, where the triple prime indicates the particle frame coordinate system (see Fig. 6.1). It is a symmetric top with principal moments of inertia $I_{x}=I_{y}=\frac{14}{5} M_{s} R^{2}$ and $I_{z}=\frac{4}{5} M_{s} R^{2}$. An amorphous silica nanodumbbell with mass $2 M_{s}=1.029 \times 10^{-17} \mathrm{~kg}$, radius $R=85$ $\mathrm{nm}, I_{x}=1.041 \times 10^{-31} \mathrm{~kg} \cdot \mathrm{~m}^{2}, I_{z}=2.974 \times 10^{-32} \mathrm{~kg} \cdot \mathrm{~m}^{2}$, index of refraction $n=1.458$, and density $\rho=2000 \mathrm{~kg} / \mathrm{m}^{3}[56]$ is used for the calculations. The laser beam is linearly polarized along the lab frame $x$-direction and propagating in the $z$-direction with a wavelength $\lambda=1550 \mathrm{~nm} \gg R$, power 500 mW , and is focused by a NA $=0.45$ objective. Because the size of the nanoparticle is much smaller than the
wavelength of light, the nanodumbbell is treated as a point dipole with $\vec{E}_{\text {inc }}=E_{0} \hat{x}$, the electric field polarizing the dumbbell, having no spatial dependence.

### 6.1.1 Linear polarization



Figure 6.2. Trajectory of the nanoparticle's $z^{\prime \prime \prime}$-axis, projected on the lab frame $y$ - $z$ plane found by simulating the full equations of motion and using linear polarization. Here, $Z / 2 R=\cos (\beta), Y / 2 R=\sin (\beta) \sin (\alpha)$ define the location of the $z^{\prime \prime \prime}$-axis; in the small angle limit $Z / 2 R \approx \eta, Y / 2 R \approx \xi$. (a) The particle's long axis moves in two joint motions, one describing libration and the other describing precession about the polarization axis.
(b) Final trajectory of the long axis after parametric feedback cooling. The motion has reduced to pure precession.

Parametric feedback cooling utilizes a laser beam to trap a particle and cool its motion simultaneously through modulation of the laser power at twice the particle's oscillation frequency [23]. To obtain a signal at twice the oscillation frequency, the coordinate to be cooled $q$ is multiplied by its time derivative $q \dot{q}$, for an arbitrary coordinate $q$. The idea is that since the particle undergoes harmonic motion, $q \propto$ $\sin (\omega t)$ and $\dot{q} \propto \cos (\omega t)$ giving $q \dot{q} \propto \sin (\omega t) \cos (\omega t) \propto \sin (2 \omega t)$ as the source for twice the harmonic frequency. Modulating the potential at twice the frequency cools the motion by tightening the potential when the particle reaches the bottom of the well and loosening it when the particle reaches the classical turning point.

The analyses here assume perfect and instantaneous measurements of $q \dot{q}$, which cannot be achieved in practice. Shot noise heating due to photon scattering and the effects of gas collisions are also not included to simplify the analysis. While the heating mechanisms do determine the lowest energy attainable for a fixed cooling power, the dynamical effects of gas collisions do not become important for pressures $\sim 10^{-3}$ Torr or lower and photon shot noise does not become important until the heating rate is near the cooling rate. See Sec. 6.1 .4 for further discussion of these effects and the inclusion of noise. The results that follow thus provide a fundamental limit to cooling, irrespective of the limitations set by quantum mechanics or practical experimental parameters such as orientation detection efficiency.

It is also worth mentioning that since the equations of motion for $\gamma$ are unaffected by the trapping potential, with the dynamics determined largely by the conserved angular velocity about the particle's symmetry axis, $\omega_{3}$, parametric feedback cooling only directly affects the $\alpha, \dot{\alpha}$ and $\beta, \dot{\beta}$ DOF. For this reason, the focus will be on the motions associated with $\alpha$ and $\beta(\xi$ and $\eta$ ), as it is not possible to cool the nanoparticle's spin about its symmetry axis using parametric feedback cooling.

The equations of motion for the dumbbell in the small angle approximation from Sec. 4.1 Eqs. 4.14 4.15) under feedback cooling become

$$
\begin{align*}
\ddot{\xi} & =-\omega^{2}\left(1+\chi R^{2} q \dot{q}\right) \xi-\omega_{c} \dot{\eta},  \tag{6.1}\\
\ddot{\eta} & =-\omega^{2}\left(1+\chi R^{2} q \dot{q}\right) \eta+\omega_{c} \dot{\xi}, \tag{6.2}
\end{align*}
$$

where $\chi$ is the cooling strength that sets the amplitude of the power modulation. Choosing to measure and feedback $q \dot{q}=\xi \dot{\xi}$ into Eqs. (6.1) and (6.2), the average cooling power is calculated as

$$
\begin{align*}
<P>_{\xi \dot{\xi}} & =<\frac{d E}{d t}> \\
& =\left(\frac{I_{x}}{2}\right)<\frac{d}{d t}\left[\dot{\xi}^{2}+\dot{\eta}^{2}+\omega^{2}\left(\xi^{2}+\eta^{2}\right)\right]>  \tag{6.3}\\
& =-I_{x} \omega^{2} \chi R^{2}<\xi \dot{\xi}(\eta \dot{\eta}+\xi \dot{\xi})>.
\end{align*}
$$

Inserting the normal mode solutions, Eqs. (4.18) and (4.19), into Eq. (6.3) gives the cooling rate in terms of the normal mode amplitudes $A_{ \pm}$. Performing the derivatives


Figure 6.3. (a) Energy of the four quadratic degrees of freedom versus time under parametric feedback cooling during a single trajectory. The energy plateaus to a nonzero value as the nanoparticle circles the polarization axis. (b) Distribution of initial energies used before parametric feedback cooling. The distribution follows the blue line, a Maxwell-Boltzmann distribution with four quadratic degrees of freedom at a temperature of 300 K. (c) Distribution of energies following parametric feedback cooling with linear polarization. The distribution has a mean of 312 K and is similar to the blue line, a Maxwell-Boltzmann distribution with two quadratic degrees of freedom at a temperature of 300 K . The final energies are taken as the last data point in runs similar to that of (a). (d) Final energy distribution of the nanoparticle following feedback cooling with elliptical polarization for $\theta=\frac{4 \pi}{32}$. Each distribution in this figure is composed of 12,000 runs implemented with a cooling strength $\chi=10^{7} \mathrm{~s} / \mathrm{m}^{2}$.
in Eq. (6.3) with the $A_{ \pm}$slow compared to $\omega_{ \pm}$and averaging the sinusoidal factors over one cycle gives

$$
\begin{equation*}
<P>_{\xi \xi}=-\frac{1}{4} I_{x} \omega^{2} \chi R^{2} \Omega^{2}\left[A_{+}(t) A_{-}(t)\right]^{2} \tag{6.4}
\end{equation*}
$$

which implies that cooling is effective until one mode is removed from the motion. As $t \rightarrow \infty$ the particle will fully precess about the polarization axis with no libration (see Fig. 6.1.1). The result of a single mode remaining is a plateau in the energy over time as shown in Fig. 6.3(a). Choosing to measure and feedback the frequency $\eta \dot{\eta}$ produces the same result while the addition of the two, $q \dot{q}=\eta \dot{\eta}+\xi \dot{\xi}$, delivers the same effect at twice the rate since $\eta$ and $\xi$ oscillate at the same frequency.

Using the conserved quantity

$$
\begin{equation*}
\frac{d}{d t}\left[\xi \dot{\eta}-\eta \dot{\xi}-\frac{\omega_{c}}{2}\left(\xi^{2}+\eta^{2}\right)\right]=0 \tag{6.5}
\end{equation*}
$$

together with the normal mode solutions, Eqs. (4.18) and (4.19), gives the exact expression $\frac{d}{d t}\left(A_{-}^{2}(t)-A_{+}^{2}(t)\right)=0$. This condition shows that as one mode is cooled completely, the second mode ceases to be time dependent, facilitating the notion that there is a limit to how much energy is removed from the motion.

To investigate the extent of possible cooling, a nanodumbbell is initially prepared with a thermal distribution at $T=300 K$ and several thousand cooling runs are simulated using the full equations of motion. The simulations are run using a fourth order Runge-Kutta adaptive step algorithm [125] with random initial conditions conforming to a Boltzmann distribution. The initial frequencies of rotation are found by

$$
\begin{equation*}
\omega_{i}=\sqrt{\frac{k_{B} T}{I_{j}}} d W \tag{6.6}
\end{equation*}
$$

with $(i, j)=((1, x),(2, y),(3, z))$ and $d W$ a Guassian random number with zero mean and unit variance. The initial coordinate values $\alpha, \beta$ are established through rejection sampling of the potential,

$$
\begin{equation*}
\mathcal{P}(\alpha, \beta)=e^{-\left(U(\alpha, \beta)-U\left(0, \frac{\pi}{2}\right)\right) / k_{B} T}, \tag{6.7}
\end{equation*}
$$

and $\gamma$ is initialized as a uniformly distributed random number between 0 and $2 \pi$.
Figure 6.3(b)(c) shows the energy distributions before and after cooling for a cooling strength $\chi=10^{7} \mathrm{~s} / \mathrm{m}^{2}$ and feedback frequency $p_{y} \dot{p}_{y}$ (see Eqs. (4.7), 4.48), and (4.49). In the figure, $D(\varepsilon)$ is the probability energy density with $\int_{0}^{\infty} D(\varepsilon) d \varepsilon=1$. As cooling extracts energy from the $\alpha, \dot{\alpha}$ and $\beta, \dot{\beta}$ DOF exclusively, in Fig. 6.3 the shifted energy $\varepsilon=E-\frac{1}{2} I_{z} \omega_{3}^{2}$ is used where $E=K+U(\alpha, \beta)-U(0, \pi / 2)$ is the total energy adjusted so that $0 K$ is the minimum energy. The blue lines in Fig. 6.3(b)(c) are plots of the Maxwell-Boltzmann distribution function $A \varepsilon^{n} \exp (-\varepsilon / 300)$ for four $(n=1)$ and two $(n=0)$ DOF, respectively. As expected, the initial energies follow a Maxwell-Boltzmann distribution with an average energy $602 \mathrm{~K} \sim \frac{4}{2} T$ corresponding to four quadratic DOF. In the final energy distribution, it is seen that effectively two DOF have been removed due to cooling; the final energy distribution has a mean energy of $312 \mathrm{~K} \sim \frac{2}{2} T$, corresponding to two uncooled quadratic DOF. The two

DOF remaining is consistent with the nanoparticle's long axis circulating around the polarization axis at a fixed non-zero angle, qualitatively seen in both the small angle approximation and the full simulation. The result that parametric feedback cooling is unable to cool the nanoparticle's motion completely even if both coordinate frequencies are known is one of the important results of this section. It is clear that cooling into the quantum regime is not possible utilizing a perfectly linearized beam and standard parametric feedback cooling, even if both angular DOF can be detected.

### 6.1.2 Elliptical polarization

The issue with the previous section's strategy for cooling is the coupling between $\eta$ and $\xi$ due to the spin about the symmetry axis and their similar frequencies of rotation about the polarization axis. To cool further requires breaking the symmetry between the two DOF responsible for the precession motion. In this section this symmetry is broken by introducing a potential that produces different librational frequencies for the two coordinates $\eta$ and $\xi$. This can be achieved through elliptical polarization, using two perpendicular laser beams incident on the nanoparticle, or general asymmetries found in a focused laser beam's gradient [66]. Here, elliptical polarization is used with $\vec{E}_{\mathrm{inc}}=E_{0}<\cos \theta, i \sin \theta, 0>$. The potential energy is given by

$$
\begin{align*}
U=- & \frac{E_{0}^{2}}{4}\left[\alpha_{x}+\left(\alpha_{z}-\alpha_{x}\right) \sin ^{2} \beta\right. \\
& \left.\times\left(\cos ^{2} \theta \cos ^{2} \alpha+\sin ^{2} \theta \sin ^{2} \alpha\right)\right] \tag{6.8}
\end{align*}
$$

This alters the equations of motion, Eqs. (4.14) (4.15),

$$
\begin{align*}
\ddot{\xi} & =-\omega_{\xi}^{2} \xi-\omega_{c} \dot{\eta}  \tag{6.9}\\
\ddot{\eta} & =-\omega_{\eta}^{2} \eta+\omega_{c} \dot{\xi} \tag{6.10}
\end{align*}
$$

where $\omega_{\xi}^{2}=\omega^{2}\left(\cos ^{2} \theta-\sin ^{2} \theta\right), \omega_{\eta}^{2}=\omega^{2} \cos ^{2} \theta$.

The normal modes of Eqs. (6.9) and (6.10) are

$$
\begin{align*}
& \xi(t)=A_{+} \cos \left(\omega_{+} t+\delta_{+}\right)+A_{-} \cos \left(\omega_{-} t+\delta_{-}\right),  \tag{6.11}\\
& \eta(t)=A_{+} \kappa_{2} \sin \left(\omega_{+} t+\delta_{+}\right)-A_{-} \kappa_{1} \sin \left(\omega_{-} t+\delta_{-}\right), \tag{6.12}
\end{align*}
$$

with $\omega_{ \pm}=\frac{1}{\sqrt{2}}\left(\omega_{\xi}^{2}+\omega_{\eta}^{2}+\omega_{c}^{2} \pm Q\right)^{\frac{1}{2}}, Q=\sqrt{4 \omega_{\eta}^{2} \omega_{c}^{2}+\left(\omega_{c}^{2}+\omega_{\xi}^{2}-\omega_{\eta}^{2}\right)^{2}}, \kappa_{1}=\left(2 \omega_{+} \omega_{c}\right)$ $/\left(Q+\omega_{c}^{2}+\omega_{\xi}^{2}-\omega_{\eta}^{2}\right), \kappa_{2}=\left(2 \omega_{-} \omega_{c}\right) /\left(Q-\omega_{c}^{2}-\omega_{\xi}^{2}+\omega_{\eta}^{2}\right)$. The $\kappa_{i}(i=1,2)$ have the following properties $\kappa_{1}^{2} \geq 1, \kappa_{2}^{2} \leq 1, \kappa_{i}(\theta=0)=1$. The relations are important when considering the cooling rate when feeding back twice of both coordinate's frequencies shown below.

Feedback cooling using either $q \dot{q}=\xi \dot{\xi}$ or $q \dot{q}=\eta \dot{\eta}$ gives the following average cooling rates

$$
\begin{align*}
& <P>_{\xi \dot{\xi}}= \\
& \quad\left[A_{+}(t)\right]^{4} y_{1}-\left[A_{-}(t)\right]^{4} y_{2}-\left[A_{+}(t) A_{-}(t)\right]^{2} y_{3}  \tag{6.13}\\
& \quad<P>_{\eta \dot{\eta}}= \\
& \quad-\left[A_{+}(t)\right]^{4} z_{1}+\left[A_{-}(t)\right]^{4} z_{2}-\left[A_{+}(t) A_{-}(t)\right]^{2} z_{3} \tag{6.14}
\end{align*}
$$

which reduce to Eq. (6.3) for $\theta=0$ and the $y_{i}, z_{i}(i=1,2,3)$ are positive and constant for a fixed electric field strength. Equations (6.13) and 6.14) show a combination of heating and cooling with each choice of feedback frequency having preference of cooling a particular mode. In this arrangement one mode is cooled while the other heats, ultimately leading to heating. Simulations of energy versus time while feeding back the frequency $\eta \dot{\eta}$ or $\xi \dot{\xi}$ show the energy increasing indefinitely, sometimes following an initial period of cooling depending on the initial conditions.

However, feeding back both coordinate's frequencies in the form $q \dot{q}=\eta \dot{\eta}+\xi \dot{\xi}$ will lead to cooling of both modes. The small angle approximation equations of motion under cooling become

$$
\begin{align*}
\ddot{\xi} & =-\omega_{\xi}^{2}\left(1+\chi R^{2}(\xi \dot{\xi}+\eta \dot{\eta})\right) \xi-\omega_{c} \dot{\eta},  \tag{6.15}\\
\ddot{\eta} & =-\omega_{\eta}^{2}\left(1+\chi R^{2}(\xi \dot{\xi}+\eta \dot{\eta})\right) \eta+\omega_{c} \dot{\xi} . \tag{6.16}
\end{align*}
$$

The cooling rate is the addition of Eqs. (6.13) and (6.14),

$$
\begin{align*}
<P>_{\xi \dot{\xi}+\eta \dot{\eta}}= & <P>_{\xi \dot{\xi}}+<P>_{\eta \dot{\eta}} \\
= & -\left[A_{+}(t)\right]^{4}\left(z_{1}-y_{1}\right)-\left[A_{-}(t)\right]^{4}\left(y_{2}-z_{2}\right)  \tag{6.17}\\
& -\left[A_{+}(t) A_{-}(t)\right]^{2}\left(y_{3}+z_{3}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \left(z_{1}-y_{1}\right)=\left(\frac{I_{x} \omega_{+}^{2} \chi R^{2}}{4}\right)\left(\kappa_{1}^{2}-1\right)\left(\omega_{\eta}^{2} \kappa_{1}^{2}-\omega_{\xi}^{2}\right) \geq 0  \tag{6.18}\\
& \left(y_{2}-z_{2}\right)=\left(\frac{I_{x} \omega_{-}^{2} \chi R^{2}}{4}\right)\left(1-\kappa_{2}^{2}\right)\left(\omega_{\xi}^{2}-\omega_{\eta}^{2} \kappa_{2}^{2}\right) \geq 0  \tag{6.19}\\
& \left(y_{3}+z_{3}\right)=\left(\frac{I_{x} \omega_{\xi}^{2} \chi R^{2}}{2}\right)\left(4 \omega_{\xi}^{2}+\omega_{c}^{2}\right)>0 \tag{6.20}
\end{align*}
$$

which leads to complete cooling for the conditions described here, $\omega_{\eta}^{2}>\omega_{\xi}^{2} \gg \omega_{c}^{2}$. Only for very large values of $\omega_{c}\left(\omega_{c} / \omega \sim 10^{5}\right)$ is $\left(y_{2}-z_{2}\right)<0$. Figure 6.3(d) shows the final energy distribution with this choice of feedback for a fixed cooling strength $\chi=10^{7} \mathrm{~s} / \mathrm{m}^{2}$ and $\theta=\frac{4 \pi}{32}$. The particle's accessible DOF have been cooled significantly compared to the case for linear polarization.

Figure 6.3(d) shows the final energies plateauing near 5 K . This is a consequence of the simulation time used of 80 ms and not a limit to further cooling. The limit is set only by the accuracy of the simulations. What delays further energy reduction are the decreasing values of the $A_{ \pm}(t)$ in the cooling rate $<P>_{\xi \dot{\xi}+\eta \dot{\eta}}$. To circumvent this delay one may intermittently increase the cooling strength $\chi$ to achieve more rapid cooling as shown in Fig. 6.4(a). As an example, for the nanoparticle considered here, an occupation number $n=1$ corresponds to a temperature on the order of


Figure 6.4. Plots showing the dependence of the cooling strength, $\chi$, in (a) and the frequency separation of $\omega_{\eta}$ and $\omega_{\xi}$ in (b) on the cooling rate, $<P>_{\xi \dot{\xi}+\eta \dot{\eta}}$. (a) Intermittently increasing the cooling strength $\chi$ during a single cooling process for a fixed electric field strength $\left(\theta=\frac{4 \pi}{32}\right)$. Each dip corresponds to an abrupt increase in the value of $\chi$. At $t=0$, the cooling process starts with $\chi=10^{7} \mathrm{~s} / \mathrm{m}^{2}$. Beginning with $t=3 \mathrm{~ms}, \chi$ is increased every 1 ms by a factor of ten, ending with $10^{12} \mathrm{~s} / \mathrm{m}^{2}$. (b) Average energy after feedback cooling versus $\theta$ showing the dependence of the frequency separation between $\omega_{\eta}$ and $\omega_{\xi}$ on the cooling rate $<P>_{\xi \dot{\xi}+\eta \dot{\eta}}$. The points are averages of 1000 calculated energies following feedback cooling for a fixed simulation time of 80 ms and cooling strength $\chi=10^{7} \mathrm{~s} / \mathrm{m}^{2}$.
$T=\hbar \omega / k_{B}=16.7 \mu \mathrm{~K}$ for $\omega / 2 \pi=349 \mathrm{kHz}$. Setting the simulation accuracy to $\sim 10^{-10} \mathrm{~K}$, the particle is able to reach a temperature of $\sim 10^{-9} \mathrm{~K}$ by employing the same method as that in Fig. 6.4(a). These classical calculations thus show that parametric feedback cooling is a suitable method for approaching the quantum regime. The dynamics and fundamental limits at lower temperatures would require a full quantum analysis.

Also affecting the cooling rate is the frequency separation between $\omega_{\xi}$ and $\omega_{\eta}$. A slight difference in frequency will allow cooling, but the rate is much larger when the frequency difference is larger. In Fig. 6.4(b) the final average energy of 1000 randomly initialized cooling runs, $\langle\varepsilon\rangle$, is plotted versus $\theta$ with each run having a fixed simulation time of 80 ms . For $\theta \approx 0\left(\omega_{\eta} \approx \omega_{\xi}\right)$ the average final energy is $\sim 300$ K , similar to the final temperature when feedback cooling using linear polarization. As $\theta$ increases $\left(\omega_{\eta}>\omega_{\xi}\right)$, the cooling proceeds more quickly, as evidenced by the
average final energy decreasing. The rate plateaus near $\theta=\frac{4 \pi}{32}$ where the competing heating terms in Eqs. 6.13) and 6.14 become negligible.

### 6.1.3 Experimental signatures

Figure 6.5. Power spectral densities of a $p_{y}$ measurement before and after feedback cooling for (a) linear polarization and (b) elliptical polarization. Feedback cooling using linear polarization eliminates one peak, shifting the remaining peak to a normal mode frequency and reducing the motion to pure precession. Feedback cooling under elliptical polarization reduces both peaks in magnitude, and shifts them toward the normal mode frequencies found in the small angle approximation.

What is actually measured in the laboratory is the power spectral density (PSD) of the signal. Figure 6.5 (a)(b) shows the PSD of a $p_{y}$ measurement before and after cooling the particle using linear and elliptical polarization. Before cooling, two peaks are seen identifying the existence of two rotational motions at different frequencies; the libration and precession motions discussed in Sec. 4.1. As the particle is cooled using linear polarization, both peaks converge to a normal mode frequency $\omega_{ \pm}$with the larger peak reducing to a non-zero value and the smaller peak decreasing to zero.

Introducing elliptical polarization allows both modes to be cooled fully. In this case, the two initial peaks each converge to a normal mode frequency with the magnitudes of both peaks decreasing to zero.

### 6.1.4 Discussion of heating and noise

The above analysis has shown that it is theoretically possible to cool the librational motion through parametric feedback cooling within a classical approximation that does not include sources of noise or heating. However, real experiments will encounter unavoidable shot noise, gas collisions, measurement uncertainty, and quantum limits.

The effects of a non-zero measurement uncertainty has been addressed in 80 showing that inefficient feedback sets a lower bound on the occupation number after cooling for a fixed cooling power. This noise source becomes important for a nanoparticle in a low occupation state $n \sim 50(T \sim 1 \mathrm{mK})$. The spin about the symmetry axis of a nanodumbbell limits the energy of the particle's accessible DOF in the 1-100 K range after parametric feedback cooling with linear polarization (Fig. 6.3(c)), leaving imperfect feedback to be a negligable effect. For elliptical polarization, librational cooling is expected to be affected similarly to that found in [80 with a lower bound on the occupation number.

One may think it possible that gas collisions could induce an asymmetry between the librational coordinates which would allow further cooling. To test this hypothesis the effects of shot noise and gas collisions in our simulations were included for linearly polarized light. Laser shot noise was included using the methods of 80 and Ch. 5. Gas collisions were considered as the Langevin type, $\dot{\pi}_{i}=-\Gamma_{i} \pi_{i}+\zeta(t)$, with $\pi_{i}=(\dot{\alpha}$, $\dot{\beta}, \dot{\gamma}), \Gamma_{i}=\tau_{i} / I_{i} \Omega_{i}$ the damping rate $\left(\Gamma_{\alpha}=\Gamma_{\beta}\right)$ [56] , and $\zeta(t)$ stochastic noise. Simulations were performed for three different pressures $P=760,10^{-3}$, and $10^{-7}$ Torr.

For $P=760$ Torr, the nanoparticle is unable to be cooled. The final energies conform to a Maxwell-Boltzmann distribution as it thermalizes with the surrounding
gas at 300 K . Here, increasing the cooling strength $\chi$, with hope to overcome energy exchange with the gas, heats the particle as its motion is more Brownian than periodic.

For $P=10^{-3}$, and $10^{-7}$ Torr, the main results of Secs. 4.1 and 6.1.1 hold, with final energy distributions and PSD's similar to that of Fig. 6.3(c) and Fig. 6.5(a), respectively. The simulations reveal that gas collisions and photon scattering do not change the general conclusions of this section in the classical limit. The effects of laser shot noise and gas collisions while cooling using elliptically polarized light are expected to limit the lowest occupation number attainable for a fixed cooling rate.

### 6.1.5 Conclusion

The effect of parametric feedback cooling using a linearly polarized beam is to remove one of the two modes, resulting in pure precession. In this geometry, it is not possible to extract energy from more than two degrees of freedom and not possible to cool to the quantum regime even when information about both librational modes is available. Evidence of these dynamics may be found in the power spectral density with two peaks converging toward normal mode frequencies during the cooling process, with the smaller of the two peaks' magnitude reducing to zero.

Using a potential energy that sets different frequencies of libration allows cooling to much lower energies when information about both librational modes are available, theoretically approaching the quantum regime in this classical analysis. The setup for cooling may be achieved experimentally by using elliptical polarization or using two perpendicular laser beams incident on the nanoparticle and feeding back both coordinate frequencies. If a single librational coordinate frequency is used in the feedback, the particle will ultimately heat. The rate of cooling is largely determined by the cooling strength and the separation between the two librational frequencies. In this case, the power spectral density will show two peaks converging toward the two normal mode frequencies with both magnitudes decreasing to zero over time.

### 6.2 Experimentally cooling the rotational motion of nanodumbbells

Previous experimental studies have reported cooling of the rotational degrees of freedom of anisotropic particles where the motion is complex and less understood [55, 84, 126]. Following the publication of the work in the previous section, Ref. [76], Ref. 77] reported five dimensional cooling of a levitated nanodumbbell. This work validated the theoretical predictions found in Sec. 4 and much of Sec. 6.1. As noted in Sec. 6.1.3, Fig. 6.5, two main experimental features of levitating nanodumbbells are the observation of two peaks in the power spectral density of the librational coordinates and the frequency difference between them. The two peaks correspond to the two precessional modes $\omega_{ \pm}$. The frequency separation of the two modes is dependent on the angular frequency about the particle's symmetry axis (the spin), $\omega_{3}$.

In the experiment, each rotational and translational degree of freedom was able to be observed, and five out of six were able to be controlled and actively cooled. Figure 6.6(a) shows the setup for the experiment and Fig. 6.6(b) shows the PSD's obtained from measuring the motion of the $x, y, z, \alpha, \beta$ degrees of freedom. The translational DOF are observed to have sharp peaks at their harmonic frequencies as is expected from Ch. 3. The $\alpha, \beta$ degrees of freedom show two broad peaks, centered at $\omega_{ \pm}$. Two peaks are expected to be observed for the rotational DOF, as explained in Ch. 4 and Sec. 6.1.

In Secs. 6.1.3|4.3 it was shown not to be possible to directly observe the DOF associated with the spin about a nanodumbbell's symmetry axis, $\gamma$, since it is absent from the dipole moment. However, the normal modes of the librational DOF, $\omega_{ \pm}$, are dependent on the spin $\omega_{3}$. For linear polarization, the frequency separation between the peaks in the power spectral density $\omega_{+}-\omega_{-}=\omega_{c}=\left(I_{z} / I_{x}\right) \omega_{3}$ is directly proportional to the spin about the symmetry axis. Thus, it is possible to indirectly measure $\omega_{3}$ by observing the frequency difference in the normal modes.


Figure 6.6. Illustration of the experimental setup in Ref. 77] in (a) and the power spectral densities obtained for the $x, y, z, \alpha, \beta$ degrees of freedom of a dumbbell with radius 85 nm . In the setup, there are a total of 4 lasers. The power with the greatest intensity, the trapping laser (red), is focused by a NA $=0.85$ objective, traveling in the $z$ direction and polarized in the $x$ direction. The remaining 3 lasers are cooling lasers (green and orange). The cooling laser traveling in the $x$ and polarized in the $y$ direction provides force feedback on the translational $x$ degree of freedom. The cooling lasers traveling in the $y$ and $-z$ directions are meant to cool the $y$ and $z$ degrees of freedom, respectively. The $y$ and $z$ cooling lasers simultaneously cool the $\beta$ and $\alpha$ degrees of freedom, respectively. This is achieved by tilting the polarizations of each rotational cooling laser roughly 10 degrees with respect to the equilibrium axis of $\beta$ and $\alpha$, the $x$ axis. The $y$ and $z$ cooling lasers power is then modulated at two frequencies, one translational and one rotational. For the power spectral densities in (b), the two normal modes of $\alpha$ and $\beta$ can be seen with wide distributions, corresponding to continuously fluctuating $\omega_{3}$ due to scattering with the gas molecules.

For symmetric-top particles, $\omega_{3}$ is unaffected by the rotational potential energy and is therefore a conserved quantity. However, it is not immune to decoherence from the surrounding air molecules. The dynamics of the spin of the nanodumbbell are then described by Langevin-type, Brownian motion due to collisions with gas air molecules, as described in Sec. 5.1. The fluctuation of $\omega_{3}$ causes the frequency separation between the two precessional modes of $\beta$ and $\alpha$ to fluctuate. As $\omega_{3}$ decreases, the two precessional modes become closer in frequency, whereas when $\omega_{3}$ increases the two modes separate further. This would appear as an anti-correlation between the two modes over time. Observation of this effect is seen in Figs. 6.7(a)(b) and 6.8(a)(c).


Figure 6.7. (a)(b) Experimental power spectral densities of the $\alpha$ and $\beta$ degrees of freedom following the cooling procedure for a $R=85 \mathrm{~nm}$ dumbbell. The PSD's are snapshots at two different times, showing how the fluctuation of $\omega_{3}$ affects the exact position of the normal modes at any given time. (c)(d) Simulation PSD's using the parameters in the experiment. From (c), the coupling for (a) was found to be $\omega_{c} / 2 \pi=17$ kHz and from (d), the value of $\omega_{c} / 2 \pi$ is 115 kHz .

Gas collisions also affect the librational degrees of freedom $\alpha, \beta$ directly. Power spectral densities taken over time scales longer than the damping rate are able to sample a wide range of orientational energies in the non-linear potential. This, in combination with the fluctuating $\omega_{3}$, yield broad peaks for each observable orientational degree of freedom as seen in Figs. 6.6(b) and 6.9. As the pressure lowers, the librational coordinates $(\alpha, \beta)$, as well as $\omega_{3}$, become less influenced by gas collisions. The reduction causes the two peaks for $(\alpha, \beta)$ to narrow, limited by the more stable, but still fluctuating, $\omega_{3}$. This can be seen in Fig. 6.9.


Figure 6.8. (a) Normalized frequency fluctuations $\omega_{y}(t) /\left\langle\omega_{y}(t)\right\rangle$, $\omega_{+}(t) /\left\langle\left(\omega_{+}(t)+\omega_{-}(t)\right) / 2\right\rangle, \omega_{-}(t) /\left\langle\left(\omega_{+}(t)+\omega_{-}(t)\right) / 2\right\rangle$ at low pressure $3 \times 10^{-3}$ Torr showing stable translational motion and large fluctuations for the rotational coordinates. Note the anti-correlation between the $\omega_{ \pm}$ modes. (b) Normalized frequency fluctuations at high pressure, 5 Torr. (c) Correlations between the translational, rotranslational, and rotational DOF. The normal modes of the orientational DOF are anti-correlated due to the coupling with the spin about the nanodumbbell's symmetry axis.

The illustration painted above considered a linearly polarized laser incident on a nanodumbbell. The current experiment utilizes four lasers focused on the nanodumbbell, each with different polarizations. As the rotational potential energy depends on the laser polarization direction, the additional polarization directions introduce further complexity to the rotational dynamics. However, since the power of the three cooling lasers is small relative to the trapping laser, the main features of the rotational motion for linear polarization are retained. Even so, a subtle feature introduced by the perturbation of the cooling lasers is also observed. Specifically, the heights of the two peaks for each librational coordinate are unequal. For a single laser with linear polarization, the heights of the two peaks would be equal for each coordinate $\alpha, \beta$. Including a second laser polarized in the $\hat{z}$ direction shifts the height of the $\omega_{+}$mode to be higher than the $\omega_{-}$mode for the coordinate $\alpha$, and vice versa for $\beta$. This feature is indeed observed as seen in Figs. 6.6(b) and 6.7(a)(b). If the second laser were polarized in the $\hat{y}$ direction, it would be expected that the height
of the $\omega_{+}$mode would be reduced compared to the height of the $\omega_{-}$peak for the coordinate $\alpha$, and vice versa for $\beta$.

Unlike translational motion frequencies, rotational frequencies are dependent on the radius of the particle $\omega_{ \pm} \sim 1 / R$. The two particles studied here, $R=60 \mathrm{~nm}$ and $R=85 \mathrm{~nm}$, help show this dependence. From Fig. 6.9 which displays the PSD's before and after cooling a $R=60 \mathrm{~nm}$ particle, $\omega_{ \pm_{60}} \sim(580,620)$, whereas $\omega_{ \pm 85}=(340,400)$ for a 85 nm particle seen in Figs. 6.6(b) and 6.7 before and after cooling, respectively.


Figure 6.9. Power spectral densities of the orientational degrees of freedom, (a) $\alpha$ and (b) $\beta$. The PSD before cooling is in blue, the PSD after cooling is in red, and the noise floor in green. In (a) the broad peak at 300 K is reduced to the two normal mode peaks with an estimated temperature of 10 K . In (b) the $\beta$ DOF has been cooled to a point where the signal is below the noise floor.

The method of rotational cooling performed is based on the idea of force feedback cooling (cold damping) traditionally performed on the translational DOF. Here, the two translational cooling lasers traveling in the $y$ and $z$ directions, respectively, are simultaneously used for rotational cooling. The two lasers have their polarizations oriented at an angle $\sim 10$ deg relative to the trapping laser polarization axis, with one cooling laser polarization in the $x-y$ plane and the other in the $x-z$ plane, Fig. 6.6(a).

Through modulation of the laser intensities at the two librational angular velocities, $\dot{\alpha}$, $\dot{\beta}$, the cooling lasers provide a damping force on the librational coordinates $\ddot{\alpha} \propto-\Gamma_{\alpha} \dot{\alpha}$, $\ddot{\beta} \propto-\Gamma_{\beta} \dot{\beta}$. Simulations reveal that this method of cooling has no classical limit of energy reduction. Experimentally, it is estimated that the total rotational energy has been reduced to $\sim 10 \mathrm{~K}$, excluding the rotational kinetic energy due to the spin. Limiting further cooling is the constant shifting of the librational peaks due to the spin fluctuations. The continuous shifting of the normal mode peaks inhibits performing an accurate instantaneous time derivative required for the feedback loop.

### 6.3 Sympathetically cooling a magnetic nanoparticle

Another method of cooling a particle is to cool it sympathetically rather than directly. This section explores a possible method of cooling the translational motion of an optically trapped ferromagnetic nanoparticle by coupling to a spin-polarized cold atomic gas. The coupling arises from the magnetic dipole-dipole interaction and allows significant energy exchange between the two systems. While the atom cloud is continuously Doppler cooled, energy is extracted from the nanoparticle through this energy exchange. The coupling of a nanoparticle to an atom cloud has been proposed previously with the coupling mediated by scattered light into a cavity 105. Sympathetic cooling a particular vibrational mode of a membrane was successfully demonstrated using a similar technique 127 130, but with final temperatures well above the ground state. The scheme proposed here does not require optical cavities and has the potential to cool to the quantum regime.

### 6.3.1 Toy model

This toy model provides an understanding of the coupling mechanism used for the real proposed system found in Secs. 6.3.2 and 6.3.3. The toy system is comprised of two particles in one dimension with mass $M_{1}$ and $M_{2}$ individually trapped in their own harmonic traps with frequencies $\omega_{1}$ and $\omega_{2}$. The particles are linearly coupled
via the potential energy $U_{\mathrm{int}}=c \sqrt{M_{1} M_{2}} \omega_{1} \omega_{2} y_{1} y_{2}$ with $y_{i}$ the position of particle $i$ and $c$ determining the interaction strength. The full potential is

$$
\begin{equation*}
U=\frac{1}{2} M_{1} \omega_{1}^{2} y_{1}^{2}+\frac{1}{2} M_{2} \omega_{2}^{2} y_{2}^{2}+c \sqrt{M_{1} M_{2}} \omega_{1} \omega_{2} y_{1} y_{2} \tag{6.21}
\end{equation*}
$$

The equations of motion

$$
\begin{align*}
& \ddot{y}_{1}=-\omega_{1}^{2} y_{1}-c \sqrt{\frac{M_{2}}{M_{1}}} \omega_{1} \omega_{2} y_{2},  \tag{6.22}\\
& \ddot{y}_{2}=-\omega_{2}^{2} y_{2}-c \sqrt{\frac{M_{1}}{M_{2}}} \omega_{1} \omega_{2} y_{1}, \tag{6.23}
\end{align*}
$$

yield four normal mode eigenfrequencies

$$
\begin{equation*}
\omega_{ \pm}^{2}=\frac{1}{2}\left[\left(\omega_{1}^{2}+\omega_{2}^{2}\right) \pm \sqrt{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)^{2}+4 \omega_{1}^{2} \omega_{2}^{2} c^{2}}\right] \tag{6.24}
\end{equation*}
$$

which lead to four formal solutions for $y_{1}(t)$ and $y_{2}(t)$. On resonance, $\omega_{1}=\omega_{2}=\omega$, Eq. 6.24) simplifies to $\omega_{ \pm}= \pm \omega \sqrt{1 \pm c} \approx \pm \omega(1 \pm c / 2)$ in the weak coupling limit $c \ll 1$. To garner an idea of the dynamics, presuppose the initial conditions $y_{1}(0)=A$, $\dot{y}_{1}(0)=0, y_{2}(0)=0$ and $\dot{y}_{2}(0)=0$ while on resonance in the weak coupling limit. The solutions of Eqs. 6.22 6.23 can be written as

$$
\begin{align*}
& y_{1}(t)=A \cos (\omega t) \cos \left(\frac{\omega c t}{2}\right)  \tag{6.25}\\
& y_{2}(t)=-A \sqrt{\frac{M_{1}}{M_{2}}} \sin (\omega t) \sin \left(\frac{\omega c t}{2}\right) \tag{6.26}
\end{align*}
$$

Equations (6.25) and 6.26 show fast oscillations at frequency $\omega$ enveloped in a slower beat frequency $\omega c / 2$. The result describes energy exchange between the two oscillators at a rate four times that of the beat frequency $f_{\text {exch }}=\frac{\omega c}{\pi}$ (see Fig. 6.10). If there is not one, but $N$ non-interacting particles in the harmonic potential $\omega_{2}$, each interacting with particle 1 , the eigenfrequencies and therefore the rate of exchange increases by $\sqrt{N}$ so that

$$
\begin{equation*}
f_{\mathrm{exch}}=\frac{\omega c \sqrt{N}}{\pi} \tag{6.27}
\end{equation*}
$$

If the particles in trap 2 experience a continual damping force $F_{i}=-\alpha v_{i}(i \neq$ 1) energy will be removed from particle 1's motion through the exchange. In the overdamped regime, $\alpha / M_{2} \gg \omega c$, particle 1's energy decreases according to

$$
\begin{equation*}
E_{1}(t)=E_{0} e^{-\gamma t} \tag{6.28}
\end{equation*}
$$



Figure 6.10. (a) Energy versus time of particle 1 and 2 while on resonance. (b) Energy versus time for 1 particle in trap 1 coupled to 4 non-interacting particles in trap 2. As Eq. (6.27) predicts, the exchange frequency increases by $\sqrt{N}=2$ compared to (a).
where the cooling rate

$$
\begin{equation*}
\gamma \propto \frac{f_{\mathrm{exch}}^{2}}{\alpha / M_{2}} \tag{6.29}
\end{equation*}
$$

determines the temperature reached by particle 1 in time $t$ in the absence of heating and noise.

### 6.3.2 Model of the system

The proposed physical system includes a ferromagnetic nanosphere of radius $R$ and mass $M_{p}$ harmonically trapped in the focus of a laser beam traveling in the $\vec{k}=\frac{2 \pi}{\lambda} \hat{z}$ direction (see Fig. 6.11. A ferromagnetic sphere with dipole moment $\vec{m}$ produces a magnetic field 49

$$
\begin{equation*}
\vec{B}_{s}(r)=\left(\frac{\mu_{0}}{4 \pi}\right)\left[\frac{3(\vec{m} \cdot \hat{r}) \hat{r}}{r^{3}}-\frac{\vec{m}}{r^{3}}\right], \tag{6.30}
\end{equation*}
$$



Figure 6.11. Illustration of the proposed model. A ferromagnetic nanosphere is trapped at the focus of a Gaussian beam. The oscillation frequency for the nanoparticle in the $y$ direction is $\omega_{p}$. A cloud of $N$ atoms a distance $y_{0}$ away are trapped in a separate, far red-detuned dipole trap oscillating at frequency $\omega_{a}$ in the $y$ direction. An external magnetic field $\vec{B}_{\text {ext }}$ orients the magnetic moments of the nanoparticle and atoms.
where $\vec{r}$ is directed outwards from the center of the sphere. The sphere's moment will align along the $y$-axis if a constant, uniform magnetic field $\vec{B}_{\text {ext }}=B_{0} \hat{y}$ is present, and a field distribution described by Eq. (6.30) will surround the particle.

A distance $y_{0}$ above the focus of the nanoparticle trap, a cloud of $N$, noninteracting, spin-polarized atoms each with dipole moment $\vec{\mu}_{a}=-\mu_{a} \hat{y}$ and mass $M_{a}$ are trapped in a far red-detuned dipole trap with oscillation frequency $\omega_{a}$. The total particle-atom cloud potential energy including the repulsive interaction $U_{\text {int }, \mathrm{j}}=$ $-\vec{\mu}_{a, j} \cdot \vec{B}_{s}\left(r_{j}\right)$ for each atom $j$ is

$$
\begin{equation*}
U=\frac{1}{2} M_{p} \omega_{p}^{2} r_{p}^{2}+\sum_{j=1}^{N}\left(\frac{1}{2} M_{a} \omega_{a}^{2} r_{a, j}^{2}+U_{i n t, j}\right) \tag{6.31}
\end{equation*}
$$

where $r_{a, j}\left(r_{p}\right)$ is the atom (particle) position. If both the atoms and the nanoparticle undergo small oscillations compared to the distance separating them, $y_{0} \gg\left(r_{p}, r_{a, j}\right)$, the interaction $U_{\mathrm{int}, \mathrm{j}}$ is quasi-one-dimensional

$$
\begin{equation*}
U_{\mathrm{int}, \mathrm{j}} \approx g /\left(y_{a, j}+y_{0}-y_{p}\right)^{3}, \tag{6.32}
\end{equation*}
$$

where $g=2 \mu_{a}|\vec{m}| \mu_{0} / 4 \pi$ defines the interaction strength. The $N+1$ equations of motion for the $y$ degrees of freedom are

$$
\begin{align*}
& \ddot{y}_{p}=-\omega_{p}^{2} y_{p}-\sum_{j=1}^{N} \frac{3 g / M_{p}}{\left(y_{a, j}+y_{0}-y_{p}\right)^{4}},  \tag{6.33}\\
& \ddot{y}_{a, 1}=-\omega_{a}^{2} y_{a, 1}+\frac{3 g / M_{a}}{\left(y_{a, 1}+y_{0}-y_{p}\right)^{4}}, \\
& \ldots  \tag{6.34}\\
& \ddot{y}_{a, N}=-\omega_{a}^{2} y_{a, N}+\frac{3 g / M_{a}}{\left(y_{a, N}+y_{0}-y_{p}\right)^{4}} .
\end{align*}
$$

The focus from here on will be the dynamics associated with the $y$ degree of freedom. The equations of motion for the $x$ and $z$ degrees of freedom have minimal coupling and are therefore largely harmonic oscillators.

In what follows, the aim will be to study the possibility of removing motional energy from the nanoparticle sympathetically by continuously cooling each atom. Doppler cooling was the method of choice for cooling the atoms in this section. Under Doppler cooling each atom experiences a momentum kick $\hbar k$ in the $\hat{k}$ direction if a photon is absorbed followed by a kick of the same magnitude in a random direction after spontaneous emission. The probability for absorption in each time interval $d t \ll 1 / \omega_{a}$ is $\mathcal{P}=\mathcal{R} d t$ with absorption rate [131]

$$
\begin{equation*}
\mathcal{R}=\frac{\Gamma \Omega^{2} / 4}{\left(\Delta+\vec{v}_{a, j} \cdot \vec{k}\right)^{2}+\Omega^{2} / 2+\Gamma^{2} / 4} . \tag{6.35}
\end{equation*}
$$

Here, $\Omega$ is the Rabi frequency, $\Gamma$ the decay rate, $r=I / I_{\text {sat }}$ the saturation intensity ratio, and $\Delta$ the laser detuning. The resulting atom velocity after this time interval can be written as

$$
\dot{y}_{a, j}(t+d t)=\dot{y}_{a, j}(t)+\frac{\hbar k}{M_{a}} \begin{cases}\operatorname{sgn}(\hat{k}) \pm 1, & \text { absorbed }  \tag{6.36}\\ 0, & \text { otherwise }\end{cases}
$$

Other factors contributing to the dynamics of the trapped nanoparticle are collisions with the surrounding gas molecules and laser shot noise heating. For the vacuum chamber pressures used in atom trapping, $\sim 10^{-8}-10^{-9}$ Torr, the affects due to laser shot noise dominate that of the surrounding gas. After a time interval $d t$ the nanoparticle velocity becomes

$$
\begin{equation*}
\dot{y}_{p}(t+d t)=\dot{y}_{p}(t)+\sqrt{2 \dot{E}_{T} d t / M_{p}} \mathcal{W}(0,1) \tag{6.37}
\end{equation*}
$$

where $\dot{E}_{T}$ is the translational shot noise heating rate 92 and $\mathcal{W}(0,1)$ is a random Gaussian number with zero mean and unit variance.

Section 6.3 .3 presents the results of simulating Eqs. (6.33) to (6.37) with Eqs. (6.35) and (6.36) modeled using a Monte Carlo method. Subsections 6.3.2 and 6.3.2 explore the dynamics of Eqs. (6.33) and (6.34) analytically under a linear coupling approximation both with and without atom damping.

## Dynamics under an approximate linear coupling

In the regime $y_{0} \gg\left(y_{p}, y_{a, j}\right)$, Eq. (6.32) may be expanded

$$
\begin{equation*}
U_{\mathrm{int}, \mathrm{j}} \approx \frac{g}{y_{0}^{3}}\left[1+\frac{3}{y_{0}}\left(y_{p}-y_{a, j}\right)+\frac{6}{y_{0}^{2}}\left(y_{p}-y_{a, j}\right)^{2}+\ldots\right] . \tag{6.38}
\end{equation*}
$$

Keeping only terms to second order in Eq. 6.38) and defining the center of mass of the atom cloud as $Y_{a} \equiv \frac{1}{N} \sum_{j=1}^{N} y_{a, j}$, the equations of motion may be written as

$$
\begin{align*}
& \ddot{y}_{p}=-N a_{p}-\left(\omega_{p}^{2}+N \Omega_{p}^{2}\right) y_{p}+N \Omega_{p}^{2} Y_{a},  \tag{6.39}\\
& \ddot{Y}_{a}=a_{a}-\left(\omega_{a}^{2}+\Omega_{a}^{2}\right) Y_{a}+\Omega_{a}^{2} y_{p}, \tag{6.40}
\end{align*}
$$

where $a_{i}=\left(3 g / M_{i} y_{0}^{4}\right), i=(p, a)$, is a constant acceleration that shifts the equilibrium position of the oscillator and $\Omega_{i}^{2}=\left(12 g / M_{i} y_{0}^{5}\right)$ is a coupling constant as well as a frequency shift in the harmonic potential.

Provided the condition $y_{0} \gg\left(y_{p}, y_{a}\right)$ is maintained so that higher order terms in Eq. (6.38) do not contribute, the nanoparticle will exchange energy with the atom cloud due to the linear coupling in Eqs. (6.39) and (6.40). Retaining predominantly the lower order terms is only possible for nanoparticle temperatures much smaller than room temperature as the atoms' positions will increase drastically as they exchange energy with the particle. The condition may also be satisfied if the motion of the atoms is continuously cooled via a cooling mechanism such as Doppler cooling, which will be discussed in the next subsection.

Due to the frequency shifts, $\Omega_{i}^{2}$, the nanoparticle and/or atom cloud trap frequencies need to be tuned to resonance for coherent energy exchange $\omega_{a}^{2}+\Omega_{a}^{2}=\omega_{p}^{2}+N \Omega_{p}^{2}=$ $\omega_{0}^{2}$. While on resonance, the rate at which energy is exchanged from the particle to the atoms is solved for by finding the normal mode frequencies of Eqs. 66.39) and (6.40) and identifying the beat frequency. This "exchange frequency" is

$$
\begin{align*}
f_{\text {exch }} & =\frac{12 g \sqrt{N}}{\pi \omega_{0} y_{0}^{5} \sqrt{M_{p} M_{a}}}  \tag{6.41}\\
& =\frac{\Omega_{p} \Omega_{a} \sqrt{N}}{\pi \omega_{0}} .
\end{align*}
$$

Note that while the overall force due to the magnetic dipole-dipole interaction was chosen to be repulsive, the dynamics are similar for an attractive interaction since the energy exchange effect is independent of the sign of the linear coupling term. Thus, although the atom cloud may be uniformly spin-polarized through the external magnetic field and optical pumping $[132 \sqrt[134]{ }$, there is no loss of coupling if atoms undergo spin flips on time scales greater than the oscillation period.

## Sympathetic cooling with linear coupling

If each atom in the cloud is continuously Doppler cooled, motional energy can be removed from the nanoparticle. For the calculations in this section, Doppler cooling is modeled using Langevin dynamics and is valid for the time scales of consideration here, $\Gamma \gg \omega_{0}$.

Doppler cooled atoms experience an effective damping force $F_{D, j}=-\alpha \dot{y}_{a, j}$ with damping rate $\Gamma_{a}=\alpha / M_{a}=\hbar k^{2} I /\left(I_{0} M_{a}\right)$ when tuned to reach the Doppler temperature $T_{\text {min }}=\hbar \Gamma / 2 k_{B}$ [131, 134, 135]. Excluding the constant accelerations in Eqs. (6.39) and (6.40), the equations of motion with Doppler cooling on the atoms as well as laser shot noise on the nanoparticle become

$$
\begin{align*}
& \ddot{y}_{p}=-\omega_{0}^{2} y_{p}+N \Omega_{p}^{2} Y_{a}+\xi_{\mathrm{SN}}(t),  \tag{6.42}\\
& \ddot{Y}_{a}=-\omega_{0}^{2} Y_{a}+\Omega_{a}^{2} y_{p}-\Gamma_{a} \dot{Y}_{a}+\xi_{\mathrm{DC}}(t) / \sqrt{N} \tag{6.43}
\end{align*}
$$

where $\xi_{\mathrm{SN}}(t)$ accounts for fluctuations due to laser shot noise and $\frac{1}{N} \sum_{j=1}^{N} F_{a, j}(t) / M_{a} \rightarrow$ $\xi_{\mathrm{DC}}(t) / \sqrt{N}$ are fluctuations due to spontaneous emission during Doppler cooling.

With the atoms continuously Doppler cooled, the final temperature of the nanoparticle, $T_{p}$, under sympathetic cooling can be estimated. One method is through integration of the power spectral density (PSD) since $T_{p} \propto \int S_{y y}(\omega) d \omega=\left\langle y_{p}^{2}\right\rangle$. Fourier transforming Eqs. (6.42) and (6.43) and solving for the nanoparticle's displacement in the frequency domain, $\widetilde{y}_{p}=\mathcal{F}\left\{y_{p}\right\}$, gives

$$
\begin{equation*}
\widetilde{y}_{p}=\left[\frac{\sqrt{N} \Omega_{p}^{2} \widetilde{\xi}_{D C}(\omega)}{\Delta}+\widetilde{\xi}_{\mathrm{SN}}(\omega)\right]\left[\frac{1}{\delta^{2}(\omega)-N \Omega_{p}^{2} \Omega_{a}^{2} / \Delta}\right], \tag{6.44}
\end{equation*}
$$

where $\Delta=\delta^{2}(\omega)+i \Gamma_{a} \omega$ and $\delta^{2}(\omega)=\omega_{0}^{2}-\omega^{2}$. Shot noise adds an overall constant to the noise floor of the spectrum and near $\omega \sim \omega_{0}$ the affects are negligible, $\widetilde{\xi}_{\text {SN }}(\omega) \ll$ $N \Omega_{p}^{2} \widetilde{\xi}_{\mathrm{DC}}(\omega) / \Delta$, and may therefore be omitted. Using the single sided noise spectrum $\left|\widetilde{\xi}_{\mathrm{DC}}(\omega)\right|^{2} \rightarrow 4 \Gamma_{a} k_{B} T_{\min } / M_{a}$, the PSD of the nanoparticle's displacement is

$$
\begin{equation*}
S_{y y}(\omega)=\frac{N \Omega_{p}^{4}\left(4 \Gamma_{a} k_{B} T_{\min } / M_{a}\right)}{\delta^{4}(\omega)\left[\left(\delta^{2}(\omega)-N \Omega_{p}^{2} \Omega_{a}^{2} / \delta^{2}(\omega)\right)^{2}+\left(\Gamma_{a} \omega\right)^{2}\right]} . \tag{6.45}
\end{equation*}
$$

Equation (6.45) is exact in the absence of laser shot noise on the nanoparticle and has been confirmed through simulation of Eqs. (6.42) and (6.43) with and without $\xi_{\mathrm{SN}}(t)$. The PSD is well described by two peaks located at $\omega_{ \pm}^{2}=\omega_{0}^{2} \pm \sqrt{N} \Omega_{p} \Omega_{a}$ in the weak coupling regime $\omega_{0}^{2}>\sqrt{N} \Omega_{p} \Omega_{a}$. In the strong coupling regime, $\omega_{0}^{2}<\sqrt{N} \Omega_{p} \Omega_{a}$, the $\omega_{-}$mode becomes unstable and the particle heats exponentially. Estimates of the final temperature of the nanoparticle through numerical integration of Eq. (6.45) are given in Sec. 6.3.3.

A second measure of the nanoparticle's approximate final temperature can be found by comparing the relative heating and cooling rates. In the weak coupling $\Gamma_{a} \gg \Omega_{p} \Omega_{a} / \omega_{0}$ and underdamped regimes $\omega_{0}^{2} \gg \Gamma_{a}^{2}$, the average cooling power is

$$
\begin{align*}
\langle P\rangle & =-N M_{p} \Omega_{p}^{2}\left\langle Y_{a} \dot{y}_{p}\right\rangle \\
& \approx N k_{B} T_{a} \frac{\left(\pi f_{\mathrm{exch}}\right)^{2}}{\Gamma_{a}} \tag{6.46}
\end{align*}
$$

where $T_{a}=T_{\min }$ is the average temperature of an atom. From Eq. (6.46) the cooling rate is identified as

$$
\begin{align*}
\gamma_{\text {cool }} & =\frac{\left(\pi f_{\text {exch }}\right)^{2}}{\Gamma_{a}}  \tag{6.47}\\
& =\frac{144 g^{2} N}{\omega_{0}^{2} M_{p} \alpha y_{0}^{10}}
\end{align*}
$$

Note that the particle cooling rate in Eq. (6.47) depends on the number of atoms $N$, the atom cooling rate $\alpha$, as well as the magnetic interaction strength $g=\left(2 \mu_{a}|\vec{m}| \mu_{0} / 4 \pi\right) \propto$ $M_{p}$. Equation (6.47) shows that slower atom cooling is beneficial for faster cooling of the nanoparticle. However, it is important that $\alpha$ remain large enough so that the atoms remain in the regime $y_{0} \gg y_{a, j}$ and do not escape the trap as a result of heating.

Since the final temperature of the nanoparticle will be limited by the atoms' Doppler Temperature, $T_{\text {min }}$, we may infer a rate equation of the form

$$
\begin{equation*}
\dot{T}_{p} \approx-\gamma_{\mathrm{cool}}\left(T_{p}-T_{\min }\right)+\dot{T}_{\mathrm{SN}} \tag{6.48}
\end{equation*}
$$

Table 6.1.
Relevant properties of the three species of atoms and their Doppler parameters. From left to right: the atom mass, magnetic moment, decay rate, Doppler line, and Doppler temperature.

| Element | $\mathbf{M}_{\mathbf{a}}$ (a.u.) | $\boldsymbol{\mu}_{\boldsymbol{a}} / \boldsymbol{\mu}_{\boldsymbol{B}}$ | $\boldsymbol{\Gamma} / \mathbf{2} \boldsymbol{\pi}(\mathrm{MHz})$ | $\boldsymbol{\lambda}_{\text {line }}(\mathrm{nm})$ | $\boldsymbol{T}_{\min }(\mu \mathrm{K})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dy | 162.5 | 10 | 32.2 | 421 | 760 |
| Cr | 52 | 6 | 5.02 | 425 | 124 |
| Rb | 86.9 | 1 | 6.06 | 780 | 146 |

where $\dot{T}_{\mathrm{SN}}$ is the heating rate due to laser shot noise. Equation 6.48 yields an equilibrium temperature of $T_{p}=T_{\min }+\dot{T}_{\mathrm{SN}} / \gamma_{\text {cool }}$, numerical values of which are calculated in Sec. 6.3.3.

### 6.3.3 Simulations of the full system

## System description

To determine the extent to which energy can be extracted from a nanoparticle through the scheme outlined in the previous section, several thousand simulations of the $N+1$ equations of motion were performed using the full, non-linear, one dimensional $1 / y^{3}$ potential in Eq. 6.32 while continuously Doppler cooling each atom. Equations (6.33) and (6.34 were numerically solved using a fourth order Runge-Kutta algorithm. Laser shot noise kicks on the particle were implemented using Eq. (6.37) and Doppler cooling was modeled with a Monte Carlo method using Eqs. 6.35 and (6.36).

The nanosphere used for the simulations was composed of YIG with a radius $R=50 \mathrm{~nm}$, density $\rho=5110 \mathrm{~kg} / \mathrm{m}^{3}$, index of refraction $n=2.21$ [136], and magnetic dipole moment $|\vec{m}|=\frac{1}{5} N_{p} \mu_{B}=4.05 \times 10^{-18} \mathrm{JT}^{-1}$ where $\mu_{B}$ is the Bohr magneton and $N_{p}$ is the number of atoms that make up the entire YIG nanoparticle. This
expression for the magnetic moment is approximate, but is conservative compared to what is achievable experimentally [137, 138].

The simulated nanoparticle was trapped in a $\omega_{p} / 2 \pi=100 \mathrm{kHz}$ optical trap at the focus of a laser beam linearly polarized along the lab frame $x$-direction and propagating in the $z$-direction with a wavelength $\lambda=1550 \mathrm{~nm} \gg R$, power 150 mW , and focused by a NA $=0.6$ objective. The nanosphere was set with initial positions and velocities conforming to a Maxwell-Boltzmann distribution at a temperature of $T=1 \mathrm{~K}$. This temperature can be reached experimentally by first using parametric feedback cooling or cold damping before implementing sympathetic cooling [22, 23]. The translational shot noise heating rate $\dot{T}_{\mathrm{SN}}=2 \dot{E}_{T} / k_{B}=72.4 \mathrm{mK} / \mathrm{s}$ was computed using the Rayleigh expression (92). Due to the frequency shifts $\Omega_{i}^{2}$ in Eqs. (6.39) and (6.40), the nanoparticle's frequency was shifted to match the frequency of the atoms while at the atom Doppler temperature.

Three species of atoms, dysprosium, chromium, and rubidium, were used for separate simulations. Relevant properties for these atoms are listed in Table 6.1. The atom cloud trap center was placed $y_{0}=\lambda / 3=516 \mathrm{~nm}$ away from the nanoparticle trap's center. The atom dipole trap frequency $\omega_{a} / 2 \pi=100 \mathrm{kHz}$ remained unshifted. The atoms were initially set with velocities at their Doppler temperature and were continuously Doppler cooled. Doppler cooling parameters were set such that the atoms would reach their Doppler temperature $\Omega=\Gamma \sqrt{r / 2}, r=I / I_{\text {sat }}=0.1$, and $\Delta=-\Gamma / 2$ (see Sec. 6.3.2). Interactions between the atoms and atom loss from the trap were not included in the simulation. For the parameters used in the calculations, the atoms ( $\mathrm{Dy}, \mathrm{Cr}, \mathrm{Rb}$ ) and particle are sufficiently in the weak coupling regime (see Eq. 6.45) $\sqrt{N} \Omega_{p} \Omega_{a} / \omega_{0}^{2}=(8.23,6.07,1.19) \times 10^{-3}$ for $N=10^{4}$, respectively.

From the parameters above, the beam waist of the particle trap is $\sim 800 \mathrm{~nm}$ while the atom-particle separation distance is set at 516 nm . While this distance is flexible, we envision the atom trap to be more tightly focused with a wavelength smaller than that of the nanoparticle's. Further, the particle oscillation amplitude is $\sim 10$ nm at $T=1 \mathrm{~K}$, an order of magnitude smaller than the separation distance. The
separation distance is foreseen to be the main experimental challenge as an increase in the separation by a factor of two decreases the nanoparticle damping rate by a factor of $2^{10}=1024$. One could imagine a thin dielectric barrier placed between the particle and atoms if atom collisions with the nanoparticle would be of concern.

## Simulation Results



Figure 6.12. (a) Nanoparticle cooling rate versus the number of atoms in the atom cloud. The rate is linearly proportional to the number of atoms and increases for species with larger magnetic moment $\mu_{a}$ as predicted by Eq. (3.11). Only atom numbers that produced a statistically significant cooling rate were plotted. (b) Kinetic energy of the nanoparticle versus time for $N=10^{4}$ dysprosium atoms and fit to a decaying exponential. From the fit, $\gamma$ was extracted and used to plot (a).

For each atom species, the energy removal rate of the nanoparticle, $\gamma$, was extracted for varying numbers of atoms in the trap, $N$, as seen in Fig. 6.12, From several thousand averages, $\gamma$ was obtained by fitting energy versus time plots to a decaying exponential, $E(t)=A \exp (-\gamma t)+C$, for a given $N$ (see Fig. 6.12(b)). It is to be noted that due to the long simulation times, most energy versus time plots did not allow for observation of the equilibrium temperature of the nanoparticle and
were solely used for extracting $\gamma$. The final temperature of the nanoparticle can be greater than the atom Doppler Temperature as is the case in Fig. 6.12(b) where the final average temperature is $794 \mu \mathrm{~K}$. This is attributed to shot noise heating as well as non-linear effects that contribute slight frequency mismatching between each atom and the nanoparticle. While the particle is resonant on the average, $\Omega_{a, j}$ for each atom $j$ depends on each atom's displacement amplitude and therefore changes slightly with time. The fact that the majority of atoms are out of phase with each other and the nanoparticle does not affect the results.

From Fig. 6.12(a), the cooling rate depends linearly on the number of atoms in the trap as Eq. (3.11) predicts. As the particle exchanges energy with the atoms, each atom acquires a portion of the nanoparticle's energy. When $n$ more atoms are added to the trap, there are $n$ more chances for removing that energy through Doppler cooling. As Fig. 6.12(a) shows no deviation from a linear dependence for larger $N$, the cooling rate may be extrapolated for larger $N$ values so long as $\omega_{0}^{2}>\sqrt{N} \Omega_{p} \Omega_{a}$. As the calculations were performed using the full $N+1$ equations of motion, simulation time was the only constraint from observing the effects for larger atom numbers, $N>10^{4}$.

The average final temperatures reached for each atom species ( $\mathrm{Dy}, \mathrm{Cr}, \mathrm{Rb}$ ) was $794 \mu \mathrm{~K}, 406 \mu \mathrm{~K}$, and 158 mK , respectively, for a simulation time of $t=100 \mathrm{~ms}$ at $N=10^{4}$. Numerical integration of Eq. 6.45) for the three atom species (Dy, Cr, Rb) at $N=10^{4}$ gives an approximated equilibrium temperature of $T_{p} \approx M_{p} \omega_{0}^{2}\left\langle y_{p}^{2}\right\rangle / k_{B}=$ (2.002, 0.584, 0.572) mK, respectively. Since the particle is not a simple harmonic oscillator the values are approximate, but may serve as an upper bound for the particle temperature in experiments. The final temperature may additionally be estimated using the rate equation Eq. (6.48), $T_{p}=(784,256,756) \mu \mathrm{K}$ at $N=10^{4}$ for ( $\mathrm{Dy}, \mathrm{Cr}, \mathrm{Rb}$ ), respectively, which shows better agreement with the simulation results for Dy and Cr. A simulation time of 100 ms was not long enough to observe the equilibrium temperature of the particle using Rb atoms. The expressions used
to estimate the final temperature assume equilibrium has been reached, hence the discrepancy between the simulation temperature and the estimates.

Besides the number of atoms in the trap, Eq. (6.47) predicts that the cooling rate $\gamma_{\text {cool }} \propto g^{2}$ depends on the square of the magnetic coupling strength $g=2 \mu_{a}|\vec{m}| \mu_{0} / 4 \pi$. Using the data in Fig. 6.12(a) and the values for $\mu_{a}$ in Table 6.1, $\gamma \propto \mu_{a}^{2}$ is confirmed with a coefficient of determination $r^{2}=0.997$. Together with the linear dependence of $\gamma$ on $N$, this confirms the ability to describe this non-linear system in an approximated linear coupling regime as was done in Sec. 6.3.2,

Note that $\gamma$ in Fig. 6.12 includes the cooling rate $\gamma_{\text {cool }}$ as well as the competing shot noise heating rate $\dot{E}_{T}$. The two parameters that these two quantities share are the density, which is predominantly fixed, and the size (radius $R$ ) of the nanoparticle. Approximating $|\vec{m}| \propto R^{3}$ we find $\gamma_{\text {cool }} \propto R^{3}$ while $\dot{E}_{T} \propto R^{3}$ shares the same $R$ dependence 92 . However, shot noise heating is linear in time while the cooling is exponential, indicating that larger particles may provide faster cooling, but will not influence the final temperature of the nanoparticle. The influence of shot noise heating may be further reduced by cooling the degree of freedom in the laser polarization direction, $\hat{x}$, since the least amount of shot noise is delivered to that degree of freedom for a particle in the Rayleigh limit [92]. The major source of heating in conventional levitated systems are collisions with the surrounding gas for pressures above $10^{-6}$ Torr with $\Gamma_{\text {gas }} / 2 \pi \sim 10 \mathrm{kHz}$. Cold atom experiments typically operate with $10^{-8}-10^{-9}$ Torr chamber pressures, making laser shot noise $\dot{E}_{T} / \hbar \omega_{0}=7.5 \mathrm{kHz}$ the dominant source of heating for the YIG particle in this proposal.

## Discussion

To date, cold damping and cavity cooling by coherent scattering have proven to be the most effective methods of cooling a levitated nanoparticle with reported occupation numbers of $\bar{n}=4$ and $\bar{n}<1$, respectively 28, 34. Similar to parametric feedback cooling, cold damping provides damping rates in the $\sim 1 \mathrm{kHz}$ range while
coherent scattering has yielded rates in the 10 kHz range [27, 28, 31, 34]. The results above indicate that atom numbers of the order $N \sim 10^{6}$, which corresponds to $\gamma>1$ kHz , would be sufficient for the nanoparticle to reach the atom's Doppler temperature even for atom species with unit magnetic moment $\mu_{a} / \mu_{B}=1$. The number of atoms that have been trapped experimentally is in the range $\sim 10^{6}-10^{8}$ for chromium, rubidium, and others [105, 134, 139]. The ground state energy of the nanoparticle is $T=\hbar \omega_{0} / k_{B}=5 \mu \mathrm{~K}$. Many of the commonly trapped atom species have unit magnetic moment, large $N$, and are able to reach the $\sim 1-10 \mu \mathrm{~K}$ regime [140, 141]. Comparing with the energy removal rate found for Rb in Fig. 6.12(a), these parameters are sufficient for motional ground state cooling of the nanoparticle.

The general idea of the proposed scheme is to sympathetically cool a nanoparticle utilizing the linear coupling found in the dipole-dipole interaction, but is not limited to the methods chosen here and allows for adaptability. For example, Doppler cooling as the atom cooling method was chosen for simulation simplicity while retaining physicality. Other atom cooling methods offer lower temperatures such as sideband cooling, Sisyphus cooling, or using a spin-polarized Bose-Einstein condensate, which are able to reach nK temperatures (142. A charged YIG particle could also be trapped in an ion trap instead of an optical trap.

### 6.3.4 Conclusion

A theoretical proposal to sympathetically cool a levitated ferromagnetic nanoparticle via coupling to a spin-polarized atomic gas was studied. While oscillating in their respective traps, the particle and atom cloud systems would be coupled through the non-linear magnetic dipole-dipole interaction. For sufficiently large separation between the particle and the atom cloud relative to their displacements, the nanoparticle and atom cloud would exchange energy with one another via the linear coupling term that is dominant in the magnetic force expansion. If the atoms are continuously Doppler cooled, energy would be able to be removed from the particle's motion.

Simulations of the particle-atom cloud system were performed using the full, nonlinear, magnetic dipole-dipole interaction for three species of atoms and varying numbers of atoms in the trap. The nanoparticle cooling rate was shown to be proportional to the number of atoms in the trap as well as the square of the magnetic moment of the atom, validating that it is possible to describe the dynamics using a linear approximation to the magnetic force. The rate at which energy is removed from the particle motion is significant for $10^{4}$ atoms in the trap when the atoms are continuously Doppler cooled. It is expected that the particle would reach the atom Doppler temperature as the number of atoms increases. This method of sympathetic cooling has potential to cool the nanoparticle to its motional ground state for atom species with lower Doppler temperatures. However, any atom cooling strategy that offers low enough temperatures should allow for motional ground state cooling if there are a sufficient number of atoms.

### 6.4 Dynamics and cooling of levitated disks

While not strictly a section dedicated to cooling, this section applies nearly all of the ideas and tools covered thus far in this thesis. From large, non-spherical particle scattering and force calculations to ro-translational dynamics and cooling. This section largely follows our publication, Ref. 118.

The choice of particle used in levitated optomechanics is an important factor that depends on the goal of application. The most widely used particle in the field is a silica sphere with radius small compared to the wavelength. The dynamics of spheres trapped in cavities and focused laser beams are well understood and used for cooling to the motional ground state as well as force sensing [26, 34, 38, 143]. This is owing to the simple harmonic translational and free rotational dynamics making it an ideal system to handle for both experimentalists and theorists. As seen in Ch. 4, particles with decreased particle symmetry allow rotational degrees of freedom to enter into the potential energy. A nanorod has large differences in moments of inertia and
polarizability which allows rotations to be described as decoupled librations about the laser polarization axis. The motion of nanodumbells or generally anisotropic materials requires rigid-body dynamics since these particles have moments of inertia of similar magnitude [55, 76]. As was described in Sec. 2.1, increasing the size of the particle relative to the wavelength of the laser further complicates the motion for any particle shape [100]. Still, from Ch. 4, terms necessary to describe nanorods and nanodumbbells are well understood [54, 77, 81, 123].

Dielectric disks also have a relatively simple shape, but have not seen as much attention as other particle geometries in the literature to date. Several studies point to thin nanodisk scattering being more realistically described in a Rayleigh-Gans rather than a Rayleigh approximation for index of refraction $n \sim 1$ 62 64. This generally leads to an orientational dependent shape function in the form of a Bessel function. From studies investigating the applications of disks for various purposes, it is unclear whether there is consensus on the necessity of including the shape function or other non-harmonic terms in the dynamics 46,61,144. There are few experimental studies involving disks, however two such studies suggest terms of higher order may be necessary for describing the motion [145, 146].

In this section it is shown that higher order terms of at least third order in the potential energy are necessary for describing the dynamics of disks outside the Rayleigh regime in a Gaussian standing wave. While a focused Gaussian traveling wave is the most common trap, the large radiation pressure exerted on disks raises the concern for instability. In a Gaussian standing wave (e.g. driven cavity) axial confinement is much stronger and the axial radiation pressure is absent. A disk experiences restoring forces in all three translational degrees of freedom and torques in two rotational degrees of freedom. Similar to rods and nanodumbells, the rotation about the disk's symmetry axis is unaffected by light coupling and is a constant of the motion. Focus is given to the effects due to the third order terms which provide unique ro-translational couplings that have not yet been discussed in levitated optomechanics. The coupling terms are a result of the finite extension of the disk coupling to both the Gaussian
and standing wave geometry of the beam. Inclusion of the coupling terms results in dynamics with several different modes of oscillation for each degree of freedom which are evident in the power spectral density. Simulations show no evidence of instability.

An analytical as well as numerical approach using a discrete-dipole approximation method is used to identify the forces and torques on disks of radius $2 \mu \mathrm{~m}$ with index of refraction $n=1.45$ and $n=2.0$ as well as disks of radius 200 nm with $n=1.45$. The Gaussian standing wave is constructed with a wavelength $\lambda=850 \mathrm{~nm}$ and various waists $w_{0}=2,2.5,3,4 \mu \mathrm{~m}$.

The coupling terms may hinder or benefit applications for levitated disks. Disks have been proposed as potential accelerometers for gravitational wave detection [46]. The third order coupling terms may complicate determining which degree of freedom experienced a force or torque. On the other hand, it may be used as a means for indirectly detecting the motion of several degrees of freedom with a single detection scheme and therefore an efficient force and/or torque detector. Another common application is cooling the motion of the disk in attempt to study macroscopic quantum mechanics [6, 7, 12]. As energy from one degree of freedom can be transferred to another through the couplings, it may have potential for sympathetically cooling several degrees of freedom by performing a cooling method on only one of the degrees of freedom. Preliminary results show that this is indeed possible for both radii studied using parametric feedback cooling or cold damping. Provided near ground state cooling can be achieved, the multi-mode resonator can further be used to explore entanglement or quantum state transfer (147, 148.

### 6.4.1 Approximate Analytical Potential Energy

This subsection outlines the analytical calculation of the potential energy of a thin dielectric disk in a Gaussian standing wave in the Rayleigh-Gans approximation. In this approach the disk thickness is taken to be very thin so that the Rayleigh approximation holds along that direction 61,63. The approximated results verify


Figure 6.13. Coordinate system in the lab frame $(x, y, z)$ and the particle frame $\left(x^{\prime \prime \prime}, y^{\prime \prime \prime}, z^{\prime \prime \prime}\right)$. The disk's symmetry axis is aligned with the particle frame $z^{\prime \prime \prime}$ axis. The disk's center of mass as measured from the lab frame $\vec{r}_{0}$ is shown in red. The location to a point on the thin disk is given by the polar coordinates $\left(\rho^{\prime}, \phi^{\prime}\right)$ in the particle frame which are shown in purple.
the existence and helps elucidate the origin of the terms responsible for the dynamics seen in the following sections.

The disk is described with radius $a$, thickness $T \ll \lambda$, index of refraction $n$, and susceptibilities $\chi_{\|}=n^{2}-1$ and $\chi_{\perp}=\chi_{\|} / n^{2}$ corresponding to the susceptibility parallel and perpendicular to the disk symmetry axis ( $z^{\prime \prime \prime}$ axis), respectively 61]. The principal moments of inertia are $I_{z}=m a^{2} / 2$ and $I_{x}=I_{y}=m\left(3 a^{2}+T^{2}\right) / 12$. The disk's center of mass is located at $\vec{r}_{0}=\left\langle x_{0}, y_{0}, z_{0}\right\rangle$ and, as before, rotations are described in terms of the Euler angles $(\alpha, \beta, \gamma)$ in the $z-y^{\prime}-z^{\prime \prime}$ convention (Ch. 4).

The Gaussian standing wave is formed by two counter-propagating Gaussian waves with non-zero longitudinal components so that they satisfy Maxwell's equations [66]. Each traveling wave has the symmetric waist $w_{0}$, wavenumber $\vec{k}=( \pm \hat{x}) 2 \pi / \lambda$, and is polarized in the $\hat{z}$ direction. Around the focus, $x=0$, each wave takes the form

$$
\begin{equation*}
\vec{E}_{ \pm}(x, y, z)=E_{0} e^{-\left(y^{2}+z^{2}\right) / w_{0}^{2}}\left[\hat{z} \mp \frac{i z}{x_{R}} \hat{x}\right] e^{ \pm i k x} \tag{6.49}
\end{equation*}
$$

where $x_{R}=k w_{0}^{2} / 2$ is the Rayleigh range and $+(-)$ stands for the the right (left) traveling wave. The incident fields used for the numerical calculations in Secs. 6.4.2 and 6.4.3 are found by propagating Eq. (6.49) throughout all space using the angular spectrum representation [66]. For the analytical calculations performed in this section the approximated Gaussian standing wave

$$
\begin{equation*}
\vec{E}_{\mathrm{inc}}(x, y, z) \approx E_{0} e^{-\left(y^{2}+z^{2}\right) / w_{0}^{2}}\left[\cos k x \hat{z}+\sin k x \frac{z}{x_{R}} \hat{x}\right] \tag{6.50}
\end{equation*}
$$

is used, which is valid in the space $|x| \ll x_{R}$.
The mechanical potential energy associated with the interaction between the light and the dielectric is

$$
\begin{equation*}
U=-\frac{1}{4} \int \vec{P}\left(r^{\prime}\right) \cdot \vec{E}\left(r^{\prime}\right) d^{3} r^{\prime} \tag{6.51}
\end{equation*}
$$

where the integral is over the volume of the disk, $\vec{P}\left(r^{\prime}\right)=\epsilon_{0} \stackrel{\leftrightarrow}{R} \stackrel{\leftrightarrow}{\chi}_{0} \stackrel{\leftrightarrow}{R} \vec{E}\left(r^{\prime}\right)$ is the polarization vector, $\overleftrightarrow{\chi}_{0}$ is the diagonal susceptibility matrix in the nanoparticle frame, and $\stackrel{\leftrightarrow}{R}$ is the rotation matrix

$$
\begin{align*}
\stackrel{\leftrightarrow}{R} & =\left(\begin{array}{ccc}
\mathrm{c} \beta \mathrm{c} \alpha \mathrm{c} \gamma-\mathrm{s} \alpha \mathrm{~s} \gamma & \mathrm{c} \beta \mathrm{~s} \alpha \mathrm{c} \gamma+\mathrm{c} \alpha \mathrm{~s} \gamma & -\mathrm{s} \beta \mathrm{c} \gamma \\
-\mathrm{c} \beta \mathrm{c} \alpha \mathrm{~s} \gamma-\mathrm{s} \alpha \mathrm{c} \gamma & -\mathrm{c} \beta \mathrm{~s} \alpha \mathrm{~s} \gamma+\mathrm{c} \alpha \mathrm{c} \gamma & \mathrm{~s} \beta \mathrm{~s} \gamma \\
\mathrm{~s} \beta \mathrm{c} \alpha & \mathrm{~s} \beta \mathrm{~s} \alpha & \mathrm{c} \beta
\end{array}\right)  \tag{6.52}\\
& =\left(\begin{array}{ccc}
R_{11} & R_{12} & R_{13} \\
R_{21} & R_{22} & R_{23} \\
R_{31} & R_{32} & R_{33}
\end{array}\right), \tag{6.53}
\end{align*}
$$

where the notation $\mathrm{c}=\cos , \mathrm{s}=\sin$ was used.

The potential energy in the Rayleigh-Gans approximation with the incident field, Eq. 6.50, becomes

$$
\begin{align*}
U \approx- & \frac{E_{0}^{2}}{4} \int e^{-2\left[y^{2}\left(r^{\prime}\right)+z^{2}\left(r^{\prime}\right)\right] / w_{0}^{2}} \\
& \times\left[\cos ^{2} k x\left(r^{\prime}\right) \chi_{1}+\sin 2 k x\left(r^{\prime}\right) \frac{z\left(r^{\prime}\right)}{x_{R}} \chi_{2}+\chi_{12} \frac{k^{2} z^{2}\left(r^{\prime}\right)}{x_{R}^{2}} \sin ^{2} k x\left(r^{\prime}\right)\right] d^{3} r^{\prime}, \tag{6.54}
\end{align*}
$$

where $\chi_{1}=\Delta \chi \cos ^{2} \beta+\chi_{\perp}, \chi_{2}=\Delta \chi \sin \beta \cos \beta \sin \alpha, \chi_{12}=\Delta \chi \sin ^{2} \beta \sin ^{2} \alpha+\chi_{\perp}$, and $\Delta \chi=\chi_{\|}-\chi_{\perp}$. To evaluate Eq. (6.54) the coordinates of the disk must be projected onto each lab frame coordinate $(x, y, z)$ and it is favorable to move to polar coordinates. First, in the limit $T \ll \lambda$ the functions in Eq. 6.54) are independent of the thickness leaving the functions in the integral dependent only on the disk's radial and angular coordinates $\left(r^{\prime}\right)=\left(\rho^{\prime}, \phi^{\prime}\right)$ (see Fig. 6.13). In terms of the center of mass and disk coordinates, $x\left(r^{\prime}\right), y\left(r^{\prime}\right)$, and $z\left(r^{\prime}\right)$ in Eq. (6.54) are

$$
\begin{equation*}
x_{i}\left(r^{\prime}\right)=x_{0, i}+\vec{\rho}^{\prime} \cdot \hat{x}_{i}, \quad x_{i}=(x, y, z), \tag{6.55}
\end{equation*}
$$

with

$$
\begin{align*}
& \vec{\rho}^{\prime}=\stackrel{\leftrightarrow}{R} \dagger \\
& \stackrel{\rho}{\rho}  \tag{6.56}\\
&=\rho^{\prime}\left[\cos \phi^{\prime}\left(\begin{array}{l}
R_{11} \\
R_{12} \\
R_{13}
\end{array}\right)+\sin \phi^{\prime}\left(\begin{array}{c}
R_{21} \\
R_{22} \\
R_{23}
\end{array}\right)\right],
\end{align*}
$$

and the $R_{i j}$ are matrix components in the rotation matrix $\overleftrightarrow{R}$ above. For a disk with negligible thickness, a point on the disk is located at $\vec{\rho}=\rho(\cos \phi \hat{x}+\sin \phi \hat{y})$ in the body frame. In the lab frame, the point is located at $\vec{\rho}^{\prime}=\stackrel{\leftrightarrow}{R} \dagger \stackrel{\rightharpoonup}{\rho} \equiv\left\langle\rho_{x}^{\prime}, \rho_{y}^{\prime}, \rho_{z}^{\prime}\right\rangle$ yielding Eq. (6.56).

Insertion of Eqs. (6.55) and (6.56) into Eq. (6.54) leads to analytic solutions in terms of Bessel functions. In the limit of small radius $w_{0} \gg a, r_{0} a \ll w_{0}^{2}$ where the zeroth order approximation to the exponentials $(\sim 1)$ can be used, a Bessel function of the first kind is obtained as was found in Ref. 61]. However, this approximation
misses the coupling of the disk to the Gaussian standing wave and a fourth order expansion in the coordinates is required to resolve it.

Practical parameters in levitated optomechanics are in the range $\left(\lambda, w_{0}\right) \sim 1 \mu \mathrm{~m}$ and $\left(r_{0}, a\right) \sim 1-0.1 \mu \mathrm{~m}$. To complete the derivation, the limits $a^{2} \ll w_{0}^{2}, r_{0}^{2} \ll w_{0}^{2}$ are used to expand each function in Eq. (6.54) to fourth order in the coordinates and terms $\mathcal{O}\left(a^{6} / w_{0}^{6}\right)$ as well as $\mathcal{O}\left(x_{0, i}^{n} \pi_{j}^{m}\right)$, where $n+m \geq 4, \pi_{j}=(\alpha, \beta)$, are dropped which retains terms up to third order in the coordinates. Due to the symmetry of the disk, the potential energy is independent of the angle $\gamma$. Further, the disk's symmetry axis is primarily aligned along the lab frame $\hat{x}$ direction and, as will be justified in the next section, rotates at angles that justify the small angle approximation $\alpha \rightarrow 0+\theta_{z}$, $\beta \rightarrow \pi / 2+\theta_{y}$ with $\theta_{z}, \theta_{y}$, small. Here $\theta_{z}$ represents small angle rotations about the lab frame $z$ axis while $\theta_{y}$ is a small rotation about the lab frame $y$ axis.

Expanding each function in Eq. (6.54) to first order gives

$$
\begin{align*}
U= & -\frac{T E_{0}^{2}}{4}\left[1-\frac{2 \rho_{0}^{2}}{w_{0}^{2}}\right] \int_{0}^{a} \rho^{\prime} d \rho^{\prime} \int_{0}^{2 \pi} d \phi^{\prime} \\
& \times\left[1-\frac{2}{w_{0}^{2}}\left(\rho_{y}^{2 \prime}+\rho_{z}^{2 \prime}\right)\right] \\
& \times\left[1-\frac{4}{w_{0}^{2}}\left(y_{0} \rho_{y}^{\prime}+z_{0} \rho_{z}^{\prime}\right)\right] \\
& \times\left[\chi_{1}\left(1-\frac{k^{2}}{2}\left(x_{0}+\rho_{x}^{\prime}\right)^{2}\right)^{2}\right.  \tag{6.57}\\
& +\chi_{2} \frac{2 k}{x_{R}}\left(z_{0}+\rho_{z}^{\prime}\right)\left(x_{0}+\rho_{x}^{\prime}\right) \\
& \left.+\chi_{12} \frac{k^{2}}{x_{R}^{2}}\left(z_{0}+\rho_{z}^{\prime}\right)^{2}\left(x_{0}+\rho_{x}^{\prime}\right)^{2}\right]
\end{align*}
$$

where the integral over the thickness was performed. Odd powers of $\rho_{i}^{\prime} \rho_{j}^{\prime}$ integrate to zero from the $\phi^{\prime}$ dependence. The resulting potential energy is of the form

$$
\begin{gather*}
U \approx \frac{m}{2}\left(\omega_{x}^{2} x_{0}^{2}+\omega_{y}^{2} y_{0}^{2}+\omega_{z}^{2} z_{0}^{2}\right)+\frac{I_{x}}{2}\left(\omega_{\theta_{y}}^{2} \theta_{y}^{2}+\omega_{\theta_{z}}^{2} \theta_{z}^{2}\right)  \tag{6.58}\\
+m x_{0}\left(\omega_{1}^{2} y_{0} \theta_{z}-\omega_{2}^{2} z_{0} \theta_{y}\right)
\end{gather*}
$$

and the analytical frequencies are

$$
\begin{align*}
\omega_{x}^{2} & =\eta k^{2} \chi_{\perp}[1-A]  \tag{6.59}\\
\omega_{y}^{2} & =\omega_{z}^{2}=\frac{2 \eta \chi_{\perp}}{w_{0}^{2}}[1-A]  \tag{6.60}\\
\omega_{\theta_{y}}^{2} & =\frac{4 \eta}{a^{2}}\left[\Delta \chi(1-2 A)-\frac{k^{2} a^{2} \chi_{\perp}}{8}\right]  \tag{6.61}\\
\omega_{\theta_{z}}^{2} & =\frac{\eta k^{2} \chi_{\perp}}{2}  \tag{6.62}\\
\omega_{1}^{2} & =\eta\left[2 k^{2} A \chi_{\perp}-\frac{\Delta \chi_{\perp}}{w_{0}^{2}}\right]  \tag{6.63}\\
\omega_{2}^{2} & =2 \eta k^{2} A \chi_{\perp} \tag{6.64}
\end{align*}
$$

where the common factor $\eta=\frac{2 \epsilon_{0} E_{0}^{2}}{\rho}$ with $\rho$ the mass density, the moment of inertia for negligible thickness $I_{y}=I_{x}=m a^{2} / 4$ was used, and $A=a^{2} / 4 w_{0}^{2}$ is one quarter the square ratio of the radius to the waist.

The terms in the first row in Eq. (6.58) describe simple harmonic motion for the three translational and two rotational degrees of freedom. The last term is a coupling between the translational and rotational degrees of freedom that is of third order in the coordinates. The coupling terms arise due to the finite radius of the disk and the Gaussian and standing wave geometry of the beam. An asymmetric electric field gradient across the disk produces a stronger force on the section of the disk with greater laser intensity. That section of the disk is pulled into the region of the trap with greater laser intensity more strongly than the section of the disk with less field intensity. As the radius increases and the trap becomes more confining, the greater the electric field gradient across the disk and the more influential the coupling terms are. With reference to Eq. 6.54, it is a result of the ro-translational coupling in the Gaussian together with the $x_{0}$ dependence in $\cos ^{2} k x\left(r^{\prime}\right)$ describing the standing wave. From rows 3 and 4 in Eq. (6.57),

$$
\begin{align*}
& \left(y_{0} \rho_{y}^{\prime}+z_{0} \rho_{z}^{\prime}\right)\left(x_{0}+\rho_{x}^{\prime}\right)^{2}  \tag{6.65}\\
& \propto\left(y_{0} \rho_{y}^{\prime}+z_{0} \rho_{z}^{\prime}\right)\left(x_{0} \rho_{x}^{\prime}\right)  \tag{6.66}\\
& \propto-x_{0}\left(y_{0} \theta_{z}-z_{0} \theta_{y}\right) . \tag{6.67}
\end{align*}
$$

The asymmetry in the $\left(\omega_{1}, \omega_{2}\right)$ coefficients is due to the $\hat{x}$ component of the incident electric field proportional to $z_{0} / x_{R}$. If this term is negligible, $x_{R} \gg z_{0}$, the coefficients are equivalent, $\omega_{1}=\omega_{2}$.

To garner an idea of the dynamics that arise due to the coupling, consider the $x_{0} y_{0} \theta_{z}$ term in Eq. (6.58). A disk displaced by $\vec{r}_{0}=\left\langle x_{0}, y_{0}, 0\right\rangle$ in Fig. 6.13 experiences a torque about the $-z$ axis due to a greater electric field intensity on the side of the disk nearest the focus. These terms are therefore a gradient force/torque as a consequence of the electric field gradient along the finite extension of the disk.

In experiments the beam waists in the $z$ and $y$ directions are often not symmetric. The asymmetric Gaussian leads the frequencies above to be altered slightly and can be accounted for by using different beam waists in Eq. 6.57).

One noteworthy feature in Eq. (6.62) is that the $\omega_{\theta_{z}}$ rotational frequency depends on $\chi_{\perp}$ rather than $\Delta \chi$. Rotational frequencies in the Rayleigh approximation depend on $\Delta \chi$ solely as was seen in Ch. 4 as the particle's long axis tries to align with the electric field. In the Rayleigh approximation $\omega_{\theta_{z}}=0$ and is only non-zero here due to the electric field gradient across the finite extension of the disk.

### 6.4.2 Numerical Evaluation of the Forces and Torques

## System and Procedure

The optical scattering problem for finite sized dielectric objects is generally difficult to solve analytically. As was done in the previous section, approximations are often required to glean insight into the dynamics. Another rigorous approach is to numerically solve for the scattered electromagnetic waves and use the resulting Maxwell stress tensor to obtain the forces and torques. This section details the results from performing the latter method by numerically implementing the discrete-dipole approximation (DDA) to calculate the scattered fields of the disk [58, 101].

In the DDA, the disk is composed of $N$ discrete spherical dipoles each with polarizibility $\alpha$ and the internal fields of the dielectric are solved for self-consistently to re-
trieve the scattered fields outside the particle. In the implementation of the DDA, each dipole that composed the spherical dipole had a polarizibility $\alpha=4 \pi \epsilon_{0} R^{3}\left(\frac{n^{2}-1}{n^{2}+2}\right)$. This is the same approach that was used to calculate the shot noise heating rate in a focused Gaussian beam in Sec. 5.2.5. The scattered fields that are generated from the DDA are then added to the incident field and inserted into the Maxwell stress tensor [49]

$$
\begin{equation*}
T_{i j}=\epsilon_{0}\left[E_{i} E_{j}+c^{2} B_{i} B_{j}-\frac{1}{2}\left(|\vec{E}|^{2}+c^{2}|\vec{B}|^{2}\right) \delta_{i j}\right], \tag{6.68}
\end{equation*}
$$

in order to obtain the forces and torques

$$
\begin{align*}
\vec{F} & =\oint \stackrel{\leftrightarrow}{T} \cdot \hat{n} d S  \tag{6.69}\\
\vec{\tau} & =\oint \stackrel{\leftrightarrow}{M} \cdot \hat{n} d S \tag{6.70}
\end{align*}
$$

where $\overleftrightarrow{M}=-\stackrel{\leftrightarrow}{T} \times \vec{r}$. The surface over which the integration is performed was taken to be a sphere centered at the disk center with radius $1.5 \times$ that of the disk. The surface integration was performed using Gaussian quadrature with increasing number of points until convergence was demonstrated.

The above procedure was performed for dielectric disks located near the intensity maximum of a Gaussian standing wave. To construct the standing wave, a righttraveling wave, $\vec{E}_{R}(x, y, z)$ is found by propagating Eq. (6.49) throughout all space using the angular spectrum representation with no paraxial approximation. A lefttraveling wave, $\vec{E}_{L}(x, y, z)=\vec{E}_{R}(-x,-y, z)$, is added to the right-traveling wave to form the standing wave. The wavelength of each wave is $\lambda=850 \mathrm{~nm}$ and is fixed throughout this section. While the detailed coefficients of the forces and torques change with wavelength the major results of this section do not, and 850 nm is an efficient emission wavelength for GaAs quantum well gain media used in semiconductor lasers [149]. A range of Gaussian beam waists were explored $w_{0}=2,2.5,3,4 \mu \mathrm{~m}$ to define the optical trap.

Most of the calculations performed were for disks of radius $a=2 \mu \mathrm{~m}$, thickness $T=\lambda / 4 n$ to achieve maximum light coupling, and index of refraction $n=1.45$ or $n=2.0$. The indices of refraction correspond to materials composed of silica and
silicon nitride, respectively. Unless otherwise stated, the data and discussions that follow will refer to this set of parameters.

The following example outlines the steps for how a calculation is performed: the disk's symmetry axis is aligned with the axial direction ( $x$ axis), the disk is displaced a distance $y_{0}$ from the focus of the standing wave, the scattered waves are calculated using the DDA, the forces and torques are computed using Eqs. 6.69) and 6.70. The process is identical for rotations: the disk is initially situated at $\vec{r}_{0}=\langle 0,0,0\rangle$ and $(\alpha=0, \beta=\pi / 2)$, a rotation is made $\alpha=0+\theta_{z}$, the scattered waves are calculated using the DDA, the forces and torques are calculated. The baseline for the calculations is when the disk is placed symmetrically at the focus of the standing wave, $\vec{r}_{0}=\langle 0,0,0\rangle,(\alpha=0, \beta=\pi / 2)$ which should be a potential minimum. Indeed, a force or torque due to a displacement generally gives a value at least ten orders of magnitude greater than the baseline.

## Forces and Torques

As is expected in levitated optomechanics, small displacements in one direction reveals a spring force in that same direction $F_{i}=-k_{i} x_{i, 0}$ and torque $\tau_{i}=-\kappa_{i} \pi_{i}$, $\pi_{i}=(\alpha, \beta)$. The spring constants for each degree of freedom, $\left(k_{i}, \kappa_{i}\right)$, are determined by direct division, $k_{i}=-F_{i} / x_{i, 0}$. At the harmonic level, no coupling of the different degrees of freedom through the potential energy were found.

Being that there are 6 degrees of freedom (including $\gamma$ ), there are 15 different second order couplings possible in the forces and torques. Of these possibilities, only terms similar to that in Eq. (6.58) were found to be above the baseline. These terms were found to be significant for disks of large and small radii. For example, a displacement of the center of mass by $\vec{r}_{0}=\left\langle x_{0}, 0, z_{0}\right\rangle$ produces a torque about the $y$ axis, suggesting a term in the potential energy $U \propto D_{1} y_{0} z_{0} \theta_{y}$, with $D_{1}$ a proportionality constant. A similar coupling of the same order was found $U \propto D_{2} x_{0} y_{0} \theta_{z}$, with $D_{2} \neq D_{1}$ necessarily. The coefficients $D_{1}$ and $D_{2}$ are also determined by division, i.e.

Table 6.2.
Frequencies for a silica disks of radius $a=200 \mathrm{~nm}$ and thickness $T=$ $\lambda /(40 n)$ for two beam waists $w_{0}=2,3 \mu \mathrm{~m}$. The disk has dimensions that are reduced by a factor of ten from the $a=2 \mu \mathrm{~m}, T=\lambda /(4 n)$ disks. A fixed total power of 100 mW is used for the calculations. The number of points used to compose the disk was $N=37488$ and the thickness of the disk was 4 points.

| $w_{0}(\mu \mathrm{~m})$ | $\omega_{x}(\mathrm{kHz})$ | $\omega_{y}(\mathrm{kHz})$ | $\omega_{z}(\mathrm{kHz})$ | $\omega_{\theta_{y}}(\mathrm{kHz})$ | $\omega_{\theta_{z}}(\mathrm{kHz})$ | $\omega_{1}(\mathrm{kHz})$ | $\omega_{2}(\mathrm{kHz})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 394 | 38 | 38 | 537 | 390 | 46 | 39 |
| 3 | 264 | 17 | 17 | 361 | 263 | 21 | 17 |

$D_{1}=F_{z} /\left(y_{0} \theta_{x}\right)$. Interestingly, the coefficients computed in this way generally gives different values for the force in the $\hat{y}$ and $\hat{z}$ directions

$$
\begin{align*}
F_{y} & \propto-A x_{0} \theta_{z}  \tag{6.71}\\
F_{x} & \propto-C_{1} y_{0} \theta_{z}  \tag{6.72}\\
\tau_{z} & \propto-C_{1} x_{0} y_{0} \tag{6.73}
\end{align*}
$$

for the first coupling term, and

$$
\begin{align*}
F_{z} & \propto B x_{0} \theta_{y}  \tag{6.74}\\
F_{x} & \propto C_{2} z_{0} \theta_{y}  \tag{6.75}\\
\tau_{y} & \propto C_{2} x_{0} z_{0} \tag{6.76}
\end{align*}
$$

for the second coupling term, with $A \approx C_{1}$ and $B \approx C_{2}$. The coefficients $A$ and $B$ can differ from $C_{1}$ and $C_{2}$ by $2 \%$ using a waist of $w_{0}=2 \mu \mathrm{~m}$ and $20 \%$ using a waist of $w_{0}=4 \mu \mathrm{~m}$. Although the discrepancy is suspected to be due to higher order terms, we are only interested in the dynamics due to this term and the average values $D_{1}=\left(A+2 C_{1}\right) / 3$ and $D_{2}=\left(B+2 C_{2}\right) / 3$ will be used from here on so that potential energy can be written in the form of Eq. (6.58). The consequences of using the average values is insignificant and will be discussed in Sec. 6.4.3.


Figure 6.14. Frequencies obtained using the DDA for silica disks ( $\mathrm{n}=1.45$ ) of radius $a=2 \mu \mathrm{~m}$ and thickness $T=\lambda /(4 n)$ for varying beam waist. Frequencies are shown for the (a) $x$, (b) $y$ and $z$, (c) $\theta_{y}$ and $\theta_{z}$ degrees of freedom and the coupling constants in (d). A fixed total power of 100 mW is used for the calculations. For each calculation the disk was composed of $N=299744$ points with a thickness of 8 points.

The spring and coupling constants $\left(k_{i}, \kappa_{i}, D_{i}\right)$ have the same units and are most useful when written in terms of frequencies

$$
\begin{equation*}
\omega_{i}=\sqrt{k_{i} / m}, \quad i=(x, y, z) \tag{6.77}
\end{equation*}
$$

for translational harmonic motion,

$$
\begin{equation*}
\omega_{i}=\sqrt{\kappa_{i} / I_{x}}, \quad i=\left(\theta_{y}, \theta_{z}\right) \tag{6.78}
\end{equation*}
$$

for rotational harmonic motion, and

$$
\begin{equation*}
\omega_{i}=\sqrt{D_{i} / m}, \quad i=(1,2), \tag{6.79}
\end{equation*}
$$

for the coupling terms.
Values for the frequencies as a function of beam waist are shown in Fig. 6.14 for silica and Fig. 6.15 for silicon nitride using a fixed total laser power of 100 mW .


Figure 6.15. Frequencies obtained using the DDA for silicon nitride disks ( $\mathrm{n}=2.0$ ) of radius $a=2 \mu \mathrm{~m}$ and thickness $T=\lambda /(4 n)$ for varying beam waist. Frequencies are shown for the (a) $x$, (b) $y$ and $z$, (c) $\theta_{y}$ and $\theta_{z}$ degrees of freedom and the coupling constants in (d). A fixed total power of 100 mW is used for the calculations. For each calculation the disk was composed of $N=569984$ points with a thickness of 8 points.

The general trend identified from the figures is that each frequency decreases as the waist increases. This feature is not unexpected, however, for particles in the Rayleigh regime $\lambda \gg a, \omega_{i} \propto 1 / w_{0}^{2}$ while for $a=2 \mu \mathrm{~m}$ disks the dependence is nearly linear.

For both materials, the frequency in the axial direction is in the $150-200 \mathrm{kHz}$ range while the radial degrees of freedom oscillate in the $1-10 \mathrm{kHz}$ range. The axial frequency is most strongly affected by the standing wave which is independent of the waist. However, the radial frequencies are dominantly due to the Gaussian geometry. To leading order (see Sec. 6.4.1), for fixed power the axial frequencies depend inversely on the wavelength and waist $\omega_{x} \propto 1 / \lambda w_{0}$ while the radial frequencies depend on the waist as $\omega_{y, z} \propto 1 / w_{0}^{2}$, hence the disparity between the axial and radial frequencies. Note that part of the waist dependence on each frequency is due to the dependence of the laser intensity on the waist. Each frequency therefore shares a $1 / w_{0}$ dependence from the power.

For a $2 \mu \mathrm{~m}$ radius disk at $T=300 \mathrm{~K}$, these frequencies correspond to translational oscillation amplitudes of $x_{0} \sim 1 \mathrm{~nm}$ and $\left(0, y_{0}, z_{0}\right) \sim 20 \mathrm{~nm}$. The rotational frequencies are closer to the axial frequency and in the range $190-125 \mathrm{kHz}$. The rotational frequencies differ by $20 \%$ between the two materials at the same waist. Using the average frequency, this corresponds to angular displacements of $\sim 1 \mathrm{mrad}$. Displacements of this size justify some of the approximations made in Sec. 6.4.1 since $r_{0} \ll w_{0}$ and $\sin \alpha \approx \theta_{z}$.

Also shown in Figs. 6.14 and 6.15 are the coupling coefficients $\left(\omega_{1}, \omega_{2}\right)$. The coefficients being in the $50-200 \mathrm{kHz}$ range are comparable to both the rotational and axial frequencies. Due to the large coupling frequencies combined with the relatively large oscillation amplitude in the radial degrees of freedom, the resulting forces/torques due to the coupling terms have an impact on the dynamics as shown in Sec. 6.4.3.

Force and torque calculations were also performed for silica disks of radius $a=200$ nm and thickness $T=\lambda /(40 n)$ for the two beam waists $w_{0}=2,3 \mu \mathrm{~m}$. The dimensions are $10 \times$ smaller than the $a=2 \mu \mathrm{~m}, T=\lambda /(4 n)$ disk. The resulting frequencies are shown in Table 6.2. From the table, each frequency scales as $\omega_{i} \sim 1 / w_{0}$ except for the radial frequencies $\left(\omega_{y}, \omega_{z}\right) \sim 1 / w_{0}^{2}$. This dependence on the waist is consistent with the analytical frequencies given in Sec. 6.4.1. Also from the table, each harmonic frequency is larger, and the coupling frequencies reduced, compared to its $a=2 \mu \mathrm{~m}$ and $T=\lambda /(4 n)$ counterpart in Fig. 6.14. The dependence of each frequency on the radius is also consistent with that found analytically in Sec. 6.4.1. The harmonic frequencies increase as the radius decreases since the disk has greater field intensity per volume. The coupling frequencies scale as $\sim a / w_{0}^{2}$ due to the electric field gradient across the disk. This dependence provides a factor of ten between the $a=200 \mathrm{~nm}$ and $a=2 \mu \mathrm{~m}$ coupling frequencies.


Figure 6.16. Frequencies obtained for a $a=2 \mu \mathrm{~m}$ silica disk using DDA for varying number of points that the disk was composed of relative to the frequency obtained using 299744 points, $\omega_{i, 0}$. The legend describes the various frequencies for the $x, y, z, \theta_{y}, \theta_{z}$ degrees of freedom as well as the $\omega_{1}, \omega_{2}$ coupling frequencies. The data points along the $x$-axis are 4680 , 15804,37488 , and 299744 points. Comparing the left and rightmost data points in the figure shows that using 64 times more points changes the frequencies by less than $2 \%$.

## Accuracy of the DDA

The frequencies shown in Sec. 6.4 .2 were obtained through several numerical operations such as integrations and the implementation of the DDA. One of the major questions regarding convergence of these values is how many points (i.e. number of discrete dipoles), $N$, should be used to discretize the disk. Figure 6.16 shows the relative change of the various frequencies discussed in the previous subsections as a function of the number of points used to compose the disk. Here, $\omega_{i, 0}$ is the frequency calculated using the largest number of points shown in the plot, $N=299744$. The frequency calculated using $N$ points is $\omega_{i}$. The change in the frequency $\omega_{i}$ compared to $\omega_{i, 0}$ points is then $\Delta \omega_{i}=\omega_{i}-\omega_{i, 0}$. The plot is shown for all of the various frequencies discussed above using a $a=2 \mu \mathrm{~m}$ silica disk with a $w_{0}=2 \mu \mathrm{~m}$ waist. Increasing the number of points by a factor of 64 from $N=4680$ to $N=299744$
changes the frequency by less than $2 \%$. On the other hand, the time complexity of the DDA method used to calculate the scattered light from the disk scales as $N \ln N$.

### 6.4.3 Dynamics

The previous two sections have illustrated that disks levitated in Gaussian standing waves experience simple harmonic motion as well as non-harmonic forces and torques involving second order couplings. This section discusses the resulting dynamics due to these forces and torques as well as the natural torques that arise in rigid body dynamics.

Thus far the focus has been on identifying terms in the potential energy. For translational motion the kinetic energy is trivial and leads to the equations of motion

$$
\begin{align*}
& \ddot{x}=-\omega_{x}^{2} x-\left(\omega_{1}^{2} y \theta_{z}-\omega_{2}^{2} z \theta_{y}\right),  \tag{6.80}\\
& \ddot{y}=-\omega_{y}^{2} y-\omega_{1}^{2} x \theta_{z},  \tag{6.81}\\
& \ddot{z}=-\omega_{z}^{2} z+\omega_{2}^{2} x \theta_{y}, \tag{6.82}
\end{align*}
$$

for small angle oscillations.
As was shown in Ch. 4, for a symmetric-top rigid body the rotational kinetic energy naturally involves coupling between the $\alpha, \dot{\alpha}, \beta$, and $\dot{\beta}$ degrees of freedom. Whether these terms are significant or not depends on the geometry. For $a=200$ nm disks each non-linear coupling term is significant and must be considered. For $a=2 \mu \mathrm{~m}$ disks, the term responsible for precession about the $x$ axis is the largest, but is still $10^{-4}$ times smaller than the harmonic term and is therefore negligible. The equations of motion for $a=2 \mu \mathrm{~m}$ disks are then written as

$$
\begin{align*}
\ddot{\theta}_{y} & =-\omega_{\theta_{y}}^{2} \theta_{y}+\frac{m}{I_{x}} \omega_{2}^{2} x z  \tag{6.83}\\
\ddot{\theta}_{z} & =-\omega_{\theta_{z}}^{2} \theta_{z}-\frac{m}{I_{x}} \omega_{1}^{2} x y  \tag{6.84}\\
\dot{\gamma} & =\omega_{3}=\text { const } \tag{6.85}
\end{align*}
$$

for small angle oscillations.


Figure 6.17. Example trajectories of the (a) $\theta_{y}$, (b) $\theta_{z}$, and (c) $x$ degrees of freedom as well as (d) the power spectral density of the axial motion $(x)$ for a $a=2 \mu \mathrm{~m}$ silica disk in a $w_{0}=3 \mu \mathrm{~m}$ waist trap. The influence of the second order coupling term produces several amplitude modulations at different frequencies, but the disk remains stable. The frequencies of modulation in the $x$ degree of freedom can be seen in the power spectral density. Note that the rotational amplitudes remain in the $\sim$ mrad range, justifying the small angle approximation.

Figure 6.17 shows sample trajectories of the $\theta_{y}, \theta_{z}$, and $x$ motions of a $a=2 \mu \mathrm{~m}$ silica disk in a $w_{0}=3 \mu \mathrm{~m}$ waist Gaussian standing wave by simulating Eqs. 6.80 to (6.84) at $T=300 \mathrm{~K}$. The influence of the second order coupling terms are seen to be significant for the three degrees of freedom with each trajectory containing modulations at various frequencies. Without the couplings the oscillations would be at the same amplitude for all times. In a gaseous environment these modulations might be mistaken for noise in an experiment.

The bottom-rightmost plot in Fig. 6.17 shows the power spectral density (PSD) of the $x$ motion. The harmonic frequency $\omega_{x} / 2 \pi=163 \mathrm{kHz}$ is the largest and rightmost peak in the PSD. The other frequencies in the figure are the harmonic frequency plus the sums and differences of the various $y, z, \theta_{y}$, and $\theta_{z}$ frequencies. Whereas sidebands
due to coupling typically appear symmetrically on each side of the harmonic frequency, the frequency structure seen in Fig. 6.17 is such that all significant modes have smaller frequency than the harmonic frequency. This is not a general feature of the coupling term and depends on the degree of freedom that is being observed and the various levels of degeneracy.

In their analysis of disks as gravitational wave detectors, Ref. 46] considered plane waves to form the standing wave in which case the couplings would be absent (see Sec. 6.4.1. A single peak in the PSD can then be used to describe a translational degree of freedom. However, a Gaussian standing wave is needed to trap the nonaxial degrees of freedom and therefore should be considered. A concern then for the disks ability to be a detector is the extra 'noise' the degree of freedom being observed for detection of the wave will have. If there is a disturbance in one of the degrees of freedom, the degree of freedom being observed for gravitational waves will also be disturbed to some degree that depends on the coupling.

The influence of the coupling term on each degree of freedom has two factors: the size of the coefficients $\omega_{1}$ and $\omega_{2}$, and the level of degeneracy of the coupled degrees of freedom. First, the $\omega_{1}$ and $\omega_{2}$ coupling coefficients are relatively large $\sim 100 \mathrm{kHz}$. Second, strong coupling is achieved when the frequencies are nearly degenerate. Because $\omega_{x}, \omega_{\theta_{y}}$, and $\omega_{\theta_{z}}$ are close in frequency the coupling term produces a larger effect on these degrees of freedom. Since the radial degrees of freedom oscillate $10 \times$ slower, the influence of the coupling term is significantly reduced, but not absent.

The question of stability is one of the most important for applications using levitated nanodisks. Despite the seemingly complicated motion, simulations have shown no evidence that this motion is unstable. The disk remains stable in the trap after several thousand oscillations for all of the beam waists explored $w_{0}=2,2.5,3,4 \mu \mathrm{~m}$. The $a=200 \mathrm{~nm}$ disk was found to be stable at all frequencies, even with inclusion of the non-linear coupling terms in the rotational kinetic energy [76]. Recall from Sec. 6.4 .2 the differing coefficients in Eqs. (6.71) to (6.76) as produced from the DDA
calculations. Simulating the equations of motion with different coefficients attached to each degree of freedom's coupling term causes no issue for stability.

A common application in levitated optomechanics is cooling the motion of the levitated particle in attempt to reach the ground state, or to reach lower pressures [143]. The couplings found for the disk offer a possibility of cooling one or more degrees of freedom sympathetically by actively cooling only one degree of freedom. The full dynamics of cooling using the couplings is to be explored in a future work, but we note some preliminary findings. Through simulations of the equations of motion Eqs. 6.80 to (6.84), results show that sympathetic cooling is indeed possible. For both radii, parametric feedback or cold damping [22, 23] is an effective method for cooling multiple degrees of freedom. By inserting artificial numbers for the frequencies in the simulation, two relations were found for optimal cooling. Frequencies tailored within a few kHz of the relations $\omega_{x}=\omega_{\theta_{y}} \pm \omega_{z}$ and/or $\omega_{x}=\omega_{\theta_{z}} \pm \omega_{y}$, can achieve significant sympathetic cooling to at least the mK regime. From Fig. 6.14, $a=2 \mu \mathrm{~m}$ silica disks are naturally in this regime. From Sec. 6.4.1, each frequency depends on several parameters and has the possibility to be tuned to achieve optimal cooling experimentally.

### 6.4.4 Conclusion

The forces and torques exerted on dielectric disks trapped in a Gaussian standing wave were analyzed for disks of radius $2 \mu \mathrm{~m}$ with index of refraction $n=1.45$ and $n=2.0$ as well as disks of radius 200 nm with $n=1.45$. Calculations of the forces and torques were conducted both analytically and under numerical simulation using a discrete-dipole approximation method.

Similar to nanodumbbells, a nanodisk experiences restoring forces in all three translational degrees of freedom, restoring torques in two rotational degrees of freedom, and has constant spin about the symmetry axis. Due to the finite geometry of the disk, third order, ro-translational coupling terms in the potential energy are
found to be a necessary consideration when describing the dynamics of disks. The coupling terms are the result of an electric field gradient across the disk and depend on the ratio of the radius to the beam waist and on the temperature.

The ro-translational coupling produces several modes of oscillation in the coupled degrees of freedom which are evident in the power spectral density. While the restoring forces are dominant, the coupling terms can become sizable through strong coupling, which manifests when the coupled degrees of freedom are nearly degenerate. Despite the couplings, simulations show no evidence that the motion is unstable, which is of utmost importance for applications such as gravitational wave detection, force sensing, and ground state cooling.

## 7. SUMMARY AND OUTLOOK

This thesis covered a small portion of the rapidly growing field of levitated optomechanics and highlighted some of my published work in the field [76, 77, 92, 118, 119. Chapter 3 discussed the well-known translational dynamics of a spherical particle trapped in the focus of an optical tweezer. It was shown that the conservative optical gradient force, which yields three dimensional harmonic trapping, and the dissipative scattering force due to radiation pressure dominate the dynamics for the majority of particles in levitated optomechanics. The modern method by which experimentalists measure the particle motion in real-time was calculated analytically in Sec. 3.3.

In Chap. 4, the classical and quantum dynamics of a symmetric-top particle (e.g. a nanodumbbell) in a linearly polarized laser beam were shown to describe harmonic oscillations as well as precession about the laser polarization axis. The precession motion is a consequence of the non-zero angular momentum about the particle's symmetry axis which is a conserved quantity. Necessary for feedback cooling, a common method for measuring the orientation of the particle was also calculated in Sec. 4.3.

Chapter 5 discussed the common sources of decoherence and noise present in an optically levitated system with a focus on the damping and noise due to gas collisions as well as laser shot noise. Incorporation of the effects into the particle motion can be achieved using Langevin dynamics. Beginning from conservation of energy and momentum, the energy delivered to a particle from laser shot-noise was found to depend on the scattered radiation pattern as well as the incident wave's propagation direction. The energy in each degree of freedom increases per scattering event, but with different proportionality constants. These proportionality constants carry over to the average heating rate for each degree of freedom. Analytical expressions for the shot noise heating rate were provided in the Rayleigh limit as well as numerical calculations
for particles in the Mie regime for silica and diamond. The shot noise heating in each degree of freedom was also computed for silica Mie particles at the focus of strong and weakly focused Gaussian beams. For finite sized silica nanospheres, the values of the shot noise obtained for an incident focused Gaussian beam are within an order of magnitude of the Rayleigh expression for each degree of freedom. The discrepancy increases as the radius of the particle and/or the numerical aperture of the lens increases. The Rayleigh expression may serve as a good approximation and upper bound as it is typically larger than the rates found for particles with finite radius. The rotational shot noise due to linear, elliptical, and unpolarized light was calculated for symmetric-top particles in the Rayleigh regime using quantum decoherence theory. The results show the amount of heating in each degree of freedom is different depending on the degree of ellipticity. As it is not contained within the polarization vector, no energy is transferred to the degree of freedom associated with motion about the particle's symmetry axis. These results are crucial for experimental tests of heating and noise due to fundamental noise sources such as that expected by the continuous spontaneous localization model.

In Chap. 6 three new possible methods of cooling a particle's motion were presented together with an analysis of an experiment that performed ro-translational cooling on a levitated nanodumbbell. From Sec. 6.1, cooling a nanodumbbell's librational modes completely using parametric feedback cooling is only possible if the two librational frequencies are different with a larger separation giving a larger cooling rate. This can be achieved by using elliptically polarized light. Cooling with linear polarization allows cooling of one precessional mode while the remaining mode describes pure precession about the laser polarization axis.

Section 6.2 examined the experimental findings of cooling a levitated nanodumbbell's three translational and two rotational degrees of freedom using force feedback (cold damping). The dynamics of the dumbbell were found to be consistent with the theoretical analysis found in Secs. 4.1 and 6.1. Two peaks were found in the power spectral density while measuring each librational coordinate. As the spin about the symmetry
axis is uncoupled to the laser, its motion is entirely Brownian due to collisions with the surrounding gas. As the two librational coordinates are coupled through the spin about the symmetry axis, the two peaks were observed to shift in time in accordance with the Brownian motion of the spin.

The second theoretical cooling scheme in Sec. 6.3 explored the validity of cooling the translational motion of a magnetic nanosphere coupled to a Doppler cooled, spinpolarized atomic gas via the magnetic dipole-dipole interaction. The nanosphere may experience significant cooling for $>10^{4}$ atoms. The method has potential to exceed the cooling rates of modern cooling methods yielding cooling rates $\sim 10 \mathrm{kHz}$ for a sufficient number of atoms $\sim 10^{6}$. As the particle will thermalize with the atom cloud, reaching the particle ground state is possible if an atom cooling strategy is able to reach temperatures below the particle ground state temperature.

Lastly, in Sec. 6.4 the dynamics of dielectric disks trapped in a Gaussian standing wave outside of the Rayleigh regime were computed. Terms in the potential energy up to third order in the coordinates were computed both analytically and numerically using a discrete dipole approximation method. While the translational and rotational dynamics of disks are dominated by harmonic terms similar to those of a symmetric-top particle in the Rayleigh regime, the third order terms are significant for coupling degrees of freedom with similar harmonic frequencies, a common occurrence in levitated optomechanics. The third order ro-translational coupling terms show no evidence of instability and produce multiple modes evidenced through the power spectral density. The coupling terms offer multi-modal cooling by actively cooling one degree of freedom and provide a platform for entanglement or quantum state transfer.

The future outlook of the field of levito-dynamics is bright considering the swift advancements in understanding since its fervent exploration since the year 2010. The investigations described above are ideas that may, with careful undertaking, allow a levitated nanoparticle to breach unknowns in physics and human understanding. The rapid understanding of the means by which to trap and manipulate particles
in various trap designs have advanced the field to discern effective cooling mechanisms that bring a levitated particle to the quantum regime. Due to this, levitated optomechanics is now but one branch of the broader field of of levito-dynamics after the common methods of trapping has grown from single beam tweezer traps to ion traps, optical cavities, levitation above superconductors, or some combination of them all. The type of particle that has dominated the literature is a silica sphere, however birefringent vaterite spheres, non-spherical particles such as nanodumbbells, rods, and disks, and magnetic particles have also been explored. With the diversity of traps and types of particles available the applications and proposals are amplifying each year. Some of the current avenues of research involve creating schemes for verifying macroscopic quantum mechanics 35,150 , 152, providing platforms for ultrasensitive detection [48, 153], inventing new blueprints for cooling a particle's motion 109, 119, 126, or discovering exotic motions and hidden symmetries in the dynamics governing the particle motion 154,155 . The methods by which researchers are uncovering these possibilities is vast, but a few can be highlighted such as forcing higher order couplings of the particle to the apparatus to be significant or finding new couplings such as interactions with SQUIDs or atoms 36, 151, 152, 156, creating new potential maps through incident broadband light or metamaterials [157], making use of unexplored regions of common potentials such as utilizing orbital angular momentum [158], and looking at unique entanglements such as with other particles 35, 159 which could bridge the field with quantum information. The recent advancement of one dimensional translational ground state cooling by coherent scattering is only the advent for tests of fundamental physics. The research which follows will build upon our knowledge and will underpin our understanding of that which surrounds us.
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