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ABSTRACT

Barta, Riley B. PhD, Purdue University, December 2020. Experimental and Nu-
merical Analysis of Performance Enhancements to a Multi-Stage Two-Evaporator
Transcritical Carbon Dioxide Refrigeration Cycle. Major Professor: Eckhard A.
Groll.

Due to increasing environmental concerns and stringent regulations, the Heating,

Ventilation, Air Conditioning, and Refrigeration (HVAC&R) industry is working to

develop technologies that utilize low-global warming potential (GWP) refrigerants

and remain within competitive coefficient of performance (COP) values and capac-

ities of current hydrofluorocarbon (HFC) systems. Carbon Dioxide (CO2) has been

investigated extensively over the past 25 years as a potential substitute for HFCs in

refrigeration applications in mild ambient climates. Through efforts to increase the

efficiency of CO2 systems, researchers and industry have identified cycle modifications

that are particularly beneficial in transcritical CO2 cycle applications, such as expan-

sion work recovery and economization. Yet, systematic experimental comparisons

between these cycle enhancements are still lacking in the open literature. This thesis

presents the design, assembly, and operation of a multi-stage, two-evaporator trans-

critical CO2 cycle with a combined capacity between the two independently-controlled

evaporators of approximately 8 kW. The cycle utilizes three stages of compression,

intercooling between the second and third stages, and flash tank economization at the

medium-temperature (MT) evaporator. Furthermore, the test stand was designed to

enable on-line transition between three methods of expansion without the need to

stop the compressors. In particular, expansion through an electronic expansion valve

(EXV), ejector, and through an ejector with a pump used to modulate the ejector

inlet state is investigated. The purpose of this experimental work is to provide a com-

prehensive comparison between these cycle architectures and methods of expansion
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work recovery as well as to assess both the pump and variable motive nozzle diame-

ter as means of ejector control and system performance enhancement. Experimental

testing assessed the performance of cycles utilizing economization, an ejector, and an

ejector with a pump over four ambient conditions from 14 ◦C to 28 ◦C. The evapora-

tor source temperatures were fixed to simulate refrigeration and freezing conditions.

The pump controlled the ejector effectively and increased the ejector efficiency by up

to 41%, despite decreasing the cycle COP. COP improvements of 6% and 5% were

achieved with the open economization and ejector cycles, respectively.

In addition to the experimental aspects, a numerical ejector design tool that can

be applied to a vapor compression cycle was developed. The model solves each sub-

component of the ejector intensively, and receives inputs of mass flow rates, geometric

angles, and ratios to output physical dimensions of an ejector. The design tool agreed

with experimental dimensions with a mean absolute error (MAE) of 3% to 4%.

A second numerical aspect of this thesis consists of a dynamic model of the tran-

scritical CO2 vapor compression cycle test stand used for experimental testing. The

dynamic model can be used to predict both steady state performance and dynamic

performance of the system, and employs component models for the heat exchangers

(HX), compressors, and expansion valves utilized in the experimental setup. Steady

state validation resulted in maximum MAE of 18.7% an 11.9% for cooling capac-

ity and power consumption, respectively, and dynamic validation resulted in similar

thermal time scales between experimental data and the simulation. An evaporator

pull down and an evaporator excitation simulation were successfully implemented to

validate the ability of the model to develop control schemes.

Experimental future work consists of both cycle modification recommendations

and control method implementation. Ejector design future work is the implemen-

tation of higher-fidelity sub-component models, and future work for the dynamic

model is the thorough characterization of mass transfer and development of models

of additional cycle architectures.
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1. INTRODUCTION

1.1 Motivation

Growing global energy consumption (2.2% in 2017 [1]) and environmental con-

cerns, such as global warming and pollution, are primary drivers in the quest of de-

signing more efficient and sustainable energy systems. Specifically, the U.S. Energy

Information Administration reported that approximately 38% of U.S. primary en-

ergy consumption in 2017 was attributed to residential and commercial buildings [2].

Therefore, improving both the energy utilization and system efficiencies in this sec-

tor is vital. Heating, cooling, and refrigeration systems rely heavily on refrigerants.

Despite being a small percentage (approximately 2.5% of the 37.1 Gtons of Carbon

Dioxide (CO2) equivalence emitted worldwide in 2018 [3,4]) of the total Green House

Gases responsible for increasing global warming, hydrofluorocarbons (HFC) have been

found to have significant impact, and the Kyoto protocol regarded HFCs as the sec-

ond major source of global warming after CO2 emissions from burning fossil fuels [5].

Although systems that utilize HFCs are designed to be closed-loops, perpetual leak-

ing from open-drive compressors and catastrophic failures lead to releasing significant

amounts of HFCs into the atmosphere. For instance, an average automotive air con-

ditioning (AC) system contains up to 2 kg of refrigerant that either slowly leaks out

or sustains a total loss of charge in the case of a crash. By considering the number of

vehicles on the road, the total potential loss of refrigerant is significant. Another ex-

ample is a centralized supermarket refrigeration system with long pipelines that serve

display cabinets. In such a system, the total charge of the system is on the order of

several hundred kilograms, and refrigerant leaks are significant due to having been

installed in the field. Tassou et al. [6] estimated that centralized direct expansion

(DX) supermarkets leak approximately 10% - 30% of their charge annually.
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In an effort to phase out high-global warming potential (GWP) refrigerants, the

EU F-gas (fluorinated gas) regulation 517/2014 was enacted. Preliminary results of

this action were summarized by the European Environment Agency [7], which noted

that F-gas production was reduced by 5% in 2015 relative to 2014, and that F-gas

imports to the EU decreased by 40% in 2015 compared to 2014 levels. Two years

later, the Kigali Amendment to the Montreal Protocol was ratified by nearly 200

countries, laying the foundation for the continued phase-out of HFCs over the coming

decades in an effort to keep the warming of the earth below 0.5 ◦C by the year 2100.

One aspect of accomplishing this goal is to phase out approximately 80% of HFC

consumption before 2050 [8]. In response to the growing need for solutions to high-

GWP systems for heating, cooling, and refrigeration applications, technical solutions

that employ low-GWP or natural refrigerants need to be developed to the point of

comparable efficiency and capacity to HFC systems.

A comprehensive analysis of a multitude of refrigerant types and their relative ad-

vantages and disadvantages is presented in Abas et al. [9]. Environmental, physical,

transport, performance, and economic properties of many of the environmentally-

friendly fluids were quantified, and overall recommendations for future transitions

to environmentally-friendly vapor compression cycle fluids were provided. Systems

utilizing low-GWP refrigerants should also strive to achieve increased efficiency with

comparable cost to current solutions in order to motivate widespread acceptance of

alternative fluids. Some families of low-GWP refrigerants being investigated as po-

tential alternatives to refrigerants are hydrocarbons (HC) such as isobutane (R-600a)

and propane (R-290), natural refrigerants such as CO2 (R-744) and ammonia (NH3 or

R-717), and hydro fluoroolefins/hydro chlorofluoroolefins (HFOs/HCFOs) and their

mixtures with HFCs, such as R-1234yf, R-450A, R-513A, among others. Heredia-

Aricapa et al. [10] specifically assessed alternatives from several refrigerant groups

to three common HFCs: R-134a, R-404A, and R-410A. Applications and operating

conditions of the low-GWP refrigerants were taken into account with investigation of
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their proposed replacements, and extensive discussion on their properties and perfor-

mance relative to HFCs was provided.

While a disadvantage of CO2 is the high pressures and transcritical operation

necessary to achieve adequate heat rejection to a heat sink at a temperature above

the critical point, cycle enhancements and modifications enable performance that is

competitive to cycles that utilize HFC refrigerants. Because CO2 has a negligible

GWP, high volumetric heat capacity, and is non-explosive, it is attractive for certain

applications such as military transport, areas where space is at a premium, enclosed

spaces, and applications where leaks could be exposed to consumables, among others.

While it has been shown that the coefficient of performance (COP) values achieved

with CO2 cycles can be competitive with COP values associated with conventional

HFC cycles, increased cycle complexity and higher initial capital costs are often nec-

essary to achieve this competitiveness. To mitigate these inherent disadvantages, CO2

system designers and researchers need to develop systems for particular applications

that will take advantage of the thermodynamic properties of CO2, balance complex-

ity with robustness, and accompany the designs with validated control methods to

increase system reliability.

Given the aforementioned low critical temperature of CO2 (30.98 ◦C) [11], many

applications will require transcritical operation in order to adequately reject heat to

the ambient. It is well known that the high pressures associated with transcritical

operation are a disadvantage from a practical standpoint. However, the decoupling of

the relationship between pressure and temperature opens up a number of possibilities

for cycle design and operation that, if used effectively, can decrease the performance

gap that CO2 cycles face relative to cycles utilizing HFCs and other refrigerants.

Furthermore, the thermodynamic properties of CO2 allow transcritical cycles to re-

spond more positively to modifications that may not provide as much of a benefit in

other applications. Background on the thermodynamic properties of CO2, how those

properties relate to performance modifications, and both details and applications of

a broad array of cycle architectures are discussed herein.
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1.2 Transcritical Carbon Dioxide Cycles

This section will provide background on different types of transcritical CO2 cycle

and examples of their application in stationary and transport refrigeration cycles.

1.2.1 Conventional and Advanced Cycles

There are a number of common cycle modifications that have been thermodynam-

ically proven to provide increased efficiency in transcritical CO2 cycles. While the

degree of the benefit of cycle modifications and additional considerations depend on

the specific application, the fundamental thermodynamic reasons behind the perfor-

mance improvements hold true. Therefore, a number of improvements are introduced

here before specific applications are discussed, in which modifications will be refer-

enced and elaborated upon.

Unique Transcritical Carbon Dioxide Cycle Characteristics

Kim et al. [11] provided an overview of the fundamental characteristics of transcrit-

ical CO2 cycles, from fluid properties to application challenges. This work identified

that the volumetric heat capacity of CO2 is 3 to 10 times larger than chlorofluorocar-

bon (CFC), hydro chlorofluorocarbon (HCFC), HFC, or HC refrigerants. Pertaining

to the transcritical nature of many operating conditions in CO2 cycles, charge con-

trol strategies and the thermodynamic reasons for the high second-law losses in the

gas cooling and expansion portion of transcritical CO2 cycles were provided. One

particularly challenging aspect of modeling transcritical CO2 systems is character-

izing thermo-physical properties of the fluid near the critical point. In an effort to

characterize heat transfer in characteristics near the critical point, Ma et al. [12] ex-

perimentally studied the effects of CO2-side pressure, temperature, and mass flux

in addition to water-side mass flux on the heat transfer properties of CO2. While

the resulting updated Nusselt correlation had an accuracy of ± 30%, heat transfer
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coefficient tests for various parameters showed consistent trends with the common

occurrence of the maximum heat transfer coefficient occurring slightly above the crit-

ical temperature. The authors also noted a strong correlation between CO2 buoyancy

and heat transfer coefficients near the critical point, offering insight into the source

of the notable property variation in the region near the critical point. This property

variation then creates a challenge with accurate modeling of heat exchangers (HX)

during phase transitions near the critical point. To offer a computationally-efficient

solution to the challenge of characterizing near-critical point properties, Bahman et

al. [13] have developed and validated a moving-boundary gas cooler model that was

able to predict heat rejection rates within ± 4.7% mean absolute error (MAE) and gas

cooler outlet temperatures within 3 K over a broad range of conditions. This predic-

tion was achieved through separating the properties near and above the critical point

into supercritical liquid and supercritical vapor through the thermo-physical property

library COOLPROP [14]. To help visualize the transition of states surrounding the

critical point of CO2, a pressure-temperature (P-T) and temperature-specific entropy

(T-s) diagram are provided in Figure 1.1. There are three sub-types of fluids that

occur in supercritical operation. Supercritical fluid corresponds to a state when the

pressure and temperature of the fluid are above their respective critical values, su-

percritical liquid is when the pressure of a fluid is above the critical pressure but

the temperature is below the critical temperature, and supercritical vapor is when

the pressure is below the critical pressure but the temperature is above the critical

temperature.
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Fig. 1.1. P-T and T-s diagrams of CO2 generated using CoolProp [13,14].

Brown et al. [15] performed a theoretical analysis comparing CO2 and R-134a

for automotive AC and found that, while the CO2 cycle COP was lower than the

R-134a cycle COP by up to 34%, the approach temperature between the air and CO2

during heat rejection was over 50% smaller than the approach temperature in the

R-134a cycle. Although the smaller approach temperature in the case of CO2 did not

offer enough performance benefit to overcome the cycle performance disparity, it was

concluded that a counter-flow gas cooler may offer additional performance benefits

for the CO2 cycle over a cross-flow gas cooler if glide matching with the external heat

transfer fluid was utilized. Sarkar [16] compared several aspects of transcritical CO2

refrigeration cycles with conventional solutions using HFCs and HCs, among others.

A broad array of conclusions was drawn, but key to this aspect of the literature is

that the superior heat transfer coefficients of CO2, ranging from 20% higher to more

than 100% higher than HCs and HFCs in saturated liquid form between -20 ◦C and

-40 ◦C, could facilitate the use of smaller HXs for a given capacity.
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Common Cycle Architecture Enhancements

Given the fact that transcritical CO2 cycles are inherently less efficient than sub-

critical HFC cycles, a number of studies have been carried out over the years to

improve the system efficiency. Considered modifications to improve vapor compres-

sion cycle efficiency include single-stage compression with oil flooding and an internal

heat exchanger (IHX), two-stage compression with either compressor intercooling or

vapor injection, economization, sub-cooling, and expansion work recovery, among

others. Yu et al. [17] provided a comprehensive overview of techniques to increase the

efficiency of transcritical CO2 cycles. A map summarizing the most common trans-

critical CO2 cycle modifications is shown in Figure 1.2 and a condensed overview of

the comparison studies discussed is provided in Table 1.1. As some of the literature

reported gas cooler outlet temperatures and others reported ambient temperatures,

the gas cooler outlet temperatures were assumed to be 5 K above the ambient tem-

perature, evaporator outlet superheat was assumed to be 10 K, and evaporator pinch

was assumed to be 5 K in the cases where the authors did not specify the pinch and

superheat assumptions. Consistent assumptions for these values were made in order

to provide common reference temperatures for a more meaningful comparison.
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Fig. 1.2. Map of common transcritical CO2 cycle modifications to increase
cycle performance.

Baek et al. [18] assessed the optimum pressure ratio distribution across each com-

pression stage in a two-stage transcritical CO2 cycle with intercooling. They found

that the maximum performance occurs with a larger pressure ratio across the first

stage of compression than the second stage, and that the work needed for the second

stage of compression was approximately equal to the amount of work extracted using

an expander. Cecchinato et al. [19] found that intercooling is often more advanta-

geous in multistage transcritical CO2 compressors than tradition HFC applications

due to higher first stage discharge temperatures. Furthermore, the researchers found

that a two-stage transcritical CO2 cycle with intercooling and an IHX was capable of

COP increases of 29.3% and 28.7% at evaporating temperatures of -10 ◦C and -30 ◦C,

respectively, compared to a single-stage CO2 cycle. However, it was also noted that

implementation of control for these cycles could be challenging, and that complexity

needed to be weighed against desired performance benefits.
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Open economization is accomplished through the use of a component called a

flash tank. In a flash tank, the two-phase refrigerant at the inlet is separated using

gravity, and the saturated liquid is sent from the bottom of the flash tank to the

evaporator while the saturated vapor is sent out the top of the flash tank directly to

the compressor. The other form of economization is called closed economization, an

example of which would be an IHX, which entails heat transfer between two separate

fluid streams in the system, hence being referred to as closed. Heat is often rejected

from an IHX at the outlet of the condenser or gas cooler, thus further decreasing

the expansion inlet temperature, or increasing the sub-cool, in exchange for heating

another fluid path within the system, such as a compressor vapor injection inlet flow.

An in-depth review on thermodynamic and applications aspects of transcritical CO2

cycle modifications can be found in Groll and Kim [27]. This paper covered the first

decade of heavy research into transcritical CO2 cycles after the resurgence of CO2

as a refrigerant. Both theoretical and practical aspects were covered, as were future

prospects. Agrawal et al. [20] conducted the optimization of a two-stage transcritical

CO2 heat pump cycle and found that the cycles with either flash or compressor inter-

cooling did not perform as well as cycles utilizing a flash-gas bypass, thus providing

a motivation for the prioritization of implementation of flash-gas bypass technology.

The analysis conducted thoroughly analyzed the three proposed modifications, and

provided a broad parametric study on optimal cycle intermediate and gas cooling

pressures with varying ambient and evaporation temperatures. Another key take-

away was the reduced optimal gas cooling pressure with two-stage compression, and

that compressor intercooling resulted in a higher gas cooling pressure than the flash

gas bypass or flash tank intercooling cycles. Elbel and Hrnjak [21] experimentally

investigated the impact of applying flash gas bypass and a microchannel (MC) evap-

orator in a transcritical CO2 cycle. They concluded that the cooling capacity and

COP could be increased by 9% and 7%, respectively, at the same time, but that a

variable speed compressor could facilitate up to 19% increased cooling capacity under

conditions producing COP values equivalent to that of the DX system. The effects
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of evaporator outlet quality were also investigated, and well-defined optimum values

for COP and capacity were found to occur with evaporator outlet qualities between

0.9 and 1, and 0.8 and 0.9, respectively. The findings regarding the application of

flash-gas bypass helped open the possibility of using MC evaporators, which is yet to

be widely accepted but is known to be feasible.

Mechanical sub-cooling is another technology that has been applied in transcriti-

cal CO2 cycles. The use of an entirely separate vapor compression cycle to facilitate

increased sub-cooling at the condenser outlet during subcritical operation or reduced

gas cooler outlet temperatures in transcritical operation has the advantage of not

increasing the CO2 compressor suction superheat as would occur through the use of

a suction-to-liquid line HX (SLHX). However, increased cost is incurred due to the

need of an entirely separate vapor compression cycle and thus, this additional cost

should be weighed against the evaporator cooling capacity benefit realized through

a decreased evaporator inlet quality. Llopis et al. [23] concluded experimentally that

maximum increases in cooling capacity and COP of 55.7% and 30.3%, respectively,

could be achieved through application of mechanical sub-cooling under optimal condi-

tions. Lower evaporating temperatures and higher ambient temperatures resulted in

greater performance increases, and the positive impact of the mechanical sub-cooling

system was found to be directly correlated with the capacity of the mechanical sub-

cooling vapor compression cycle. Sub-cooling using thermoelectrics was investigated

numerically by Yazawa et al. [24], resulting in a maximum COP benefit of 22.6%.

The unique thermodynamic behavior of thermoelectrics was assessed and optimized

in the context of the COP of the overall heat pump. While scaling challenges were not

discussed in-depth in this study, the relative performance enhancements provide an

intriguing proposition for the future development of thermoelectrics applied in vapor

compression cycle enhancement. A review of sub-cooling efforts for CO2 refrigeration

cycles can be found in Llopis et al. [28]. This review provided significant insights,

spanning from fundamental thermodynamic reasoning for the benefits of sub-cooling

to in-depth design and architecture analyses.
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Chesi et al. [26] developed a test stand to assess various configurations applied

to transcritical CO2 cycles, such as multi-stage compression, internal heat exchange,

economization, and flash vapor bypass, among others, up to a 50 kW capacity. This

work concluded that internal heat exchange can increase COP and cooling capacity

up to 30% and 20%, respectively, but can result in excessive second stage discharge

temperatures up to 180 ◦C. Furthermore, it was concluded that COP and capacity

calculations resulted in high uncertainty when the gas cooler outlet was near the

critical point due to the high specific heat of CO2 near the critical point, which

is defined as the partial derivative of specific enthalpy over the partial derivative of

temperature at constant pressure. Discharge pressures that returned the highest COP

were assessed over a range of conditions, and the optimum pressures were found to

be very similar for both cycles with and without an IHX.

Expansion Work Recovery

Researchers have shown interest in the development of expansion work recovery

devices for potential capacity and COP improvement as energy efficiency becomes

increasingly important. In fact, initial textbook contributions are being made on

this topic, as can be seen in Bahman et al. [29]. The concept of expansion work

recovery is particularly attractive in transcritical CO2 cycles due to the significant

pressure differential across the expansion portion of the cycle relative to an HFC

cycle. Expansion work recovery has been investigated using several working fluids

and operating principles, such as turbomachinery, positive-displacement machines,

and ejectors, among others.

Robinson and Groll [30] developed thermodynamic models to compare transcriti-

cal CO2 cycles with and without expansion work recovery, concluding that the cycle

with an expansion work recovery device with an isentropic efficiency of 60% had a

25% higher COP than the cycle with 100%-effective internal heat exchange and no

expansion work recovery. This work epitomized the need for thermodynamic analysis
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to determine the best combination of performance-enhancing cycle modifications to

be made to CO2 cycles to maximize performance with as few modifications as possi-

ble. Baek et al. [31] designed and tested a prototype piston-cylinder expansion device

in a transcritical CO2 cycle and increased the system performance by up to 10%.

Valve timing was found to be a significant challenge for the reciprocating expander

application, but it was on the cutting edge of experimental work on expansion work

recovery in CO2 cycles when published. Turbomachine expanders have also begun to

be investigated as a potential method for expansion work recovery. Czapla et al. [32]

performed a theoretical analysis of a turbomachine expansion work recovery device

applied in a two-stage transcritical CO2 cycle. By assessing the placement of an

expander between high and intermediate-pressures, intermediate and low-pressures,

and in both locations over a range of five experimental baseline conditions, it was

concluded that COP improvement potential was from 1% - 11%. Yang et al. [33]

experimentally evaluated a rotary vane expander in a transcritical CO2 cycle and,

through analysis of internal losses, were able to improve the volumetric and isen-

tropic efficiencies from 17% - 30% and 9% - 23%, respectively. Barta et al. [34]

conducted a theoretical analysis on a two-evaporator multi-stage transcritical CO2

transportation refrigeration cycle with a novel compressor-expander device known as

the Energy Recovery Compressor. The cycle was able to achieve a COP of 1.28 at

an ambient condition of 57.2 ◦C, and over and under-expansion losses were isolated

through a fixed volume ratio expander analysis. The researchers concluded that up

to 8.1% of recovered expansion power can be lost at a pressure ratio that is 70% of

the expander design pressure ratio, highlighting the sensitivity of fixed volume ratio

expansion work recovery technology to internal volume ratios.

Hays and Brasz [35] experimentally tested a transcritical CO2 turbine compressor,

where the turbine outlet shaft was connected directly to the compressor input shaft.

An increase in COP of 39% over a simple throttle valve cycle was achieved for a 6-ton

(21.1 kW) refrigeration or heat pump cycle. The authors stated that a higher capacity

system would further increase the efficiency of the component due to partial admission
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effects on the turbine, highlighting the practical challenges of scaling turbomachine

expanders applied in two-phase flow. Finite element analysis and computational

fluid dynamics (CFD) analyses were utilized to design a scroll CO2 expander by

Westphalen and Dieckmann [36], resulting in a predicted expander efficiency of 70%.

If a 60% expander efficiency was conservatively estimated, the net power input to the

cycle would be reduced by 20%. The authors also partitioned the losses within the

expander, providing helpful, experimentally-validated insights into contributions to

friction loss within expanders, in addition to the losses associated with four unique

distribution strategies of the recovered work within the cycle. A review of additional

expander technologies applied in vapor compression cycles can be found in Murthy et

al. [37]. For completeness, it should be noted that the majority of transcritical CO2

compression is performed by reciprocating compressors. However, scroll, rotary, and

turbomachine compressors for transcritical CO2 application have been commercially

developed.

Another expansion technology suitable for transcritical CO2 applications that has

been under development by both researchers and manufacturers is an ejector, which

can reduce the load on compressors by increasing the suction pressure without penal-

izing cycle functionality. To the best knowledge of the authors, a patent by Gay [38]

is credited with the invention of the two-phase flow ejector used in a refrigeration

system, and the design was further improved by Newton [39] and Kemper et al. [40].

Lucas and Koehler [41] experimentally tested an ejector in a CO2 refrigeration cy-

cle over a range of conditions and found a maximum ejector efficiency of 22%. The

ejector efficiency used was defined by Elbel and Hrnjak [42] and was derived from

Koehler et al. [43]. Additionally, a COP increase of 17% was achieved. Elbel and

Hrnjak [42] experimentally tested a prototype ejector with a variable nozzle in a tran-

scritical CO2 cycle and achieved increases in cooling capacity and COP of up to 8%

and 7%, respectively. The performance of the adjustable ejector showed significant

promise for variable geometry ejectors, which could then provide control over a range

of operating conditions. Liu et al. [44] experimentally assessed a variable geometry
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ejector that allowed modulation of both the suction nozzle and motive nozzle diam-

eters. Effects of variable geometry on sub-component performance were shown to be

significant, and compressor operating speed was an added cycle optimization variable

that was assessed in conjunction with the ejector geometry. A clear optimum suction

nozzle diameter was identified, and the cycle gas cooling pressure associated with the

maximum COP was reached through modulation of the motive nozzle.

In addition to the fixed and variable geometry ejectors discussed above, multi-

ejector technology has taken hold in the market and is becoming a leading solution

for COP improvement in transcritical CO2 cycles across a broad array of applications.

The multi-ejector concept was developed by Hafner et al. [45,46] and entails the con-

nection of several fixed geometry ejectors in parallel. Depending on the demand of the

system and the operating conditions, a control scheme directs flow to one or multiple

ejectors through the control of a solenoid valve upstream of each ejector. Haida et

al. [47] experimentally validated the multi-ejector concept over a broad range of op-

erating conditions and utilized ejectors of various geometry. While the multi-ejector

cycle did not always achieve a higher COP than the referenced parallel compression

cycle, the reduced COP was largely due to inefficient compressor operation. The

authors have clearly identified a high-potential solution to expansion work recovery

which has been proven in subsequent experiments and pilot applications since this

preliminary analysis. A maximum COP increase of 8.1% was achieved with a cor-

responding ejector efficiency of 24%. Additionally, a maximum ejector efficiency of

33.4% was achieved. The concept of a controllable ejector has drawn the attention

of major commercial developers, as shown by the development of the Danfoss Multi

Ejector [48] and the Carel EmJ, or Electronically Modulating Ejector [49], the latter

of which utilizes an actively-controlled motive nozzle to facilitate efficient operation

over varying operating conditions. Reviews containing additional information on ejec-

tor technology and ejector refrigeration can be found in Elbel and Lawrence [50] and

Besagni et al. [51], respectively. The former review focuses on advanced aspects of

ejector design and performance, while the latter focuses on the application of ejec-
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tors in a broad array of commercial applications. A summary of discussed methods

of expansion work recovery, along with comments on their respective strengths and

weaknesses, is provided in Table 1.2.

Modeling efforts regarding ejectors fall largely into two types: analytical and CFD.

Li and Groll [52] developed a constant-area mixing section model for an ejector ap-

plied in a transcritical CO2 refrigeration cycle and found that the cycle COP can be

improved by more than 16% over a basic transcritical CO2 cycle. Liu and Groll [53]

furthered their 2012 work and developed polynomial efficiencies for increased accuracy

without requiring significantly more computation time. To validate the component

efficiency results, the calculated COP and cooling capacity values were within 8% and

12% of experimental data, respectively. Lucas et al. [54] proposed another polynomial

correlation for ejector efficiency and driving mass flow rate, which agreed with ex-

perimental data within 10% and 5%, respectively. A review of ejector efficiencies can

be found in Liu et al. [55], where the most common methods of quantifying ejector

efficiencies in vapor compression cycles are discussed and any associated polynomials

are provided. The modeling approach of applying efficiency polynomials to ejector

components has therefore been validated to agree reasonably with experimental data

at a low computational cost. Efficiency polynomials provide a valuable alternative

to CFD, and highlight the need to balance model accuracy versus computational

efficiency.

Many CFD efforts in ejector modeling operate using the Homogeneous Equilibrium

Model (HEM). Palacz et al. [56] assessed the accuracy of both HEM and Homogeneous

Relaxation Model (HRM) in a CFD analysis of a CO2 ejector relative to experimental

data. Discrepancies between the two models and the experimental data ranged from

0.3% to 43.3% and 0.7% to 42.0% for HEM and HRM, respectively, with the most

significant inaccuracy occurring around the critical point. At lower pressures and

temperatures, the HRM has a higher accuracy than the HEM, and the error with the

HRM results was approximately 5% lower than the HEM results. Palacz et al. [57]

performed CFD mixing section shape optimization of an ejector applied in a CO2
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Table 1.2.
Summary of select research on expansion work recovery methods.

Expansion

Method

Reference System COP

Impr.(%)

Device

Eff. (%)

Analysis Ref.

Recip.

Expander

Single-stage IHX 25 60 Th. [30]

Recip.

Expander

4-component 10.5 11 Exp. [31]

Turbo

Expander

2-stage with vap. inj.

and IC

11 50 Th. [32]

Rotary-Vane

Expander

4-component 14.2 22.6 Exp. [33]

Turbo Expander-

Compressor

4-component 39 56 Exp. [35]

Scroll Expander Single-stage IHX,

expander without

IHX

46 60 Th. [36]

Fixed Geometry

Ejector

4-component 17 22 Exp. [41]

Variable

Geometry Ejector

4-component 7 14.5 Exp. [42]

Multi-ejector Parallel

compression

8.1 24.4 Exp. [47]
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cycle using the HEM, and achieved a result that increased the ejector efficiency by

2%. In an effort to assess performance differences between fixed and variable geometry

ejectors, He et al. [58] conducted an exergetic analysis on each design and provided

key differences, as well as reasoning, between them. The effects of the needle in

the variable geometry ejector were found to be notable, increasing the entrainment

ratio by up to 11% depending on back pressure, due to the needle causing decreased

expansion of the primary flow and thus decreasing the velocity differential between

motive and suction flows. Exergy losses in the mixing section and diffuser, particularly

in the critical case of a shock occurring at the diffuser inlet, are higher for the fixed

geometry ejector than the variable geometry ejector as a direct result of the same

decreased acceleration present in the variable geometry design. These counteracting

effects result in the variable geometry achieving an exergetic efficiency only 0.5% below

that of the fixed geometry design, but with a decreased divergence angle the separation

of the shock wave losses in the fixed geometry design would decrease, thus increasing

the gap in exergetic efficiency between the two designs. A common assumption made

in the modeling of ejectors, as well as many other components, is that the component

is adiabatic. Haida et al. [59] investigated the validity of the adiabatic assumption,

and assessed its application to both the outer walls of the ejector as well as to internal

components in several combinations. Whether or not the external walls were adiabatic

was found to have little effect on the ejector performance, resulting in a decoupling

of the ejector performance from ambient conditions. However, heat transfer between

motive and suction nozzles had a notable effect, with a maximum degradation of

entrainment ratio of 13%. The adiabatic assumption was experimentally validated to

be a reasonable assumption by Mastrowski et al. [60], who assessed the effects of heat

transfer on a fixed geometry ejector and capillary tube. Flow visualization within CO2

expansion devices has proven to be challenging due to the inherently high pressures

throughout the cycle. However, recently Haida et al. [61] have successfully developed

a test stand to visualize two-phase flow within ejectors, facilitating assessment of

various ejector shapes through the use of particle imaging velocimetry and high-
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speed cameras. A summary of potential COP benefits from many of the papers from

Section 1.2.1 is provided in Figure 1.3.

Fig. 1.3. Summary of potential COP improvements of modifications to
transcritical CO2 cycles relative to 4-component cycles.

1.2.2 Stationary Refrigeration Applications

The majority of stationary transcritical CO2 applications and research focus on

supermarkets in mild or moderate climates, but there have been studies on other

applications as well. The most widespread application of stationary transcritical CO2

refrigeration is in supermarkets and other food display cases. The non-flammability

and general safety of CO2 reduces concerns about the refrigerant being in contact with

food or endangering humans in case of a significant leak. Furthermore, supermarket

refrigeration systems generally require longer line lengths than most applications, ne-

cessitating significantly more charge. The leak rates and additional charge make the

low cost, high volumetric heat capacity, and low-GWP of CO2 particularly advanta-

geous. The general complexity of supermarket systems also lends well to modifications

that increase the efficiency of transcritical CO2 cycles, as concerns about weight are
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nonexistent and there are fewer space restrictions. Thermodynamically, the shape of

the CO2 vapor dome lends well to a significant enthalpy of evaporation at evaporator

air inlet temperatures near 0 ◦C and -20 ◦C for refrigeration and freezing, respectively.

Despite the favorably-shaped vapor dome, advanced transcritical CO2 cycles in su-

permarket applications are often necessary to achieve COPs higher than the HFC

DX systems they replace in high ambient temperature conditions. Much of the work

discussed herein is aimed at how CO2 systems can achieve a higher COP than a DX

HFC system at high ambient temperatures, with notable success.

Literature has revealed that approximately 70% of multi-temperature vapor com-

pression systems are found in supermarket refrigeration, transport refrigeration, and

household refrigerators and freezers. The multi-stage technology required to oper-

ate multi-temperature vapor compression cycles efficiently is mature, with upcoming

technologies such as ejector systems showing promise [62]. Multi-evaporator archi-

tectures in supermarket refrigeration systems are common because there are multiple

areas and display cases that may not be located immediately next to each other, and

display cases may also operate at different temperatures. In order to maintain a cen-

tral refrigeration system, multiple evaporators stem from the same vapor compression

cycle. Gullo et al. [63] provided a comprehensive review regarding transcritical CO2

supermarket applications, including multi-evaporator systems. The review discussed

key markets, unique aspects of transcritical CO2 cycles in supermarket applications,

control strategies, and the latest and most-innovative technologies in supermarket

applications. Additionally, a summary providing further perspectives on CO2 super-

market systems is provided in Gullo et al. [64], where a numerical comparison of

several state of the art transcritical CO2 systems to a DX R-404A system was con-

ducted in the context of annual weather data from several European cities. Energy

savings from 3.0% to 37.1% were observed, and it was also pointed out that CO2-only

solutions for supermarket applications increased energy efficiency up to 25% while

their equipment cost reduced 30% between 2008 and 2016.
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While possible cycle architectures based on the multi-evaporator foundation can

be numerous, one of the most common is the conventional booster system with flash

gas bypass for supermarket applications. While state of the art systems being in-

stalled today may be increasingly based on more complex architectures, booster sys-

tems continue to have a strong presence, particularly in northern Europe [65]. An

example of a booster system is provided in a thermodynamic analysis conducted by

Ge and Tassou [66] and a schematic and pressure-specific enthalpy (P-h) diagram are

provided in Figure 1.4(a) and Figure 1.4(b), respectively. In-depth numerical analy-

ses of performance over varying ambient conditions were performed, including direct

comparisons to an R-404A DX system in the same application. The COP of the CO2

system exceeded that of the R-404A DX system at ambient conditions at and below

10 ◦C, but resulted in a maximum deficiency of 26% at an ambient temperature of

33 ◦C.
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(a)

(b)

Fig. 1.4. (a) Schematic of a transcritical CO2 booster cycle for supermar-
ket application [66]; (b) State points of a transcritical CO2 booster cycle
operation for supermarket application on a P-h diagram [66].

The booster architecture is effective and among the simplest ways to achieve

multiple evaporation temperatures, increasing initial cost-effectiveness and energy ef-

ficiency. A laboratory-scale CO2 booster system was tested by Sharma et al. [67]

over a range of ambient conditions, resulting in COP values of 3.3 to 1.4 at ambient

conditions of 10.0 ◦C and 35.0 ◦C, respectively. The COP values achieved by the lab-

oratory CO2 booster system were then compared to another laboratory-scale R-404A

DX system of similar scale by Fricke et al. [68], which concluded that the transcritical

CO2 system had, on average, a 15% greater COP over an ambient temperature range

of 15.6 ◦C to 31.1 ◦C. Several centralized transcritical CO2 supermarket systems were
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numerically investigated by Sawalha [69] and compared to a DX R-404A system in

Stockholm, Sweden. The researcher concluded that the CO2 system would consume

4% - 12% less energy than the DX system, but warned that the system would not

be an efficient replacement for HFC systems in countries with high average ambient

temperatures. Field data for 4 to 18 months from three Swedish supermarkets us-

ing three transcritical CO2 architectures was analyzed by Sawalha et al. [70]. The

three older supermarket systems were installed in 2007 and utilized intercooling and

sub-cooling, while the two newer systems were installed in 2010 and employed vapor

injection via closed economization between the booster and high stage compressors.

The newer systems achieved energy savings of 35% - 40% over the older systems,

largely due to lower superheat and 10% - 15% more efficient booster compressors.

Despite the clear progress made with transcritical CO2 booster systems, further

advancement has been shown with the adoption of parallel compression systems for

supermarket applications. A primary advantage of parallel compression is the ability

of the cycle to efficiently handle a wide range of required cooling loads, meaning that

there can be auxiliary compressors in parallel compression arrangements which can

be utilized when additional capacity is needed. In additional to parallel compression,

many of the common modifications discussed in Section 1.2.1 are applied to achieve

even greater energy efficiencies. Sharma et al. [71] conducted a numerical analysis

of eight complex supermarket cycles utilizing parallel compression, cascaded cycles,

internal heat exchange, and secondary loops, among others, over one year of data

for eight climate zones in the U.S. The transcritical CO2 booster system with bypass

compression consumed the least energy at ambient temperatures below 8 ◦C, and

at higher temperatures the DX R-404A system consumed the least energy. Gullo et

al. [72] performed exergetic analyses on a CO2 booster system with parallel compres-

sion as well as on several supermarket refrigeration systems [73]. The former work

identified the gas cooler/condenser, high stage compressors, and medium-temperature

(MT) display cabinets to have the largest potential for improvement. The latter anal-

ysis found that the maximum ambient temperature where transcritical CO2 cycles in
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supermarket application could compete with a DX R-404A refrigeration systems was

increased from 14 ◦C with first generation booster technology to 27 ◦C with more

advanced parallel compression solutions.

The first application of the multi-ejector device in a commercial application was

a supermarket in Switzerland. Practical aspects of the multi-ejector application are

discussed in-depth in Schoenenberger et al. [74] and Hafner et al. [75]. Investigations

of superheated outlet and flooded MT evaporators, as well as the optimal number of

ejectors to use, were conducted. The energy consumption of the supermarket with

the multi-ejector was compared to the average annual energy consumption of three

supermarkets utilizing parallel compression with transcritical CO2. The annual power

consumption of the multi-ejector system was found to be 14% lower. The ejector is

one of the most prominent technologies to help move a theoretical line known as the

CO2 equator further south. This equator represents a geographical limit where tran-

scritical CO2 cycles can perform better than HFC systems over the course of a year,

given that average ambient temperatures generally increase as one nears the equator.

In the past few years this line has been identified as crossing the northern shores of

the Mediterranean Sea [76]. In this spirit, Gullo et al. [77] conducted a theoretical

study comparing annual performance of a multi-ejector CO2-only supermarket sys-

tem to a number of other cycles utilizing various HFC and HC working fluids under

temperature profiles of several cities below the CO2 equator. Energy savings and

reduction of the total equivalent warming impact (TEWI) of up to 26.9% and 90.9%

were achieved over conventional HFC-based systems, respectively, including AC de-

mand. Another experimental assessment of the multi-ejector concept was conducted

by Abdin et al. [78] through instrumentation of the first transcritical CO2 supermar-

ket system in the Middle East, located in Amman, Jordan. The system was outfitted

with a de-superheater, flash gas bypass, a multi-ejector, parallel compression, and

flooded evaporators. Preliminary results show energy savings of over 30% relative

to new HFC systems installed in the region, with no food waste due to consistent

temperatures in the cabinets.
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Another performance-enhancing technique often applied to supermarket systems

utilizing parallel compression is evaporator flooding. Evaporator flooding entails con-

trolling the flow rate through evaporators such that the evaporator outlet state is

a high-quality two-phase flow as opposed to superheated vapor, thus allowing the

system to operate at a higher evaporation temperature for a given heat source tem-

perature. The two-phase outlet state enters an accumulator, which then separates

the phases and only sends vapor to the compressor suction while sending the liq-

uid back to the evaporator inlet. Evaporator flooding is often employed along with

ejectors and parallel compression to be applied in supermarket refrigeration, which

utilize the ejectors to pull the liquid from the accumulator via entrainment from

the motive nozzle flow. An example of the evaporator flooding technique was con-

ducted by Minetto et al. [79] and a schematic of the experimental cycle utilized is

shown in Figure 1.5. The experimental cycle was successful in that the evaporators

remained flooded and the ejectors facilitated adequate re-circulation of liquid, which

also resulted in a 13% reduction in compressor power consumption due to increased

evaporation pressures. Furthermore, the electronic expansion valve (EXV) operation

was able to maintain flooded operation via an input of air temperature in the cooled

area, and mal-distribution of superheat across the evaporators was nearly entirely

eliminated, as validated by an infrared image.
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Fig. 1.5. Schematic of parallel compression, ejector, and flooded evapora-
tor cycle in a transcritical CO2 supermarket application [79].

Cascade systems have also been investigated as a strategy to help mitigate the

poor performance of CO2 cycles at high ambient temperatures. Essentially, the CO2

cycle is used on the low-side to facilitate heat removal from the conditioned space but

rejects heat to the evaporator of a second vapor compression cycle using a different

working fluid. Ideally, the second working fluid is more suitable for high-ambient

applications, and rejects the heat input from the CO2 cycle to the ambient. The

low-side refers to the portion of the cycle under evaporation pressures, while the

high-side refers to the portion of the cycle under the heat rejection pressures. Amaris

et al. [80] numerically compared a CO2 booster cycle, a CO2 booster cycle with

parallel compression, and a CO2 cycle cascaded with an NH3 cycle applied in both

supermarket and convenience store applications. The capacities for the applications

assessed in this work were distributed 120 kW to MT and 25 kW to low-temperature

(LT) for the supermarket, and 25 kW to MT and 5 kW to LT for the convenience
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store application. Both CO2-only cycles returned a higher COP than the cascade

cycle at ambient temperatures from 2 ◦C to 14 ◦C, above which the cascade cycle

performed better for the supermarket application. The ambient temperature where

the CO2-only system achieved a higher COP than the cascade cycle increased to

26 ◦C in the convenience store application, suggesting that the convenience store

capacity distribution between evaporators lends well to the specific combination of

components utilized in the experimental analysis. Ballot-Miguet et al. [81] applied

thermal storage and sub-cooling to a transcritical CO2 supermarket system currently

installed in France. Over the course of eight months, energy usage was reduced by

23 kWh, which was equivalent to 6% of the annual electricity bill dedicated to MT

refrigeration. The researchers found sensitivity to scheduling and control over the

course of a day, and suggested further investigation of operating scheduling for the

work for increased efficiency benefit.

From a more traditional controls definition, several works have been conducted re-

garding fundamental control strategy types. A hierarchical control scheme applied to

a two-evaporator two-stage booster transcritical CO2 cycle was simulated by Beghi et

al. [82], and utilized a supervisor and local controller control scheme, shown schemat-

ically in Figure 1.6. Within the supervisor and local controller scheme, MT and LT

evaporator air temperatures, as well as both compressor suction pressures, were con-

sidered variables for local regulation, and several facets of reinforcement learning were

assessed. The idea behind reinforcement learning is that a controller balances time

between using what it already knows about maintaining a set point and searching

the defined space for a more optimal solution. One reinforcement learning algorithm

known as Q-learning was applied to a controller with unsupervised learning, as well

as to a standard regulator which was fed information on the operating conditions

a-priori. While both schemes worked reasonably well, the scheme with domain knowl-

edge reached the optimal policy in approximately 50% as many learning episodes as

the unsupervised scheme needed, as shown in Figure 1.7, both validating Q-learning

as well as providing insights on its optimal implementation.
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Fig. 1.6. Overview of a hierarchical control scheme applied in a multi-stage
transcritical CO2 refrigeration cycle [82].

Fig. 1.7. Visual representation of Q-learning algorithm differences re-
sulting from the analysis of a hierarchical control scheme applied in a
multi-stage transcritical CO2 refrigeration cycle [82].
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Cortella et al. [83] instrumented a transcritical CO2 cycle installed in a refurbished

supermarket in northern Italy, and used the experimental data to validate a TRN-

SYS model. The TRNSYS model was intended to capture the dynamics of heating,

ventilation, air conditioning, and refrigeration (HVAC&R) equipment, as well as their

interrelations in more complex systems. The data and model allow the development

of control strategies which targeted heat recovery through two HXs placed between

compressor discharge and the gas cooler to reduce the overall energy consumption of

the system. The heat recovery HXs were used for hot water heating and space heating,

in order of closest to the compressor discharge. When no heating was needed, the con-

trol scheme modulated the high-side pressure as a function of ambient temperature.

However, in a departure from traditional CO2 supermarket control, when heating was

demanded, two assessed schemes pushed the cycle into transcritical operation in order

to ensure adequately high compressor discharge temperatures. The active transition

into transcritical operation was shown to be less efficient than supplementing the heat-

ing capacity with an additional heat pump, but was an interesting aside that further

proved the significant impact transcritical operation has on power consumption and

that it should be avoided whenever possible. The same instrumented supermarket

system was utilized to further develop the TRNSYS model in [84], where the model

showed good agreement but under-predicted refrigeration capacity by up to 12% in

some cases. This error was somewhat constant, and therefore attributed to a system-

atic inaccuracy of the modeling of the refrigerated display cabinet model. Regardless,

the measurements and simulations were used to show that the system could provide

the majority of space heating, water heating, and AC required by the supermarket

while also providing a 7% reduction in global energy consumption. While several

strategies were assessed, all but 6% of the heating demand, in addition to all of the

cooling demand, could be met with an additional evaporator that increased system

capacity, facilitating an all-in-one solution to heating and cooling needs without the

need for additional heat pumps. A summary of the control strategies discussed in

this section is provided in Table 1.3.
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Table 1.3.
Summary of reported control schemes.

Strategy Finding Analysis Ref.

2-stage throttling via

intermediate receiver

10% increase in power

consumption over R-404A DX

Th., Exp. [85],

[86]

Liquid flooded evaporator

with receiver

13% decrease in compressor

power consumption

Exp. [79]

Multi-ejector, intermediate

pressure, and compressor

speed

27% power savings, successful

integration of multiple controls

together

Th., Exp. [87]

Real-time high-side

pressure control

Reduced impact of errors in

correlations, proved to be more

robust

Th.,Exp. [88],

[89]

High-side and supplemental

capacity control for cooling

and both space and DHW

heating

100% cooling and 94% of heating

loads could be met with a

standalone system

Th.,Exp. [83],

[84]

Hierarchical control scheme

with reinforcement learning

Q-learning algorithm

Unsupervised exploration

converged, a-priori information

reduced search time by 50%

Th. [82]

Cloud-based control

scheme for commercial

refrigeration

Low-cost retrofit facilitated

individualized control schemes,

initial findings showed 20-50%

reduction in energy consumption

Exp. [90]
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1.2.3 Transportation Refrigeration Applications

Transportation was one of the first uses of CO2 as a refrigerant, where it was

applied in marine cooling applications in the early 20th century. The low heat sink

temperature provided by the ocean allowed subcritical operation with pressure dif-

ferentials that were small enough to be manageable by compressor technology of that

time. However, with the advent of CFCs and other synthetic refrigerants, transporta-

tion applications of CO2 did not resurface significantly until the 1990s when Gustav

Lorentzen sparked its revitalization as a natural alternative refrigerant [91]. Following

the resurgence of CO2 as a refrigerant, transcritical CO2 transportation applications

largely fell into two topics: automotive AC systems and cooling of shipping contain-

ers. The former context was largely driven by legislation and well-known leak rates of

open-drive automotive AC systems, and the latter consisted of both civilian and mil-

itary applications desiring increased environmental friendliness. This thesis focuses

on the shipping container applications of transcritical CO2 cycles in transportation.

Multiple evaporator systems are used in transportation applications that require

the ability to independently cool separate compartments at different temperatures

and capacities. Transportation refrigeration systems must be extremely reliable and

also have the ability to operate efficiently over a broad range of operating condi-

tions. System capacities for shipping containers generally fall at or under 10 kW,

with varying distribution of this capacity between evaporators. For the cooling of

food, refrigeration applications target temperatures for cooling and freezing of food

to approximately 0 ◦C and between -18 ◦C and -35 ◦C, respectively. Elaboration on

evaporator source conditions as well as a further review of emerging technologies for

food refrigeration applications can be found in Tassou et al. [92]. While traditional

food refrigeration technologies were discussed in this work, the majority of the con-

tent focused on up and coming technologies and their potential for this application,

such as thermoacoustics, magnetic, and air cycles, among others.
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Panozzo et al. [93] identified and discussed the shift in focus of international reg-

ulations on food transportation from solely consumer safety to include the global

quality of goods. Increasingly efficient technology for cooling throughout the food

chain was cited as a necessity, and multi-evaporator containers were recommended as

a part of the solution to optimizing the logistics of the cold chain for environmental

purposes. In an effort the meet the technological needs of the cold chain, a real-time

control scheme that could maintain evaporator temperatures and capacities regard-

less of internal or external variations was recommended as a solution by the IIR [94].

Stack and Finn [95] experimentally and numerically assessed a dynamic model for a

multi-evaporator vapor compression cycle in transportation applications. Evaporator

loads were varied 50%, and the resulting evaporator load and outlet superheat were

numerically predicted by the model within 10% of experimental results, along with

the notable result of capturing the dynamics coupled from the use of more than one

evaporator. Ibrahim [96] numerically investigated the effects of sudden changes in

temperature and mass flow rate of the counter-flow fluid to an evaporator in a refrig-

eration system controlled by a thermostatic expansion valve (TXV). The researcher

concluded that the system could retain evaporator outlet superheat with mass flow

rate and temperature variation up to twice their initial values, but superheat was

temporarily lost when the load and temperatures were decreased to 50% of their ini-

tial values. Additionally, irrecoverable system instability occurred with a further load

reduction to 25%. Shah et al. [97] presented an open-loop step response dynamic mod-

eling methodology for a transcritical CO2 multi-evaporator AC system and compared

the results to experimental data. The model was able to capture system dynamics

well, with the specific observation that both evaporators reacted similarly to the com-

pressor outputs. Additionally, differences between multi-input multi-output (MIMO)

and single-input single-output (SISO) control strategies were discussed, and MIMO

was found to be more applicable due to its ability to capture the coupled dynamic

effects of various components within the system.
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A multi-temperature container system in extreme ambient conditions was inves-

tigated by Lawrence et al. [98] for U.S. military applications. The project entailed

a target of a COP of 1 at an ambient condition of 57 ◦C, while still maintaining a

refrigeration compartment at approximately 3 ◦C and a freezing compartment at -20

◦C. The researchers found that a COP of 0.96 could be achieved using an IHX and an

ejector, resulting in COP improvements of 35.3% and 27.3%, respectively in indepen-

dent applications. When applied together, the two aforementioned modifications can

increase COP by up to 68.6% over the baseline cycle. In another assessment of a simi-

lar two-evaporator, multi-stage transcritical CO2 transportation refrigeration system,

Barta et al. [99] assessed the effects of varying ambient temperature and flash tank

pressure relative to evaporation pressure on compressor suction superheat, flash tank

liquid level, and system COP. It was concluded that the system COP was maximized

for a given ambient condition when the flash tank pressure was as close to the evapo-

ration pressure. This provided maximum potential pressure differential for expansion

work recovery. However, when the flash tank pressure was as close to the evaporation

pressure as possible, compressor superheat could become dangerously low, suggesting

that a pressure differential should be retained, which will also maintain the liquid

level in the flash tank at a high-enough level to not risk flash tank liquid starvation.

1.2.4 Discussion, Challenges, and Future Prospects

Supermarkets and transportation refrigeration make up the majority of research,

development, and applications of transcritical CO2 cycles. There are many perspec-

tives that could be used to explain the reasoning behind this distribution, but the

simplest way to state it would be that the inherent disadvantages of transcritical CO2

cycles do not have as high of a penalty in either supermarket or transportation ap-

plications. A myriad of performance-enhancing cycle architectures and components

have been developed and largely proven for various applications. In addition, many

of these components can be utilized in multiple applications. The environmental-



34

friendliness of CO2 is undeniable, clear operating conditions where it can compete

with or surpass HFC efficiency have been defined, and there are a significant num-

ber of components designed for CO2 application in mass production. The primary

challenges then become cost of installation and operation, as well as energy efficiency

in moderate- to high-ambient climates. In cool to moderate climates, transcritical

CO2 technology today can compete with and out-perform HFC cycles without be-

coming notably complex, which places the operating cost of CO2 systems below that

of competing systems. Combine the potential for efficient operation with the cost of

the actual working fluid, and the use of CO2 systems in high-leak rate applications

such as supermarkets become significantly less costly, both to the operator and the

environment. CO2 components are still more expensive than their HFC counterparts,

but that gap is continuing to close as economies of scale and design optimization make

an inevitable impact on component costs. Competitive efficiency in high-ambient cli-

mates has also been proven, but only in a small number of pilot installations requiring

complex architectures. The pilot installations of advanced CO2 technology need to

be further proven before wider-spread acceptance of the technology in high-ambient

environments can be achieved. However, it is a promising result and an excellent step

in the right direction.

While tremendous progress has been made in applications of transcritical CO2

cycles in both stationary and transportation refrigeration, several types of barriers

stand between the state of the art and widespread acceptance. The first, and debat-

ably most powerful, would be the legislation on the topic. While legislation is trending

in the right direction with the HFC phase-down seen throughout the world, it will

still take time for the HVAC&R industry as a whole to strictly rely on HFC/HFO

blends, HC solutions, and natural refrigerants such as NH3 and CO2. Once HFCs are

completely phased-out, the most suitable low-GWP refrigerant will likely fall into its

place with widespread adoption.

The next barrier would be availability and cost of components for transcritical CO2

systems. This barrier shrinks every year, as existing components become more pop-
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ular and technological developments help drive the introduction of new components

into mass-production. This evokes economies of scale to push the cost of transcritical

CO2 systems closer to that of current HFC systems. Another aspect of the barrier

associated with cost is the technician workforce that would service CO2 systems.

HVAC&R technicians are trained and focused on brazing copper tubing to build,

repair, or replace systems. However, the use of stainless steel is common in CO2 sys-

tems due to the high-pressures inherent of the cycle, so increased training on working

with stainless steel and its fittings would be necessary. However, advancements in

high-pressure copper alloys have resulted in a potential solution to this problem, with

currently-available materials rated at pressures up to 120 bar.

Another of the major challenges with adoption of transcritical CO2 technology

is the complexity of the cycles necessary to compete with HFC cycles. While there

has been tremendous headway made in the reliability of complex CO2 cycles, it is a

commonly-held opinion that simpler is generally more robust. This opinion has driven

significant research into controls, field-testing, and safety mechanisms of transcritical

CO2 cycles. However, additional experimental and field studies are necessary for the

adoption of the more-complex systems that have the potential to achieve a higher

COP than an HFC system in a moderate or high ambient condition.

Future aspects of work on the topic of transcritical CO2 refrigeration are contin-

ued experimental validation of existing transcritical CO2 cycles, instrumented field

tests of complex architectures to build consumer confidence, and optimization of ap-

plied components. The point of component optimization will likely bring about not

only high-efficiency compressors and HXs optimized for use with CO2, but also fur-

ther development of expansion work recovery devices. As has been shown, there is a

significant amount of research and development being conducted on expanders, and

even more on ejectors. The continued optimization of working principles, geometries,

and transient operation over a broad range of operating conditions will undoubtedly

push transcritical CO2 cycles closer to widespread adoption. With increasing fidelity

of modeling capabilities, designs that are deemed to have potential for further effi-
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ciency improvement may either be outside of traditional manufacturing capabilities,

or may be cost-prohibitive. Therefore, new and optimized components have poten-

tial for additive manufacturing, particularly with consideration of unique geometries

of internal features such as ejector mixing sections, which could be extremely dif-

ficult to fabricate using a lathe or end mill with the small diameters characteristic

of certain CO2 system capacities. Given the significant efficiency benefits that have

already been proven through the use of performance-enhancing devices, further devel-

opment and increasingly-robust designs can only increase the potential COP benefit

to transcritical CO2 cycles.

Key takeaways are summarized in the following bullet points:

• While a significant amount of work has been done on development of individual

components for modifications to transcritical CO2 cycles, there is room for im-

provement in the efficiency and reliability of expansion work recovery devices.

Furthermore, advanced design and analysis tools have gained popularity in as-

sessing components for improving CO2 cycle performance, thus providing new

tools to reach previously-unattainable efficiencies.

• Supermarkets dominate the stationary industrial applications of transcritical

CO2 refrigeration, and the energy savings from experimental pilot installations

become more impressive every year. With advanced architectures proving to

outperform HFC cycles in nearly all climates, not just moderate and mild as was

true in the past, supermarket applications seem to be here to stay. Furthermore,

as simpler architectures, which can return higher efficiency in northern climates,

become more robust, advanced CO2 cycle applications should become more

widespread in the coming years.

• Transportation refrigeration applications of transcritical CO2 have been proven

to be competitive in terms of efficiency, and shipping containers have been

proven to be a common application in industry. However, there is relatively

little published research on this particular application.
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• Transcritical CO2 cycles have been accepted in a broad array of applications,

and are only growing in popularity. As HFCs continue to be phased out, research

into further increasing efficiencies of previously-investigated applications as well

as new applications is necessary to help continue popularity growth.

1.3 Research Focus and Open Questions

The open research questions this thesis aims to address are presented herein.

1.3.1 Multi-Stage Two-Evaporator Carbon Dioxide Cycles

A vapor compression cycle with a second evaporating temperature and multi-

ple compression stages leads to an increased number of possible cycle modifications.

Furthermore, the increased complexity of cycle operation due to coupled evaporator

dynamics and a higher number of mixing flows and compressors presents additional

challenges. A question resulting from these inherent complexities is to determine the

best way to balance cycle complexity with performance benefits over a range of ambi-

ent conditions. While numerical and experimental research has been conducted on the

balance of complexity and performance, an exceedingly small number of publications

address this balance with the same test stand that has consistent heat exchanger,

compressor, and other system losses between comparisons. The second and third

questions in this context both concern cycle stability and dynamic behavior. Assess-

ing the ability of expansion work recovery to control a cycle is much less common

than quantifying performance benefits at a design point. Less common yet is the

comparison of expansion work recovery control methods to not only increase cycle

performance, but also control the cycle with reliability and stability. On a broader

level, the dynamics of complex architectures that have coupled dynamics between

evaporators and multi-stage compression has not been a focus of research due to the

trend of the literature to focus on sheer cycle performance benefits at steady state.

While the value of the steady state perspective is undeniable and such analyses are
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also conducted herein, both qualitative and qualitative descriptions of cycle dynamics

that will aid in the development of robust control schemes are lacking in the literature.

1.3.2 System Design

Designing a complex experimental setup can result in unforeseen challenges in

terms of both measurement and performance. While the results of an experiment are

generally what answers the open questions in the literature, there are many questions

that can be answered from an in-depth description of the design, construction, and

testing of an experimental test stand. Questions regarding test stand design are not

a gap in the literature in the traditional sense, but information and lessons learned

from efforts undertaken to develop complex test stands can aid in the development

of other test stands which can push experimental research in the area of transcritical

CO2 refrigeration forward. In particular, design of a modular test stand to test

multiple cycle architectures and transition between different architectures through

strategic placement of ball valves is not common, and can aid in the development of

test stands to provide increasingly meaningful comparisons of cycle architectures and

associated dynamics.

1.3.3 Ejector Design

While the amount of research on ejectors applied in transcritical CO2 cycles is

significant and continues to grow, there are several questions that are consistently

overlooked in the literature. The first of these questions is regarding a clear method-

ology for ejector design. Many researchers investigate the nuances of the design of

a particular section, perform optimization, and present the results with occasional

dimensions, but there is seldom discussion on the actual design process behind the

development of a prototype. Another of these overlooked questions would be the

variation in internal geometry for ejectors applied in different operating conditions.

Not only does the assessment of this geometry variation complement the design as-
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pects of the first question, but it also quantifies and draws attention to the significant

challenges associated with designing two-phase expansion components that can be

reliably and efficiently operated over a broad range of conditions. Finally, the fact

that an operating condition that results in the maximum COP for a cycle utilizing an

ejector may not be the condition where the ejector performs at its highest efficiency

has been proven repeatedly. However, any differences in the associated geometries for

ejector designs focused on maximum ejector efficiency versus maximum cycle COP

for the same condition have not been previously addressed.

1.3.4 Dynamic Behavior

In a four component vapor compression cycle, predictions of the effects of vary-

ing parameters such as the heat sink temperature, the heat source temperature, or

the expansion valve orifice size on cycle behavior can be made reliably. However,

such predictions become more challenging with each added flow path, valve, heat

exchanger, and compressor. To further complicate matters, the beginning and end

states of altering a system parameter are only part of the story, as understanding

intermediary steps and their relative rates is vital to maintaining reliable cycle dy-

namics. For example, if the orifice diameter of an expansion valve upstream of an

evaporator is decreased, the end result for the downstream evaporator will almost

always be a lower evaporation temperature and a higher outlet superheat. However,

the secondary implications of valve actuation would certainly affect the flash tank

liquid level, the superheat values of different compressor suction ports, and also the

temporary capacity of the refrigeration system. Understanding and quantifying the

transient effects on system behavior and performance will allow the development of

robust control schemes that can help reduce the impact of transient scenarios on cycle

performance and reliability. While research and development of refrigeration cycles is

not new, there is a lack of experimentally-validated dynamic models that can be ap-
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plied to a broad range of dynamic scenarios to help develop control schemes without

the need for experimental work at every iteration.

1.4 Research Objectives and Approach

In an effort to address existing gaps in the literature, several contributions have

been identified. In particular, four major aspects will be considered in the present

work:

• To provide a meaningful and systematic experimental comparison between tran-

scritical CO2 cycle multi-evaporator architectures that can be applied in both

supermarket and transportation refrigeration.

• To experimentally assess ejector control methods and the resulting impact on

cycle performance and behavior.

• To create and validate a comprehensive ejector design tool that can be applied

over a broad range of applications and working conditions.

• To develop and validate a detailed dynamic model of a multi-evaporator trans-

critical CO2 cycle for control strategy development.

More specifically, the following cycle enhancements will be considered and inves-

tigated:

• Multi-stage compression with intercooling;

• Open economization and the associated evaporator flash gas bypass;

• Ejector expansion work recovery with a variable motive nozzle diameter;

• Application of a CO2 pump between the gas cooler and ejector motive nozzle

inlet.

A modular test stand has been developed to compare all of these cycle enhance-

ments over a range of ambient conditions. With respect to expansion work-recovery,

two control methods of a two-phase flow ejector will be assessed. In particular, the

modulation of the motive nozzle diameter through an adjustable needle located in the
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nozzle throat will be compared to the application of a CO2 pump located between the

gas cooler outlet and the motive nozzle inlet. Ejector control refers to the ability to

actively modulate the motive nozzle inlet pressure in a way that results in a change

in the ejector efficiency, pressure lift, or entrainment ratio. The two ejector cycles

will be compared to cycles utilizing a flash tank at the evaporator inlet and a baseline

cycle with no phase separation. While all of these performance-enhancing technolo-

gies besides the pump have been discussed individually or in a combination of one

or two as reported in the literature review, there has not been a single, comprehen-

sive experimental test stand able to test all of the proposed performance-enhancing

technologies under the same operating conditions with the same components to the

best knowledge of the author. The experimental test stand developed as part of this

work serves the purpose of providing a direct comparison in expansion methods and

components in an effort to bring more conclusive recommendations to the body of

knowledge on transcritical CO2 cycles as to which architectures have the highest COP

and/or capacity over a range of operating conditions.

Ejectors have become the most widely-used method of expansion work recovery

in vapor compression cycles, and as a result there is a significant amount of literature

reported on their use. Despite the popularity, the majority of the literature containing

physical and practical aspects on ejector design do so as a secondary contribution, thus

lacking comprehensive nature. The ejector design tool presented in this thesis provides

insights from fundamental fluid mechanics and thermodynamics to manufacturability,

and enables the output of physical ejector dimensions in applications over a broad

range of operating conditions with the potential to be applied in different working

fluids.

The dynamic modeling literature is largely focused on gas-cooling pressure opti-

mization, along with growing amounts of work on the area of intermediate-pressure

optimization. With that being said, there is a significant gap in the literature concern-

ing dynamic control scheme development focused on cycle optimization using both

multi-stage compression and economization simultaneously. In addition to this gap,
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the literature is lacking in experimental validation of transient models and discussion

of any discrepancies in their behavior. The dynamic model presented herein provides

insights on the development of an experimentally-validated dynamic model as well as

two examples of utilizing the dynamic model for control scheme development.

1.5 Overview

The structure of this thesis to meet the previously mentioned objectives is as

follows:

In Chapter 2, the design, structure, and instrumentation of the experimental test

stand is explained. Chapter 3 provides an experimentally-validated ejector design

tool and explanation of its use as well as potential applications. Chapter 4 presents

an in-depth description of the dynamic model and the solution procedure within

Dymola. The experimental parametric study, data reduction, test stand operating

procedure, and results are provided in Chapter 5. Validation of the dynamic model

with experimental data is reported in Chapter 6. Finally, Chapter 7 summarizes

conclusions, lessons learned, challenges encountered, and future work identified for

this research work.
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2. SYSTEM DESIGN

The purpose of this chapter is to provide insights into the design and construction

of the experimental system. In particular, the overall system architecture and the

different cycle configurations are described in detail. Then, a thermodynamic model

is employed to size the system and the necessary components and sensors are selected.

Lastly, the system is assembled and commissioned. A photo of the final experimental

system placed in a psychrometric chambers at the Ray W. Herrick Laboratories is

shown in Figure 2.1.

Fig. 2.1. Photo of the completed transcritical CO2 test stand inside of a
psychrometric chamber.
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2.1 System Design Introduction

As the concept and background for the need for systematic comparisons between

modifications to transcritical CO2 refrigeration cycles has been discussed thoroughly

in Chapter 1, a brief introduction for context is provided here to provide additional

motivation for the design and construction of the test stand described in this chapter.

A number of studies on modifications of transcritical CO2 cycles, as well as their focus

and whether they were numerical or experimental in nature, are summarized in Table

2.1.

Given the supermarket context for applications of complex cycles transcritical

CO2 cycles, a gap can be found in the literature for a systematic comparison of

more than two to three cycle comparisons performed with the same compressors and

heat exchangers. This comparison will minimize the differences between the cycles

and isolate the performance variation to the specific components or architectures be-

ing tested. Additionally, how these different cycles behave not only at steady state

but also during transient conditions is yet to be explored experimentally for several

different cycle architectures in a meaningful, direct comparison. The research pre-

sented herein concerns the development of a transcritical CO2 test stand with the

purpose of conducting comparisons between combinations of common cycle modifica-

tions discussed above, which could be applied in either supermarket or transportation

applications. In particular, the developed test stand utilizes three stages of compres-

sion with intercooling between the second and third stages of compression, and two

independently-controlled evaporators, each with a dedicated flash tank for open econ-

omization at each evaporation pressure. Additionally, the test stand is designed to

be able to transition between EXV mode expansion to ejector mode expansion with-

out the need to turn off the compressors. Furthermore, the multi-stage and open-

economization combination with an ejector was informed by Ladd [107–110] with the

intention of validating a particular multi-stage flashing refrigeration cycle. The de-

sign, assembly, and validation of energy balances under EXV and ejector modes with
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Table 2.1.
Summary of select cycle modification studies.

Author Architecture or Modification Type

Groll and Robinson [30] Turbine expander, IHX Num.

Elbel and Hrnjak [21] Flash gas evaporator bypass Exp.

Kim et al. [11] Expansion work recovery Num.

Baek et al. [31] Reciprocating expander Exp.

Agrawal et al. [20] Two-stage comp., IC, closed econ. Num.

Bertsch and Groll [100] Two-stage comp., Vapor injection Exp. and Num.

Elbel and Hrnjak [42] Variable geometry ejector Exp. and Num.

He et al. [101] Turbo expander Exp. and Num.

Wang et al. [102] Open and closed economization Exp.

Xu et al. [103] Vapor injection Exp.

Wang et al. [104] Rotary expander Num.

Liu and Groll [53] Variable geometry ejector Exp. and Num.

Zhang and Tian [105] Turbo expander-phase separator Num.

Hafner et al. [46] Multi-ejector Num.

Haida et al. [47] Multi-ejector Exp.

Barta et al. [106] Turbo expander-phase separator Exp. and Num.
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economization is presented in this work. In addition, deficiencies in the design and

associated recommendations are provided, as is a description of future work intended

for the test stand.

2.2 Cycle Design and Thermodynamic Modeling

The design of the test stand is based on two primary cycle configurations that

are based upon different expansion technologies. In particular, the cycle architecture

employing EXVs with no phase separation is considered to be the baseline configu-

ration. The second configuration features an ejector expansion device. This section

provides a detailed description of the two architectures and their variations. More-

over, the thermodynamic modeling conducted to provide estimates of system capacity,

pressure, and temperatures throughout to aid in component selection is outlined.

2.2.1 Cycle Design Overview

The schematic of the baseline EXV mode cycle and the corresponding state points

on a P-h diagram are provided in Figure 2.2(a) and Figure 2.2(b), respectively.
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(a)

(b)

Fig. 2.2. (a) Schematic of the experimental CO2 test stand in EXV mode;
(b) Theoretical state points of the experimental CO2 test stand in EXV
mode on a P-h diagram.
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An ejector operates by converting the high-pressure flow from the gas cooler (GC)

outlet through a motive nozzle to a high-velocity flow which enters the receiving

section. The low-pressure vapor from the evaporator outlet is entrained into the

receiving section by the high-velocity motive flow. The two flows mix in a constant-

area cylindrical mixing section before exiting the ejector through a diffuser. It is

vital to observe that the pressure at the diffuser outlet is higher than the evaporation

pressure, as the higher diffuser outlet pressure represents the ability of the ejector

to harness the available expansion work to reduce the load on the compressor. A

schematic and P-h diagram of the ejector cycle are provided in Figure 2.3(a) and

Figure 2.3(b) respectively.
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(a)

(b)

Fig. 2.3. (a) Schematic of the experimental CO2 test stand in ejector
mode; (b) Theoretical state points of the experimental CO2 test stand in
ejector mode operation on a P-h diagram.
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The ejector installed in the test stand was developed by Liu and Groll [111]. The

ejector was designed with variable geometry that allows variation of the motive and

suction nozzle diameters, but only the motive nozzle diameter can be changed during

operation. The motive nozzle diameter is modulated through a threaded needle that

moves up and down the motive nozzle, varying its effective flow area. A photo and

technical drawing of the ejector are shown in Figures 2.4(a) and 2.4(b), respectively.

(a)

(b)

Fig. 2.4. (a) Photo of the adjustable ejector applied in the CO2 test
stand; (b) Technical drawing of the adjustable ejector applied in the CO2

test stand.

In addition to the variation of the motive nozzle diameter, the use of a pump to

control the motive nozzle inlet pressure was assessed. A high-pressure pump specified

to handle suction pressures up to 80 bar was placed at the gas cooler outlet, and

variation of the pump speed would result in control of the motive nozzle inlet state.

The idea behind applying a pump was that it requires less work to increase the

pressure of a liquid than a gas, due to the smaller change in specific volume associated

with decreasing compressibility of a fluid for a given pressure rise. Therefore, the work
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input by the pump would result in an increase in ejector pressure lift that would

decrease the work input required by the compression process by a larger amount of

power than was required by the pump, thus increasing the cycle COP. The pump

employs three cylinders that are 20 mm in diameter with a stroke of 30 mm. The

suction chamber is separated from the crank case through Tungsten-Carbide plungers

and piston rings with tight tolerances, so force is transmitted via coupling of the

pistons from the crank case to the bottom of the plungers. A photo of the pump

installed in the test stand is shown in Figure 2.5.

Fig. 2.5. Photo of the CO2 pump installed in the test stand.

A table outlining all six possible cycle architectures is provided in Table 2.2, with

HP and LP referring to high pressure and low pressure, respectively.
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Table 2.2.
Possible cycle architectures for the CO2 test stand.

Number Expansion Economization

1 EXV None

2 EXV MT evaporator

3 EXV LT evaporator

4 EXV MT and LT evaporators

5 Ejector MT evaporator

6 Ejector MT and LT evaporators

Fig. 2.6. Detailed P&ID schematic of the CO2 test stand.
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A detailed piping and instrumentation diagram (P&ID) for the test stand that

was built to assess these cycles and their derivatives is provided in Figure 2.6. Oil

management was conducted through dedicated oil separators installed at the discharge

of each compressor with a metering valve (MV)-actuated return line to the compressor

oil sump. Tubing was installed between the compressor sumps and controlled with

a ball valve (BV) for equalization of oil levels between compressors, which can be

actuated once a given test has concluded. In practice, the oil bypass valves can be

partially opened to allow the cycle to retain a similar pressure differential, in which

case the oil bypass should be left open for longer but the cycle will return to its original

conditions faster. alternatively, the bypass valves could be opened to expedite the oil

return but sacrifice cycle operating conditions.

Two techniques for monitoring liquid level in the flash tanks were implemented

for redundancy. The first is visual liquid level monitoring and the second is capacitive

liquid level sensing. The EXVs immediately upstream of each evaporator are used for

evaporator outlet superheat control, while the EXV between the two flash tanks is

used for charge distribution control between the two tanks. If the liquid level rises in a

flash tank, the upstream EXV will reduce its effective diameter, and vice-versa if the

liquid level decreases in a flash tank. Simultaneously, the vapor bypass valves at the

outlet of each evaporator will be employed to ensure that enough vapor is bypassed

to allow complete phase separation within the flash tanks while also matching the

pressure drop on the evaporator-side, thus allowing a constant liquid level to be

achieved. Otherwise, the vapor bypass will receive more flow and risk flash tank

flooding. Conversely, if the EXV at the flash tank outlet drives more flow than the

bypass valves, the flash tank could drain all of the liquid, thus significantly reducing

evaporator capacity. A physical photo of the instrumented and insulated flash tanks

is shown in Figure 2.7.
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Fig. 2.7. Photo of liquid level measurements in the CO2 test stand.

Measurement devices and the reasoning for their placement will be discussed in-

depth in Section 2.3. Valves were placed strategically throughout the test stand, as

shown in the form of a thorough schematic in Figure 2.6 as well as in a simplified

schematic in Figure 2.8, in order to facilitate a safe transition between EXV and ejec-

tor operating modes without turning off the compressors. The green lines represent

refrigerant flow that will be utilized throughout all cycles, while the red, yellow, and

blue lines represent refrigerant flow paths unique to ejector, ejector and pump, and

EXV modes, respectively. As can be seen, the heat exchangers, compressors, and the

majority of the tubing will be common throughout the designs, suggesting a solution

that comes as close to meeting the test stand goals as possible. While the transi-

tions between combinations of economization can be conducted with MV actuation,

namely MV 1 and MV 2, the transition between EXV and ejector mode for high-side

expansion requires four steps. The transition to ejector operation entails first actu-

ating ball valve BV 8 to direct flow to the motive nozzle inlet, closing BV 1 to divert

100% of the GC outlet flow to the ejector motive nozzle, opening BV 4 to send flow
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from the evaporator outlet to the ejector suction nozzle inlet, and finally closing BV

3 to divert 100% of the evaporator outlet flow to the ejector suction nozzle, shown by

steps 1 through 4, respectively, in Figure 2.8.

Fig. 2.8. Summary of the EXV to Ejector transition in the CO2 test stand.

2.2.2 Thermodynamic Model Overview

The purpose of the thermodynamic modeling was to develop a model for the

purpose of component sizing and selection. As such, simplifying assumptions were

made surrounding the system and primary components. Compressor performance

was quantified via 10-coefficient ARI maps [112], which have been obtained through

a combination of testing on a hot-gas bypass test stand and manufacturer data, and

were corrected for a suction superheat of 10 K. Pressure drop in heat exchangers was

neglected, and the heat exchanger outlet state was solved as function of a fixed pinch

of 5 K between the refrigerant outlet and secondary fluid inlet temperature. The flash
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tank phase separation was assumed to be ideal, and expansion through EXVs was

assumed to be isenthalpic. Heat loss and pressure drop in the lines were neglected.

The ejector model was based off of a constant-area cylindrical mixing section model

by Li and Groll [52] with a modified numerical approach that provided a solver to

quickly solve the entire cycle for a range of operating conditions. Conservation of

mass in the mixing section is solved by iterating on the mixing pressure as shown in

Equation 2.1, and is confirmed again between the diffuser outlet quality and the flash

tank into which it diffuses.

(amb + asb)umix

vmix

= 1 (2.1)

where a is the area per ejector mass flow rate, u is the flow velocity and v is the

specific volume. The relationship between entrainment ratio, defined in Equation 2.2,

and diffuser outlet quality is found through solving the thermodynamic definitions of

quality and entrainment ratio to arrive at an expression of quality as a function of the

entrainment ratio, as well as other mass flow rates throughout the system depending

on system complexity.

w =
ṁsuction

ṁmotive

(2.2)

where xd is the diffuser outlet quality, w is the entrainment ratio, and ṁ is the mass

flow rate. A flowchart for the ejector solver is shown in Figure 2.9. In particular, the

inlet conditions from the GC and evaporator outlet are inputs during the initialization

phase, along with initial guesses for w and mixing section pressure, Pmix. Next, the

ejector solves each component sequentially, using the outputs from the motive and

suction nozzle calculations as inputs for the mixing section, before the diffuser utilizes

outputs from the mixing section as its inputs. Once the component solutions are

calculated, conservation of mass is checked at two places. The first check occurs at

the mixing section outlet, where the mixing section pressure is iterated upon until

convergence. Next, the diffuser outlet quality is used along with the input entrainment

ratio and other system mass flows to check for conservation of mass with respect to the
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entire cycle, and the entrainment ratio is iterated upon until the conservation of mass

criterion is satisfied. After satisfying conservation of mass, the solver is complete

and has also been automatically integrated within the rest of the cycle given its

consideration of system conservation of mass. It is worth noting that, despite the first

conservation check occurring before the diffuser, the diffuser is solved anyway because

it is inside of the first loop and is a function of independent, intensive properties only.

Initialize

Guess w Value

Guess Mixing Pressure

Motive Nozzle

Suction Nozzle

Mixing Section

Diffuser

| (amb−asb)·umix

vmix
− 1| < tol?

|xd·[(1+w)·(ṁ10+ṁ14)]
ṁ10

− 1| < tol?

Calculate Diffuser Outlet State

Stop

errormix,i > errormix,i−1
Increase

pmix

Decrease
pmix

errorw,i > errorw,i−1
Increase

w

Decrease
wNo

Yes

No

Yes

No

Yes

No

Yes

Fig. 2.9. Flowchart of the ejector solver integrated into the CO2 test stand
model shown in Figure 2.3(b)
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Motive and suction nozzle efficiencies were assumed to be 0.9, and the diffuser

efficiency was assumed to be 0.8 from the literature, as summarized in Liu [55]. Nozzle

and diffuser efficiency calculations are provided in Equations 2.3 and 2.4, respectively,

and operate under an adiabatic assumption.

ηnozzle =
hin − hout

hin − hout,s

(2.3)

ηdiffuser =
hout,s − hin

hout − hin

(2.4)

where h is the specific enthalpy and the s subscript denotes the outlet if the

process were isentropic.

Once the thermodynamic state points had been identified, line size was varied and

the velocity at states throughout the test stand was calculated. Per the ASHRAE

Refrigeration Handbook [113], Table 2.3 outlines the ranges of flow velocities through-

out the test stand. The lower bound is set to prevent significant oil entrapment, and

the upper bound is set to avoid high pressure drops and excess noise throughout the

system.

The three inlet conditions to the ejector motive nozzle were sub-cooled liquid,

super-critical liquid, and super-critical fluid. These three design states are sum-

marized in Table 2.4, including ambient temperature, GC pressure, and projected

evaporator cooling capacities for each condition. The evaporator conditions at all

tested states were air inlet temperatures of 3.3 ◦C and -20.6 ◦C for the MT and LT

evaporators, respectively, with an assumed pinch point of 5 K. LP compressor suction

and MT evaporator outlet superheats were set to 10 K.
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Table 2.3.
Recommended design velocities throughout a refrigeration system [113].

Location
Velocity

(m s−1)

Suction Line 2.5 - 20

Discharge Line 10 - 18

Liquid Line, Condenser to Receiver < 0.5

Liquid Line, Receiver to Evaporator < 1.5

Table 2.4.
Summary of chosen design points for the CO2 test stand.

State
TAmb

(◦C)

PGC

(kPa)

Q̇MT

(kW)

Q̇LT

(kW)

Sub-cooled Liquid 23 7000 7.7 3.1

Super-critical Liquid 25 8000 7.8 3.1

Super-critical Fluid 30 10000 9.9 3.1

The test stand was placed in a psychrometric chamber to enable control of the

ambient temperature and humidity. For control of evaporation conditions, two sep-

arate constant-temperature Water-Ethylene Glycol (EG) baths were implemented to

serve as evaporator heat sources. the independent bath configuration allowed sepa-

rate control of evaporator temperatures and loads, enabling a broader range of test

conditions. As such, both evaporators are plate heat exchangers (PHX) installed in

vertically in counter-flow orientation. The MT evaporator temperature can supply

fluid from -16 ◦C to 37 ◦C and the LT temperature bath can reach temperatures down

to -35 ◦C. Both are operated at target a flow rate of 10 liters per minute to maxi-
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mize temperature differential for accurate measurement while also retaining accurate

measurements from the turbine flow meter

2.2.3 Design Constraints and Results from Modeling

A simplified charge inventory model was developed with conservative estimates

for line lengths and component internal volumes. For the HXs, the density from the

lower temperature port was taken as the density throughout the HX, leading to an

overestimate. The conservative charge estimate was made with the intention of the

flash tanks also being oversized, and thus being able to absorb any additional charge

necessary. The low cost of CO2 was also considered in the decision to oversize the

flash tanks. The system model utilized the specific volume from each state point

and the estimated volume of the system components to calculate the system charge,

which resulted in a charge estimation of 6 kg. For each of the three design operating

conditions, internal optimization was used to solve for the GC outlet pressure that

led to the highest COP at the given operating condition. Therefore, key system

attributes such as pressure, mass flow rate, and temperatures for components reflected

the cycle operation at an operating condition that resulted in the highest COP at

that condition. The largest components were associated with the lowest ambient

temperature, and were chosen as the target design point to ensure the system was

not undersized. The resulting design points used for evaporator design were driven

largely by compressor map outputs and are provided in Table 2.5.
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Table 2.5.
Summary of evaporator design points for the CO2 test stand.

MT Evaporator LT Evaporator

CO2 Side Glycol Side CO2 Side Glycol Side

Tin ṁ Q̇cool Tin ṁ Tin ṁ Q̇cool Tin ṁ

(◦C) (g s−1) (kW) (◦C) (g s−1) (◦C) (g s−1) (kW) (◦C) (g s−1)

3.7 42.6 9.83 13.0 1350 -30.0 9.53 3.0 -15.0 1350

The EXV sizing was based on results from the modeling described Section 2.2

and was limited by three attributes, being maximum pressure, maximum operating

pressure differential (MOPD), and inlet volumetric flow rate. Because the valves were

designed for transcritical CO2 operation, the design MOPD of 9 MPa and maximum

operating pressure of 14 MPa were both greater than the values from the model pre-

diction for test stand behavior. The inlet states dictated the maximum pressure and

volumetric flow rate, and a combination of inlet and outlet states provided conditions

for the operating pressure differential. The chosen EXV met the required specifi-

cations well, and three different valve models were selected to best match the four

EXV applications. The kv values, defined as the volumetric flow rate through an

area resulting in a 100 kPa pressure drop with water at 15.6 ◦C, for each of the four

EXVs installed in the test stand are provided in Table 2.6 to show justification for

the choice, following nomenclature from Figure 2.8.
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Table 2.6.
EXV operating conditions and valve selections for the CO2 test stand.

Danfoss CCMT Ranges

Valve kv

(-) (m3 hr−1)

CCMT 2 0.17

CCMT 4 0.45

CCMT 8 0.8

Test Stand EXV Ranges

EXV # kv CCMT Selection

(-) (m3 hr−1) (-)

1 0.49 8

2 0.18 4

3 0.05 2

4 0.03 2

2.3 Component Selection and Test Stand Construction

This section discusses application of the design constraints obtained from initial

modeling in Section 2.2 to the selection of available componentry for the test stand.

Details of component and measurement device selection and placement are provided,

as is an overview and final result of the test stand construction process.

2.3.1 Primary Component Selection

The selection of key components within the cycle was driven by the use of com-

pressors that were available at the research facility. The selected components, along
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with any important comments, will be discussed herein. The LP compressor used in

the setup is a two-cylinder reciprocating compressor with a total displacement of 16.7

cm3. The HP compressor is a two-stage transcritical compressor with two cylinders

dedicated to the first stage and a third cylinder dedicated to the second stage with

total displacements of 33.3 cm3 and 20.0 cm3, respectively.

The chosen air to refrigerant HXs were micro-channel HXs (MCHX), with stainless

steel construction and aluminum louvers between passes. Given that each MC heat

exchanger has a nominal capacity of 5 kW, one MCHX was selected to perform as

the intercooler (IC) between the two compression stages of the HP compressor and

three MCHXs were used in series for the GC portion of the cycle. Initial model

results showed up to 5 kW of heat rejection at the IC and between 10 kW and 15 kW

during gas cooling. Because the nominal capacity of the MCHXs that were available

was 5 kW, one was applied for intercooling and three were applied in series for the

gas cooling process. The fans mounted on the surface were rated at 3420 m3 hr−1

each, with one installed on each HX. In order to facilitate independent control of each

evaporator via temperature bath, a PHX design was selected for both evaporators.

Because the HXs were to be subjected to the high system equilibrium pressures that

could reach 5 MPa, high-pressure stainless-steel PHXs were needed. 24 plate and 26

plate PHX designs were chosen for the LT and MT evaporators, respectively, due to

the larger predicted capacity of the MT evaporator.

A three-port pressure vessel was selected for the flash tank. The inlet was chosen

to be the port in the middle, while the liquid and vapor outlet ports were chosen to be

the bottom and top ports, respectively. A high-pressure pressure relief valve (PRV)

was installed at the third stage compressor discharge, and an intermediate-pressure

PRV was installed at the inlet to the MT flash tank. The intermediate-pressure

PRV was installed to ensure the resting pressure of the system does not exceed the

pressure rating for the flash tanks and their liquid level measurement devices. The

operating pressure for the flash tanks is below their maximum pressure ratings, but

since the resting pressure of the test stand could exceed 5 MPa, the installation of



64

the intermediate-pressure PRV was deemed prudent. To connect the EXVs to the

system, a stainless-steel tube was welded to the housing for connection to the rest of

the system via swage fittings. Manual control of the valves was achieved through the

use of a controller and display, which allowed the input of settings such as number

of steps, maximum rate of valve steps, and voltage input range, among others. The

valves were then mated to the LabVIEW visual interface for manual control via analog

voltage input.

The detailed physical description and performance characterization of the ejector

installed in the test setup can be found in Liu and Groll [114]. In particular, the

ejector features a variable geometry motive nozzle, allowing the variation of the nozzle

diameter via a threaded needle, as well as a motive receiving section diameter to enable

off-design point operation.

2.3.2 Selection of Measurement Devices

The test stand cycle architectures have been discussed in depth in Section 2.2.

Specifically, Figure 2.6 shows all installed measurement devices in the experimental

setup. To correctly estimate thermo-physical properties at each state point through-

out the cycle, both in-line temperature and pressure are measured at single-phase

points. For states that fell within the vapor dome, an assumption of isenthalpic ex-

pansion is used in combination with often-redundant temperature and pressure to

back out specific enthalpy of the state point. Mass flow rate measurements are made

with Coriolis-effect mass flow meters, while the EG-side volumetric flow rates are

measured with turbine flow meters. Power consumption of both compressors is mea-

sured independently by means of watt transducers placed upstream of the variable

frequency drives installed on both compressors. The complete list of measurement

instrumentation is provided in Table 2.7 as is the accuracy, model, and manufacturer.
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Table 2.7.
Summary of sensors and corresponding uncertainties for the CO2 test
stand.

Measurement Description Model Accuracy

Temperature Ungrounded TC Omega T-Type ± 0.5 K

Pressure (HP side) PT, 0-20684 kPa Setra 206 ± 26.9 kPa

Pressure (LP side) PT, 0-6895 kPa Setra 206 ± 9.0 kPa

Mass flow (ṁmotive)
Coriolis mass

flow meter
Micromotion CMFS050 ± 0.1% Rdg.

Mass flow (ṁsuction)
Coriolis mass

flow meter
Micromotion F025 ± 0.2% Rdg.

Mass flow (ṁLTE)
Coriolis mass

flow meter
Micromotion F025 ± 0.2% Rdg.

Volume flow (V̇EG) Turbine volume flow meter Omega FTB-1424 ± 0.1%

Liquid Level Capacitive liquid sensor SWI CS02 0.2% Rdg./0.4% FS

Compressor Power Watt transducer
Ohio Semitronics

GW5-015E
0.5% Linearity

Fan Power Watt transducer
Ohio Semitronics

PC8-001
1.0% FS

The uncertainties of calculated variables were determined using the accuracy of

instrumentation and Equation 2.5 [115].

UY =

√√√√∑
i

(
∂Y

∂Xi

UXi

)2

(2.5)

where Y is the calculated quantity, X is the measured quantity, and U is the

uncertainty.
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A photo of the completed test stand assembly from the back of the psychrometric

chamber is shown in Figure 2.10.

Fig. 2.10. Rear view of the CO2 test stand placed inside of a psychrometric
chamber.

The fan power consumption is measured by a watt transducer, but due to the

high start-up current draw of over 5 A for each fan and budgetary constraints, two

separate 20 A power supplies were required to power all four fans. Therefore, the

outputs each power supply were combined upstream of the watt transducer to be

measured together. As the supplied power continued through the watt transducer,

four individual DC lines split off to feed each fan. A wiring diagram of the system

power measurement is provided in Figure 2.11. The pump power measurement was

added to this wiring scheme, but follows the same wiring as the two GW5 transducers
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shown. Furthermore, both compressors and the pump were eventually modified to be

controlled by an individual variable frequency drive (VFD) for maximum control.

L1

120 VAC in

CT 2x Wraps

To 4 fans

TO DAQ

To VFD

Gray

10 A Fuses

120 VAC 
instr. power

L3

GW5-015E

2 8

3 9

4 10

5 11

6 12

1 7

L2 L3

To Dorin (Blue) Comp

L1

TO DAQ

GW5-015E

2 8

3 9

4 10

5 11

6 12

1 7

L2

TO DAQ

PC8-001-01EY18

2 8

3 9

4 10

5 11

6 12

1 7

Black

24 VDC Power 
Supply

120 VAC in 24 VDC Power 
Supply

+

+

-

-

120 VAC 
instr. power

120 VAC 
instr. power

10 A Fuses

Fig. 2.11. Power measurement wiring diagram for the CO2 test stand.

While the test stand consumes a significant amount of power, and thus requires

planning for physical disconnects, wire sizes, and fuses, both compressors operate on

460 VAC. Therefore, the current draw for each compressor is less than 10 A. However,

the two temperature baths required to facilitate cycle establishment operate on 208

VAC draw 31.5 A and 21.6 A for LT and MT baths, respectively. The wiring sizes and

disconnects were selected carefully to ensure safe and reliable system operation. A

schematic showing the nominal current draw, denoted as RLA, and the locked-rotor
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current draw (LRA) for all components is provided in Figure 2.12. Additionally, the

cable sizes, disconnect sizes, and fuses applied are included in the schematic.

Fig. 2.12. CO2 test stand power supply schematic.

2.4 Experimental Operation and Validation

In order to validate the operation of the test stand, two energy balances were

assessed. The first is the evaporator energy balance between the refrigerant and the

EG heat source loop. Once the specific heat, cp,EG, and density, ρEG, of the EG

mixture are known, the cooling capacities for each secondary loop are calculated and

compared to the refrigerant-side cooling capacity. Equations governing the calculation

of the secondary loop cooling capacity, refrigerant-side capacity, and the comparison

of the relative error, RE, between the two are provided in Equations 2.6, 2.7, and

2.8, respectively.

Q̇cool,secondary = V̇EGρEGcp,EG(Tin,EG − Tout,EG) (2.6)
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Q̇cool,ref = ṁref(hevap,out − hevap,in) (2.7)

REcapacity =
Q̇cool,ref − Q̇cool,secondary

Q̇cool,ref

(2.8)

where Q̇ is heat transfer rate, V̇ is volumetric flow rate, ρ is density, cp is specific

heat at constant pressure, and ṁ is mass flow rate.

The second energy balance was on the refrigerant-side to determine how well

the sensors and post-processing procedure could account for all energy entering and

exiting the system. The energy balance is shown in Equation 2.9, and the error of the

energy balance is calculated relative to the amount of power input into the system,

shown analytically in Equation 2.10 and schematically in Figure 2.13. The pump was

not utilized in initial testing, therefore its power consumption and heat loss is not

considered in energy balance analyses until Chapter 5.

Ebal = Ẇcomp,LP + Ẇcomp,HP + Q̇cool,ref − Q̇reject,IC − Q̇reject,GC

−Q̇loss,comp,LP − Q̇loss,comp,HP + Q̇gain,Amb − Q̇loss,Amb

(2.9)

REE−bal =
Ebal

Q̇cool,ref + Ẇcomp,LP + Ẇcomp,HP

(2.10)
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Fig. 2.13. CO2 test stand energy balance in schematic form.

While the power consumed by both compressors as well as all fans dedicated

to rejecting heat from the system is measured, the evaporators utilize the pumps

within their respective temperature baths to supply the fluid velocity for the internal

forced convection. However, the evaporator portion of the cycle was designed in

order to facilitate independent control of each evaporator. True application of this

refrigeration system would utilize air as the fluid to provide heat to the evaporators

and thus, cool a refrigerator or freezer compartment. Therefore, the fan power that

would be associated with an air-source evaporator needed to be extrapolated from

data taken on a similar system, both in design and capacity, by another research

team to simulate the power consumption at a constant speed. The data showed

a fan power consumption of approximately 250 W per evaporator. Therefore, 500

W is conservatively assumed to be the evaporator fan power consumption of the

experimental setup. All of these measurements and assumptions are applied in the

calculation of COP, shown in Equation 2.11. Fan power is considered to be the sum of

the measured fan power for heat rejection and the 500 W assumed for the evaporator

fan power consumption. While the assumed 500 W fan power is considered in the
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COP calculation, only the measured fan power is reported in the final results to retain

meaning of the uncertainty associated with its measurement.

COP =
Q̇MT + Q̇LT

ẆHP,Comp + ẆLP,Comp + ẆFans

(2.11)

The following experimental results were obtained with varying charge levels, de-

pending on the architecture. Without phase separation, charge was set with the goal

of balancing compressor suction superheat and GC outlet states, as is done in stan-

dard vapor compression cycles, with an approximate charge of 5.7 kg. However, for

architectures using the flash tanks, charge was added until approximately 30% of the

flash tank was full of liquid in order to ensure saturated liquid and saturated vapor

exited the bottom and top ports, respectively. While the additional charge can vary

due to the capacity of the flash tank to hold several kg of charge, 8 kg was used in the

tests presented here. The valves used for EXV 1 and EXV 2 were switched after initial

testing showed that high-side pressure control was limited with the larger valve, and

that the MT evaporator could be controlled with the larger valve. It should be noted

that the selected valves were found to be oversized due to initial misunderstanding of

kv versus inlet volumetric flow rate, but recalibration of the valve openings through

the LabVIEW visual interface still enabled control of the cycle. Another challenge

that was observed was that the Coriolis mass flow meters placed at the evaporator

outlets were found to be unreliable, the likely sources of which were the appearance

of two-phase flow as well as oil in the meter.

Therefore, the EG-side capacity from the MT evaporator was used after valida-

tion using simpler cycles and the mass flow meter at the outlet of the gas cooler. The

evaporator heat transfer rate measurement validation is shown in Figure 2.14, where

an MAE of 3.2% of the energy balance error outlined in Equation 2.8 was achieved

with eight tests. Finally, actual pinch values between the gas cooler outlet and am-

bient air were found to reach as low as 3.5 K. All further results shown herein utilize

the EG-side capacity for both evaporators, and the resulting refrigerant-side energy

balances agreed within 3.5%. Target evaporator inlet source temperatures for the
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MT and LT evaporators are 3 ◦C and -20 ◦C, respectively, and are meant to simulate

operating conditions for refrigeration and freezing, respectively.

Fig. 2.14. MT evaporator energy balance: Comparison of heat transfer
rates between refrigerant- and EG-sides.

First, the EXV expansion cycle using MT evaporator bypass, cycle 2, is shown

at steady state in Figure 2.15, with operating parameters and energy balance results

for all reported cycles provided in Table 2.8. The test of cycle 2 resulted in steady

operation and a steady liquid level in the flash tank, thus validating its use. Further-

more, cycle 3 was utilized as a test to assess pressure drop in the flash tank as well

as standard operation, shown in Figure 2.16. In-line thermocouples were installed

at the liquid and vapor outlets, then compared to the saturation temperature asso-

ciated with the pressure measured at the tank inlet. The liquid outlet temperature

was found to be within 0.5 ◦C of the inlet saturation temperature, suggesting negli-

gible pressure drop. However, the vapor outlet temperature was approximately 7 ◦C

higher than the saturation temperature, which led to the conclusion that the flash
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tank and suction line absorbed approximately 35 W from the ambient at a satura-

tion temperature of -30 ◦C. Next, MT economization was applied with the ejector

to achieve cycle 5, shown in Figure 2.17. The cycle 5 test showed that the ejector

and phase separation could both reach steady and controllable operation. The cycle

architectures that utilized both flash tanks simultaneously are not reported due to

rapid charge migration from the MT flash tank to the LT flash tank after opening

of MV 2 to enable phase separation. The rapid charge migration could be mitigated

through nearly closing EXV 3, but closing EXV 3 had the adverse effect of decreasing

the LT evaporation temperature below -45 ◦C and increasing suction superheat for

both compressors to over 30 K. This extremely low evaporation temperature led to

unsafe operation, and charge migration strategies to solve the challenge of the LT

flash tank are in the future work as a result.

Fig. 2.15. P-h diagram of the experimental cycle achieved with the CO2

test stand using MT evaporator economization, cycle 2.
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Fig. 2.16. P-h diagram of the experimental cycle achieved with the CO2

test stand using LT evaporator economization, cycle 3.

Fig. 2.17. P-h diagram of the experimental cycle achieved with the CO2

test stand using an ejector, cycle 5.
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Experimental validation of transitioning between EXV and ejector operation is

provided in Figure 2.18, which shows an annotated plot of primary system pressures

over time while the process shown in Figure 2.8 is applied. Compressor suction

superheat was retained above a minimum safe operating value of 5 K during the

entirety of the transition from EXV to ejector mode. The increase in gas cooling

pressure in the middle section was achieved by slowly decreasing the diameter of the

motive nozzle, dmotive.

Fig. 2.18. System pressure variation over time during the transition from
EXV to ejector mode in the CO2 test stand.

From a system dynamics perspective, system stability was robust and allowed a

reasonable amount of adjustment. However, secondary effects of adjustments must be

considered in order to effectively control the stand. For example, if the EXV opening

at the GC outlet is closed, the superheat at both evaporator outlets will increase, and

the evaporation pressures will decrease. The increase in evaporator outlet superheat
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and decrease in evaporation temperature can then be mitigated by opening the EXVs

at the inlet to the respective evaporators, but care needs to be taken so that the liquid

level in the flash tank does not disappear as a direct result. The varying liquid level

drives tuning of the MVs, which are used to balance the vapor bypass pressure drop

and flow rate but also have an effect on the evaporation pressure. Such dependent

effects, coupled with the fact that both EG baths, the psychrometric chamber, and

the system itself all need to achieve steady state operating conditions to take reliable

data, can make cycle operation a challenge. However, once a reasonable condition is

achieved in all of the aforementioned thermal systems, the same thermal inertia that

made achieving steady state challenging becomes an advantage, and slight variations

in the system condition, such as a sweep of GC pressures, can be absorbed by the

system reasonably well, allowing the systems to return to steady operation somewhat

quickly. The overview of responses discussed is something that would ultimately be

taken care of by EXV proportional integral (PI) controllers, but during initial test

stand development cycle control was monitored by the user manually until system

dynamics are reliably modeled in the future work.

2.5 System Design Conclusions

This chapter presented the design and commissioning of a novel test stand to

assess the performance of multiple common cycle architectures for transcritical CO2

cycles. The test stand consists of two evaporators, three stages of compression, a flash

tank upstream of each evaporator, and the possibility to switch between ejector and

EXV expansion methods. A design overview was given, as were particulars on the

component selection and design. Control strategies and measurement details were

discussed. Then, the most complex architectures using EXV and ejector expansion

methods were validated experimentally.

The test stand was proven to be able to close energy balances on the refrigerant-

side as well as with the secondary fluid used as a heat source in both evaporators.
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Challenges regarding phase separation transients were remedied through fine-tuning of

the evaporator vapor bypass rate and redundant flash tank liquid level measurements.

Additionally, lessons learned from the test stand design and instrumentation were

discussed.
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3. EJECTOR DESIGN

This chapter presents the development and validation of a design tool for an ejector

applied in a transcritical CO2 vapor compression cycle. Fundamental equations are

presented, as is the process to convert an intensive thermodynamic model to physical

dimensions along with validation using experimental data. Additionally, parametric

studies on the impact of sub-component efficiencies and system operating conditions

on performance and geometry are discussed. Finally, a comparison between ejector

design and operation for maximum COP and ejector efficiency is conducted.

The author would like to acknowledge Parveen Dhillon for his assistance in de-

veloping the numerical solution schemes and the integrated cycle model presented

herein.

3.1 Ejector Design Introduction

Growing global energy consumption and environmental concerns, such as global

warming, are primary drivers in the development of efficient and natural refrigeration

solutions that utilize fluids such as CO2. When CO2 is applied in vapor compression

cycles, such cycles often reject heat above the critical pressure, causing transcriti-

cal operation. Typically, transcritical cycles consume more compressor power than

comparable subcritical cycles at the same heat source and heat sink conditions due

to cycle thermodynamics. However, the high pressure differential across the system

also provides an increased potential for expansion work recovery relative to most

other working fluids, making a transcritical CO2 cycle a promising application for an

ejector.

Variable geometry ejectors, fixed geometry ejectors, and multi-ejectors have all

proven to recover expansion work effectively. Elbel and Hrnjak [42] experimentally
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tested a variable geometry ejector applied in a transcritical CO2 refrigeration system,

achieving increases in COP and cooling capacity of 7% and 8%, respectively. Further-

more, they tested diffuser angles of 5◦, 7.5◦, and 10◦, and concluded that the 5◦ design

performed best. A maximum ejector efficiency of 14.5% was achieved. Banasiak et

al. [116] conducted experimental and numerical assessments of different geometries

of nozzle, mixing section, diffusing, and discharge sections of the ejector, achieving a

maximum COP increase of 8% over a DX cycle. A diffuser expansion angle of 3◦ was

numerically found to be the best, but experimentally a 5◦ angle was applied, which

resulted in a higher ejector efficiency relative to the 7.5◦and 10◦ diffusers tested. Key

geometry ratios throughout the ejector can be calculated from the reported absolute

geometric values, and pressure profiles throughout the ejector are provided for differ-

ent geometries, lending significant insight into the internal operation of the device.

Lucas and Koelher [41] also conducted experimental and numerical analyses into ejec-

tor design, ultimately achieving an ejector efficiency of 22% and a COP increase of

17%. As one of the earlier research efforts on this topic, the experimental work led

to the insight that the motive nozzle throat became choked in transcritical opera-

tion, and also provided a simple but effective numerical modeling strategy. Li and

Groll [52] introduced another numerical approach for ejectors applied in a transcrit-

ical CO2 cycle, providing guidance on the modeling of both individual components

and systems. Most notably, the integration of the component and cycle models pro-

vided relationships between outlet quality and entrainment conservation of mass at

the ejector outlet, and utilized the relationship as an optimization parameter through

the introduction of a compressor suction bypass to facilitate additional control and

stability of the cycle. Liu and Groll [53] utilized a variable geometry ejector and

experimental data to derive polynomials for individual ejector components as a func-

tion of ejector operating conditions. The efficiency polynomials provided significant

insight not only into the potential efficiencies achievable by ejector components, but

also showed their variation with operating conditions.
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Hafner et al. [46] introduced the multi-ejector concept as another answer to the

question of ejector control over varying operating conditions. Multi-ejector technol-

ogy has been commercialized, and several initial studies to validate its performance

quickly showed its promise. Haida et al. [47] built a full-scale test stand to simu-

late supermarket refrigeration conditions, and utilized a multi-ejector block with four

different ejector sizes in parallel. Two different low-side refrigeration conditions and

loading scenarios were assessed over a range of ambient conditions, with a maximum

COP increase of 7% compared to the baseline parallel compression system. The oper-

ation of the ejector notably varied the load distribution between compressors, which

had a detrimental impact on compressor efficiency for the given design. Therefore, if

compressor operating conditions were optimized to work with the multi-ejector, the

performance benefit would likely be even greater.

Despite the amount of quality design, validation, and performance assessment

work that has been conducted on ejectors applied in refrigeration cycles, the specific

ejector designs utilized are often secondary to the analysis conducted. Furthermore,

there is limited work in the literature regarding the explicit design of an ejector using

first-principle analytical models. The effects of component efficiencies and operating

conditions on geometry, which can be valuable for those interested in investigating

ejectors applied in vapor compression cycles, is also lacking in the literature. This

chapter presents an ejector design tool that has been experimentally validated for

a transcritical CO2 vapor compression cycle but can be extended to other working

fluids. The design tool was integrated into a full system model to assess the relative

effects of individual component efficiencies as well as operating conditions on overall

ejector efficiency and ejector geometry. Differences in ejector geometry and efficiency

when optimizing the ejector versus the entire cycle are presented. Lastly, potential

model improvements and perspectives on future work are discussed.
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3.2 Approach and Sub-Models

This section describes the sub-models, governing equations, and overall system

design used throughout this chapter. For visualization, the internal processes of an

ejector are shown schematically in Figure 3.1(a) and in a P-h diagram for a trans-

critical CO2 cycle in Figure 3.1(b). Ejector operation begins at the motive nozzle

inlet, mi, where the high-pressure flow from the gas cooler outlet is accelerated to the

motive nozzle throat, mb. The high-velocity motive flow then entrains low-pressure

vapor from the evaporator outlet into the suction nozzle inlet, si. The suction nozzle

slightly accelerates the vapor from the evaporator outlet into the throat of the suction

nozzle, sb. The outlets of both nozzle throats then send the two flows into the receiv-

ing section. Following the receiving section, the two flows enter the suction chamber

and begin to mix at the entrance to the circular, constant-area mixing section, where

the mixed flow then increases in pressure due to the mixing process as it reaches the

end of the mixing section, mix. Finally, the flow enters the diffuser where the flow

pressure is further increased until exiting the ejector at a two-phase state, d.
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(a)

(b)

Fig. 3.1. (a) Ejector components and internal states; (b) Ejector process
applied in transcritical CO2 operation shown on a P-h diagram.

3.2.1 Sub-Component Modeling Strategy

Four primary sub-component models are utilized in the overall ejector model.

They are the motive nozzle, suction nozzle, mixing section, and diffuser. The funda-
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mental equations are based off of a combination of those utilized by Li and Groll [52]

and Liu and Groll [53]. The maximum velocity at the outlet of the motive nozzle

is limited by choked flow, which is achieved when the average flow velocity reaches

the speed of sound in a converging nozzle. The two-phase speed of sound can be es-

timated by employing different approaches [14, 117, 118], depending on assumptions.

The most simplified method of characterizing two-phase flow is to assume that the

flow is homogeneous, is in thermodynamic equilibrium, and has a slip ratio of unity.

The homogeneous model was chosen because literature has shown that the complexity

and computational cost associated with more complex two-phase flow models within

ejectors outweighs the small benefit in accuracy. Additionally, the homogeneous as-

sumption was applied in the development of the polynomials applied for experimental

investigation. The method for estimating the speed of sound applied herein is adapted

from Attou and Seynhaeve [117] and is shown in Equation 3.1.

Vc =

√
v2

mb(hg − hf)

(vg − vf)(h
′
mb − vmb)− v′mb(hg − hf)

(3.1)

Where V is velocity, v is specific volume, h is specific enthalpy, g denotes saturated

vapor, f denotes saturated liquid, v
′

is defined in Equation 3.2, and h
′

is defined in

Equation 3.3.

v
′ ≡ x

∂vg

∂Psat

+ (1− x)
∂vf

∂Psat

(3.2)

h
′ ≡ x

∂hg

∂Psat

+ (1− x)
∂hf

∂Psat

(3.3)

It is worth noting that the expression for the two-phase speed of sound shown in

Equation 3.1 trends towards a lower speed of sound as the quality decreases. The

trend towards a lower speed of sound with quality is relevant to ejector design because

as the condenser or gas cooler outlet specific enthalpy decreases, the nozzle outlet

quality will also decrease. Therefore, choked flow will be achieved at significantly

varying pressure levels depending on the motive nozzle inlet state and isentropic
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efficiency. When the motive nozzle model tries to achieve choked flow at pressures

significantly below that of the evaporation pressure for a given application, it can

restrict ejector performance if the pressure rise from the mixing section and diffuser

cannot bring the mixed flow pressure up past the evaporation pressure. Exceedingly

low motive nozzle throat pressures have not proven to be a significant issue with CO2

ejector applications, given the amount of motive flow acceleration possible due to

the high pressure differential across the system. However, low motive nozzle throat

pressures can become an issue if the two-phase speed of sound model is applied as

a convergence criterion in models utilizing other working fluids with less available

expansion work. If the model predicts a motive nozzle outlet pressure significantly

below the evaporation pressure, then the nozzle convergence criterion should switch

to a sub-sonic nozzle design with the outlet state defined as some pressure offset

below the evaporation pressure. Another challenge in the motive nozzle outlet state

characterization aspect of the work comes from when the outlet state of the nozzle

reaches the saturated liquid line or passes into the sub-cooled liquid region, which

could happen with a low gas cooler outlet temperature or during subcritical operation.

Along the saturated liquid line the differences in correlations for critical flow in two

phase become a numerical hindrance. Models which do not consider metastability,

and thus delayed evaporation effects, can result in a discontinuity [119] a the saturated

liquid line.

All components are assumed to be adiabatic and operate at steady state, steady

flow, with the nozzle work being zero. Additionally, the inlet velocity to both noz-

zles and the outlet velocity of the diffuser are assumed negligible, given the small

impact those respective velocities would have on the first law of thermodynamics.

Gravitational effects are also assumed to be negligible. The equations applied for the

isentropic efficiency of a nozzle and the subsequent calculation of the outlet velocity,

are shown in Equations 3.4 and 3.5, respectively. These equations are applied to both

the suction and motive nozzles.
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ηis,nozzle =
hin − hout

hin − hout,is

(3.4)

Vout =
√

2(hin − hout) (3.5)

The convergence criterion for the choked flow motive nozzle model is the compari-

son of the speed of sound and the velocity resulting from the energy balance. For the

suction flow, the same isentropic efficiency and velocity equations used in the motive

nozzle calculations are applied, but in this instance conservation of mass is used to

ensure the outlet velocity is correct. The conservation of mass is applied using Equa-

tion 3.6, and the area portion of the calculation is calculated using a fixed ratio of

throat diameter relative to the motive nozzle. The suction nozzle area calculation is

achieved through the introduction of a pseudo-mass flow rate that is used to develop

ratios throughout. For example, assuming a motive mass flow rate of 1 kg s−1, the

entrainment ratio is then used to solve for the suction mass flow rate, shown in Equa-

tion 3.7. Finally, using Equation 3.8, a diameter for the motive nozzle is applied to

determine the proposed suction nozzle diameter. With both an area and a mass flow

rate known, Equation 3.6 is used to calculate an outlet velocity from the conservation

of mass to be compared to the outlet velocity from the energy balance to form the

convergence criterion.

ṁ = ρAV (3.6)

w =
ṁsuction

ṁmotive

(3.7)

dmb

dsb

= Constant (3.8)

Mixing section losses are primarily due to fluid flow friction in the mixing section

and have the effect of decreasing the outlet velocity and the potential pressure lift
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across the ejector. Since conservation of mass and energy are satisfied with both mo-

tive and suction nozzle calculations, the difference in velocity outputs of momentum

and energy balances is used as the convergence criterion for the mixing section. For

the former, conservation of momentum is manipulated to produce an expression for

outlet velocity, shown in Equation 3.9. The energy balance is conducted by defining

both nozzles and the mixing section as the control volume and utilizing both nozzle

inlet states as the inputs, shown in Equation 3.10. Defining the control volume as

the mixing section outlet to both nozzle inlets minimizes the propagation of error

through the nozzle outlet velocity calculations.

Vmix =

√
1

ρmix

amb(Pmb + ηmixρmbV 2
mb) + [amix(1 + w)− amb](Psb + ηmixρsbV 2

sb)

amix(1 + w)
− Pmix

(3.9)

Vmix =

√
2[(
hmi + whsi

1 + w
)− hmix] (3.10)

where a represents the inverse of mass flux, calculated as the ratio of specific

volume to velocity. The inverse mass flux value provides the bridge from intensive

thermodynamic properties to physical dimensions. Because the units are area by mass

flow rate, multiplying the inverse mass flux value by a given mass flow rate returns

the area necessary for the applied mass flow to occur.

The diffuser performance is calculated as presented by Liu and Groll [53], with

the only difference being the area ratio is calculated by a series of constant diameter

ratios and angles. The diffuser lift coefficient is calculated through Equation 3.11,

with the corresponding pressure lift calculated by Equation 3.12. The overall ejector

efficiency is calculated using Equation 3.13 from Koehler et al. [43], and the angles

and ratios used in the ejector for experimental validation are provided in Table 3.1.

It should be noted that the two ratios involving motive and suction nozzle diameters

were varied between tests used for validation based on the ratios applied for the

experimental data point being assessed. The values presented in Table 3.1 represent
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ratios used during tests conducted by Liu and Groll [114] that yielded some of the

highest ejector efficiency values observed during testing. The use of these ratios,

angles, and the inverse mass flux is the key to transitioning these governing equations

from an analysis to a design tool, as all that is necessary to go from an intensive

property to an area is multiplication of a at each key point by the mass flow rate

through that portion of the ejector. Then, the ratios and angles from Table 3.1 are

applied to find the remaining lengths.

Ct = 0.85ρmix[1− (
Amix

Ad

)2][
x2

mix

ρg,mix

+
(1− xmix)2

ρf,mix

] (3.11)

Ct =
Pd − Pmix

0.5ρmixV 2
mix

(3.12)

ηej = w
h(Pd, ssi)− hsi

hmi − h(Pd, smi)
(3.13)

3.2.2 Cycle Description

A schematic of the cycle used in the system analysis is shown in Figure 3.2. The

two primary differences between the cycle used herein and a four component vapor

compression cycle are the ejector between state points 3, 7, and 4, and the phase

separator between states 4, 5, and 1. The phase separator is necessary because the

diffuser outlet state will be two-phase, necessitating phase separation so that the

compressor receives saturated vapor and avoids two-phase flow in the suction port.

Theoretical models generally fix state point 1 as saturated vapor at the ejector diffuser

outlet pressure. However, in reality, many transcritical CO2 cycles utilize a semi-

hermetic reciprocating compressor, where the suction flow enters the compressor and

flows over the motor before entering the compression chamber. The refrigerant flow

cools the motor and superheats the vapor before it enters the compression chamber,

which makes the cycle architecture shown in Figure 3.2 more robust in actuality than
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Table 3.1.
Ratios and angles applied in the ejector design model.

Ratio Description Value

Amix

Ad
Ratio of mixing section area to

diffuser outlet area

0.111

Ld

Lmix
Ratio of diffuser length to mixing

section length

2.525

Lmix

dmix
Ratio of mixing section length to

diameter

6.5

dmb

dsb
Ratio of motive and suction nozzle

throat diameters

0.33

dmb

dmix
Ratio of motive nozzle throat diameter

to mixing section diameter

0.45

Θm Motive nozzle angle 10◦

Θs Suction nozzle/receiving section angle 16◦

Θd Diffuser expansion angle 3.5◦
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it may appear. Additionally, the bypass from state 1 to state 6 is there to provide

additional control should instabilities arise during ejector operation.

Fig. 3.2. Schematic of the CO2 ejector cycle used in the optimization
studies.

3.3 Numerical Description and Solution Schemes

Two general numerical strategies are discussed herein. The first strategy is used in

the validation of the numerical model with experimental data and physical geometry,

while the second is the numerical strategy of applying the same fundamental model

as a design tool.

The overall solution scheme receives inputs of the two inlet states, characterized

by temperature and pressure due to their single-phase state, and the outlet state,

defined by pressure and an entrainment ratio. The entrainment ratio is calculated

through the ratio of suction to motive mass flow rates, shown in Equation 3.7, which

then allows the calculation of geometry throughout. The flowchart utilized for both

validation and design is shown in Figure 3.3. Both solution schemes solve the motive
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nozzle, suction nozzle, mixing section, and diffuser outlet states sequentially, in that

order. The two main differences between the two solution schemes are the convergence

criteria and the component efficiencies used.
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Input Pmi, Tmi, Tsi, Psi, w, ηcomponents

Guess Pmb

Calculate Vmb via energy balance and VC

|VC - Vmb| < tol?

Guess Psb

Calculate Vsb via energy and mass balances

|Vsb,e - Vsb,m| < tol?

Guess Pmix

Guess hmix

Calculate Vmix via energy and momentum balances

|Vmix,e - Vmix,p| < tol?

Calculate diffuser outlet state

Criteria < tol?

Stop

Update Pmix

Update hmix

Update Psb

Update Pmb

No

Yes

No

Yes

No

Yes

No

Yes

Fig. 3.3. Flowchart for the ejector solver utilized for ejector design and
validation.



93

3.3.1 Numerical Strategy for Validation

The validation solution entails employing governing equations, experimentally-

derived efficiency polynomials, and experimental data from Liu and Groll [53] to

output geometry used to achieve a given efficiency for a given condition. The exper-

imental data used in this validation was the same used for the development of these

polynomials, and was taken from Liu and Groll [114]. The criteria for validation

are key geometric parameters that would be used to produce a given thermodynamic

result. Using the solution scheme shown in Figure 3.3, the inlet states and the outlet

pressure are matched as close as possible to experimental data for validation. In the

validation portion of this work the convergence criterion is shown in Equation 3.14.

Then, the mass flow rates used in the experimental data are passed through the model

to produce the four primary diameters of concern, being the diameters of the motive

nozzle throat, the suction nozzle throat, the mixing section, and the diffuser outlet.

|Pd,calc − Pd,data| < tol? (3.14)

3.3.2 Solution Scheme for Design

The design solution scheme convergence criterion is defined by the relationship be-

tween the diffuser outlet quality and the ejector entrainment ratio, shown in Equation

3.15. This convergence criterion allowed the minimum amount of compressor suction

bypass flow shown in Figure 3.2, resulting in an ejector design that makes the most

use of the two flow rates it receives. This bypass serves as a system stabilizer against

experimental instabilities, and also eases numerical solutions by offering a additional

convergence criterion. The overall numerical structure of the design scheme shares

the solution scheme shown in Figure 3.3. With respect to component efficiencies, it

has been shown that the polynomials used in the validation scheme are more accurate

than constant efficiency assumptions, given the logical conclusion that a nozzle, mix-

ing section, and diffuser performance will vary for different operating conditions and
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entrainment ratios. However, the polynomials used in Section 3.3.1 were derived from

data from AC testing, limiting them to somewhat high evaporation temperatures.

This model utilizes the same governing equations regardless of applying constant

or variable component efficiencies. The use of fundamental equations broadens the

model applicability to most vapor compression cycles. Furthermore, the relationship

between the ejector outlet quality and entrainment ratio can be modified to fit more

complex cycles. For example, if the phase separation process at the diffuser outlet has

more than the standard two outlets, as long as the fundamental definitions of quality

and entrainment ratios are satisfied, then more complex expressions can replace the

final convergence criterion and the target mixing section pressure will still be reached.

An example of a more complex relation between ejector entrainment ratio and outlet

quality was provided in Figure 2.9 in Chapter 2.

|xd(1 + w)− 1| < tol? (3.15)

3.3.3 Cycle Analysis and Optimization

To study the effects of operating conditions, individual component efficiencies

and design parameters on the overall system and ejector performance, the ejector

solver model described in Section 3.3 is integrated into an overall system model.

Furthermore, this model formulation can be used to perform optimization on design

parameters for a target system performance based on the user application. Figure 3.4

shows a flowchart to solve the system shown in Figure 3.2 with an integrated ejector

for an array of operating conditions and design parameters. The idea behind the

numerical solution scheme is to solve the different components either sequentially or

simultaneously with additional constraints to ensure convergence at different compo-

nent interface states. An example interface would be the outlet of the evaporator to

the suction nozzle inlet. Here, in addition to ejector internal states shown in Figure

3.3, diffuser outlet pressure, Pd, and entrainment ratio, w, are iterated over simulta-
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neously to find a solution which satisfies the convergence criteria for the ejector as

well as different component and cycle models.

Operating Condition;
Design Parameters

Guess Pd and w

Compressor

Gas Cooler

Evaporator

Pmi, Tmi, Psi, Tsi, w, ṁm

Ejector Model

Separator

|wcalc - w| < tol?
and

|Pd,calc - Pd | < tol?

Update Pd and w

Output System
and Ejector

Performance; States

No

Yes

Fig. 3.4. Flowchart for analysis of the ejector cycle used in the optimiza-
tion studies.

In this study, an ARI 10-coefficient compressor map [112] shown in Equation 3.16

and developed using data from the manufacturer was utilized to model a fixed speed

compressor with a volumetric displacement rate of 1.75 m3 hr−1 at 60 Hz. Pressures

were used in place of condensing and evaporating temperatures more commonly seen

in 10-coefficient maps due to transcritical operation decoupling the high-side tem-

perature and pressure, as proposed by Hubacher and Groll [120]. Table 3.2 shows
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the corresponding compressor map coefficients for volumetric, isentropic, and overall

efficiency. The volumetric efficiency was used to solve for the mass flow rate, the

isentropic efficiency was used to solve for the discharge temperature, and the overall

efficiency was used to solve for the power consumed by the compressor. In this work,

the primary focus was to study the system performance with an ejector, as well as

how different operating conditions and ejector geometric design parameters affect the

overall system and ejector performance. Therefore, a simple heat exchanger model

was considered for the evaporator as well as the gas cooler with an assumption that

the heat exchangers are sized properly to have constant pinch point, subcooling and

superheat values with no pressure drop. However, the user can implement a more

detailed model based on their application and design purpose.

η = a0 +a1P1 +a2P
2
1 +a3P

3
1 +a4P2 +a5P

2
2 +a6P

3
2 +a7P1P2 +a8P1P

2
2 +a9P

2
1P2 (3.16)

where the pressure is in Pa. Mass flow rate and compressor power consumption

corrections for superheat relative to the 10 K at which the map was developed are

calculated with Equations 3.17 and 3.18, respectively,

ṁnew

ṁdata

= 1 + F (
ρsuc,new

ρsuc,data

− 1) (3.17)

Ẇnew

Ẇdata

=
ṁnew

ṁdata

∆his,new

∆his,data

(3.18)

where F is a correction factor assumed to be 0.75, ρ is density, suc denotes suction,

new represents the corrected superheat state, data is the state from the experimental

data, and is denotes the outlet state of an isentropic process.
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Table 3.2.
Compressor map coefficients applied in the ejector system model.

Coefficient ηvolumetric ηisentropic ηoverall

a0 1.03 5.70·10−1 5.63·10−1

a1 7.08·10−8 -2.19·10−7 -2.32·10−7

a2 -1.67·10−14 -5.45·10−14 -5.48·10−14

a3 2.53·10−22 -5.03·10−21 -2.59·10−21

a4 -1.53·10−7 1.45·10−7 1.07·10−7

a5 6.60·10−15 -6.19·10−14 -5.29·10−14

a6 -2.53·10−23 5.85·10−21 4.89·10−21

a7 3.80·10−14 1.39·10−13 1.42·10−13

a8 -1.67·10−21 -1.52·10−20 -1.36·10−20

a9 -1.92·10−21 1.10·10−20 7.53·10−21

3.4 Results and Discussion

This section provides a summary and discussion of the primary findings from the

presented analysis strategies. Validation is covered first, followed by a component

sensitivity analysis. A parametric study showing component geometry variation with

ambient and low-side conditions is then presented. Finally, a comparison of ejector

efficiency, system COP, and geometric parameters observed as a result of ejector

efficiency and cycle efficiency optimizations is presented.

3.4.1 Experimental Validation

Validation of the model against experimental data was taken in two steps. First,

individual component models were compared against experimental data, then the

entire model was assembled and integrated with the numerical solution. Data was
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(a) (b)

Fig. 3.5. Ejector model validation with: (a) Nozzle data input simulation;
and, (b) Fully numerical simulation.

taken at only two suction nozzle diameters of 5.5 mm and 17.2 mm due to the need to

remove the ejector from the experiment to vary the suction nozzle diameter diameter,

while the motive nozzle diameter could be actively varied during cycle operation.

Mixing and diffuser models were validated simultaneously, using experimental data

for the motive and suction nozzles, including geometric inputs to ensure that their

geometries and flow outlets were as accurate as possible. The application of data to

calculate nozzle outlet states in this portion of the validation allowed assessment of

the mixing section and diffuser geometry calculations. Validation for all four assessed

diameters with nozzle data input is shown in Figure 3.5(a).

Once confidence grew in the sub models, the entire model was run numerically.

The model received only temperatures and pressures at the two nozzle inlets, pressure

at the diffuser outlet, and the suction and motive mass flow rates. The model pre-

dictions for the four primary component diameters, being the motive nozzle throat,

suction nozzle throat, mixing section, and diffuser outlet, were determined and are

shown relative to the physical dimensions in Figure 3.5(b). Results of MAE for all

validation simulations are provided in Table 3.3.
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Table 3.3.
MAE obtained during validation of component diameters throughout the
ejector.

Simulation Parameter MAE (%)

Motive nozzle throat diameter

validation

Motive nozzle throat diameter 3.7

Suction nozzle throat diameter

validation

Suction nozzle throat diameter 3.7

Mixing and diffuser section validation
Mixing section diameter 3.7

Diffuser outlet diameter 3.9

Completely numerical validation

Motive nozzle throat diameter 4.0

Suction nozzle throat diameter 4.0

Mixing section diameter 3.1

Diffuser outlet diameter 3.1

3.4.2 Trends of Component Efficiency and Geometry

When designing an ejector, it is vital to understand the relative impact of individ-

ual component efficiencies on the overall ejector efficiency and the ejector geometry.

Figure 3.6(a) shows the effects of varying three primary component efficiencies, being

motive nozzle, suction nozzle, and mixing section efficiencies, on the overall ejector

efficiency for transcritical CO2 system operation. Here, only one of the component ef-

ficiencies was varied at a time while the other two were held constant at 0.75. Choked

flow in the motive nozzle throat was also set as a convergence criterion for the model
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to consider the dependence on the two-phase speed of sound. Furthermore, operating

conditions were kept constant with a gas cooler outlet pressure of 90 bar and outlet

temperature of 30 ◦C. This gas cooler outlet temperature represents a range of ambi-

ent temperatures between 25 ◦C and 27 ◦C depending on the approach temperature

between air and refrigerant. The evaporation temperature was held constant at a

temperature of -5 ◦C with a 10 ◦C outlet superheat. The compressor was modeled to

run at a fixed speed of 1750 revolutions min−1. For ejector geometric parameters, the

ratios of motive to suction nozzle throat diameter and mixing section area to diffuser

outlet area were also kept constant as per Table 3.1. The range of efficiencies was

motivated by the literature [55] as well as experimental data utilized in this investi-

gation. COP is defined as the ratio of cooling capacity to compressor power, as fan

power was neglected.

It can be seen that the mixing section losses have the most significant impact

on the overall ejector efficiency with an almost-linear direct trend. On the other

hand, changes in motive and suction efficiencies at lower values have a substantial

effect on overall ejector efficiency. However, as these component efficiencies increase,

the added benefit to overall ejector efficiency decreases, which provides a designer

an opportunity to prioritize maximizing the efficiency of the components with the

most significant effect on overall ejector efficiency. Figure 3.6(a) also highlights that

the mixing section efficiency has a greater impact on the ejector efficiency than any

other single ejector component. This corroborates the increase in research focused on

mixing section optimization aspects of ejector design research.

Figure 3.6(b) shows the variation of mixing section diameter with component

efficiencies for the same parametric study used to produce Figure 3.6(a). With respect

to the mixing section diameter, the effects of the two nozzle efficiencies and mixing

section efficiency can be related to the diameter through consideration of two-phase

density. The actual mix state is the outlet of the mixing section, which is the portion

of the section that is at the highest pressure because overall ejector pressure rise

occurs primarily in the mixing and diffuser sections. Therefore, for a given mass flow
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(a) (b)

Fig. 3.6. Through variation of the efficiency of one component at a time,
with the other two component efficiencies held constant at 0.75, the assess-
ment of: (a) Ejector efficiency variation with component efficiency; and,
(b) Ejector mixing section diameter variation with component efficiency.

rate, the outlet of the mixing section has the lowest density and thus, represents the

smallest area which would satisfy conservation of mass for a given flow rate. With

the relationship between density and area in mind, Figure 3.6(b) shows that the

mixing section efficiency has an inverse relationship with mixing section diameter.

This inverse relationship is logical, given that the mixing section efficiency primarily

represents the adverse effects of friction in the mixing section, as shown in Equation

3.9. Therefore, the mixing section outlet velocity, pressure, and density are directly

proportional to the mixing section efficiency and inversely proportional to the mixing

section outlet diameter.

With respect to traditional fluid dynamics, the simultaneous increase of pressure

and velocity could be counter-intuitive in that the relationship between velocity and

pressure rise generally represents a tradeoff. A decrease in velocity would therefore

lead to an increase in pressure. While the mixing section does decrease velocity to

increase pressure, a portion of the decreased velocity in the mixing section would

also be due to frictional losses. However, the governing equations for the mixing
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section outlet state shown in Equations 3.10 and 3.9, in conjunction with the flow

chart shown in Figure 3.3, reveal that the interrelations of pressure and velocity in

the mixing section are more complex. The mixing section pressure is varied in order

to facilitate both conservation of mass and energy, but must also satisfy momentum

dissipation considerations imparted through the mixing section efficiency. Therefore,

in satisfying conservation of mass, momentum, and energy, the solution suggests

that an increase in mixing section efficiency increases the pressure rise, showing that

additional velocity has been converted. However, the final result that the outlet

velocity also increased shows that the mixing section efficiency increase resulted in a

velocity increase that was significant enough that, even with additional pressure rise,

the outlet velocity still grew proportionally to mixing section efficiency. The decrease

in outlet quality with increasing mixing section efficiency had minimal impact on the

mixing section outlet pressure because the observed quality decrease was on the order

of 1%.

The motive nozzle efficiency shares a similar relationship to mixing section diam-

eter because of its direct relationship to motive nozzle outlet velocity. The higher

the motive nozzle outlet velocity is, the more effective the entrainment process is and

the more kinetic energy can be converted to pressure across the ejector. Addition-

ally, a higher motive nozzle isentropic efficiency expanding from supercritical flow to

subcritical flow would result in a higher outlet density, allowing more mass flow rate

through the ejector for a given area, or a smaller area for a given mass flow rate.

The only component whose efficiency varies directly with mixing section diameter

is the suction nozzle. At first glance, the direct relationship between suction nozzle

efficiency and diameter may appear to hurt performance, as the previous two com-

ponent efficiencies would suggest that a smaller suction nozzle diameter is correlated

with increased ejector efficiency. Because the suction nozzle area is solved as a ratio

to the motive nozzle area in this model, that ratio is held constant when the suction

nozzle efficiency is varied. Therefore, the outlet pressure must be varied to reach an

outlet state that satisfies both conservation of mass and conservation of energy, shown
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in Equations 3.6 and 3.5, respectively. In the case of the suction nozzle, the variation

of the outlet pressure results in a suction nozzle outlet pressure that increases with

suction nozzle efficiency. While the relationship between pressure and efficiency in

the suction nozzle appears to be counter-productive given the purpose of a nozzle is to

accelerate flow, the overall ejector performance needs to be considered. An increased

pressure at the outlet of the suction nozzle results in a higher density fluid. The

higher density allows more mass flow to be entrained when all other parameters are

held equal and thus, increases the entrainment ratio shown in Equation 3.7. While

the change in specific enthalpy across the suction nozzle may decrease with increasing

efficiency due to an increased outlet pressure, the overall ejector efficiency increases

because the increased entrainment ratio outweighs any decrease in the change in spe-

cific enthalpy, shown in Equation 3.13. Furthermore, an increased entrainment ratio

results in more mass flow rate passing through the evaporator and less mass flow

needing to be compressed by the compressor, resulting in an increased COP in con-

junction with increased ejector efficiency. When considering relative magnitudes of

specific enthalpy changes through each component, Figure 3.1(b) can offer a visual

reference.

A similar study was conducted for the motive nozzle throat diameter sensitivity

to component efficiencies. It was concluded that the motive nozzle throat diameter

is most sensitive to motive nozzle efficiency with an exponentially decreasing effect.

The suction nozzle and mixing section efficiencies were found to have negligible effects

on the motive nozzle throat diameter, which is primarily due to the choked condition

at the throat of the nozzle.

The performance implications of sub-component efficiencies are much more signifi-

cant than the geometric implications. While analyzing the variation in mixing section

diameter with various sub-component efficiencies offers a background for insights on

the fluid dynamics phenomena resulting from sub-component efficiency variation, the

practical impact on design and manufacturability is minimal. To quantify this state-



104

ment, varying the mixing section efficiency from 0.5 to 1.0 results in a decrease in

mixing section diameter from 3.33 mm to 3.05 mm, as shown in Figure 3.6(b).

3.4.3 Effects of Operating Condition on Geometry

A vapor compression cycle is often required to operate over a wide range of op-

erating conditions. Therefore, it is important to understand the effects of operating

conditions on the overall system and ejector performance, as well as on ejector geomet-

ric parameters. A parametric study was performed for different operating conditions

of a transcritical CO2 system based on the numerical scheme outlined in Section 3.3.3.

The gas cooler pressure was varied from 80 bar to 110 bar and evaporating temper-

ature was varied from -15 ◦C to 20 ◦C to simulate both refrigeration and AC system

operation. The evaporator outlet superheat was kept constant at 10 ◦C. The gas

cooler outlet temperature was fixed at 30 ◦C, with the compressor running at a fixed

speed, similar to the study in Section 3.4.2. The number of parameters and condi-

tions varied was limited to isolate the effects of varying certain parameters on ejector

performance and geometry. The ratios of motive to suction nozzle throat diameter

and mixing section area to the diffuser outlet area were kept constant as per Table

3.1. Furthermore, the ejector component efficiencies were kept constant at nominal

values with the motive nozzle at 0.7, suction nozzle at 0.65, and mixing section at

0.85, as motivated by the literature [55].

Figure 3.7(a) illustrates the variation of ejector efficiency with gas cooler pressure

and evaporating temperature. In general, ejector efficiency increases as the gas cooler

pressure increases with a varying degree at different evaporating temperatures until

almost becoming constant at an upper value. It would appear that this nearly-

constant value is an optimum with a fairly broad plateau, after which the ejector

efficiency decreases at a slow rate, as shown by the -15 ◦C evaporation temperature

line. However, a broader gas cooler range would need to be applied to confirm the

plateau of ejector efficiency. The reason for the chosen gas cooler pressure upper limit
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is the outlet state of the motive nozzle would approach, and occasionally cross, the

saturated liquid line, striking a numerical discontinuity as discussed in Section 3.2.1.

The gas cooling pressure at which the optimum occurs is directly proportional to the

evaporation temperature.

Figure 3.7(b) shows the ejector system COP difference compared to a four compo-

nent system. To isolate the effect of the ejector being applied in the vapor compression

cycle, the performance of the system with an ejector is compared to a standard four

component system operating with the identical compressor at the same gas cooler

and evaporator conditions. The COP benefit of the ejector has a maximum value

associated with a certain gas cooling pressure, which is a result of the combined ef-

fects of change in the compressor and ejector performance at different conditions.

As the gas cooler pressure increases past this maximum, the added benefit of the

ejector on the system COP decreases. This explanation of ejector applications builds

on the standard trend of transcritical CO2 cycles achieving a maximum COP at a

gas cooler pressure that balances increasing system capacity with increasing com-

pressor power. Moreover, the ejector system performs poorer than the normal four

component system at higher evaporating temperature conditions. The observation

of the diminishing benefit of an ejector with increased evaporation temperature for a

given motive nozzle inlet condition agrees with the well-reported concept of ejectors

being beneficial in systems with higher temperature lift due to additional available

expansion work. However, the gas cooler pressure does not have any drastic effect

on the difference in cooling capacity provided by the ejector system relative to the

four component system. At a fixed gas cooler pressure, as the evaporating tempera-

ture decreases, the relative performance of the system with the ejector comparatively

increases. Four test points at low evaporation temperatures and high gas cooling

pressures were outside the bounds of the compressor map utilized and hence were

removed from this study.

Variation of the motive nozzle throat and mixing section diameters with gas cooler

pressure and evaporating temperature is shown in Figures 3.8(a) and 3.8(b), respec-
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(a) (b)

Fig. 3.7. (a) Ejector efficiency variation with gas cooler pressure and
evaporating temperature; and, (b) Variation of ejector system COP dif-
ference relative to a four component system with gas cooler pressure and
evaporating temperature.

tively, for the same parameters used for Figure 3.7(a) and Figure 3.7(b). As the gas

cooler pressure increases, the motive nozzle throat diameter decreases with more sen-

sitivity to the variation at lower gas cooler pressures, which can be mainly attributed

to the change in motive nozzle inlet conditions and its mass flow rate due to the com-

pressor volumetric efficiency change. The change in mixing section diameter shows a

similar behavior at higher evaporating temperatures. However, at the lower evaporat-

ing temperatures the variation in mixing section diameter with gas cooler pressure is

less significant. One reason for the reduction in variation of mixing section diameter

is the relatively small variation in motive nozzle mass flow rate, which is also the

compressor mass flow rate, with a change in gas cooler pressure at lower evaporat-

ing temperatures. The connection between mixing section diameter and compressor

mass flow rate highlights that the characteristics of other components in a system

can greatly affect the ejector design and the need to carefully consider these char-

acteristics in the design process in order to have an optimum system performance

at various operating conditions. A similar study can be extended to other operating
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conditions, such as ambient temperature, and with a more detailed heat exchanger

model or variable speed compressor.

(a) (b)

Fig. 3.8. Resulting diameters of the: (a) Ejector motive nozzle throat
with varying gas cooler pressure and evaporating temperature; and, (b)
Ejector mixing section with varying gas cooler pressure and evaporating
temperature.

3.4.4 Effects of Cycle Efficiency Optimization on Geometry

In Section 3.4.3, the geometric parameter ratios of motive to suction nozzle throat

diameters and mixing section to diffuser outlet diameters were kept constant. In this

section, the effect of these two ratios on both ejector and system performance are

studied. First, a parametric study at a single operating condition is conducted. The

ejector component efficiencies were kept constant at the same nominal values used in

Section 3.4.3. For the parametric study, only one geometric ratio was varied while the

other was held constant at 0.33. The variation in system COP and ejector efficiency

with the ratios of motive to suction nozzle diameters and mixing section to diffuser

outlet diameters is shown in Figures 3.9(a) and 3.9(b), respectively.



108

The ratio of motive nozzle throat to suction nozzle throat diameter does not have a

significant impact up to a certain value, but increasing the ratio beyond that suddenly

decreases the system and ejector performance drastically. The sudden decrease in

ejector performance with increasing the ratio of the motive nozzle to suction nozzle

throat diameters is due to the decrease in suction nozzle mass flow rate and decrease

in pressure rise between the ejector diffuser outlet pressure and evaporating pressure.

Increasing the mixing section to diffuser outlet diameter ratio decreases both the

system and the ejector performance in an almost quadratic correlation because of the

corresponding decrease in the diffuser pressure lift coefficient.

(a) (b)

Fig. 3.9. Ejector efficiency and COP variation with ratios of: (a) Ejector
motive to suction nozzle diameters; and, (b) Ejector mixing section to
diffuser outlet diameters.

Next, to study the effect of optimization for a target performance parameter on

geometric parameters, two different optimizations were run over a range of oper-

ating conditions similar to those used in Section 3.4.3. The objective of the first

optimization was to maximize the ejector efficiency and the objective of the second

optimization was to maximize the system COP. For both target parameters, a con-

strained optimization was performed at each operating condition using the Sequential

Quadratic Programming algorithm due to the non-linearity of the problem. The ratio



109

of motive to suction nozzle throat diameters was constrained to vary from 0.2 to 0.5

and the ratio of mixing section to diffuser outlet diameters was constrained to vary

from 0.15 to 0.9 based on the literature and experimental data used in this work. Fig-

ure 3.10(a) shows the variation of optimized geometric ratios at different operating

conditions to maximize the ejector efficiency. The ratio of mixing section to diffuser

outlet diameters converges to the lower constraint limit because te smaller the ratio

is, the higher the diffuser lift coefficient which increases the diffuser efficiency and in

turn increases the ejector efficiency. However, the ratio of motive to suction nozzle

throat diameters decreases as the gas cooler pressure increases, and increases with the

rise in evaporating temperature, converging at the upper constraint limit for some

operating conditions with low gas cooler pressure and high evaporating temperatures.

The reason for the ratio converging to the numerical upper limit is that the system is

trying to keep the suction nozzle diameter constant or increase it slightly as the gas

cooler pressure decreases in order to maximize ejector efficiency through maximizing

the entrainment ratio.

(a) (b)

Fig. 3.10. Motive to suction nozzle throat diameter ratio variation with gas
cooler pressure and evaporating temperature for the case of: (a) Ejector
efficiency optimization; and, (b) System COP optimization.
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Figure 3.10(b) shows the variation of optimized geometric ratios for the case of sys-

tem COP optimization. As can be seen, the results are similar to the case of ejector

efficiency optimization except for some conditions with high evaporating tempera-

tures. At the higher evaporating temperature conditions, the cycle has a higher COP

without an ejector than with an ejector, so these geometric ratios are omitted from

Figure 3.10(b) because they are not meaningful. The omitted operation conditions

correspond to conditions where the COP of a system with an ejector is lower than the

simple four component system such that an ejector does not have any added benefit

at these operating conditions. Figure 3.11(a) shows the variation of ejector pressure

rise, defined as the difference between the diffuser outlet pressure and evaporating

pressure, and Figure 3.11(b) shows the ejector efficiency with different operating con-

ditions for the system COP optimization case. The higher evaporation temperature

points trending towards zero at higher gas cooling pressures are a result of the cycle

optimization trying to eliminate the impact of the ejector on the cycle for conditions

where the application of an ejector would reduce cycle COP. The resulting behavior

is in part also due to the compressor performance characteristics used in this study.

With a different compressor and other system components, optimization may result

in different geometric parameters.

In this section, optimization was performed on only two geometric ratios. The

limited breadth of the assessed parameters was mainly due to the ejector model

formulation used. However, using the outlined approach, a designer can extend the

optimization study further by utilizing a more detailed model formulation that could

account for the effects of additional geometric parameters on the ejector performance,

such as the mixing section length to diameter ratio and the diffuser section length.

Also, the ejector components efficiencies were kept constant in the present study

but the effect of ejector geometric parameters on its component efficiencies can also

be included by using efficiency curves for a particular system derived either from

experimental data or more detailed theoretical models, such as those using CFD.
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(a) (b)

Fig. 3.11. Variation with gas cooler pressure and evaporating temperature
of: (a) Ejector pressure rise for the case of system COP optimization; and,
(b) Ejector efficiency for the case of system COP optimization.

3.5 Practical Considerations

The CO2 ejector analyzed in the ejector numerical design chapter and experimentally-

tested in Chapter 5 is a robust design. It was able to vary both the motive and suction

nozzle diameters effectively, and the device performance was reasonable. With that

being said, stainless steel straight threads had a tendency to gall with only slight

interference. Furthermore, some of the fittings designed to mate with the test stand

tubing were soldered instead of welded. As long as the solder had a high silver con-

tent, the choice of solder was acceptable. However, a weld would be more robust.

After years of use, the threads began to experience galling, and one of the soldered

joints was compromised. Therefore, the threads were re-tapped and the solder was

removed and replaced with a weld through Purdue Research Machining Services. A

photo of the broken solder and galling is shown in Figure 3.12, and photos of the

refurbished ejector with clean threads and welds are shown in Figures 3.13(a) and

3.13(b), respectively. A final photo of the refurbished ejector is shown in Figure 3.14.
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Fig. 3.12. CO2 ejector with broken solder joint and galled threads.

(a) (b)

Fig. 3.13. CO2 ejector with: (a) Tapped threads; and, (b) Tapped threads
and clean welds.

Leak paths can be a significant challenge with any variable geometry component

operating in a pressurized environment. The initial design of the CO2 ejector relied

on nylon washers and compression from a nut forcing the washer against a tapered

lip to deform the washer such that it formed a tight seal around the outer diameter

of the nozzle. The same sealing concept was applied for both the motive nozzle

needle and the motive nozzle assembly, and can be effective. However, multiple
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Fig. 3.14. CO2 ejector with clean welds and tapped threads.

leaks occurred over the course of testing that required re-tightening of the nut and

occasional replacement of the seal. In order to decrease the chances of leaks occurring

in future designs, a cue from a high-pressure ball valve design was taken through

application of a double o-ring design on the outer diameter of the shaft in addition

to the nut-driven deformation relied upon in the initial design. A CAD image of the

double o-ring concept is shown in Figure 3.15.

The final practicality aspect would be the manufacturability of the ejector as

a whole. The design for the CO2 ejector was developed between 2005 and 2008,

which was a time when additive manufacturing was not nearly as widespread as

it is today. Therefore, the initial design was developed with a cylindrical piece of

stainless steel then had the ejector internal geometry machined inside of it using a

combination of lathes and end mills. While the traditional fabrication strategy is

just as sound today as it was upon conception, if the size of the ejector or ratios of

diameters to lengths were to change significantly, some internal geometries would be a

challenge to fabricate. The difficulty of machining certain internal geometries would

be particularly relevant in the diffuser due to the exceedingly small diffuser angle.

One solution to fabricating this challenging angle would be additive manufacturing,

which would be able to fabricate components with large length-to-diameter ratios.
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Fig. 3.15. Proposed double o-ring design for additional leak protection on
variable nozzle outer diameters.

However, if additive manufacturing was to be considered, then the design starting

with a cylinder of stainless steel no longer makes sense due to the amount of raw

stainless steel needed, which is often in powder form depending on the specific type of

additive manufacturing. With the desired type of manufacturing in mind, redesigning

the exterior of the ejector to match the internal contour would be one solution to

decrease overall mass, cost, and manufacturing time. An example modification was

assessed using a derivative of the CO2 ejector introduced in Chapter 2, and the design

that was optimized for additive manufacturing required less than 25% of the mass of

the original design. CAD renderings of the original design and the design optimized

for additive manufacturing are shown in Figures 3.16(a) and 3.16(b), respectively.

3.6 Ejector Design Conclusions

This chapter presented a design tool for two-phase flow ejectors applied to vapor

compression cycles. Governing equations were presented and discussed. Additionally,

sub-model validation of calculated values for the motive and suction nozzle throat

diameters, the mixing section diameter, and the diffuser outlet diameter against ex-
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(a)

(b)

Fig. 3.16. (a) CAD rendering of ejector design for traditional manufac-
turing; (b) CAD rendering of ejector design for additive manufacturing.

perimental data resulted in an MAE of 3% to 4% for all diameters assessed. The

ejector model was then applied in a cycle model where the effects of varying ejector

component efficiencies and operating conditions on ejector performance and geometric

parameters were assessed. Reasonable trends were achieved, and physical explana-

tions were provided. The gas cooling pressure where the maximum COP benefit from

an ejector relative to a four component cycle occurred was found to be lower than

the gas cooling pressure where the maximum ejector efficiency occurred. Also, it

was found that applying an ejector in higher evaporation temperature applications in

low ambient temperature conditions could result in a lower cycle COP than could be

achieved with a four component cycle.

Finally, optimization of geometric ratios of the four primary system diameters was

conducted with the objectives of maximizing ejector efficiency and maximizing cycle

COP. During the ejector optimization, reducing the ratio of mixing section diameter to

diffuser outlet diameter resulted in an increased ejector efficiency through the smaller

ratio facilitating maximum diffuser pressure lift. However, diminishing returns for
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minimization of the ratio of mixing section to diffuser outlet diameters were observed.

To provide an example with the ejector parameters resulting from system modeling

in Section 3.4.3, increasing the ejector efficiency from 19.9% to 20.8% would require

a diffuser length increase of 5.1 mm, whereas a further increase in ejector efficiency

from 20.8% to 21.7% would require a diffuser length increase of 17.1mm. While

the absolute values used in this example are not massive, the relative size of the

length increase for increasing efficiency is the key takeaway. Therefore, the intended

application and manufacturing technique should be considered when deciding the

ratio of mixing section to diffuser outlet diameters for a design. Additionally, a ratio

of motive nozzle to suction nozzle diameters was shown to reach a clear optimum

value, but it should be noted that this value will decrease with increasing gas cooler

pressure and decreasing evaporation temperatures.

Future work is to develop more comprehensive sub-models that can capture effi-

ciency variation over a broad range of operating conditions, as well assess the results

of the model using various two-phase speed of sound definitions to broaden model ap-

plicability. Additionally, experimentally validating optimized designs through testing

of a prototype is a next step in this work.
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4. DYNAMIC MODELING

This chapter provides an overview of the dynamic model developed to predict tran-

sient and performance of the test stand developed in Chapter 2. An overview of the

dynamic modeling environment is provided, including solution schemes, boundary

conditions, and cell types within the model. Component sub-models and how their

parameters were modified to represent the experimental cycle are presented in-depth.

In particular, heat exchanger, compressor, and valve sub-models are described in an

effort to increase the robustness of the model and minimize inputs from the user.

Finally, two case studies showing potential applications of the dynamic model are

assessed.

4.1 Dynamic Modeling Introduction

As transcritical CO2 cycle architectures increase in complexity, control of these

cycles becomes a greater challenge. Optimization opportunities are one aspect of

controlling transcritical CO2 cycles, including a free high-side pressure, impactful

pressure differentials between evaporators and flash tanks, and vapor injection pres-

sure. However, optimization is secondary to ensuring the system operates reliably.

Particularly when phase separation and flooded evaporators are utilized, the tran-

sients associated with quality variation with pressure and the risk of drying out the

evaporators must be addressed with robust solutions. Controlling superheat at the

evaporator outlet via a TXV or EXV upstream of the evaporator is a standard and

robust method of cycle control. However, as transcritical CO2 cycles become in-

creasingly complex, addition control methods and tools to develop them are needed.

As dynamic modeling efforts and programs have developed over the past several

decades [121], two definitive types of dynamic models have become apparent and
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widely-used. The first is lower-fidelity that relies largely on linear relationships and

is used primarily for large time scale problems, such as simulations on the order of

years. The second type is a higher-fidelity, physics-based modeling approach [122].

These models consist of algebraically-coupled differential equations, and have been

implemented in several different coding languages, some examples of which have been

mentioned in Chapter 1 [123–125].

A dynamic simulation of a 1:1 scale laboratory transcritical CO2 supermarket

system was conducted by Pardinas et al. [87] using Dymola [126] and TIL libraries

[127]. The researchers assessed several architectures utilizing parallel compression,

phase separation, and evaporator flooding, then tested control strategies to ensure safe

transitions when varying the number of compressors in operation based on required

loads. In particular, it was found that parallel compression led to a reduction in

power consumption of 19% at 30 ◦C relative to a standard booster system, and that

implementing ejectors in the cycle made an additional 8% power reduction possible.

The authors proposed application of a variable speed drive to at least one compressor

within a block of parallel compressors to ease transitions when bringing them online

to supplement capacity, and also applied a high-pressure EXV in parallel with the

multi-ejectors. While the idea behind the multi-ejector setup is that solenoid valves

open and close upstream of each ejector to modulate system capacity and high-side

pressure through increasing or decreasing the ejector effective flow area, the addition

of an EXV is a prudent safety mechanism. The motive nozzle of both ejector blocks

is fed by the gas cooler outlet flow, but the suction nozzle of one set of ejectors was

fed by the MT cabinets while another was fed by the AC evaporator. The separate

sources for the suction nozzle necessitated a tradeoff in control priorities between

either optimizing the AC load and risking upsetting the gas cooling pressure or using

both ejector blocks to optimize the gas cooling pressure and risking reaching a limit

on AC capacity. Finally, the intermediate receiver pressure availed itself as a control

variable and it was proposed to actively control this pressure through compressor

power minimization as a function of ambient temperature just as is done with high-
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side pressure control. Cabello et al. [88] compared experimental measurements of

the optimum high-side pressure in a transcritical CO2 cycle to four correlations for

COP optimization in the literature. The researchers concluded that very slight errors

in the calculation of the optimum gas cooling pressure resulted in significant COP

reduction. In response, a number of researchers proposed the application of real-

time control strategies of optimum high-side pressure, which Cecchinato et al. [89]

concluded was a more robust solution than the application of correlations from the

literature.

This section focuses on the development of a detailed model of the test stand

introduced in Chapter 2. The significantly larger amount of published literature

on steady state performance of multi-evaporator vapor compression cycles relative

to dynamic models was a motivator for the development of the model presented

herein. Additionally, efforts to experimentally-validate dynamic models are fewer yet,

adding to the potential impact of this chapter. Details on modified sub-component

models are discussed, and two case studies for application of the model to develop

control schemes are proposed. An overview of the numerical environment used for

this model is provided, and the application described herein is conducted in the

Modelica language [128], utilizing the Dymola environment [126] and TIL Suite library

developed by TLK-Thermo [127].

4.2 Model Overview

Developed in 1997, Modelica is an object-oriented, multi-domain, declarative lan-

guage that allows component-oriented modeling of complex systems. One of the

benefits of utilizing a language like Modelica is that is enables the user to convert

continuous and discrete components into a system of hybrid differential-algebraic

equations that are transformed by a simulation environment. An example of a simu-

lation environment that is compatible with Modelica is Dymola, which was utilized for

the work conducted herein. Furthermore, within the Dymola environment, a number
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of libraries exist that are focused on thermal systems modeling. One such example

is the TIL Suite, which contains pre-loaded thermo-physical properties for a broad

array of common refrigerants and organic substances. Within the TIL Suite, TIL Me-

dia allows the quick and efficient calling of these thermo-physical properties through

custom high-performance equations of state, tabulated bi-cubic spline interpolation,

as well as an interface to the refrigerant property database REFPROP [129]. Fur-

thermore, the library offers numerous examples of thermal system simulations, both

vapor compression cycle and otherwise, along with a vast array of components, fluid

choices, and unique boundary conditions. A high-level description of the Modelica

environment and physics-based dynamic modeling relative to other techniques can be

found in Desideri [122]. Within the TIL Suite the structure available to the user is

shown in Figure 4.1. Additionally, an overview of possible fluid types within the TIL

Library [127] and their associated parameters is provided in Figure 4.2. A diagram

of the developed cycle model in Dymola is provided in Figure 4.3.
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Fig. 4.1. TIL library structure [127].
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Fig. 4.2. List of possible fluid types and connectors available within the
TIL library [127].
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Fig. 4.3. Cycle assessed in the Dymola environment [127].

4.3 Boundary Conditions and Solution Schemes

The cycle solver within Modelica converges based on continuity between coupled

algebraic equations within a given tolerance between all components and flows within

the cycle. All fluid-types specified in Figure 4.2 have connectors that are specific to

each fluid type. At each boundary or connection throughout the system, conservation

of mass, momentum and energy are checked, and convergence will not be allowed until

system attributes, such as temperatures and pressures, are iterated upon to a point

of satisfaction for all three conservation equations. Each type of cell interacts with a

port when connecting to a boundary or another component. A summary of ports is

provided in Figure 4.2.

In this simulation, CO2 is considered the VLE Fluid, or vapor liquid equilibrium

fluid, the moist air used to cool the GCs is Gas, and the EG is Liquid. Each of these

cell types has a unique range of properties associated with it in order to fully define
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the thermodynamic state. Accordingly, unique conservation equations are associated

with each fluid cell type. Tables 4.1 provides a summary of the cell type and the

associated conservation equations for VLE Fluid, Moist Air Wall, and Liquid cells.

Table 4.1.
Map for the three cell types utilized in the TIL Suite [127].

Mass Balance

Energy Balance

Momentum Balance

VLE Fluid

dξ
dt =

ṁflow,A·(ξflow,A−ξVLEFluid)+ṁflow,B·(ξflow,B−ξVLEFluid)
ṁVLEFluid

dh
dt =

ṁflow,A·(hflow,A−hVLEFluid)+ṁflow,B·(hflow,B−hVLEFluid)+Q̇flow+V olume·dp
dt

ṁVLEFluid

pA − pB = ∆p

Moist Air Wall

0 = ṁflow,A + ṁflow,B − ṁflow,Condensate + ṁflow,Evaporate

0 = Q̇flow + ṁflow,A · hA + ṁflow,B · hB + hfilm · (ṁflow,Evaporate − ṁflow,Condensate)

pA − pB = ∆p

Liquid

ṁflow,A + ṁflow,B = β · ρLiquid · dTLiquid

dt · V olume
dTLiquid

dt =
ṁflow,A·(hflow,A−hVLEFluid)+ṁflow,B·(hflow,B−hVLEFluid)+Q̇flow

cp·ṁLiquid

pA − pB = ∆p

where ξ is mass ratio, t is time, ṁ is mass flow rate, h is specific enthalpy, Q̇ is

heat transfer rate, p is pressure, T is temperature, β is the convective mass transfer

coefficient, and cp is specific heat at constant pressure.

Given the dynamic nature of modeling a vapor compression cycle in Dymola,

particularly when used with cycles as complex as the test stand cycle, initial guess

values and boundary conditions are very important to achieve convergence. At the
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highest level, (dp/dt) nodes represent starting pressure values and are placed at each

point in the cycle where a unique pressure level will occur. For example, the third

stage of compression outlet meets a pressure node with an initial pressure guess value.

The GCs are also associated with this same pressure node, despite the pressure drop

that will occur within them. Mathematically, these nodes impart the assumption

that the time derivative of pressure will remain constant along the direction of flow

for all components at a given system pressure level. The constant time derivative of

pressures effectively increases the model time constants, thus improving simulation

performance. To better illustrate how the constant time derivative of pressure is

applied, Figures 4.4(a) and 4.4(b) show the pressure differential across a flow path

and the pressure node applied in the Dymola environment, respectively. Additionally,

Table 4.2 provides the initial pressure values for each node to help define the unique

pressure levels within the test stand.

Table 4.2.
Pressure node initial values used in the dynamic test stand simulation.

Node Description Unit Value

1 LT Evap (kPa) 1000

2 MT Evap (kPa) 2200

3 IC (kPa) 4700

4 GC (kPa) 7500

5 FT (kPa) 3000

6 EXV 3-4 Line (kPa) 2000
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(a)

(b)

Fig. 4.4. (a) Example of using the (dp/dt) module provided within the
TIL library [127]; (b) Pressure node in Dymola environment [127].

Each major component is then associated with one of the aforementioned pressure

nodes, and many components have the ability to receive further initial guesses. For

instance, tee junctions where flow streams mix allow to specify an estimated mixture

specific enthalpy, and flash tanks require an initial liquid level and inlet quality as

initial values.

The initial guess values for the HXs are considerably more complex. Firstly, there

are conditions for both the counter/cross-flow fluid-sides as well as the refrigerant-

side. In situations where humid air is used as the secondary fluid as is the case

with the heat sink applied in this model, the humidity ratio guesses need to be

provided. In addition, reasonable HX wall temperatures, outlet specific enthalpies for

the refrigerant-side, and mass flow rate guesses are also required to facilitate and ease

the convergence of the simulations. A reasonable set of initial values is of particular
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importance when HXs with a more complex geometry are considered as well as when

pressure drops and heat transfer correlations are selected instead of constant values

for heat transfer coefficients and pressure drop across components. Nevertheless, once

meaningful initial values are input, the cycle converges consistently and repeatably.

Relative to all components in a vapor compression cycle, the HX dynamics have

been shown to govern the transient behavior of a cycle. Thermal system transients are

often governed by HX dynamics because of the longer time scales necessary for these

dynamics, particularly in two-phase applications, relative to pressure propagation or

the mechanical dynamics of a compressor. As such, particular attention is paid to

the modeling and solution scheme surrounding the HXs in the system. The two most

common techniques for modeling HXs are moving boundary and finite-volume analy-

ses. The moving boundary analysis entails separating the HX into general regions as

a function of phase of the working fluid, then applying the appropriate correlations

to solve to heat transfer and pressure drop through the respective sections. Finite-

volume breaks the HX into a number of elements of equal volume, then solves for the

heat transfer and pressure drop behavior of each respective section as governed by

conservation of mass, momentum and energy. The phase of the working fluid in each

volume element is assessed, and the appropriate correlations are applied. Because this

model uses CO2 as the working fluid, the heat rejection portion of the cycle can oper-

ate either sub-critically or transcritically, depending on ambient temperatures and the

heat rejection pressure. In low-ambient condition operating conditions heat rejection

will occur with two-phase fluid due to sub-critical operation, and in higher ambient

conditions the heat rejection will occur in the supercritical state. Both HX model-

ing techniques are used often, but as a general rule the moving boundary method is

more efficient but less accurate than the finite-volume method. At the time when

this model was developed there was not a moving-boundary MCHX GC available

in the TIL Suite, so the two techniques were not able to be compared for validity

or numerical robustness. Therefore, all HXs in the model utilize the finite-volume

solution scheme, shown schematically in Figure 4.5.
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Fig. 4.5. Dymola finite-volume heat exchanger analysis method overview
[127].

Boundary conditions were implemented for the counter-flow secondary fluids ex-

changing heat with the refrigerant in the MT and LT evaporator PHXs and enabled

the user to set the operating temperatures for the cycle. For the air-side which cools

the MCHX IC and GC through cross-flow, inlet temperature, volumetric flow rate,

humidity ratio were input. The volumetric flow rate was scaled to match that of the

fans installed on the MCHXs, and the air inlet temperature and relative humidity

were set to be equal given their placement in the same ambient air flows. The GC

that appears as a single HX in system schematics such as Figure 2.6 is split into

three identical units in series to replicate the experimental setup, as shown in Figure

4.3 and explained in Section 2. The boundary conditions for each evaporator were

selected as a function of the fluid temperature of their respective temperature levels,

such as freezer or refrigerator temperature levels, along with both the concentration

and volumetric flow rate of their respective constant-temperature baths.

Dymola features a number of predefined solvers which can be selected by the user

depending on the complexity of the simulation. In addition, step size, step rate, and

convergence tolerance can be specified. The default solver within the TIL Library is
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DASSL, a numerical solver algorithm for the systems of implicit differential algebraic

equations [130]. DASSL is used for solving differential algebraic equations in the form

shown in Equations 4.1, 4.2, and 4.3.

F (t, y, y′) = 0 (4.1)

y(to) = yo (4.2)

y′(to) = y′o (4.3)

In particular, DASSL can be used to solve two types of problems that ordinary

differential equation solvers cannot: (i) when y′ is not possible to solve for explicitly

and (ii) when there is a solution for y′ but it is not practical to do so due to potentially

encountering a sparse matrix which would make solving the original form much easier.

DASSL uses Newton’s method and a kth order backwards differentiation formula to

transition between time steps. In practice, the solver is meant to be easy to use while

maintaining flexibility to solve a broad array of problems. If the function F from

Equation 4.1 is known and receives a consistent set of initial values, the solver will

work most effectively. This solution structure and applicability is logical to be applied

to the differential algebraic equations and initial values produced by cycles developed

in Dymola, and thus has remained the solver utilized herein.

4.4 Component Models

For the model development process, the test stand cycle model initially contained

many basic components in an effort to satisfy energy and mass balances and establish

meaningful boundaries as well as guess values for the solver. The process of imple-

menting component models intended to represent the components applied in the test

stand is described herein. Given that heat rejection is performed with MCHX GCs to

air, and evaporation occurs in PHXs from EG, different sets of correlations are used



130

for both types of HX, and individual geometries are input. The solution for each HX

is solved with the following elements:

• Geometry

• Pressure drop

• Heat transfer

• By finite-volume analysis

4.4.1 Heat Exchangers

The two types of HXs utilized in the test stand are a stainless-steel PHX and a

stainless-steel MCHX with aluminum fins. TIL facilitates geometry inputs for both

of these HX types. Possible inputs and associated geometric diagrams for PHX and

MCHX are provided in Figure 4.6(a) and Figure 4.6(b), respectively. Geometric

values for the PHX and MCHX installed in the test stand are provided in Tables 4.3

and 4.4, respectively.
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(a)

(b)

Fig. 4.6. (a) PHX schematic with examples of modifiable parameters
in TIL Library [127]; (b) MCHX schematic with examples of modifiable
parameters in TIL Library [127].

Table 4.3.
PHX geometric parameters input to the dynamic test stand model.

Parameter Unit Value

Number of Plates (-) 26 (MTE), 24 (LTE)

Length (mm) 329

Width (mm) 120

phi (◦) 75



132

Table 4.4.
MCHX geometric parameters input to the dynamic test stand model.

Overall Geometric Parameters

Parameter Unit Value

Height (mm) 508

Width (mm) 438

Depth (mm) 16

N Tubes per Pass (-) 52

Tube Side Geometry

N Ports per Tube (-) 8

Cross Section Type (-) Circular

Port Diameter (mm) 0.54

Tube Thickness (mm) 0.5

Fin Side Geometry

Fin Thickness (mm) 0.15

Fin Pitch (mm) 1.67

Louver Pitch (mm) 2.0

Louver Length (mm) 2.13

Louver Angle (◦) 20

Once the geometry and material specifications are input, the second fluid used

in the HX needs to be specified. As mentioned above, the MCHXs are used in heat

rejection to ambient air in cross-flow, therefore moist air is used as the secondary

fluid. The counter-flow fluid in MT bath is Dowtherm SR-1, which is 95.5% EG

and 4.5% performance additives by mass. An equivalent concentration of pure EG

of 34.4% by mass was calculated and used in subsequent calculations. The LT bath

utilized a 50% by mass concentration of EG and water.
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The MCHX refrigerant-side heat transfer used for GCs utilize a combined algo-

rithm from TLK comprised of Gnielinski, Dittus and Boelter [131] for single-phase

flow, which was particularly recommended for supercritical CO2. Correlations by

Cavallini [132] and Kondou and Hrnkjak [133] were experimentally validated for use

with subcritical CO2 condensation, and were therefore chosen for the condensation

correlation in the case of subcritical heat rejection. Heat exchange within the MCHX

was calculated with geometry-based conduction and the selection of stainless steel

as the material. Refrigerant-side pressure drop was calculated from Konakov [134]

with a smooth-pipe assumption. A constant-fin efficiency model was used for the fin

calculations, assuming aluminum material composition and a constant efficiency of

90%. For the MCHX air-side heat transfer Chang and Wang [135] was utilized with

the consideration of moist air. Kim and Bullard [136] was utilized for the air-side

pressure drop correlations.

In the PHX evaporators, refrigerant-side heat transfer was calculated utilizing

Longo [137] due to its applicability in PHXs in particular, and refrigerant-side pres-

sure drop was calculated utilizing a correlation optimized for chevron plates from

Holger [138]. The EG-side heat transfer and pressure drop were calculated with PHX

correlations specifically for chevron plates from Holger [138]. Heat exchange within

the PHX was solved using geometry-based conduction.

4.4.2 Compressors

The first stage compression in the test stand is performed by a single-stage recip-

rocating compressor and the second and third stages of compression are performed

by a two-stage compressor with intercooling between stages. Both compressors were

initially tested on a hot-gas bypass compressor load stand, and were tested further

in the multi-stage test stand presented in Chapter 2. Empirical correlations for both

compressors were developed through several iterations that were dictated by the com-

pressor operating range during testing in the multi-stage test stand. The evapora-
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tion temperatures tested with the hot-gas bypass test stand were higher than those

encountered during testing with the multi-stage test stand. Therefore, the initial

compressor data could not be mapped empirically to accurately predict compressor

performance at the operating conditions where they operated in the multi-stage test

stand. Therefore, additional data from the multi-stage test stand needed to be uti-

lized for development of a compressor map that was applicable over a broader range

of compressor operating conditions.

Because the first stage compressor was being applied as a booster compressor

between evaporation pressures despite being rated for transcritical operation, it was

operated near the bottom limit of its envelope, shown in Figure 4.7. Operation near

the lower limits of the compressor envelope offers an explanation for the first stage

compressor achieving an isentropic efficiency below 40% for many data points.

Fig. 4.7. First stage compressor operating envelope with experimental
operating data of the experimental campaign in the CO2 test stand.

Initially, a 10-coefficient ARI compressor map [112] was developed to empirically

characterize the single-stage compressor performance. However, the 10-coefficient cor-
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relation became an issue with the two-stage compressor because it had an IC between

the stages. Therefore, a traditional single-stage map would not be reliable because

the IC outlet temperature was a function of more than just first stage compressor

suction superheat and pressure ratio. The IC and two-stage compression led to the

decision to apply a dimensionless correlation technique based on the Buckingham Pi

Theorem proposed by Mendoza-Miranda et al. [139], which could take into account

heat loss to the ambient as well as variable compressor suction superheat, among

other parameters. An overview of the Pi groups is provided in Table 4.5.

Table 4.5.
Summary of applied Pi groups for the mapping of the compressors in the
CO2 test stand [139].

πi Volumetric Efficiency Isentropic and Overall Efficiencies

π1 ηv ηis or ηo

π2
Pd

Ps

Pd

Ps

π3 ( ρs

Ps
)1.5N3VG

Nr

N

π4
Nr

N
N3VG

∆h1.5
is

π5
MR−134a

Malt

∆hisρ
Ps

π6 - (
Ts+Td,is

2
− TAmb)−1

π7 - MR−134a

Malt

Relevant Pi numbers to calculate three compressor efficiencies were determined

through a parametric sensitivity study conducted in Mendoza-Miranda et al. [139].

The sensitivity study entailed removing Pi numbers from the calculation of an ef-

ficiency and observing the effects. If the removal of a particular Pi number had a

minimal impact on the accuracy of the efficiency calculation over the range of the

assessed experimental data, that Pi term was removed from the correlation for that

particular efficiency in an effort to balance complexity with accuracy. The three
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compressor efficiencies quantified were volumetric, isentropic, and overall efficiency,

shown in Equations 4.4, 4.5, and 4.6, respectively.

ηvol =
V̇

V̇max

=
ṁvsuc

VdispNcomp

(4.4)

ηis =
h2s − h1

h2 − h1

(4.5)

ηo =
ṁ(h2s − h1)

ẆElec

(4.6)

The parametric sensitivity resulted in expressions for volumetric, isentropic, and

overall compressor efficiency provided in Equations 4.7, 4.8, and 4.9, respectively. The

exponents were all developed using experimental data from an R-134a reciprocating

compressor, but could be applied to various compressor types and working fluids,

hence the inclusion of the Pi terms that consider a ratio of molar mass of the working

fluid relative to the molar mass of R-134a.

An additional coefficient, a1, was applied to increase the fit of the data to the

CO2 data from the test stand introduced in Chapter 2 and is tabulated for all three

compressor stages mapped in Table 4.6.

ηvol = a1,vπ
−0.2678
2 π−0.0106

4 π0.7195
5 (4.7)

ηis = a1,isπ
0.0753
2 π0.2183

3 π0.0015
4 π0.0972

6 (4.8)

ηo = a1,oπ
−0.1642
2 π0.2050

3 π0.0659
6 π0.7669

7 (4.9)
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Table 4.6.
Summary of scaling coefficients a1 applied to expressions for efficiencies of
the compressors in the CO2 test stand, shown in Equations 4.7, 4.8, and
4.9.

Compressor Stage a1,v a1,is a1,o

1 0.467 0.633 0.338

2 0.4131 1.3 0.501

3 0.475 0.485 0.237

Modeling the two-stage compressor with intercooling ultimately resulted in sep-

arate correlations for both compressor stages. However, because the power input

measurement was only measured upstream of the compressor VFD, the heat loss dis-

tribution between compressor stages needed to be assessed through an alternative

means. The two stages of compression are shown graphically in a P-h diagram shown

in Figure 4.8.

Fig. 4.8. P-h diagram of a two-stage compression process using a trans-
critical CO2 compressor with intercooling.
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Given the single power measurement taken for a two-stage compressor, Equation

4.10 shows that only the total heat loss rate from both stages can be calculated.

Therefore, an assumption on how to distribute the heat loss between the compressor

stages needs to be made.

ẆElec = ṁ[(h2 − h1) + (h4 − h3)] + Q̇loss,total (4.10)

Figure 4.8 shows that the two stages of compression have drastically different

slopes, suggesting a larger discrepancy in efficiencies of the two stages than should

physically occur. Therefore, two heat transfer paths are considered within the com-

pressor to explain and characterize the difference in slopes. First, because the com-

pressor is semi-hermetic, the suction flow, state 1 in Figure 4.9, travels over the

compressor motor for motor cooling. The heat transfer from the motor further su-

perheats the refrigerant before it is compressed from state 1 to state 2. After being

discharged from the compressor at state 2, the flow enters an air-source IC where

heat is rejected to the ambient before the flow enters the second stage of compression

at state 3. From state 3, the flow is compressed to the highest discharge pressure at

state 4. The two-stage compression process, as well as the location of the motor heat

transfer, is shown in Figure 4.9.

Fig. 4.9. Schematic of heat and mass flow within a two-stage compressor.
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If a motor efficiency of 10% is assumed and 100% of the heat from the motor is

assumed to be absorbed by the refrigerant, Equation 4.11 can be used to approximate

the superheat of the flow after cooling the motor. Once the approximate amount

of heat heat transfer into the refrigerant from the compressor motor is known, an

updated state of the refrigerant, new, entering the first stage compression chamber

can be calculated with Equation 4.11. From the updated compressor suction chamber

inlet state, the outlet specific enthalpy from an isentropic compression process, h2s,

can be calculated. The superheat increase resulting from the motor superheat is

shown relative to the measured compressor suction superheat upstream of the motor

at state 1 as a function of compressor pressure ratio in Figure 4.10.

Q̇motor = 0.1Ẇelec = ṁ(h1,new − h1) (4.11)

Fig. 4.10. Refrigerant superheat before and after cooling the motor of a
semi-hermetic CO2 compressor.

The increased superheat due to motor cooling increases the efficiency of the first

stage of compression due to the increased specific enthalpy of the fluid entering the
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first stage compression chamber. Due to the fixed discharge state, the heat transfer

from the motor decreases the change in specific enthalpy across the first stage of

compression process, which then increases the isentropic efficiency of the first stage

of compression as calculated in Equation 4.5 and shown in Figure 4.10. However, the

heat transfer from the motor does not solve the problem of the heat loss distribution

between compressor stages. Given that the second stage compressor efficiency is

significantly higher than the first stage, heat loss distributions of between 75% and

95% from the second stage were assessed.

The combination of considering the heat transfer from the motor as well as at-

tributing the majority of the heat loss to the second stage of compression results

in a significant reduction in the difference in efficiencies between compressor stages.

A final decision was made to distribute 85% of the heat loss to the second stage of

compression to balance efficiency agreement with physical feasibility.



141

(a)

(b)

Fig. 4.11. (a) First stage CO2 compressor overall efficiency with motor
superheating and varying heat loss distribution between stages; (b) Second
stage CO2 compressor overall efficiency with varying heat loss distribution
between stages.
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(a) (b)

Fig. 4.12. (a) Experimental discharge temperatures from both compres-
sion stages of the two-stage compressor in the CO2 test stand;(b) Heat
transfer path between compressor stages.

To further assess the physical feasibility of the proposed heat transfer path be-

tween compressor stages, the discharge temperatures from both compression stages

were compared and the physical locations of the discharge ports were assessed. Fig-

ure 4.12(a) shows that the discharge temperatures from both compressor stages are

nearly identical over a broad range of experimental operating conditions. Further-

more, Figure 4.12(b) shows that the discharge ports of the compressor are situated

immediately next to each other, providing a short conductive heat path to facilitate

the significant heat transfer from the second stage of compression to the first stage of

compression.

4.4.3 Expansion Valves, Flash Tanks, and Tubing

The four EXVs were sized to match the capacity relative to the percent opening

curves shown in Figure 4.13, and the capacity of both the fine and coarse MVs were

shown to be linear as a function of number of turns up to six turns from closed, per



143

the manufacturer data sheet. To assist in replicating the experimental geometries of

the valves for a given condition, the experimental setup writes the voltage input to

all four EXVs as well as the valve position of the MV to the data output file. The

data analysis script then converts the voltage to a flow coefficient value, kv in m3

hr−1, that can then be input into the Dymola model.

The flow coefficient calculation is performed using Figure 4.13, where a polynomial

relating the valve opening percentage to the valve flow coefficient. The 0 - 10 V range

of the valve input voltage was related to opening percentage directly, where 10 V is

100% open and 0 V is 0% open. The valve capacity calculation is shown in Equation

4.12, where kv,max represents the maximum volumetric flow rate of the EXV being

assessed which were tabulated in Table 2.6. Equation 4.13 can then be applied to

convert the input kv values into effective flow areas.

Fig. 4.13. Curves of CCMT EXV capacities over the range of opening
percentages.

kv,EXV =
%capacitykv,max

100
(4.12)
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AEff,kv = kv

√
1000( kg

m3 )

2 · 1bar (4.13)

The calculation of the effective flow area from data, AEff,data, was performed using

a more generalized form of Equation 4.13, which was derived from the Bernoulli

incompressible flow relations and is shown in final form in Equation 4.14.

AEff,data =
ṁ√

(P1 − P2)2ρ
(4.14)

The flow areas calculated from the kv value, AEff,kv, with Equation 4.14 were then

compared to the effective flow areas calculated from experimental data, AEff,data.

The two effective flow areas are plotted in Figure 4.14(a). The resulting factor was

identified as the valve discharge coefficient, Cd, as identified by Li and Braun [140],

and was calculated with Equation 4.15 and plotted for EXV 1 in Figure 4.14(b).

Equation 4.15 pulls the two out of the square root and into the coefficient, which was

not done in Figures 4.14(a) and 4.14(b) for clarity surrounding the derivation of the

expression. In practice, Cd acts as a factor defined by the ratio of AEff,data to AEff,kv,

and is fit to a polynomial for direct calculation from EXV input voltage, the results

of which is also reflected in Figure 4.14(a).

CdAEff,data =
ṁ√

(P1 − P2)ρ
(4.15)
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(a)

(b)

Fig. 4.14. (a) Comparison of effective flow areas calculated for EXV 1; (b)
Resulting EXV discharge coefficient calculation, Cd, from EXV 1 data.

As shown in Figure 4.14(b), the Cd for EXV 1 varied significantly with voltage.

The remaining EXVs did not experience this same behavior, which is likely due to a

choked flow condition occurring in EXV 1. Therefore, the Cd for EXV 1 was calculated

as a polynomial shown in Equation 4.16, while the Cd for EXV 2 was set as 0.6 and

the Cd for EXV 3 and EXV 4 for was set to 0.5 because they are the same valve model.
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The constant Cd values were chosen based on calculations with experimental data and,

in the case of EXV 2, a value that resulted in more accurate system behavior within

Dymola due to challenges in experimental valve characterization that are discussed

further in Chapter 6.

Cd,1 = 1.77− 0.63VEXV1 + 0.07V 2
EXV1

(4.16)

The refrigerant line lengths were measured by hand and have a consistent nominal

diameter of 9.53 mm. Corresponding lines were placed within the Dymola model and

both conductive heat transfer and pressure drop correlations were applied, similar to

simplified versions of the heat exchangers. Convection to the environment was not

included due to the significant computational time necessary for consideration of this

phenomenon given the ambient environment heat port connection required. Addi-

tionally, the test stand was insulated with the intention of minimizing heat transfer

to and from the environment. Conduction within the tubing was considered, and the

same pressure drop and heat transfer correlations used in the MCHX were applied in

the tubes, with Gungor and Winterton [141] being used for evaporation due to its ap-

plicability of characterizing evaporation in circular flow paths. The flash tank in the

cycle was simply modeled as a volume, with the eventual possibility of implementing

separation efficiency curves. A volume of 0.5 m3 was used for the flash tank based on

the dimensions of the physical flash tank installed in the test stand.

The final physical component utilized were the junctions. Instead of simply mating

a line that joins an existing line at a tee, the TIL library requires an internal volume of

the junction as well as initial estimates of relative flow rates of the mixture components

and an estimated specific enthalpy after mixing.

4.5 Model Application for Controls Development

A primary motivation for the development of a high-fidelity system model for the

system that is dynamic in nature as opposed to static is the desire to understand
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system responses and develop a control strategy accordingly. Namely, the control

schemes assessed will focus on two primary goals:

1. Reliable and safe system operation.

2. Operation without sacrificing unnecessary cooling capacity.

The safe and reliable operation of this system is defined as operation while main-

taining safe suction superheat, greater than 3 K with a target of 10 K, to all three

stages of compression. With that being said, the suction port of the third stage of

compression was placed after an IC and was at much higher pressures. Given the

shape of the vapor dome for CO2, the third stage compressor port is very unlikely

to experience two-phase, even if the suction port to the second stage compressor was

subjected to two-phase flow.

Given the complex nature of the cycle, anticipated responses from the modulation

of an EXV are not nearly as predictable or straightforward as in a four component

vapor compression cycle. In addition, the modulation of one EXV could have one

result, then if that same modulation were to occur at the same time as modulation of

another EXV in the system, the effects could be entirely different. As such, the focus

of the controls considerations is utilize the dynamic nature of the test stand cycle

dynamic model to quantify, and ultimately anticipate, the relative rates of the effects

of valve modulation. Furthermore, the observations drawn from experimental testing

of the system provide insights for control scheme development. In order to display the

ability of the dynamic model to meet these goals, two test scenarios are implemented

following steady state and transient validation of the model with experimental data.

The purpose of the order of these steps is to prove the accuracy of the model, then

show how it could be used.

The first simulated scenario is evaporator pull down. Evaporator pull down is

when the set point for an evaporator is reduced and the vapor compression cycle

needs to react to be able to accommodate the change in desired source temperature.

In the case presented herein, both the MT and LT evaporator are initially operating
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with source temperatures of 3.3 ◦C, meaning that both are operating at refrigeration

conditions. When the transient simulation begins, the source temperature for the

LT evaporator is decreased by 24.3 ◦C down to a source temperature of -21 ◦C over

the course of 180 seconds to simulate a transition to freezing operation. For the

second scenario, an evaporator disturbance is simulated. An evaporator disturbance

could take the form of the door to the freezer compartment being opened widely in a

high ambient climate. The door would then be shut, and the freezing compartment

would slowly return to its original set point. The evaporator disturbance scenario

was simulated through an increase in the LT evaporator source temperature of 15

◦C over 30 seconds, followed by a return to the original set point of -21 ◦C over

360 seconds. These variations were simulated through the use of ramps within the

dynamic simulation, shown structurally in Figure 4.15(a) and in application in Figure

4.15(b).

(a) (b)

Fig. 4.15. Visualization of the: (a) Ramp structure in the Dymola en-
vironment [127]; and, (b) Ramp connected to an EXV in the Dymola
environment [127].

All other sink and source temperatures were held constant, and only the two EXVs

directly upstream of each evaporator were actuated. The control of the two EXVs

took the form of a PI controller that was given a set point for compressor suction
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superheat values of 10 K. Upper and lower bounds for the flow areas were input to the

controller to provide a reasonable range of operation, and both the proportional gain

and time constant were iterated on over the course of the simulation development.

The gas cooler outlet EXV was not varied in these tests due to the desire to isolate

the impact of the transient scenarios on the coupled dynamics of the evaporators,

and also because gas cooler pressure optimization in simulations has been heavily

investigated by researchers.

4.6 Dynamic Modeling Conclusions

This chapter presented the development of a dynamic model of the experimental

test stand described in Chapter 2. The overall structure of the numerical environment,

boundary conditions, and solution schemes were discussed. Fluid types and how their

respective cells contribute to the numerical solution scheme were presented, as were

the details of the integration of several sub-components. In particular, heat exchanger

geometry and correlations, valve effective flow areas, and compressor characterization

were explained. Two scenarios to assess the ability of the dynamic model to develop

control schemes were proposed. Future work for this model is increased accuracy of

compressor and valve characterization sub-models. In particular, the exponents for

the first two compressor stage correlations should be updated to correct for the lower

evaporation temperatures where the first two compressor stages are operated, and

additional experimental data with pressure transducers immediately upstream and

downstream of the EXVs should be conducted for more accurate valve characteriza-

tion. Finally, the communication between the visual interface and the EXV controller

should be refined to ensure that every voltage change requested by the user results

in a shift in the EXV stepper motor, which failed to occur approximately 5% of the

time depending on the change in voltage input.
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5. EXPERIMENTAL TESTING

This chapter will discuss the experimental testing aspect of the work presented in this

thesis. In particular, the instrumentation measurement selection and justification

provided in Chapter 2 will be elaborated upon, followed by a description of the

experimental setup as well as the uncertainty of measurement devices. The test

matrix is outlined, and experimental results from both EXV and ejector operating

modes are presented and compared.

5.1 Experimental Testing Introduction

A significant number of cycle modifications have been proposed to increase the

COP of transcritical CO2 cycles, and, within the topic of cycle modifications, expan-

sion work recovery has proven to have significant potential. The same increased pres-

sure differential the compressor must provide for the cycle to achieve adequate heat

rejection during transcritical operation makes expansion work recovery a promising

modification that has garnered significant attention by researchers. One of the most

widely-used methods of expansion work recovery is an ejector, which was first intro-

duced via a patent by Gay [38]. The past decades have brought about a large amount

of research on ejectors devices, both numerically and experimentally [39–41,44]. How-

ever, the primary purpose of an expansion device in a vapor compression cycle is to

control the cycle over the range of operating conditions associated with its proposed

application. As such, active control of the ejector has become a research focus. A

variable diameter motive nozzle applied in an ejector was investigated by Elbel and

Hrnjak [42], resulting in COP and cooling capacity improvements of 7% and 8%, re-

spectively, as well as proving the device control could be used to vary the gas cooling

pressure of the cycle to achieve a maximum COP. Another strategy for ejector control
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is the multi-ejector, introduced by Hafner et al. [46] and experimentally-investigated

by Haida et al. [47]. In the latter work, COP and exergetic efficiency benefits of

7% and 13.7%, respectively, were obtained and cycle stability was validated through

variation of both ambient temperature and flash tank pressure. The multi-ejector

concept operates by placing several fixed geometry ejectors in parallel and utilizing

valves upstream of the ejectors to modulate flow depending on the desired capacity

and operating condition. Zhu and Elbel [142] found that introducing a tangential

flow upstream of a converging-diverging nozzle to impart a swirl could be an effective

method to control nozzle performance. The researchers successfully varied the mass

flow rate necessary to achieve choked flow by 42% at the same operating conditions.

The associated implications of the swirl on nozzle performance are discussed in-depth,

and this work proves that a fixed geometry nozzle performance can be actively con-

trolled through imparting a swirl through tangential flow.

Multi-evaporator cycles are commonly applied in both supermarket and transport

refrigeration due to the need to maintain cooling compartments at different tem-

peratures while using a central vapor compression cycle. Additionally, many cycle

modifications are applied in supermarket refrigeration cycles due to the large phys-

ical footprints and energy consumption of the installations. The cycle architectures

applied in transcritical CO2 supermarket applications vary in complexity in order to

achieve a performance benefit over the HFC cycles they seek to replace depending

on the proposed ambient conditions [65]. On the complex end of the cycle architec-

ture spectrum, Minetto et al. [79] experimentally investigated parallel compression,

ejector expansion work recovery, and flooded evaporation in a multi-evaporator archi-

tecture, reducing compressor power consumption by 13% at an ambient temperature

of 16 ◦C. Gullo and Hafner [73] assessed several existing supermarket systems and

found that first generation booster technology could achieve higher COP values than

a direct expansion R-404A system at ambient temperatures up to 14 ◦C. In contrast,

the maximum temperature where the efficiency of an R-404A supermarket refrig-

eration system is lower than that of a CO2 system increased to 27 ◦C with more
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advanced parallel compression system designs. A summary of the state-of-the-art

of supermarket refrigeration cycles can be found in Gullo et al. [63], which provides

numerous examples of multi-evaporator architectures, expansion work recovery, and

phase separation. Lawrence et al. [98] numerically assessed the performance of a

multi-temperature refrigerated transportation container system using a transcritical

CO2 with an ejector and internal heat exchanger, resulting in a COP of 0.96 at an

extreme ambient temperature of 57 ◦C. Barta et al. [34] also investigated a multi-

temperature refrigeration container system numerically, applying an expander and a

flash tank upstream of the MT evaporator, achieving a COP of 1.28 at an ambient

temperature of 57.2 ◦C. These papers numerically displayed the ability of complex

cycles to be applied to multi-evaporator transportation container refrigeration sys-

tems in an effort to achieve COP values equal to or over unity, motivating further

experimental investigation.

This chapter presents a comprehensive experimental comparison of modifications

to a multi-stage two-evaporator transcritical CO2 refrigeration cycle. The multi-stage

and open-economization combination with an ejector was inspired by Ladd [107–110]

with the intention of validating a particular multi-stage flashing refrigeration cycle

as well as use of a pump to increase the performance of the ejector and the cycle.

Among the cycle comparisons are two methods for ejector control. The first control

method is a variable motive nozzle and the second is the addition of a variable speed

pump located at the gas cooler outlet to vary the ejector motive nozzle inlet pressure.

The results of a comprehensive comparison parametric study are presented, as is an

assessment of the effectiveness of both proposed control methods. Lessons learned

and next steps are presented following the discussion of results.
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5.2 System Overview

This section outlines the experimentally-assessed cycles, the associated test ma-

trix, and metrics of performance quantification applied during post-processing of the

experimental data.

5.2.1 Overall Design

The experimental test stand utilized in this work is comprised of two evaporation

temperatures, three stages of compression, intercooling between the second and third

compression stages, a flash tank at the MT evaporator inlet, and either an EXV or an

ejector for expansion. An ejector harnesses expansion work by accelerating the high-

pressure flow from the gas cooler outlet via a motive nozzle into a motive flow which

entrains low-pressure flow from the evaporator outlet through a suction nozzle. The

two flows then mix and diffuse at a pressure higher than the evaporation pressure, thus

reducing the amount of pressure lift required of the compressor. Open economization

is conducted with a flash tank, which is a large vessel that two-phase flow enters and

flashes into separate phases as a result of the sudden increase in volume. Gravity then

further separates the phases such that the saturated vapor flows out the top of the

tank to bypass the evaporator while the saturated liquid exits the bottom of the tank

to enter the evaporator at a lower specific enthalpy than the evaporator inlet would

receive without phase separation. This application of phase separation can result in

an increased cooling capacity if the impact of the larger change in specific enthalpy

across the evaporator outweighs the adverse impact of the reduction of the mass flow

rate passed through the evaporator as a result of the vapor bypass.

In the test stand utilized herein, the flow from the outlet of the gas cooler can

be directed through an EXV, directly to the ejector motive nozzle inlet, or through

a pump before entering the motive nozzle inlet. In the latter two scenarios, the flow

from the MT evaporator is routed to the suction nozzle of the ejector instead of to

the second stage compressor suction. The ambient conditions are controlled with the
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psychrometric chamber where the test stand is located, and both evaporators are

controlled by independent EG baths. The MT EG-side evaporator inlet temperature

target was approximately 3 ◦C to simulate refrigeration applications, and the LT

EG-side evaporator inlet temperature target was approximately -21 ◦C to simulate

freezer applications. Ambient relative humidity was set at 30% in order to minimize

frost formation on the ejector. A P&ID of the test stand is shown in Figure 2.6 and

a detailed overview of the test stand design is provided in Chapter 2.

5.2.2 Analyzed Cycles

Four cycle architectures were assessed over a range of operating conditions. The

first cycle was treated as the baseline and consists of isenthalpic expansion through an

EXV with no flash tank phase separation. Next, a flash tank was applied upstream of

the MT evaporator to facilitate open economization. The saturated liquid exits the

bottom of the flash tank where it is throttled slightly through an EXV before entering

the MT evaporator, while the saturated vapor bypasses the evaporator through a

metering valve and mixes with the flow from the MT evaporator outlet and first

stage compressor discharge before entering the second stage compressor suction port.

The third cycle utilizes an ejector with motive flow from the gas cooler outlet and

suction flow from the MT evaporator outlet. The ejector diffuser outlet flow then

enters the flash tank where the saturated vapor exits through the top of the flash

tank to mix with the first stage compressor discharge flow before entering the second

stage compressor suction port. The saturated liquid flow exits the bottom of the flash

tank to enter the EXV upstream of the MT evaporator. Finally, a pump was added

between the gas cooler outlet and the motive nozzle inlet in order to achieve two

goals. The first goal was to modulate the motive nozzle input state to provide control

of the ejector efficiency, pressure lift, and entrainment ratio. The second goal was to

increase the cycle efficiency by providing additional pressure differential across the

motive nozzle, and thus additional potential work for expansion work recovery. The
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idea behind applying a pump was that it requires less work to increase the pressure of

a liquid than a gas, due to the smaller change in specific volume for a given pressure

rise associated with less-compressible fluid states. Therefore, the work required by

the pump would result in an increase in ejector pressure lift, thus decreasing the work

input required by the compression process. The ejector utilized in this work was

developed and tested in Liu et al. [44], and the motive nozzle diameter was varied

manually during testing through rotation of a threaded needle with a wrench to move

the needle in and out of the motive nozzle throat, thus varying the effective motive

nozzle diameter.

Steady state results were collected for each of the proposed test stand architectures

over a range of ambient conditions. For each ambient condition and architecture,

the gas cooler pressure was varied in order to find the pressure that resulted in the

maximum COP. The test matrix is provided in Table 5.1.
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Table 5.1.
Overview of the tests conducted with the CO2 test stand.

Test Description Ambient Temperature (◦C)

1

EXV, No Economization

14

2 19

3 24

4 28

5

EXV, MT Economization

14

6 19

7 24

8 28

9

Ejector, MT Economization

14

10 19

11 24

12 28

13
Ejector, MT Economization, Pump

14

14 19

Additional details on measurement devices and associated uncertainties is pro-

vided in Table 2.7 in Chapter 2. For the results presented herein, the COP calcula-

tion is an updated version of the calculation provided in 2.11 that includes the pump

power consumption, shown in Equation 5.1.

COP =
Q̇cool,MT + Q̇cool,LT

Ẇcomp,HP + Ẇcomp,LP + Ẇpump + Ẇfans

(5.1)

Ejector entrainment ratio, w, and ejector efficiency, ηejector, are two common meth-

ods of ejector performance quantification, shown in Equations 5.2 and 5.3, respec-



157

tively. Both equations are the same as those used in Chapter 3, but are also repeated

here for convenience.

w =
ṁsuction

ṁmotive

(5.2)

where suction refers to the flow traveling through the evaporator into the suc-

tion nozzle and motive refers to the flow that travels through the second and third

compression stages as well as the gas cooler before entering the motive nozzle of the

ejector.

ηej = w
h(Pd, ssi)− hsi

hmi − h(Pd, smi)
(5.3)

where h is specific enthalpy, P is pressure, s is specific entropy, si denotes the

suction nozzle inlet, mi denotes the motive nozzle inlet, and d denotes the ejector

diffuser outlet. The pressure lift achieved by the ejector is defined as the difference

in pressure between the ejector diffuser outlet and the MT evaporator outlet.

5.3 Parametric Comparison Between Architectures

The results of this study are comprised of 58 steady state data points consisting

of between five and ten minutes of steady measurement for each point. Statistics of

parameters concerning the consistency and comparability of the tests are provided in

Table 5.2. A target compressor suction superheat of approximately 13.5 ◦C was chosen

to increase the chance of measureable superheat being present at the evaporator

outlets. This was prioritized because of cycle instabilities that resulted when the

evaporator outlet state transitioned from superheated vapor to a high-quality two-

phase flow. The instabilities were exacerbated by the lack of a mixing chamber at both

compressor suction ports and occurred when a lower compressor suction superheat

was targeted. Charge was held constant at a value of 7.9 kg for all tests utilizing the

flash tank. The baseline cycle architecture did not have the flexibility of the flash

tank acting as charge storage to allow adequate compressor suction superheat and
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condenser outlet sub-cool for sub-critical operation over varying ambient conditions.

Therefore, the charge for the baseline tests varied between 4.6 kg and 5.1 kg for

different ambient conditions to maximize the range of operating conditions that could

be achieved. Error bars are included in all plots, but horizontal error bars with the

gas cooling pressure were excluded because their value of ± 26.9 kPa is small relative

to the pressure values measured and the bars made the plots less clear. Any sub-

critical data points had measured sub-cool of at least 1.8 K, and all but two points

had sub-cool greater than 4 K. The overall system energy balance was within 6%

for all tests, and the EG-side heat transfer rates were taken as the cooling capacity

values for both evaporators due to the discovery that two of the three Coriolis mass

flow meters in the refrigerant line were not reliable because of their placement at

the outlet of both evaporators. Placement at the evaporator outlets subjected the

Coriolis flow meters to oil and occasional two-phase flow conditions, rendering their

measurement less reliable. The third mass flow meter at the gas cooler outlet was

reliable due to a consistent single-phase state. For the conditions that only required

one of the two unreliable Coriolis flow meters to complete the cycle analysis, the LT

evaporator EG heat transfer rate was taken as an input into the post-processing script

and the resulting EG and refrigerant-side heat transfer rates in the MT evaporator

were found to agree within 10% for all points presented. P-h diagrams of each cycle

are provided in Figure 5.1, Figure 5.2, Figure 5.3, and Figure 5.4. The P-h diagrams

represent the gas cooling pressure which achieved the highest COP for each ambient

condition tested.
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Table 5.2.
Statistical parameters regarding the consistency of test conditions for the
reported experimental results.

Parameter Average Value Standard Deviation

(-) (◦C) (◦C)

LT Evaporator EG Inlet Temperature -20.7 0.4

MT Evaporator EG Inlet Temperature 2.6 0.7

First Stage Compressor Suction Superheat 14.4 1.4

Second Stage Compressor Suction Superheat 13.1 1.5

Fig. 5.1. P-h diagram of experimental test stand data from the baseline
cycle at four ambient temperatures.
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Fig. 5.2. P-h diagram of experimental test stand data from the MT econ-
omization cycle at four ambient temperatures.

Fig. 5.3. P-h diagram of experimental test stand data from the ejector
cycle at four ambient temperatures.
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Fig. 5.4. P-h diagram of experimental test stand data from the ejector
and pump cycle at four ambient temperatures.

The ejector was originally sized for a 15 kW AC system, and was therefore over-

sized for the test stand at refrigeration conditions, which had an approximate total

capacity of 8 kW. The motive nozzle was still able to be modulated to provide ad-

equate control of the gas cooling pressure. The suction nozzle diameter was set to

approximately 6.4 mm and the motive nozzle diameter ranged from 0.3 mm to 0.8

mm for the tests presented herein. The suction nozzle diameter was set near the

minimum value of the ejector to allow for a small diameter while leaving additional

room for modulation if ejector efficiencies were found to be unreasonably low. The

lower bound of the motive nozzle diameter was dictated by ejector design while the

maximum motive nozzle diameter was limited by a diameter that would keep the

motive nozzle inlet state in a single-phase state. The pump design maximum inlet

temperature is 25 ◦C. Therefore, it was only applied at the 14 ◦C and 19 ◦C ambient

conditions. The maximum speed the pump was operated at was limited to a speed

that would keep the pump discharge pressure below the maximum design discharge

pressure of 100 bar. The two stage compressor that performed the second and third
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stages of compression proved to be another limiting factor in test stand operation due

to being undersized, resulting in the inability to reach a gas cooling pressure corre-

sponding to a maximum COP at the 28 ◦C condition because of the motor current

draw limit.

The high-side EXV was modulated to vary across a range of gas cooling pressures

in search of the maximum COP for each cycle and condition that did not employ the

ejector, bounded by the aforementioned experimental limitations. Pressures corre-

sponding to the maximum COP were identified at all ambient conditions except the

28 ◦C condition, and for all cycles except the cycle with the pump. In the case of the

pump cycle, the COP decreased with increasing pump speed for all points tested. The

lowest COP corresponded to the highest pump speed. The ejector motive nozzle was

at the minimum motive diameter for both conditions where the pump was applied in

order to minimize the chance of cavitation in the pump suction chamber due to the

suction state entering the vapor dome. The resulting COP values with gas cooling

pressure variation for all four ambient conditions are shown in Figure 5.5, Figure 5.6,

and Figure 5.7 for the baseline, MT economization, and ejector cycles, respectively.
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Fig. 5.5. Baseline cycle COP with gas cooling pressure variation at four
ambient temperatures.
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Fig. 5.6. MT economization cycle COP with gas cooling pressure variation
at four ambient temperatures.
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Fig. 5.7. Ejector cycle COP with gas cooling pressure variation at four
ambient temperatures.

The COP trends followed the expected result of attaining a maximum value for

a given ambient condition at a higher pressure with increasing ambient temperature.
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The maximum COP values for each cycle at each ambient temperature tested are

plotted at the corresponding gas cooler outlet pressure in Figure 5.8 for an overall

comparison. The two pump points are plotted showing the highest speed tested. For

comparison, the nozzle position where the pump is utilized corresponds to the highest

gas cooling pressure shown in Figure 5.7 for a given ambient condition. Therefore,

as the pump speed increases the COP ranges from the ejector-only COP at the same

ambient condition to the value shown in 5.8. A summary of COP, gas cooler outlet

pressure, cooling capacities, and power consumption for all points shown in Figure

5.8 is provided in Table 5.3.
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Fig. 5.8. Summary of maximum COP values at the corresponding gas
cooler outlet pressures over a range of ambient temperatures for all cycles
tested.
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Table 5.3.
Summary of the obtained data at maximum COP gas cooler outlet pres-
sures over a range of ambient temperatures for all reported steady state
tests.

TAmb Architecture PGC,out COP Q̇cool,LT Q̇cool,MT Ẇcomp,LP Ẇcomp,HP

(◦C) (-) (kPa) (-) (kW) (kW) (kW) (kW)

28

Baseline 8927±26.9 1.13±0.05 1.81±0.22 5.22±0.25 1.07±0.032 4.08±0.032

MT Econ. 8764±26.9 1.07±0.05 2.60±0.20 4.06±0.23 1.10±0.032 4.07±0.032

Ejector 8793±26.9 1.10±0.05 2.14±0.20 4.73±0.23 1.12±0.032 4.08±0.032

24

Baseline 8084±26.9 1.19±0.06 1.78±0.21 5.40±0.24 1.16±0.032 3.82±0.032

MT Econ. 8146±26.9 1.20±0.05 2.48±0.21 4.90±0.24 1.20±0.032 3.86±0.032

Ejector 8182±26.9 1.20±0.05 2.20±0.21 5.23±0.23 1.26±0.032 3.85±0.032

19

Baseline 7624±26.9 1.36±0.06 1.94±0.21 5.92±0.24 1.06±0.032 3.65±0.032

MT Econ. 7718±26.9 1.44±0.06 2.65±0.20 5.81±0.24 1.08±0.032 3.71±0.032

Ejector 7937±26.9 1.42±0.05 2.39±0.20 6.14±0.24 1.14±0.032 3.77±0.032

Ejector & Pump 7410±26.9 1.28±0.05 2.40±0.20 5.91±0.24 1.17±0.032 3.59±0.032

14

Baseline 6929±26.9 1.58±0.06 2.18±0.21 6.64±0.24 1.03±0.032 3.47±0.032

MT Econ. 7687±26.9 1.52±0.06 2.06±0.20 6.82±0.25 1.03±0.032 3.69±0.032

Ejector 6955±26.9 1.48±0.06 2.06±0.20 6.37±0.25 1.10±0.032 3.50±0.032

Ejector & Pump 6631±26.9 1.27±0.05 2.47±0.20 5.52±0.24 1.14±0.032 3.32±0.032

Cooling capacities for all steady state tests for the baseline, MT evaporator, ejec-

tor, as well as the ejector and pump cycles are shown in Figures 5.9(a), 5.9(b), 5.9(c),

and 5.9(d), respectively. The general trends show a decreased capacity with increas-

ing ambient temperature, as well as an increased capacity with increasing gas cooling

pressure for all cycles except the ejector and pump cycle. The capacity decreases

with ambient temperature due to the curvature of the isotherms near the critical

point such that, even at a gas cooling pressure that results in the highest COP for

a given condition, the specific enthalpy at the expansion inlet will increase, resulting
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in an increased expansion outlet quality. The same isotherm curvature surrounding

the critical point is also the reason the cooling capacity increases with gas cooling

pressure. For a given ambient temperature, a higher gas cooling pressure will move

the expansion inlet state up and left along the isotherm, thus resulting in a decreased

expansion outlet quality. As the gas cooling pressure increases and the expansion

inlet state continues to climb up the isotherm, there is a point of diminishing returns

such that the compressor power needed to achieve the gas cooling pressure increases

more than the resulting increase in cooling capacity. This is why there is a gas cooling

pressure that results in a maximum COP for transcritical CO2 cycles, above which

the COP decreases. Another important observation regarding cooling capacity vari-

ation over ranges of ambient conditions and gas cooling pressures is that the MT

evaporator cooling capacity varies significantly more than the LT evaporator cooling

capacity. This is due to the LT evaporator mass flow rate being approximately four

times lower than that of the MT evaporator, such that the absolute change in cooling

capacity with operating condition will be much smaller for the LT evaporator than for

the MT evaporator. In the case of the ejector and pump cycle, the cooling capacity

decreases directly with the pump outlet pressure, denoted as the motive nozzle inlet

pressure in Figure 5.9(d). The decreased capacity with increasing pump discharge

pressure can be justified by observing the direct relationship of ejector diffuser outlet

quality with pump discharge pressure on the P-h diagram provided in Figure 5.4.
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Fig. 5.9. Summary of cooling capacities over a range of ambient temper-
atures for all reported steady state tests for each cycle: (a) Baseline; (b)
MT Economization; (c) Ejector; and, (d) Ejector and pump.

Maximum COP improvements of 6% and 5% over baseline were obtained with

the MT economization and ejector cycles, respectively, at the 19 ◦C ambient con-

dition. Smaller COP improvements from the MT economization and ejector cycles

were obtained at the 24 ◦C condition. The P-h diagram in Figure 5.3 justifies why the
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ejector COP benefit did not increase with ambient temperature at the 24 ◦C ambient

condition by showing that the ejector motive nozzle inlet pressure did not increase

significantly past the cycle shown at the 19 ◦C ambient condition. The small increase

in gas cooling pressure at the 24 ◦C ambient condition suggests that there may have

been a slightly higher pressure that would have optimized the cycle further, despite

Figure 5.7 appearing to have achieved a maximum COP for the 24 ◦C ambient condi-

tion. Both the MT economization and ejector cycles resulted in lower maximum COP

values at the 14 ◦C and 28 ◦C conditions. The lower COP at the 14 ◦C condition is

largely due to the low evaporator inlet quality achieved with the baseline cycle due

to the low condenser outlet temperature. In the case of low-ambient temperatures,

the benefit of an increased change in specific enthalpy across the evaporator is less

significant such that the detrimental effect of the reduced mass flow rate through the

evaporator due to phase separation on the cooling capacity outweighed the benefit

of the lower evaporator inlet quality. A similar explanation can be given for the de-

crease in COP of the cycle utilizing the ejector, as the reduction in mass flow rate

through the evaporator was not outweighed by the decreased compressor input power

required. Insufficient reduction in compressor input power is a result of the ejector

being unable to increase the compressor suction pressure enough due to a smaller

amount of available expansion work. Both the MT economization and ejector cycles

would likely achieve higher maximum COP values than baseline, but the compressor

was not able to reach a gas cooling pressure associated with a maximum COP for any

of the cycles tested at the 28 ◦C condition.

5.4 Ejector Control and Performance Assessment

Two methods of ejector control were assessed in this chapter. The first was a

variable diameter motive nozzle and the second was a variable speed pump located

between the gas cooler outlet and motive nozzle inlet. The motive nozzle diameter

variation was used to search for the gas cooling pressure corresponding to the maxi-
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mum COP in Figure 5.7, validating motive nozzle diameter modulation as an effective

means of gas cooling pressure variation. Contrary to many expansion work recovery

device control methods, the variation in motive nozzle diameter did not significantly

impact the ejector efficiency, as shown by Figure 5.10. The slight variation in ejector

efficiency in the middle of the 14 ◦C and 19 ◦C conditions and at the second-highest

pressure at the 24 ◦C condition was due to increased MT evaporator outlet superheat.

An MT evaporator outlet superheat of 5 ◦C was targeted during testing, but there

was some variation on the order of 3 ◦C to 5 ◦C above and below the target super-

heat. The three peaks in ejector efficiency show that ejector efficiency will increase

with superheat at the suction nozzle inlet, but the increased superheat at the suction

nozzle inlet results in a decreased cycle COP because the evaporation temperature

needs to be lower to accommodate heat transfer to the refrigerant from the secondary

fluid. The trend of increased evaporator outlet superheat increasing ejector efficiency

but decreasing cycle COP is consistent with the COP values reported in Figure 5.7,

with the peaks in ejector efficiency corresponding to local minima of COP.
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Fig. 5.10. Ejector efficiency variation with motive nozzle modulation at
four ambient temperatures.
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Due to the generally direct relationship of cooling capacity to COP, a higher

ejector entrainment ratio often results in an increased COP because the numerator of

the entrainment ratio calculation is the mass flow rate through the MT evaporator,

shown in Equation 5.2. The ejector cycle cooling capacity variation shown in 5.9(c)

confirms the direct relationship of entrainment ratio with cooling capacity. Measured

entrainment ratios from ejector operation are shown in Figure 5.11 and follow the

same trends observed with COP in Figure 5.7. The direct relation of ejector lift

with gas cooling pressure for different ambient conditions is shown in Figure 5.12.

While some trends associated with ejector pressure lift and gas cooling pressure can

be related to other plots, the ejector pressure lift cannot be directly associated with

trends observed in reported plots of ejector efficiency, entrainment ratio, or cycle COP.

As noted in the description of the ejector efficiency trend, the ejector suction nozzle

inlet superheat varied slightly over the conducted tests. For a constant evaporator

outlet superheat, ejector pressure lift would be directly proportional to the pressure

differential across the motive nozzle. Conversely, for a constant motive nozzle inlet

state and pressure differential, an increased evaporator outlet superheat would lead

to increased ejector pressure lift. However, when both suction nozzle superheat and

the motive nozzle inlet condition vary, it is challenging to identify a single cause of

the ejector pressure lift variation, thus both the evaporation condition and ejector

motive inlet pressure are cited as causes of the ejector pressure lift behavior observed

in Figure 5.12.
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Fig. 5.11. Ejector entrainment ratio variation with motive nozzle modu-
lation at four ambient temperatures.
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Fig. 5.12. Ejector pressure lift variation with motive nozzle modulation
at four ambient temperatures.

Applying a pump to compress the sub-cooled liquid, where the temperature and

pressure of the refrigerant are below their respective critical values, or supercritical
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liquid, where the fluid pressure is above the critical pressure but the temperature is

below the critical temperature, resulted in consistent trends and reliable operation.

Ejector efficiency varied directly with pump speed and thus, pump outlet pressure,

as shown in Figure 5.13. There appears to be a peak ejector efficiency at the 14

◦C ambient condition, but the variation between this perceived local maximum and

the points on either side of it is well within experimental uncertainty. Additionally,

the significant sensitivity of ejector efficiency to operating condition variation further

motivates the conclusion that a broader array of pump and ejector testing would be

needed to confidently identify a maximum ejector efficiency corresponding to a par-

ticular pump outlet pressure. Despite the increased ejector efficiency, the entrainment

ratio of the ejector decreased with increasing pump outlet pressure. The P-h diagram

of the pump cycle shown in Figure 5.4 offers visual support for the trend of a decrease

in entrainment ratio with increasing pump discharge pressure through an increase in

the ejector diffuser outlet quality with increasing pump outlet pressure. While the

relationship of diffuser outlet quality and ejector entrainment ratio is further com-

plicated by the multi-evaporator architecture, the diffuser outlet quality does dictate

the ratio of vapor mass flow rate that bypasses the evaporators and can therefore be

used as an indicator for cooling capacity trends. Despite the increasing ejector outlet

quality, the total system cooling capacity did not vary more than 0.4 kW over the

range of all pump conditions tested. At the 14 ◦C ambient condition, the distribution

of cooling capacity between evaporators shifted to the LT evaporator with increasing

pump pressure. This resulted in an increase of the LT evaporator capacity by 19%

while the MT evaporator capacity was reduced by 11%. However, the COP of the

cycle decreased with use of the pump, as shown in Figure 5.8.
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Fig. 5.13. Ejector efficiency variation with pump outlet pressure modula-
tion at two ambient temperatures.

As discussed was discussed with respect to cooling capacity, the ejector entrain-

ment ratio decreased with increasing pump discharge pressures, shown in Figure 5.14.

The pump was therefore validated as a means to control ejector efficiency, pressure

lift, and entrainment ratio. Despite the increased pressure lift achieved through the

additional pressure differential across the motive nozzle applied by the pump, shown

in Figure 5.15, the application of the pump did not decrease the compressor input

power enough to offset the power required to operate the pump. Over the range of

applied pump speeds, the pump suction pressure decreased slightly despite the motive

nozzle diameter remaining constant over the course of the pump tests. To provide

added context to the relationship between ejector and pump pressure lift, the pump

inlet pressure decreased from 68 to 66 bar for the 14 ◦C ambient tests and from 78 bar

to 74 bar for the 19 ◦C ambient condition as the pump speed increased. Therefore,

while pump efficiency increased at lower ambient temperatures, the ratio of pump

pressure differential to ejector pressure differential was significantly smaller at the

19 ◦C ambient condition. This was likely due to the inability of the ejector motive

nozzle to increase the pump suction pressure further. However, the discrepancy in
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pump suction pressure offers a notable perspective on pump performance that can

be achieved through speed modulation when it is noted that the extra 5 rotations

per minute applied to the pump speed at the 14 ◦C ambient test made up for the 8

bar difference in suction pressure to achieve a similar discharge pressure as the 19 ◦C

ambient test.
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Fig. 5.14. Ejector entrainment ratio variation with pump outlet pressure
modulation at two ambient temperatures.
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Fig. 5.15. Ejector pressure lift variation with pump outlet pressure mod-
ulation at two ambient temperatures.

The overall pump efficiency varied from 8% to 29% during the tests used reported

in Figures 5.13, 5.14, and 5.15. The low pump efficiency was due to the maximum

pump operating speed being approximately 40% of the design speed of the pump.

The pump was intentionally oversized, but the data used in the initial calculation of

the required pump volumetric flow rate was from this same test stand operating at

higher evaporating conditions than tested herein. Increased pump efficiency would

decrease the COP discrepancy between the cycle utilizing the ejector and the cycle

utilizing the ejector and the pump, but preliminary numerical results analyzing the

COP benefit of a higher pump efficiency showed that the ejector efficiency would also

need to increase in order to approach the COP of the cycle without the pump.

When the design tool from Section 3 is applied to the experimental operating

conditions achieved in the test stand using assumptions from Section 3.4.4, recom-

mendations for ejector design improvements for application in this test stand can be

made. Ejector operation with and without the pump resulted in slightly different

designs, both of which were closer to each other than to the design of the ejector
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that was applied in experimental testing. In particular, the mixing section diameter

should be reduced from 4 mm to either 3.6 mm or 3.2 mm for ejector or ejector

with pump operation at the maximum pump discharge pressure, respectively. If this

change were to be made, the current variable diameter motive nozzle design could

be retained, as the recommended motive throat diameter of approximately 1.2 mm

falls within the range of achievable motive nozzle diameters with the existing variable

geometry ejector. The differences in recommended motive nozzle diameters differed

by less than 0.05 mm between the ejector and ejector with pump input states. The

desired suction nozzle diameter would be very near that of the mixing section, on the

order of between 3.5 and 4.0 mm, therefore the suction nozzle diameter would need to

be decreased from the current design. Finally, the length of the diffuser in the current

ejector would result in a decreased ratio of mixing section to diffuser outlet diameter

ratios. This decreased ratio would result in an increased ejector efficiency without an

increased length due to the decreased mixing section diameter. Given the observation

of diminishing returns on ejector efficiency increase with a decreasing ratio of mixing

section diameter to diffuser outlet diameter, if the current diffuser length of approx-

imately 65 mm was retained with the updated mixing section diameter, the ejector

efficiency would come within 0.2% of the efficiency obtained with a mixing section

diameter to diffuser outlet diameter ratio of 0.1. Because 0.1 was set as the lower

bound for the parametric analysis of the impact of the ratio of mixing section to dif-

fuser outlet diameters shown in Figure 3.9(b), the ejector efficiency obtained at ratio

value of 0.1 was accepted as the maximum for that particular parameter. Given the

conservative component efficiencies assumed in Section 3, the design tool estimated

that this design could increase ejector efficiency from the 10% to 18% observed in test-

ing, with the majority of points falling between 10% and 16% efficiency, to between

19% to 21%, with further improvement possible with sub-component optimization.
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5.5 System Behavior

This section is included in order to give an overview of system dynamics consid-

erations, as well as to give context to the results observed during testing. General

controls are overviewed to shed light on how steady state conditions were achieved,

and insights into system transients are shared to provide background into the quan-

tification of system dynamics presented in Chapter 6.

This section outlines the techniques used to control the test stand. Control of

the physical CO2 system will be discussed in-depth. However, it needs to be noted

that stable operation of the test stand requires steady operation of not a single vapor

compression cycle, but the stable operation of four vapor compression cycles. As the

test stand is located in a psychrometric chamber, the room vapor compression and

heater controls need to reach steady state within the room environment. Efforts to

achieve steady conditions in the psychrometric chamber can be upset by the variation

of loads produced by any of the other three cycles associated with the test stand and

located within the chamber, but the chamber also has approximately five times the

capacity of the other cycles in the experimental setup, so it can absorb thermal

transients well. The two EG baths also have internal vapor compression cycles which

need to stabilize, a processes that is assisted by the thermal buffer provided by the

EG secondary loops between these two cycles and the CO2 test stand. Once the three

cycles in charge of fixing simulated heat source and heat sink conditions are stable,

the CO2 test stand can then pursue stability.

5.5.1 Cycle Control and Liquid Level Management

The first priority with system control must be maintaining safe system operation.

Safe operation is primarily defined by pressures and superheat values. The test stand

was designed with stainless steel and components intended for transcritical CO2 on

the high-side of the system so that the system can be safely operated at maximum

pressures of over 100 bar. The flash tanks and liquid level sight glasses are rated for
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HFC pressures, which is still more than adequate at normal evaporation conditions

for the test stand. However, at operating points that require significant throttling of

EXVs 2 through 4, the flash tank pressure can be pushed above safe levels, which

needs to be considered during test stand operation. Compressor suction superheat is a

concern at all times, and ideally remains above 5 K. While the evaporator outlet needs

to be superheated in order to accurately calculate a refrigerant-side cooling capacity,

validated EG-side capacities can provide an estimation of evaporator capacity as well.

Once the ambient conditions are steadied by the psychrometric chambers and

both evaporator temperatures and loads are stabilized through the EG secondary

loops, the test stand operation can then be manipulated. Referring to the simplified

nomenclature of Figure 5.16, EXV 1 is used to control the high-side pressure of the

system. The EXVs upstream of both evaporators, EXV 2 and EXV 4 for MT and LT,

respectively, are used to control superheat at the outlet of their respective evaporators.

MV 1 and MV 2 are used to initiate and manage phase separation in the MT and LT

flash tanks, respectively.
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Fig. 5.16. CO2 test stand schematic with valve labels.

Once initialized, the MV bypass is utilized in conjunction with the flash tank

outlet EXV to maintain efficient system operation and a stable liquid level in the

flash tank. A stable liquid level is maintained through balancing pressure drop across

the MV and EXV, effectively manipulating flash tank outlet port which drives the

outlet flow of a particular phase of fluid. The MV used for vapor bypass can be

closed to throttle the refrigerant traveling through the vapor outlet more in an effort

to increase the liquid level if the liquid level begins to decrease. The EXV can be used

in the same way to achieve the opposite effect. Locally, the flash tank liquid level

should be maintained in order to prevent liquid from being sent to the compressor

suction or drying out the evaporator, which result from filling or emptying the flash

tank of liquid, respectively. However, variation of flash tank liquid level should be

viewed as adding or releasing charge from a system dynamics perspective. Therefore,

decreasing the liquid level in the system increases the charge in the rest of the cycle

components, which has a more significant impact on system performance. When a
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system receives more charge, the general trend is that the pressures throughout the

system increase, or from a visual perspective, the P-h diagram moves up and to the

left. If the vapor compression cycle without the flash tank is considered to be the

system, the trends in system behavior with increasing charge are due to the system

having a fixed internal volume, and the draining of the flash tank effectively increases

the amount of mass that the system contains. Therefore, the specific volume needs

to decrease throughout the system to accommodate the changing mass in the system

and satisfy conservation of mass. From an evaporator standpoint, increased charge

results in lower evaporator outlet superheats and higher evaporation temperatures.

On the high-side, the condenser outlet sub-cool increases if operating in sub-critical

operation, and the gas cooling pressure increases in transcritical operation. The

opposite occurs when increasing the liquid level in the flash tank. Understanding

the liquid level effects is vital to controlling the system as well as achieving a target

operating condition and compressor suction superheat.

A final comment must also be made regarding secondary effects of changes made

during vapor compression cycle operation. In actuality, there are often ripple effects

from a single valve actuation that can be seen throughout nearly every facet of the

vapor compression cycle. The presence of additional effects of varying a cycle param-

eter is especially true with more complex cycles that have largely coupled dynamics

between components. For example, while closing an EXV between a flash tank and

an evaporator will decrease the evaporation temperature, it does so by decreasing the

pressure at the valve outlet as well as the mass flow rate. Depending on the shape of

the vapor dome for the working fluid being assessed, the rate of superheat increase

facilitated by the decrease in mass flow rate can vary. Furthermore, closing an EXV

upstream of an evaporator will increase the pressure of the flash tank upstream of the

EXV. The same idea can be observed with the EXV at the gas cooler outlet, which is

widely accepted to be an effective means of controlling the gas cooling pressure, and is

a common strategy for optimization in transcritical CO2 cycles. However, variations

in the EXV opening will also vary mass flow rates downstream, thus changing evapo-
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rator outlet superheats, and can also effect the amount of liquid entering a flash tank.

The liquid level variation is more evident in sub-critical operation, where sub-cooled

liquid at the outlet of the condenser can be passed at higher or lower rates into the

flash tank.

When operating in ejector mode, gas cooler pressure control can be imparted

through controlling the diameter of the motive nozzle via a threaded needle shown

in Figure 3.14, and while this specific ejector was designed for a slightly larger sys-

tem, control via modulation of the motive nozzle diameter method was still found

to be possible, albeit with less fine tuning available relative to the high-side control

resolution possible with EXVs. The scenarios discussed in this section are only a

few examples of the extenuating effects of system dynamics that need to be consid-

ered upon analysis and consideration of the different time scales observed in thermal

systems.

5.5.2 Pump Operation

The primary concern surrounding pump operation was preventing cavitation in the

suction chamber. With the high pressure levels present in a CO2 system, a significant

amount of head is available. The more likely culprit of cavitation would be with the

pump suction state entering the vapor dome, which was more likely than initially

anticipated due to the undersized ejector motive nozzle and the unforeseen charge

migration effects of engaging the pump. Pump engagement entailed calculation of

the pump speed that would match the gas cooler outlet mass flow rate as closely as

possible. The matching of these mass flow rates was achieved by using the the pump

displacement volume and inlet specific volume to calculate the pump speed that

would equal the system mass flow rate. The speed resulting from this calculation was

used as the starting point to minimize system fluctuations. Once the initial speed

was identified, two actions needed to occur simultaneously. First, the pump bypass,

which took the form of a ball valve situated between the gas cooler outlet and motive
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nozzle inlet, needed to be closed to prevent flow circulation to the pump suction

port. Second, the pump needed to be started via entering the calculated speed and

engaging the VFD. These two steps need to be taken nearly simultaneously. Once

the startup sequence occurred, the system temporarily sent an increased amount

of mass into the flash tank. While there are a number of nuances associated with

the mass flow transients of the test stand, the initial increased flash tank level due

to pump engagement had the effect of reducing the charge in the rest of the cycle

momentarily, thus temporarily decreasing the pump inlet pressure. The mass was

redistributed through the system within two to three minutes, but the decrease in

pump suction pressure needed to be anticipated. This anticipation motivated a target

margin of three to five bars of pressure between the pump suction port and the vapor

dome before engagement.

Once the pump was running, the system remained very stable and operated re-

liably. The pump speed could then be increased incrementally to achieve higher

motive nozzle inlet pressures. An increased pump speed led to a decreased pump suc-

tion pressure, but the suction pressure decreased significantly less than the discharge

pressure increased for a given change in pump speed. Therefore, the maximum pump

discharge pressure of 100 bar was often reached before the decreased suction pressure

approached the vapor dome. Pump shutdown followed the startup process in reverse.

5.5.3 Relative Timescales of System Dynamics

The testing conducted consisted of the need to control several aspects of the

experiment effectively, many of which operated on different time scales. The first,

and slowest to react, was the control of the psychrometric chambers where the test

stand was located. While getting the test chamber to the target operating condition

took a significant amount of time, once conditions were reached the room was able

to absorb varying internal loads and leverage its significant thermal mass to retain

a steady operating condition. Also within the scope of environmental control was
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management of the heat sources. As discussed in Chapter 2, both evaporators were

controlled by independent EG baths. Both baths had an internal vapor compression

cycle for cooling and a resistance heater for heating. At high-capacity conditions,

the MT bath was not able to heat the EG enough to retain a constant temperature

for several hours of high-capacity tests. While the resulting EG source temperature

variation was not significant enough to be noted as an unstable condition during

steady state testing, the test stand needed to transition to a reduced capacity to

allow the MT bath to regain one or two Kelvin in order to return to the set point.

The reduced capacity cycle was often conducted through sending oil back to the

compressor oil sumps between test points via the bypass from the oil separator at the

discharge of each compressor.

Within the test stand itself, there are three primary dynamics that need to be

considered. The three dynamics are charge distribution, temperature, and pressure,

in order from slowest to fastest. It was important to keep these dynamics in mind,

particularly during operation of cycles that utilized the flash tank. When an EXV was

actuated, system pressures immediately surrounding that valve would react within

several seconds. However, the ensuing changes in temperatures could take on the

order of 15 to 30 seconds to reach a more predictable trend, and possibly on the order

of 15 minutes to stabilize, assuming the sink and source temperatures were held con-

stant. Understanding these relative timescales is relevant because the combination of

the relative rates of pressure and temperature reactions coupled with the shape of the

vapor dome for the fluid being used could result in the temporary loss of compressor

suction superheat. For example, if a cycle is operating at a compressor suction su-

perheat of approximately 5 K and the evaporator inlet EXV is closed by a significant

margin in anticipation for an upcoming change in set point or source temperature,

the evaporation pressure may drop at a rate that is faster than the evaporator outlet

superheat will increase such that the compressor suction port temporarily enters the

two-phase region. While gradual changes are generally recommended in the operation

of any thermal system, scenarios with rapid variation in system parameters can occur
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with poorly-tuned valve controls or significant excitations, and should therefore be

understood and considered by designers of system controls.

5.6 Experimental Testing Conclusions

This chapter presented an experimental analysis comparing two ejector control

methods and four cycle architectures applied in a two-evaporator transcritical CO2

refrigeration cycle with an approximate cooling capacity of 8 kW. In particular, the

two ejector control mechanisms assessed were motive nozzle diameter variation via an

adjustable needle located in the motive nozzle throat and motive nozzle inlet pres-

sure modulation through a variable speed pump placed between the condenser/gas

cooler outlet and the ejector motive nozzle inlet. The assessed cycles were (1) no

economization, (2) flash tank economization applied upstream of the MT evaporator,

(3) ejector and MT economization, and (4) ejector, MT economization, and a pump

upstream of the motive nozzle inlet. The comparison was conducted over a range

of four ambient temperatures ranging from 14 ◦C to 28 ◦C. The gas cooler outlet

pressure was varied at each ambient condition for each cycle in an effort to identify

the gas cooling pressure that resulted in the maximum COP. Ejector parameters such

as entrainment ratio, efficiency, and pressure lift were also assessed.

The gas cooling pressure where the maximum COP occurred for each cycle de-

creased as ambient temperature decreased. Maximum COP increases of 6% and 5%

were achieved at the 19 ◦C ambient condition with the MT economization cycle and

ejector cycle respectively. The ejector efficiency was not adversely affected through

modulation of the motive nozzle diameter. In fact, cycle parameters such as suction

nozzle inlet superheat had a larger impact on ejector efficiency than variation of the

motive nozzle diameter. The pump was able to increase ejector efficiency by approxi-

mately 41%. Therefore, both methods of ejector control were validated in their ability

to control the ejector. However, all tests utilizing the pump resulted in a lower COP

than the ejector cycle without the pump.
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Future work is to optimize both ejector and pump designs for the operating con-

ditions and capacity of this test stand to increase the COP benefit of both cycles.

Additionally, the first stage compressor needs to be optimized for booster operation,

and the capacity of the compressor performing the second and third stages of com-

pression needs to be increased in order to achieve higher gas cooling pressures at

high ambient conditions. An SLHX should also be considered at the outlet of the

flash tank in order to provide sub-cooled liquid to facilitate a more accurate mass

flow reading from a Coriolis mass flow meter. Placement of another SLHX should be

considered between the gas cooler outlet and pump inlet to facilitate pump operation

at higher ambient conditions
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6. DYNAMIC MODEL VALIDATION AND EVALUATION

This chapter focuses on the results of the dynamic model development described

in Chapter 4. First, steady state validation of both the compressor sub-model and

the system model is presented, followed by validation of the ability of the model

to characterize transient behavior of the test stand. Finally, the dynamic model is

exercised in two test cases to display the ability of the model to develop control

schemes.

6.1 Steady State Validation

6.1.1 Compressor Sub-Model

The two compressors utilized in the test stand were ultimately characterized as

three separate compressors through splitting the two-stage compressor into two sep-

arate correlations that captured the heat loss distribution between stages and the

varying IC outlet states, as discussed in Section 4.4.2.

Validation of modeling the first stage of compression, performed by the single-

stage compressor, is presented first. The three metrics assessed for accuracy with this

compressor model are mass flow rate, power consumption, and discharge temperature.

Comparison of the model calculation of these three metrics to experimental data

is presented in the form of parity plots, and was conducted using 41 data points.

Predictions of the mass flow rate through the single-stage compressor resulted in an

MAE of 3.7%, shown in Figure 6.1(a). The first stage discharge temperature was

predicted with an MAE of 5.7 K, and the power consumption was predicted with an

MAE of 12.1%, shown in Figures 6.2(a) and 6.3(a), respectively.
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The power consumption was under-predicted at lower power consumption states

and over-predicted at higher power consumption operating points. This is consistent

with the trends observed by the authors of the Mendoza-Miranda correlation [139]

when applying the correlation to test data taken below the evaporation temperatures

where the correlation was tuned. While the error imparted by the low evaporation

temperatures was reduced through applying scaling factors, listed in Table 4.6, the

slope of the power prediction should be increased through further modification of the

exponents associated with the overall compressor efficiency given in Equation 4.9. The

slope discrepancy was likely due to the combined effects of π2 and π6, defined in Table

4.5, given their impact on the overall efficiency and consideration of the suction state.

Therefore, a suction evaporation temperature below the intended application of the

correlation would result in a less accurate correlation prediction due to the product

of π2 and π6 raised to their respective exponents. Mathematically, the multiplication

of two terms raised to different exponents would make tuning challenging and thus,

necessitate recalculation of the exponent applied to each Pi term to better fit the

tested operating conditions.

The validation of the two-stage compressor was conducted with 58 data points.

The mass flow rate through the first and second stages of the two-stage compressor

was predicted with an MAE of 1.8% and 1.3%, respectively, shown in Figure 6.1(b).

The first stage discharge temperature was predicted with an MAE of 6.5 K, while

the second stage discharge temperature was predicted with an MAE of 0.7 K, shown

in Figure 6.2(b). Finally, the compressor power consumption by the first and second

compressor stages was predicted with an MAE of 9.9% and 8.7%, respectively, shown

in Figure 6.3(b).

The second compression stage of the two-stage compressor agreed with the ex-

perimental data slightly more than the first stage stage prediction did for the same

reason the single-stage compressor power consumption prediction was less accurate.

Of all compressor stages which were characterized with the Mendoza-Miranda corre-

lation [139], the second stage of the two-stage compressor operated with the highest
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Fig. 6.1. Compressor map mass flow rate validation for: (a) Single-stage
compressor; and, (b) Two-stage compressor.
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Fig. 6.2. Compressor map discharge temperature validation for: (a)
Single-stage compressor; and, (b) Two-stage compressor.

suction pressure. This higher suction pressure equated to an equivalent higher evap-

oration temperature for that stage of compression, which best the conditions for

applicability of the correlation, resulting in the most accurate predictions. A future

remedy for the discrepancy in compressor performance prediction would be either

re-tuning of the Pi group exponents or application of another compressor mapping
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Fig. 6.3. Compressor map power consumption validation for: (a) Single-
stage compressor; and, (b) Two-stage compressor.

technique, such as the AHRI 10-coefficient applied in Chapter 3. The latter sugges-

tion would likely be the better path, as primary motivation for application of the

Mendoza-Miranda correlation [139] was to capture the intercooling effects, and thus

was only pertinent to the stage of compression with the IC outlet state as its suction

state. During further development of compressor characterization, numerical robust-

ness must be kept in mind. The compressor maps presented herein were less accurate

than preliminary models. This is because the data points used for correlation develop-

ment included a larger number of points over a broader range of operating conditions.

The motivation for the broader range of operating conditions was that when dynamic

models are working to initialize and bring the cycle to a reasonable set of operating

conditions before predicting transients, the pressures and temperatures surrounding

the compressor can be significantly outside of the intended operating range. While

this challenge can be eased with thorough initial conditions, numerical variation is

inevitable with modeling a cycle of this complexity. If the compressor sees a con-

dition outside of its intended operating range and its performance map is strictly

for a narrow range of conditions, the compressor sub-model will return unreasonable

mass flow rate values that will make convergence of the cycle much more challenging.
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Therefore, accuracy was knowingly sacrificed for numerical robustness in the case of

the compressor maps presented in this chapter.

6.1.2 Cycle Performance

Before seeking dynamic model validation, the ability of the model to predict steady

state cycle behavior needs to be assessed. The system model developed aims to predict

the performance and behavior of the cycle with the flash tank upstream of the MT

evaporator. Focusing on the MT flash tank cycle provided the chance to assess

the ability of the model to capture phase separation and other system transients

associated with a complex architecture. It was decided to model the MT flash tank

cycle first before advancing to modeling the cycle with the expansion work recovery or

the pump to balance complexity with ensuring the model was predicting reasonable

results. In order to achieve steady state predictions, the dynamic model was run for

a period of 20 minutes with inputs from the experimental model, after which steady

state was reached. Model inputs from experimental data consisted of:

• EXV Aeff from post-processing script that receives input voltage from raw data

• MV position

• Compressor speeds

• Heat sink (air) temperature, relative humidity, and volumetric flow rate

• Heat source (EG) temperatures, concentrations, and volumetric flow rates (for

each evaporator)

16 steady state points from experimental testing over all four ambient conditions

assessed in Chapter 5 were used for validation. Both compressors were operated at

a constant speed of 60 Hz. Parameters selected for validation were cooling capac-

ity, evaporation temperature, compressor power consumption, gas cooling pressure,

and gas cooler outlet temperature. These parameters were chosen given that they

represent the values that are most impactful on cycle efficiency, capacity, and overall

behavior. Parity plots of the LT and MT evaporation temperature predictions are
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provided in Figures 6.4(a) and 6.4(b), respectively. Saturation temperatures for both

the LT and MT evaporators were slightly under-predicted, but resulted in MAE val-

ues of 5.0 K and 3.3 K, respectively. One source of error that contributed to this

discrepancy is due to the presence of a flash tank upstream of the LT evaporator inlet

EXV that is not accounted for in the model and imparts additional pressure drop.

The MT evaporation temperature under-prediction is due to two physical aspects of

the valve in the test stand that made it difficult to characterize the valve accurately.

The first of these aspects is the lack of pressure transducers on either side of the EXV,

and the second is the fact that the EXV at the MT evaporator inlet is the largest of

all the EXVs in the system. Initially, the largest EXV was placed at the gas cooler

outlet. However, this EXV was found to be oversized, which had a more detrimental

impact on the ability to control the gas cooler pressure than control the MT evap-

orator outlet superheat. Therefore, the oversized valve was placed upstream of the

MT evaporator. The lack of pressure transducers coupled with the lower pressure

drop associated with the oversized valve results in the need to estimate at discharge

coefficient, Cd, based on the other valve sizing and tuning with simulation results.
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Fig. 6.4. Test stand system model steady state validation of: (a) LT
evaporation temperature; and, (b) MT evaporation temperature.
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The evaporator cooling capacities followed the same trend as the evaporation

temperatures, offering further support for the conclusion that the model predicted

over-throttling of flows upstream of both evaporators. The under-prediction of MT

evaporator capacity is particularly noticeable at the lower capacity operating points,

where the model under-predicts significantly due to propagation of error through

sub-models that were designed for higher capacity operation.

Parity plots for the LT and MT cooling capacity predictions are shown in Figures

6.5(a), and 6.5(b). MAE values for the LT and MT evaporator capacity predictions

were 12.3% and 18.7%, respectively.
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Fig. 6.5. Test stand system model steady state validation of: (a) LT
evaporator cooling capacity; and, (b) MT evaporator cooling capacity.

The model predicted the compressor power consumption well given the error im-

parted from the compressor map validation in Section 6.1.1. The first stage com-

pressor power consumption is validated in Figure 6.6(a), and the sum of the power

consumed by the second and third compressor stages, representing the two-stage com-

pressor, is validated in Figure 6.6(b). MAE values of 6.0% and 11.9% were achieved

for the first stage and the summation of the second and third compression stage power

consumption values, respectively. The continued trend of under-prediction can be at-
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tributed to the decreased mass flow rate through each compressor. While the overall

pressure ratio across the compressors was higher due to over-throttling, the decreased

mass flow rate had a more significant effect on power consumption and thus, resulted

in continued under-prediction.
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Fig. 6.6. Test stand system model steady state validation of: (a) First
stage power consumption; and, (b) Second and third stage compressor
power consumption.

To assess the heat rejection in the gas cooler and thus, the EXV inlet state,

validation of the gas cooling pressure and gas cooler outlet temperature is shown

in Figures 6.7(a) and 6.7(b), respectively. The gas cooling pressure was predicted

with an MAE of 8.5% and the gas cooler outlet temperature was predicted with an

MAE of 0.9 K. This shows a strong ability for the gas cooling process to capture

heat exchange with ambient air, as well as the ability of the multi-stage compressor

model to receive the varying IC outlet state and still capture the discharge pressure

reasonably accurately.

Overall, the steady state validation of the compressors and cycle parameters

showed reasonable agreement with the experimental data. Over-throttling was a

consistent trend, but the majority of the predicted trends were correct. Additionally,

sources of error were discussed and action to rectify the inaccuracies was identified.
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Fig. 6.7. Test stand system model steady state validation of: (a) Gas
cooling pressure; and, (b) Gas cooler outlet temperature.

6.2 Transient Validation

6.2.1 Validation Strategy

To perform transient validation of a complex cycle, the ability of the model to

capture transient effects of varying the position of one valve at a time needs to be

assessed. Otherwise, identifying any weaknesses or sources of error would be more

challenging. As such, four case studies are investigated and validated:

1. MT evaporator MV bypass valve opened from its original position at two turns

from closed to six turns from closed.

2. MT evaporator inlet EXV closed from 3.5 to 2.75 Volts.

3. LT evaporator inlet EXV closed from 3 to 2.5 Volts.

4. Gas cooler outlet EXV opened from 2 to 2.5 Volts.

To validate the four scenarios, the transient experimental data was averaged over

five second intervals and passed through the same post-processing system of equations
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applied in Chapter 5. The only difference between the transient and steady state

data analysis scripts was that the system of equations used to solve the cycle and

output thermodynamic properties and cycle performance quantification was placed

within a time loop instead of averaging all of the raw data. Structuring the initial

data analysis script in a time loop allowed the selection of how many seconds the

data would be averaged over to represent one point in the transient response. Five

seconds was chosen in order to balance resolution of the transient response and a

reasonable number of variables for EES to solve. The EES memory limit of 12,000

variables was reached at a time step of approximately 2.5 seconds, so in order to retain

reasonable computational speed five seconds was chosen as the time step for transient

data analysis. Comparisons between experimental data and the transient simulation

were conducted with time on the x-axis and several performance parameters on the

y-axis. Plotting parameters with respect to time allows the assessment of the ability

of the model to follow the simulation on a similar timescale as well as whether or

not a constant offset is maintained due to steady state error. If the error between

the simulation and experimental results varies, the error variation can also provide

insights into aspects of the model that need to be improved. The cycle cooling

capacity, evaporation temperatures, compressor suction superheat, and compressor

power consumption are the primary values assessed. These parameters not only

reflect the ability of the model to predict the cycle performance, but also to retain

evaporation temperatures and compressor suction superheat values that will allow

safe operation of the compressors. A final comment on the transient simulation setup

would be that the model is exactly the same as was validated in Section 6.1, except

that the refrigerant line between the MT evaporator inlet EXV and the MT evaporator

inlet were deleted due to being the sole source of consistently non-converging solutions

despite repeated efforts to add constraints and initial conditions. Further investigation

and reapplication of these lines is noted in the future work. The length of the lines was

approximately two meters, which is not negligible but would not have a significant

impact on the model accuracy.
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6.2.2 Charge Migration

Before further system parameters are assessed for each transient case study, the

ability of the simulation to predict charge migration is assessed. Charge migration

is assessed by analyzing the flash tank liquid level variation with time. This is a

vital observation because transient charge migration was found to be slower than

both temperature and pressure propagation throughout the test stand. Therefore,

if the rate of mass transfer throughout the test stand is predicted to be faster than

it would be in reality, this would result in nearly all subsequent transients occurring

faster in the simulation than in the experimental data. Furthermore, the additional

components in the physical test stand which allow assessment of other architectures

increased the test stand volume significantly relative to the single architecture used

in this dynamic simulation. The resulting lower charge value in the simulation also

contributed to the smaller inertia of the system dynamics relative to the experiment

by nature. A comparison of simulated flash tank liquid level to measured flash tank

liquid level with time for case study 1, 2, 3, and 4 is shown in Figures 6.8(a), 6.8(b),

6.8(c), and 6.8(d), respectively.
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Fig. 6.8. Comparison of simulated and experimental flash tank liquid level
variation in: (a) Case study 1; (b) Case study 2; (c) Case study 3; and,
(d) Case study 4.

As the flash tank liquid level comparison showed, the simulation under-predicts

the magnitude of the transients associated with all four case studies. This is evident

in the significantly smaller variation in simulated flash tank liquid level than the

measured variation, which confirms that the model mass transfer predictions are

not capturing the inertial effects of charge migration well enough. In Dymola, the

mass is a secondary calculation that is conducted after a state is fixed with two

independent, intensive properties. These properties are defined through conservation
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of mass, momentum, and energy presented in Table 4.1 in Chapter 4. Therefore, the

final states are calculated through the results of isentropic efficiencies or heat transfer

parameters. The only way to force charge as a parameter is through the use of a

component called Filling Station within the TIL Library.

To assess the ability of the dynamic model to capture the impact of forcing charge

variation on the model, an example is presented from preliminary modeling of a multi-

stage cycle that is similar to the focus of this chapter. Using the same ramp concept in

Dymola as was introduced in Chapter 4, Filling Station was applied. Filling Station

is simply a port that breaks into the model conservation of mass system of equations

to add or decrease charge at a given point in the cycle. The model was run for 40

minutes without charge variation to achieve steady state, then 0.75 kg of charge was

added over a two minute period. This condition was then given an additional 38

minutes to reach steady state for 40 minutes in total, before 1.5 kg of charge was

removed over 240 seconds and allowed to run for an additional 36 minutes, for a 120

minute simulation in total. A P-h diagram with all three plots overlaid on top of each

other is shown in Figure 6.9.
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Fig. 6.9. Comparison of simulated charge variation effects on the test
stand operating in LT economization mode.

Qualitatively, the system responds as would be expected. When charge is added,

the system pressures increase in general. When charge is removed, the opposite

occurs. To ensure that the mass flow rate and system capacity followed suit, Table

6.1 provides system parameters that are impacted by charge to compare all three

charge operating conditions.
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Table 6.1.
Results from simulated variation of the test stand charge in LT econo-
mization mode.

Cycle Q̇MT,Evap Q̇LT,Evap TMT,Evap TLT,Evap

(-) (kW) (kW) (◦C) (◦C)

Initial Charge 5.32 1.97 -6.6 -28.2

Increased Charge 5.65 2.22 -6.0 -26.4

Decreased Charge 4.82 1.78 -7.8 -29.7

Following the qualitative results, the quantitative results provided validate the

ability of TIL to capture charge variation. However, with charge held constant as

was the case in the experimental testing, the model was not able to capture these

same dynamics through liquid level variation in the flash tank. This is a fundamental

challenge that should be remedied through additional modeling of the flash tank to

result in more significant charge variation and increased accuracy of the dynamic

response with transient phase separation. Addressing the charge migration transients

is in the future work.

6.2.3 Model Validation Results

Transient validation plots of the cooling capacity, evaporation temperature, com-

pressor suction superheat, and compressor power consumption for the first case study

are shown in Figures 6.10(a), 6.10(b), 6.10(c), and 6.10(d), respectively. The gas

cooling pressure was slightly under-predicted as a result of error due to valve char-

acterization, which contributed to the reduced cooling capacity predictions. While

the result of all assessed parameters showed similar trends between the model and

experimental data, the simulated evaporator cooling capacity arrived at a stable oper-

ating condition faster than the experimental cooling capacity. Despite this, all other
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simulated parameters varied on similar timescales to the experiment. Due to the

previously-discussed under-prediction of rate of mass transfer effects in the model,

it can be concluded that the evaporator capacities were more impacted by the mass

transfer rate discrepancy than other parameters. The simulated flash tank liquid level

shown in Figure 6.8(a) matched that of the experiment best in case study 1, which

supports why the remaining parameters had similar dynamic responses.
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Fig. 6.10. Transient case study 1, MV actuation, comparison of exper-
imental and simulated values: (a) Cooling capacities; (b) Evaporation
temperatures; (c) Compressor suction superheat; and, (d) Compressor
power consumption.

The closing of the MT evaporator inlet EXV in case study 2 also produced a rapid

initial cooling capacity reaction. Transient validation plots of the cooling capacity,

evaporation temperature, compressor suction superheat, and compressor power con-

sumption for the second transient case study are shown in Figures 6.11(a), 6.11(b),

6.11(c), and 6.11(d), respectively. In case study 2 the simulated MT evaporator
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cooling capacity decreased rapidly, then seemed to stabilize for the remainder of the

simulation, while the experimental data decreased more slowly. The simulated LT

evaporator capacity seemed to be more shielded from the variation of the MT evap-

orator state than the experimental data shows it should have been, resulting in a

much smaller variation in simulated capacity than experimental capacity. The theme

of the simulation reacting more quickly than the experiment was consistent through

evaporator outlet superheat and evaporation temperature assessments as well. Addi-

tionally, the simulation predicted a smaller decrease in evaporation temperature than

the data showed, thus resulting in a smaller rise in compressor suction superheat for

the simulation than the data. While the connection of smaller changes in evapora-

tion temperature resulting in smaller variation in compressor suction superheat is

consistent with experimental trends, the simulated valve beginning and end states

were not as different as they needed to be to match the experimental result. The

experimental result of an increased compressor suction superheat and a decrease in

evaporation temperature is consistent with the behavior of a vapor compression cycle

that has decreasing charge. This result is corroborated by Figure 6.8(b), which shows

a rising liquid level and thus, a lower effective charge in the cycle itself. Therefore,

if the discrepancy in liquid level variation is taken into account, the simulation and

experiment both behave reasonably. Finally, the simulated compressor performance

was consistent with the experimental compressor performance in that neither varied

significantly due to the reasonably small variation in compressor suction state and

overall pressure ratio.
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Fig. 6.11. Transient case study 2, MT EXV actuation, comparison of ex-
perimental and simulated: (a) Cooling capacities; (b) Evaporation tem-
peratures; (c) Compressor suction superheat; and, (d) Compressor power
consumption.

Case study 3 resulted in the LT evaporator behaving as would be expected with

the closure of the EXV at its inlet for the first portion of the simulation. Transient

validation plots of the cooling capacity, evaporation temperature, compressor suction

superheat, and compressor power consumption for the third transient case study are

shown in Figures 6.12(a), 6.12(b), 6.12(c), and 6.12(d), respectively. The model
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captured the behavior associated with LT evaporator EXV actuation well, and on a

similar time scale, for the first 20 to 30 seconds of the simulation of case study 3.

However, in the remainder of the assessed time period, the simulated LT evaporator

temperature followed the experimental until it reached an evaporation temperature

of approximately -38 ◦C, after which time the simulated LT evaporator temperature

stabilized and the experimental evaporation temperature continued to drop.

While Figure 6.4(a) shows that the simulation under-predicted the evaporation

temperature, this was likely a result of the presence of a second flash tank located

upstream of the LT evaporator inlet EXV that was not utilized during the testing

of the MT flash tank architecture. In the first two transient case studies this error

contributed to an offset, but instabilities from the lack of vapor bypass from the LT

evaporator inlet flash tank could have impacted the significant drop in LT evaporation

temperature observed in the experimental data. In addition to these observations, the

envelope for the first stage compressor provided in Figure 4.7 shows that most test

points conducted were very near, if not below, the minimum evaporation temperature

for the first stage compressor. When the compressor envelope shown in Figure 4.7

is compared to the transient validation plot for evaporation pressure it can be seen

that closing the LT evaporator inlet EXV resulted in compressor operation far below

the compressor minimum design evaporation temperature of -30 ◦C. Furthermore, the

many tests that were conducted controlling the LT evaporation temperature resulted

in stable control of the evaporation temperature, and the only time a significant drop

in evaporation temperature that was disproportionate to the EXV closure change

occurred was at evaporation temperatures of approximately -40 ◦C. It can then be

concluded that the eventual discrepancy in evaporator temperature observed in case

study 3 was in part due to operation of the first stage compressor well outside of its

operating envelope and in part due to the un-used flash tank located upstream of the

LT evaporator. Therefore, the first portion of case study 3 should be taken as more

representative of the cycle dynamics than the remaining time. While the predicted

and experimental flash tank liquid levels were offset from each other in Figure 6.8(c),
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their relative rates and directions of change matched well in case study 3. This does

not suggest that the simulated liquid level was more accurate than previous case

studies as much as that the experimental liquid level variation was small enough that

simulated discrepancies did not have as significant of an impact. The offset appeared

to be a numerical solution, as the cycle was impacted more by the change in liquid

level than the absolute liquid level itself. In fact, the cycle behaved similarly across

a large range of charges once there was a measurable liquid in the flash tank while

charging the system during experimental testing.
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Fig. 6.12. Transient case study 3, LT EXV actuation, comparison of ex-
perimental and simulated: (a) Cooling capacities; (b) Evaporation tem-
peratures; (c) Compressor suction superheat; and, (d) Compressor power
consumption.

Finally, case study 4 assessed the ability of the model to capture transients sur-

rounding opening of the gas cooler outlet EXV. Case study 4 is the only study that

actuates a valve which 100% of the system mass flow passes through. Therefore,

the impact of its actuation is significant and reaches all assessed parameters of cycle

performance to varying degrees. Transient validation plots of the cooling capacity,
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evaporation temperature, compressor suction superheat, and compressor power con-

sumption for transient case study 4 are shown in Figures 6.13(a), 6.13(b), 6.13(c),

and 6.13(d), respectively.
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Fig. 6.13. Transient case study 4, GC outlet EXV actuation, comparison
of experimental and simulated: (a) Cooling capacities; (b) Evaporation
temperatures; (c) Compressor suction superheat; and, (d) Compressor
power consumption.
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First, the general path taken by the simulation was similar to that of the exper-

imental data. However, the simulation plots the cycle contraction path at a signifi-

cantly faster rate than all three previous case studies. The cycle would be expected

to contract, resulting in a lower gas cooling pressure and higher evaporation pres-

sures, and eventually stabilize. The discrepancy in reaction time is likely due to two

transient phenomena that the model is not fully taking into account. The first is

the inertia associated with mass transfer through the system. With all other valve

positions, sink, and source conditions being held constant, the influx of mass flow

associated with the opening of the gas cooler outlet EXV would take time to dis-

tribute through the system and stabilize. The impact of the mass distribution inertia

is supplemented by the thermal inertia of the system. While the simulated refrigerant

lines and flash tanks were input to closely match those of the experimental test stand

and considered conduction and pressure drop, the lack of consideration of convective

heat transfer to the environment effectively severs an anchor of inertia. To more-

accurately capture the significant transient event imparted on the cycle through the

opening of the gas cooler outlet valve, heat ports to simulated ambient conditions

should be added to each line segment and flash tank in the model, as opposed to just

the IC and gas cooler inlet states.

A notable aspect of this case study is the dip in MT evaporator cooling capacity.

This is due to the gas cooler outlet state entering the vapor dome temporarily, which

occurs because the gas cooling pressure drops faster than the gas cooler outlet tem-

perature. As result, the MT flash tank inlet quality increases significantly and thus,

the mass flow rate that travels to the evaporator decreases rapidly. The discrepancy

of the timing of mass transfer through the system matches this well and also explains

the thermal result. The impact on the first stage compressor suction superheat is due

to inaccuracy of the EXV characterization, resulting in more extreme beginning and

end states for the experimental cycle than the simulated, as has occurred in earlier

test cases.
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Aside from the response timing, the behavior of the simulation was similar to that

of the experimental data. Opening the gas cooler outlet valves results in a contraction

of the cycle, thus raising the evaporation temperatures for both evaporators. The

increased evaporation temperatures then result in higher mass flow rates produced

by the compressors and aided by the larger effective flow area in the gas cooler outlet

EXV. Furthermore, the increased mass flow rate results in a decreased compressor

suction superheat as well as a higher evaporator cooling capacity.

In contrast to case study 2, the flash tank liquid level decreased significantly over

the course of case study 4, shown in Figure 6.8(d). This appears to be counter-

intuitive in that the opening of the gas cooler outlet often results in an increased

liquid level. However, the gas cooler outlet state was at a pressure just above the

critical pressure and a temperature just below the critical temperature at the initial

state of the simulation. Given the rapid change in properties near the vapor dome,

the contraction of the cycle resulted in a significant enough increase in flash tank inlet

quality that the rate of vapor mass flow resulting from the flashing overtook that of

the liquid. Because the diameters of the two outlet valves on the flash tank were held

constant, the liquid level began to decrease and thus, increased the effective charge

in the vapor compression cycle. This further supports the increase in experimental

evaporation temperature and decrease in compressor suction superheat.

6.3 Control Scheme Exploration and Case Study Validation

This section aims to exercise the validated dynamic model to provide two exam-

ples of how the model can be used to develop effective control schemes for transient

scenarios introduced in Chapter 4. The first scenario is the pull down of the LT

evaporator, where the evaporator source temperature is reduced from refrigeration to

freezing, and the second is the application of an excitation to the LT evaporator to

simulate a door opening in a high-ambient climate. For clarity, LP refers to the first

stage compressor and HP refers to the second stage compressor.
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The upper and lower bounds on the range of effective flow areas for the valves are

input based on the range of values applied in Section 6.1.1, and EXV tuning for the

MT evaporator inlet EXV and LT evaporator inlet EXV were iterated upon in the

simulation. A summary of EXV PI control parameters is provided in Table 6.2. All

other aspects of the cycle were held constant.

Table 6.2.
EXV PI controller parameters applied in control scheme simulations.

EXV Kc (-) τi (sec) Amin (mm2) Amax (mm2)

2 1·10−8 10 0.1 5

4 1·10−8 10 0.075 1

Similar to the transient validation data visualization, cooling capacity, evaporation

temperature, and compressor suction superheat values are plotted over time in order

to capture the ability of the control scheme to retain measurable, and preferably

stable, compressor suction superheat. In addition, implications on system capacity

can be assessed. The LT evaporator source temperatures were also plotted with

respect to time for both simulations to provide context to the variation.

The source temperature, evaporation temperatures, compressor suction superheat

values, and cooling capacities for the pull down scenario are plotted against time in

Figures 6.14(a), 6.14(b), 6.14(c), and 6.14(d), respectively. Given the more gradual

nature of the pull down scenario, the cycle reacted well with maximum compressor

suction superheat variation of 5 ◦C and 4 ◦C for the LP and HP compressors, re-

spectively. Furthermore, there was no rapid reaction by either EXV, such that the

cooling capacity followed a stable and predictable trend. With the decrease in the LT

evaporator source temperature, the LT evaporator outlet superheat decreases due to

the reduction in thermal gradient between the refrigerant and the EG. Accordingly,

the LT evaporator inlet EXV reduces its effective flow area in order to increase the
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LP compressor suction superheat and thus, reduces the LT evaporation temperature.

At this point the coupled dynamics of the evaporators come into play. Because the

MT evaporator bypass valve was held at a constant kv value, the majority of the im-

pact of variation of the EXVs upstream of the evaporators can be isolated to mutual

impact between the evaporators. This is most evident in Figure 6.14(c), which shows

the first reaction taking place due to reduction of compressor suction superheat upon

the initial decrease of the source temperature. The reduction in compressor suction

superheat results in the LT evaporator inlet EXV reducing its opening, which then

reduces the mass flow rate passed to the LT evaporator in an effort to increase the

LP compressor suction superheat. Because the dynamics have not reached the com-

pressor suction ports at a large enough magnitude, the full system mass flow rate is

constant for several seconds following initial contraction of the LT evaporator inlet

EXV. This results in a larger portion of the total mass flow rate being diverted to the

MT evaporator because the EXV upstream of its inlet has not reacted yet. This is

the reason for the initial reduction in HP compressor suction superheat that follows

the initial decrease in LP compressor suction superheat. The EXV upstream of the

MT evaporator quickly overreacts, resulting in an HP compressor suction superheat

above 10 K until the magnitudes of the relative effects of the actuating EXVs reduce

enough to return to a stable condition following the LT evaporator source temperature

reaching its target condition. The cooling capacities follow this trend at a more rea-

sonable rate of fluctuation, but the eventual result of the LT evaporator EXV ending

with a smaller opening than it began the scenario with in order to facilitate safe LP

compressor suction superheat at the updated lower source temperature agrees with

the decreased LT evaporator cooling capacity over the course of the simulation. Con-

versely, the MT evaporator capacity would increase because, even with the slightly

decreased MT evaporator temperature, a larger portion of the total system mass flow

rate is passing through the MT evaporator at the final state.
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Fig. 6.14. Pull down controls development scenario simulated values of:
(a) Source temperature; (b) Evaporation temperatures; (c) Compressor
suction superheat; and, (d) Cooling capacities.

For the excitation scenario, the rate of reaction of the EXV controls will play a

pivotal role in the reaction. Because the source temperature will eventually return

to its original state, the beginning and end points are not of interest in this scenario.

The question to be answered is regarding the coupled dynamics of the evaporators

that effectively alternate passing varying amounts of mass flow rate to each other in

the context of a varying LT source temperature, and whether or not the valves can

react in a way that will retain system stability and compressor suction superheat.
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The source temperature, evaporation temperatures, compressor suction super-

heat values, and cooling capacities for the evaporator excitation scenario are plotted

against time in Figures 6.15(a), 6.15(b), 6.15(c), and 6.15(d), respectively. The sud-

den increase of the LT evaporator source temperature results in a momentary increase

in LP compressor suction superheat, prompting opening of the LT evaporator EXV.

The opening of the LT evaporator EXV results in both an increase in LT evapo-

rator capacity and a decrease in the amount of mass flow rate being passed to the

MT evaporator. This only lasts momentarily because the HP compressor has not

yet felt the impact of this change, but also results in an increase in HP compressor

suction superheat. Therefore, the MT evaporator EXV opens as well. Initially this

reduces the HP compressor superheat, but shortly thereafter the coupled effects of

the opening of both EXVs results in significant inertia which pushes the evaporators

at both compressor suction ports below the target of 10 K. The HP compressor suc-

tion superheat falls to a lower value than the LP compressor suction port because

the MT evaporator has a higher capacity, and therefore more thermal inertia. As a

result of the decreasing superheat, both EXVs then reduce their opening, resulting

in an increase in suction superheat at both compressor ports. Additionally, the MT

evaporator capacity drops below the LT evaporator capacity momentarily because the

lower HP compressor superheat prompts a more severe reduction in orifice diameter

from the MT evaporator EXV than that of the LT evaporator EXV. However, a cyclic

instability does not ensue because the valve tuning matches the system reasonably

well and the rate of change of LT evaporator source temperature is smaller as it re-

turns to the initial set point than it was during the initial excitation. Therefore the

control scheme enables the system to absorb the excitation without experiencing a

compressor suction superheat value below 4 ◦C.
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Fig. 6.15. Excitation controls development scenario simulated values of:
(a) Excitation scenario source temperature; (b) Excitation scenario evap-
oration temperatures; (c) Excitation scenario compressor suction super-
heat; and, (d) Excitation scenario cooling capacities.

6.4 Dynamic Model Validation and Evaluation Conclusions

This chapter presented steady state and transient validation of the dynamic model

developed to predict the behavior and performance of the MT economization cycle

in the test stand presented in Chapter 2. Following validation, the model was ex-

ercised in two transient scenarios to validate its use in developing control schemes.

All three compressor stages agreed with data reasonably, but it was concluded that
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the first two compressor stages would benefit from additional tuning of Pi group ex-

ponents or the application of another compressor mapping technique for increased

accuracy. The two-stage compressor with intercooling was characterized effectively,

despite the variable IC outlet states. Cycle steady state performance also resulted in

reasonable trends with experimental data, but with the tendency of over-throttling

the inlets to both evaporators. Physical sources of this error were identified and so-

lutions to remedy them were proposed. The simulation transient behavior followed

that of the experimental result, but did so at a consistently faster rate and at a

smaller magnitude. Under-prediction of the rate of variation of charge distribution

throughout the system is thought to be a significant cause of this trend, as dynamics

immediately surrounding valve variations suggested that the model predicted similar

behavior to the behavior experienced during testing. Finally, an LT evaporator pull

down scenario and an LT evaporator excitation scenario were simulated to assess a

PI control scheme applied to each EXV immediately upstream of each evaporator.

The control scheme proved to retain safe compressor suction superheat values at all

times, and avoided any sustained system instabilities in both scenarios. Future work

is to improve the compressor performance characterization accuracy while retaining

numerical robustness in dynamic modeling application. Furthermore, the EXV char-

acterization strategy should be improved by more dedicated testing specifically for this

purpose. Also, transient simulations should be improved by inclusion of the removed

MT evaporator lines as well as increased accuracy of charge migration simulation.

A starting point for the latter suggestion is characterization of the flash tank liquid

level variation rate. Finally, the model should be exercised for increasingly-complex

control schemes employing active variation of all system valves as well as tuning of PI

controllers for responses that not only retain compressor suction superheat but also

minimize system performance losses.
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7. CONCLUSIONS, CHALLENGES, AND FUTURE

WORK

7.1 Conclusions

This thesis aimed to contribute to numerical and experimental research concerning

advanced transcritical CO2 refrigeration technology. The scope of this work ranged

from high-fidelity component design to system-level dyanmics and control, and con-

sisted of both steady state and transient numerical work along with extensive ex-

perimental efforts. In particular, the design, construction, and commissioning of a

modular, two-evaporator, multi-stage transritical CO2 refrigeration cycle test stand

was presented. The test stand was used to compare cycle architectures in an ef-

fort to provide a meaningful comparison of the relative benefits of common system

modifications with the same compressor and heat exchanger losses. Among these

modifications were open economization, compressor intercooling, a variable geometry

ejector, and the application of a pump at the gas cooler outlet to provide increased

ejector motive nozzle pressure differential. Maximum COP improvements of 6% and

5% were achieved with the economization and ejector cycles, respectively, and both

the variable geometry ejector and pump were validated as effective means for ejector

control. While the pump increased ejector efficiency up to 41%, its use resulted in a

decrease in COP due to low pump and ejector efficiencies.

The successes and challenges associated with the experimental work conducted in

this thesis highlighted that advanced cycle architectures can certainly increase cycle

efficiency. However, the performance benefits of the modified cycles can be erased by

improper sizing or selection of even one system component. Therefore, a well-designed

simple refrigeration system that has a robust control scheme will likely outperform a

more advanced cycle that was not as well-designed. However, if the designer of the
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advanced cycle selects components to operated efficiently and also understands the

cycle parameters that impact efficiency, then a design and associated control scheme

can be developed that will result in increased efficiency.

An ejector design tool was presented and validated using experimental data, pro-

viding guidance on ejector design in contexts ranging from fundamental fluid mechan-

ics and thermodynamics to manufacturing and leak-path prevention. This tool can

be applied in multiple working fluids and will output physical ejector dimensions over

a broad range of operating conditions and capacities. The model was able to predict

ejector dimensions with an MAE of 3% to 4%, and was developed in a way that

increased-fidelity sub-component models or component efficiency polynomials could

be easily integrated. Following model validation, parametric studies on the impact of

component efficiencies and system operating conditions on ejector geometry were con-

ducted. Additionally, differences in the ejector geometry and operation which would

result in maximum ejector efficiency versus maximum cycle COP were quantified and

discussed.

The experimental testing of an ejector showed that the over and under-sizing of

components within an ejector has proven to be a larger hindrance to its performance

and applicability than having a nozzle that is 5% more efficient. This observation

was in no small part why the ejector design focused on physical dimensions and ra-

tios instead of optimal surface finishes and abstract nozzle geometries. Advanced

design is absolutely necessary, but it would appear that all too often advanced de-

sign techniques are pursued without understanding of the fundamentals behind their

development, resulting in poor performance. The purpose of the ejector model pre-

sented was to provide a design tool that was thoroughly explained and was both clear

and robust. It is likely that an ejector design with higher-fidelity sub-models and

more advanced geometries would result in a higher component efficiency. But the

goal was to develop a tool that would usable, effective, and reasonably accurate to

support a foundation of ejector design and research that could be used to push the

envelope of this technology.
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Further numerical efforts consisted of a dynamic model validated against experi-

mental data from the test stand. The dynamic model featured open economization,

experimentally-validated compressor maps, and valve characterization that required

only the voltage input sent to the EXV stepper motor during experimental testing.

The dynamic model agreed with steady state experimental data with a maximum

MAE of 18.7% corresponding to the MT evaporator cooling capacity and with most

other parameters falling within an MAE of 13%. Transient validation showed that

the model followed the same behavior observed experimentally upon actuation of four

different valves in the system, but generally predicted system reactions at a faster rate

than the experiment. Finally, the dynamic model was able to successfully test control

schemes applied during evaporator pull down and evaporator excitation simulations.

Comparing the dynamic modeling predictions to transient experimental data ex-

posed the challenges in dynamic modeling and the nuances of system dynamics. Per-

forming cause-and-effect analyses on inaccuracies in a model of this level of complexity

provided context for in-depth discussion and assessment of system dynamics, the con-

nection between components, and the relative timescales of the dynamics present in

all thermal systems. Furthermore, relating these dynamics to discrepancies in their

numerical predictions exposed which physical phenomena are the most challenging

to characterize numerically. The model presented in this work provided an excellent

test bed for these discussions, and its numerical deficiencies afforded the discussion

of many challenges associated the numerical characterization of advanced thermal

system dynamics as well as the identification of next steps to better capture these

phenomena.

7.2 Challenges and Lessons Learned

Developing and commissioning a test stand as complex as the experiment used in

this thesis was wrought with challenges. The traditional strategy of variable isola-

tion to locate the cause of an error was a daunting task due to the sheer number of
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variables and sources of error. While the designing and initial commissioning of the

test stand brought challenges associated with preliminary modeling, procurement,

design, and construction, two particular aspects of fine-tuning the test stand to pro-

vide thermodynamically-meaningful results required significantly more effort than any

other single facet of the experimental work. The first was gaining confidence in the

phase separation that occurred in both flash tanks. While the eventual solutions of

adding capacitive liquid level sensors and a sight glass for visual redundancy sound

simple enough, practical implementation of these solutions was anything but. The

visual sight glasses needed to offer more than 25 cm of visualization to function over a

broad range of charge levels, while also being rated down to -40 ◦C as well as over 50

bar. This resulted in a very heavy component that was challenging to mount and con-

nect properly. The capacitive sensors were less cumbersome, but calibration required

precise liquid level control and active calibration at the same time, which was a signif-

icant challenge in practice. The three flash tank ports from the factory were taken by

the one inlet and two outlets. This resulted in the need to cut three additional holes

in the flash tank, weld high-pressure female threaded fittings, and then mount the

two liquid level measurement devices. Despite tremendous care from an experienced

welder, the female threads warped slightly, resulting in a long process of repairs and

additional sealant. Lessons learned from the liquid level measurement device instal-

lation would be to weld stainless steel tubes to the additional flash tank holes and

connect swage fittings, as was done on the initial three ports. This will require more

space on the test stand because the studs would stick out further, but would be well

worth it. If female fittings are a must, tremendous care should be taken to avoid

galling with stainless steel on stainless steel threads, and Loctite sealant specifically

for high-temperature applications should be applied. There is no easy way around

the capacitive calibration, as control of liquid CO2 can require challenging operating

conditions.

The second of the most significant experimental challenges was closure of the evap-

orator energy balance between the refrigerant and secondary loop. Many iterations
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of sensor calibration, simplified cycle testing, and fluid property characterization side

experiments culminated in the following key points to closing the secondary loop.

The first was to run the test stand in simplified architectures such that the variables

can be minimized, and increase the complexity only once the energy balance is closed

for the simplest of experimental cycle architectures. Of course, this is only effective

if the energy balance for the simplified cycle can be closed. The challenges faced

even with the simplified cycle were flow rate measurement and the characterization

of the EG properties used in the secondary loop. On the refrigerant-side, two of the

three Coriolis mass flow meters were located at the outlets of evaporators. While

many operating conditions should result in single-phase vapor were the Coriolis flow

meters were placed, this was not always the case. The combination of intermittent

two-phase flow as well as possible oil led to unreliable measurements. The additional

oil was due to liquid refrigerant resting in the evaporators and leaving a dispropor-

tionate amount of oil that was then passed through the flow meters upon startup. On

the EG-side, the specific gravity of the fluid was measured to try and estimate the

EG concentration, but the fluid was not pure EG and attempted specific heat and

density characterization proved to be futile. Therefore, it is recommended to replace

existing heat transfer fluid with a known concentration of EG if a secondary fluid is

inherited for a project. The final lesson learned here was that turbine flow meters

placed in the EG line are not accurate across their entire range due to non-linearity

of the conversion factor of pulses per minute to flow rates below 10% and above 90%

of their rated volumetric flow rates.

From an operation perspective, the first-stage compressor should be replaced with

a compressor that is optimized for booster operation and lower evaporation temper-

ature, and the two-stage compressor was found to be slightly undersized. This led to

a limitation on compressor current draw and prevented higher gas cooling pressures

from being reached and thus, the gas cooling pressure corresponding to a maximum

COP was unable to be reached at high ambient conditions.
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Challenges and lessons learned from the steady state ejector modeling centered

around numerical robustness and propagation of error throughout the model. In par-

ticular, the connection of sub-models in numerical series resulted in propagation of

error and thus, reduced the accuracy and chance of convergence of models down-

stream. For example, if the motive nozzle diameter calculation was on the outer

limits of the tolerance of the solver, the constant diameter ratio between the motive

and suction nozzles would result in error for the suction nozzle. More challenging yet

would be the impact the outputs from the nozzles would have on the mixing section

solution. The challenge of sub-model error propagation led to a decreased number

of converging solutions, and the lesson learned was to defined control volumes such

that conservation of energy could be assessed with minimal consideration of previous

sub-model outputs. For example, defining the control volume used to assess conser-

vation of energy at the mixing section outlet as the mixing section outlet to the inlets

to both nozzles. Defining the control volume in this way would reduce the impact of

nozzle sub-model errors on the velocity convergence at the mixing section outlet.

Another aspect of the ejector model that proved to be a challenge was the solver

sensitivity to initial guesses and variable bounds. While the bounds could remain

constant for the simulations considered in this work, the initial guesses should be

varied as a function of the nozzle inlet pressures to maximize the chance of conver-

gence. The only numerical challenge that was based in physical phenomena was the

calculation of the two-phase speed of sound. The definition of the two-phase speed of

sound is dependent on many assumptions and there is still not a clear best solution.

For example, the speed of sound of each respective phase for a given state can be

calculated, but how the single-phase speeds of sound impact a homogeneous versus

a non-homogeneous mixture is dependent upon slip ratios, equilibrium assumptions,

and other challenges associated with two-phase flow phenomena. The two-phase speed

of sound expression applied in the model presented herein served its purpose and was

also the same applied in the development of the polynomials used for experimental

validation. However, the two-phase speed of sound calculation applied in this model
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returned an unreasonable trend at lower qualities and reached a numerical asymptote

when the solution returned a saturated or sub-cooled liquid state. This proved to

limit the ranges of inlet conditions that could be assessed, and the lesson learned

would be to apply a correlation that allows a smooth and continuous transition in

the speed of sound calculation from two-phase to single-phase liquid.

The most significant challenges associated with the dynamic modeling effort were

associated with balancing accuracy with robustness during sub-model development

and defining both initial conditions and sub-model characteristics that would result in

consistent and efficient model convergence. Challenges associated with the compres-

sor maps were rooted in developing the correlations from a broad enough dataset such

that guess values from the dynamic model that were outside of the design envelope

would still result in a reasonable mass flow rate from the compressor. This was vital

in helping the simulation reach a feasible solution because all remaining sub-models

require a feasible mass flow rate to return reasonable results. In short, miscalculation

of the compressor mass flow rates will result in significant error in valve expansion

as well as evaporator outlet superheat predictions and will significantly decrease the

possibility of obtaining a feasible result. However, the compressor map should also

fit the dataset well enough such that when the model converges it results in an accu-

rate solution. The lesson learned with compressor mapping was that the compressor

mapping technique applied to address the challenge of the two-stage compressor with

intercooling needed further tuning to accurately predict compressor performance at

lower evaporation temperatures. This situation exemplified the challenge of trade offs

in model development, and while additional tuning was conducted in the development

of the compressor model applied in this work, more in-depth modifications of the Pi

group exponents would have further improved the model accuracy. Characterization

of the EXV effective flow area was challenging as well, in that the discharge coefficient

calculated from the data was more constant for the sub-critical EXVs than the gas

cooler outlet EXV. This very well may have been due to sonic flow being achieved at

the throat of the transcritical EXV, but spending the time to accurately characterize
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all EXVs through use of a significant amount of experimental data is vital to model

accuracy. The lesson learned in EXV characterization was ensuring that the calcula-

tions along the path from voltage to effective flow area with water to effective flow

area for CO2 and the ensuing discharge coefficient of the EXV needs to be assessed

for each individual valve with at least 15 data points to obtain a reasonably-accurate

solution.

Robust initial conditions to the dynamic model were directly related to the com-

pressor maps resulting in a feasible solution. Three aspects of initial conditions need

to be considered. The first is the pressure node, the second is the initial specific

enthalpy, and the third is the initial wall temperature of tubes and heat exchangers.

The first two were more apparent than the third, and not specifying the initial surface

temperature of a component only became a hindrance once lines and geometry-based

heat exchangers were applied. Not having selected these values made it difficult for

the model to predict initial heat transfer gradients throughout the system, which is

vital to predicting the initial direction that the next specific enthalpy and pressure

values should trend towards. This underlines the importance of understanding the

numerical structure behind how the the dynamic model applies differential algebraic

equations. Essentially, specifying surface temperatures enables the model to accu-

rately predict not only the state at the current time step, but also which direction

the heat will flow to dictate the model guess for the direction of the next time state.

The lesson learned was to ensure understanding of how physical specifications allow

the model to operate, and how the strengths of the numerical strategies employed by

the dynamic model can be taken full advantage of by strategic specification of initial

conditions rooted in physical parameters.

7.3 Future Work

Experimental future work consists of removing the flash tank upstream of the LT

evaporator in order to improve system dynamics and the addition at least one IHX.
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The additional IHXs should be placed at the outlet of the gas cooler to facilitate use

of the CO2 pump at higher ambient conditions, as well as at the outlet of the MT flash

tank liquid outlet. The latter application will allow movement of the Coriolis mass

flow meter currently located at the LT evaporator outlet to the outlet of the new IHX,

thus increasing the chance of a reliable single-phase liquid measurement. An ejector

optimized for the test stand capacity with smaller mixing section and suction nozzle

diameters should also be developed. The flash gas bypass MVs should be replaced

with EXVs for electronic control. Finally, PI controllers should be applied to the

EXVs to increase stand robustness and automation.

Future work for the ejector design tool is to implement higher-fidelity sub-component

models. The ultimate goal would be to transition the model from its current black-

box state towards a white-box model that takes complex two-phase flow phenomena

into account well enough that experimentally-derived efficiency polynomials are no

longer required to produce accurate predictions. In particular, sonic and supersonic

two-phase flow correlations should be applied in the context of a non-homogeneous

two-phase nozzle model for both motive and suction nozzles. Mixing losses and non-

homogeneous flow with friction and heat losses should be assessed through application

of modified Rayleigh or Fanno flow predictions in the mixing section. Finally, a model

of similar fidelity to those developed for the nozzles should be applied to the diffuser

for a more accurate outlet state prediction.

The sub-models applied to the dynamic model are the first focus in this context of

the dynamic model future work. Compressor maps with more appropriate correlation

exponents or principles should be applied to reduce inaccuracies imparted by this

portion on the rest of the model. Furthermore, care should be taken to validate

variable speed compressor maps to increase the range of applicability of the model.

Added effort should be spent to characterize the EXVs more accurately, possibly

even with a dedicated test section, such that the voltage from the experiment can

be converted to an effective flow area more accurately. With the removal of the

second flash tank recommended in the experimental portion of the next steps, new
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experimental data should be taken and used for model validation. From a transient

perspective, convective heat transfer and charge distribution dynamics should be

investigated thoroughly. In particular, flash tank liquid level dynamics should be

compared to experimental dynamics and tuned with separation efficiencies or delays

accordingly. From a controls perspective, PI controllers should be applied to each

valve on the system to develop control schemes that not only prioritize compressor

safety but also minimize performance losses in transient scenarios.



APPENDICES
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A. APPENDIX A: TABULATED EXPERIMENTAL

STEADY STATE DATA

This appendix contains raw data as well as additional post-processed data used in

this thesis. For the steady state parametric testing from Section 5, the following tests

are reported:

• Tests 1 - 19: Baseline cycle at 14 ◦C, 19 ◦C, 24 ◦C, and 28 ◦C ambient conditions.

Raw data is provided in Tables A.1 through A.10, and post-processed data is

provided in Tables A.11 through A.18.

• Tests 20 - 35: MT economization cycle at 14 ◦C, 19 ◦C, 24 ◦C, and 28 ◦C

ambient conditions. Raw data is provided in Tables A.19 through A.23, and

post-processed data is provided in Tables A.24 through A.27.

• Tests 36 - 49: Ejector cycle at 14 ◦C, 19 ◦C, 24 ◦C, and 28 ◦C ambient conditions.

Raw data is provided in Tables A.28 through A.32, and post-processed data is

provided in Tables A.33 through A.36.

• Tests 50 - 58: Ejector and pump cycle at 14 ◦C and 19 ◦C ambient conditions.

Raw data is provided in Tables A.37 through A.42, and post-processed data is

provided in Tables A.43 through A.47.

The equation of state for CO2 is provided by Span and Wagner [143] with a

reference point for specific enthalpy and specific entropy of 293.15 K and 101.325

kPa.
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B. APPENDIX B: TABULATED EXPERIMENTAL

TRANSIENT DATA

This appendix contains data as well as additional post-processing for the data used

in the transient modeling validation portion of this thesis. Furthermore, the raw data

used for compressor map development is included. For the transient validation from

Section 6, the following tests are reported:

• Test case 1: MT bypass metering valve flow area increase. Data is provided in

Tables B.1 through B.6.

• Test case 2: MT evaporator inlet EXV flow area decrease. Data is provided in

Tables B.7 through B.12.

• Test case 3: LT evaporator inlet EXV flow area decrease. Data is provided in

Tables B.13 through B.18.

• Test case 4: GC outlet EXV flow area increase. Data is provided in Tables B.19

through B.24.

Raw data from the compressor map development introduced in Section 4 and

validated in Section 6 is provided in the following tables:

• Single-stage Dorin compressor data is provided in Tables B.25 and B.26.

• Two-stage Carlyle compressor data is provided in Tables B.27, B.28, and B.29.
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Table B.25.
Single-stage compressor validation raw data, 1 of 2

Point p s p d T s T d m dot W dot

[-] [kPa] [kPa] [C] [C] [kg/s] [kW]

1 2162 3098 -2.23 50.36 0.021 0.931

2 2194 2924 -2.01 43.70 0.021 0.866

3 2053 2771 -5.13 42.60 0.020 0.853

4 1921 2600 -6.99 42.20 0.019 0.832

5 1774 2404 -7.58 42.59 0.017 0.805

6 1754 2381 -8.46 42.78 0.017 0.802

7 2194 2924 -2.01 43.70 0.021 0.866

8 1909 2574 -2.54 46.84 0.018 0.815

9 1793 2514 -1.86 48.82 0.017 0.832

10 1683 2474 -4.47 53.39 0.015 0.849

11 1846 2623 -6.63 49.37 0.017 0.853

12 1323 2833 -4.94 77.33 0.011 0.983

13 1325 2836 -4.88 77.30 0.011 0.984

14 1460 2814 -15.62 75.12 0.012 1.106

15 1482 2914 -15.71 76.71 0.012 1.120

16 1480 2943 -15.47 79.21 0.012 1.155

17 1532 3040 -15.42 80.14 0.012 1.149

18 1430 3013 -16.74 87.37 0.011 1.193

19 1436 3033 -16.75 85.66 0.011 1.204

20 1403 3064 -15.85 88.90 0.011 1.225

21 1379 3178 -15.46 92.62 0.010 1.257

22 1435 3264 -15.42 90.43 0.011 1.308

23 1406 3108 -15.44 91.55 0.011 1.286

24 1458 3066 -15.21 88.56 0.011 1.266
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Table B.26.
Single-stage compressor validation raw data, 2 of 2

Point p s p d T s T d m dot W dot

[-] [kPa] [kPa] [C] [C] [kg/s] [kW]

25 1409 2986 -15.16 91.15 0.011 1.255

26 1385 2990 -14.79 91.99 0.010 1.261

27 1414 2927 -14.60 91.12 0.011 1.246

28 1555 2935 -16.97 68.19 0.013 1.045

29 1670 3349 -14.92 73.54 0.014 1.122

30 1659 3317 -15.21 73.17 0.014 1.112

31 1682 3512 -15.00 77.02 0.014 1.155

32 1625 3383 -15.70 75.74 0.014 1.130

33 1618 3269 -15.79 73.14 0.014 1.115

34 1583 3162 -16.36 72.00 0.013 1.092

35 1570 3118 -16.27 71.89 0.013 1.080

36 1441 3419 -14.90 85.85 0.011 1.149

37 1490 3248 -15.81 81.86 0.012 1.121

38 1474 3132 -15.19 79.71 0.012 1.096

39 1471 3244 -15.60 87.28 0.012 1.117

40 1487 3327 -14.88 89.50 0.012 1.130

41 1491 3483 -15.19 92.10 0.012 1.163
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Table B.27.
Two-stage compressor validation raw data, 1 of 3

Point p s 1 p d 1 p s 2 p d 2 T s 1 T d 1 T s 2 T d 2 m dot W dot

[-] [kPa] [kPa] [kPa] [kPa] [C] [C] [C] [C] [kg/s] [kW]

1 2979 5049 4989 7459 19.41 71.06 29.86 62.62 0.050 3.522

2 2806 4836 4778 7490 19.38 70.30 29.05 64.84 0.047 3.574

3 2661 4645 4595 7658 17.34 73.95 28.74 70.02 0.043 3.593

4 2500 4452 4407 8059 16.37 77.03 28.27 76.86 0.039 3.682

5 2312 4289 4244 9191 16.21 81.98 27.93 89.37 0.035 3.938

6 2291 4247 4200 9091 15.74 83.32 28.00 89.85 0.035 3.893

7 2806 4836 4778 7490 19.38 70.30 29.05 64.84 0.047 3.574

8 2476 4421 4381 7723 14.27 76.13 28.20 74.15 0.039 3.585

9 2425 4369 4334 7976 14.01 76.63 28.08 77.12 0.038 3.669

10 1968 3658 3625 7248 18.60 82.24 26.30 82.28 0.029 3.353

11 2329 4251 4214 9115 17.20 86.12 28.35 90.94 0.035 3.888

12 2357 4239 4202 8301 15.36 82.85 28.08 83.93 0.036 3.689

13 1941 3609 3575 7208 18.92 83.37 26.22 83.07 0.029 3.329

14 2298 4205 4168 9001 17.04 86.13 28.10 90.67 0.034 3.845

15 2351 4233 4198 8292 14.58 82.49 28.04 83.80 0.036 3.686

16 2376 4344 4284 7820 10.53 72.35 27.46 74.73 0.038 3.658

17 2520 4540 4478 8018 11.68 73.54 28.22 74.49 0.041 3.715

18 2733 4931 4867 8544 7.49 69.14 29.07 73.35 0.046 3.921

19 2736 4936 4871 8550 7.51 69.12 29.07 73.34 0.046 3.922

20 2009 3651 3595 7272 22.24 86.41 26.73 84.33 0.029 3.329

21 1744 3324 3282 8089 24.07 94.61 26.18 98.76 0.024 3.407

22 2121 3936 3889 9447 21.31 95.17 27.86 100.70 0.030 3.844

23 2110 3869 3823 8665 21.55 92.71 27.67 95.22 0.030 3.666

24 2088 3783 3737 7720 21.11 89.97 27.30 87.74 0.030 3.436
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Table B.28.
Two-stage compressor validation raw data, 2 of 3

Point p s 1 p d 1 p s 2 p d 2 T s 1 T d 1 T s 2 T d 2 m dot W dot

[-] [kPa] [kPa] [kPa] [kPa] [C] [C] [C] [C] [kg/s] [kW]

25 2055 3716 3671 7321 20.59 88.14 27.04 84.60 0.029 3.333

26 2067 3745 3696 7344 20.27 87.16 27.05 84.08 0.030 3.348

27 2726 4930 4895 8817 3.98 70.69 30.08 77.18 0.045 4.000

28 2819 4994 4957 7769 5.28 66.22 29.83 65.97 0.048 3.705

29 2854 5036 5000 8176 5.05 68.54 30.27 69.78 0.048 3.821

30 2943 5105 5067 7413 6.48 64.70 30.06 60.97 0.051 3.591

31 2933 5209 5176 8734 3.98 68.30 30.90 72.71 0.050 4.000

32 2954 5198 5164 8243 6.17 66.03 30.50 67.93 0.051 3.859

33 2990 5195 5160 7918 7.19 66.23 30.64 65.24 0.051 3.727

34 3109 5321 5285 7402 7.82 63.39 30.63 58.05 0.058 3.551

35 3204 5444 5407 7443 9.04 63.13 31.05 57.03 0.057 3.562

36 3050 5247 5217 7620 7.58 65.36 30.74 61.59 0.053 3.629

37 3006 5195 5167 8002 9.44 67.79 30.93 66.31 0.051 3.739

38 2928 5126 5102 8515 8.49 69.69 30.87 72.20 0.049 3.906

39 2935 5117 5093 8275 7.51 69.13 30.89 70.07 0.049 3.849

40 2869 5068 5042 8793 8.09 70.81 30.73 75.56 0.048 3.984

41 2704 4672 4652 7678 16.96 77.67 30.25 72.29 0.042 3.571

42 2839 4861 4870 7077 4.38 60.79 25.32 56.07 0.050 3.464

43 3258 5847 5836 8410 7.53 69.12 39.51 69.51 0.057 3.952

44 3230 5809 5807 8502 7.77 69.65 39.59 70.90 0.056 3.984

45 3426 6020 6021 7854 9.78 67.41 39.82 62.26 0.061 3.737

46 3289 5713 5715 7510 7.31 63.82 35.02 57.98 0.059 3.618

47 3178 5597 5605 7811 5.79 64.74 34.94 62.47 0.056 3.746

48 3078 5480 5495 8324 5.90 67.58 34.97 69.15 0.053 3.917
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Table B.29.
Two-stage compressor validation raw data, 3 of 3

Point p s 1 p d 1 p s 2 p d 2 T s 1 T d 1 T s 2 T d 2 m dot W dot

[-] [kPa] [kPa] [kPa] [kPa] [C] [C] [C] [C] [kg/s] [kW]

49 3034 5430 5450 8530 4.88 68.20 34.88 71.69 0.052 3.977

50 3336 5828 5771 7792 8.12 63.98 35.47 59.52 0.060 3.716

51 3162 5621 5568 8340 4.36 67.13 35.38 67.71 0.055 3.920

52 3050 5476 5428 8868 8.21 70.46 35.38 74.71 0.052 4.074

53 3170 5623 5577 8898 10.28 70.98 36.08 73.69 0.054 4.081

54 3251 5706 5656 8503 10.91 69.17 35.92 68.79 0.056 3.946

55 3406 5901 5848 8123 10.59 66.83 36.24 62.83 0.060 3.815

56 2925 5307 5282 9210 5.86 74.07 35.33 80.12 0.048 4.147

57 2971 5342 5305 8677 3.87 71.22 35.06 74.82 0.050 4.004

58 2967 5345 5305 8202 7.71 68.17 34.64 69.63 0.051 3.863
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C. APPENDIX C: POST-PROCESSING CODE

This appendix contains EES code for post-processing the four system architectures

that were experimentally evaluated in Section 5. These codes are used to analyze the

raw data taken by the test stand to produce efficiency, energy balance, and thermo-

physical property calculations along with P-h diagrams.

C.1 Baseline Cycle Analysis

This post-processing code is used to analyze experimental data taken from the

baseline cycle. A P-h diagram for the baseline cycle is provided in Figure 5.1.

/////////////////////////////////

"CO2 System Data Analysis Script

Both Comps, Both Evaps, No Bypass"

/////////////////////////////////

"!Inputs"

R$ = ’R744’

Text_Data$ = ’ss_4g_10_lookup’

"!System Parameters Call"

T_GC3_ai = lookup(Text_Data$,1,’T21_GC3_ai’)

T_amb = T_GC3_ai

m_dot_med = m_dot_tot - m_dot_low
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W_dot_C1 = lookup(Text_Data$,1,’W_Dot_LP_comp’)*convert(’W’,’kW’)

W_dot_C2 = lookup(Text_Data$,1,’W_Dot_HP_comp’)*convert(’W’,’kW’)

W_dot_fan_rej = lookup(Text_Data$,1,’W_dot_Fans’)*convert(’W’,’kW’)

W_dot_fan_abs = 0.5 [kW]

"!Cycle Development"

"1 - LP Suction"

T[1] = lookup(Text_Data$,1,’T1_Suction_LP’)

P[1] = lookup(Text_Data$,1,’P1_Suction_LP’)

h[1] = enthalpy(R$,P=p[1],T=T[1])

s[1] = entropy(R$,P=p[1],T=T[1])

T_1_sat = temperature(R$,P=p[1],x=1)

T_sh_C1 = T[1] - T_1_sat

"2 - LP Discharge"

T[2] = lookup(Text_Data$,1,’T2_Discharge_LP’)

P[2] = lookup(Text_Data$,1,’P2_Discharge_LP’)

h[2] = enthalpy(R$,P=p[2],T=T[2])

s[2] = entropy(R$,P=p[2],T=T[2])

h_2s = enthalpy(R$,P=p[2],s=s[1])

eta_iso_C1 = m_dot_low*(h_2s - h[1])/W_dot_C1

Pr_C1 = P[2]/P[1]

"3 - HP Suction"
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T[3] = lookup(Text_Data$,1,’T3_Suction_HP’)

P[3] = lookup(Text_Data$,1,’P3_Suction_HP’)

h[3] = enthalpy(R$,P=p[3],T=T[3])

s[3] = entropy(R$,P=p[3],T=T[3])

T_3_sat = temperature(R$,P=p[3],x=1)

T_sh_C2 = T[3] - T_3_sat

"Assess adiabatic mixing @ C2 suction E-bal"

m_dot_low*h[2] + m_dot_med*h[10] = m_dot_tot*h_3_test

del_h_3 = (h_3_test - h[3])

delta_Q_h_3 = m_dot_tot*del_h_3

"4 - IC In"

T[4] = lookup(Text_Data$,1,’T4_IC_in’)

P[4] = lookup(Text_Data$,1,’P4_IC_in’)

h[4] = enthalpy(R$,P=p[4],T=T[4])

s[4] = entropy(R$,P=p[4],T=T[4])

h_4s = enthalpy(R$,P=p[4],s=s[3])

"5 - IC Out"

T[5] = lookup(Text_Data$,1,’T5_IC_out’)

P[5] = lookup(Text_Data$,1,’P5_IC_out’)

h[5] = enthalpy(R$,P=p[5],T=T[5])

s[5] = entropy(R$,P=p[5],h=h[5])

"6 - GC In"

T[6] = lookup(Text_Data$,1,’T6_GC_in’)
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P[6] = lookup(Text_Data$,1,’P6_GC_in’)

h[6] = enthalpy(R$,P=p[6],T=T[6])

s[6] = entropy(R$,P=p[6],h=h[6])

h_6s = enthalpy(R$,P=p[6],s=s[5])

eta_iso_C2 = m_dot_tot*(h_6s - h[5] + h_4s - h[3])/W_dot_C2

Pr_C2 = P[6]/P[3]

"7 - GC_out"

T[7] = lookup(Text_Data$,1,’T7_GC_out’)

P[7] = lookup(Text_Data$,1,’P7_GC_out’)

h[7] = enthalpy(R$,P=p[7],T=T[7])

s[7] = entropy(R$,P=p[7],T=T[7])

"8 - MT FT"

T[8] = temperature(R$,P=p[8],h=h[8])

P[8] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[8] = h[7]

s[8] = entropy(R$,P=p[8],h=h[8])

"9 - MTE In"

T[9] = T_MT_evap_in_TC

P[9] = P_MT_evap_in_TC

h[9] = h[8]

s[9] = entropy(R$,P=p[9],h=h[9])

T_MT_evap = T[9]
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T_MT_evap_in_TC = lookup(Text_Data$,1,’T8_MT_Evap_in’)

P_MT_evap_in_TC = pressure(R$,T=T_MT_evap_in_TC,x=0)

"10 - MTE Out"

T[10] = lookup(Text_Data$,1,’T9_MT_Evap_out’)

P[10] = lookup(Text_Data$,1,’P11_MT_Evap_out’)

h[10] = enthalpy(R$,P=p[10],T=T[10])

s[10] = entropy(R$,P=p[10],T=T[10])

T_10_sat = temperature(R$,P=p[10],x=1)

T_10_sh = T[10] - T_10_sat

"11 - Between Flash Tanks"

T[11] = temperature(R$,P=p[11],h=h[11])

P[11] = lookup(Text_Data$,1,’P15_LT_FT_in’)

h[11] = h[7]

s[11] = entropy(R$,P=p[11],h=h[11])

"12 - LTE In"

T[12] = T_LT_evap_in_TC

P[12] = P_LT_evap_in_TC

h[12] = h[7]

s[12] = entropy(R$,P=p[12],h=h[12])

T_LT_evap = T[12]

T_LT_evap_in_TC = lookup(Text_Data$,1,’T19_LT_Evap_in’)

P_LT_evap_in_TC = pressure(R$,T=T_LT_evap_in_TC,x=0)
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"13 - LTE Out"

T[13] = lookup(Text_Data$,1,’T11_LT_Evap_out’)

P[13] = lookup(Text_Data$,1,’P14_LT_Evap_out’)

h[13] = enthalpy(R$,P=p[13],T=T[13])

s[13] = entropy(R$,P=p[13],T=T[13])

T_13_sat = temperature(R$,P=p[13],x=1)

T_13_sh = T[13] - T_13_sat

"!System Calculations"

W_dot_C1 = Q_dot_loss_C1 + m_dot_low*(h[2] - h[1])

W_dot_C2 = Q_dot_loss_C2 + m_dot_tot*((h[4] - h[3]) + (h[6] - h[5]))

Q_dot_IC = m_dot_tot*(h[4] - h[5])

Q_dot_GC = m_dot_tot*(h[6] - h[7])

Q_dot_MTE = m_dot_med*(h[10] - h[9])

Q_dot_MTE = Q_dot_MT_w

Q_dot_LTE = m_dot_low*(h[13] - h[12])

Q_dot_LTE = Q_dot_LT_w

Q_dot_LT_suc = m_dot_low*(h[1] - h[13])

E_bal = W_dot_C1 + W_dot_C2 + Q_dot_MTE + Q_dot_LTE - Q_dot_IC -

Q_dot_GC - Q_dot_loss_C1 - Q_dot_loss_C2 + Q_dot_LT_suc - delta_Q_h_3
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Percent_E_bal = 100*(E_bal/(W_dot_C1 + W_dot_C2 + Q_dot_MTE +

Q_dot_LTE))

COP_est = (Q_dot_MTE + Q_dot_LTE)/(W_dot_C1 + W_dot_C2

+ W_dot_fan_abs + W_dot_fan_rej)

delta_Q_dot_MT = Q_dot_MTE - Q_dot_MT_w

Percent_Waterside_error_MT = 100*(delta_Q_dot_MT)/Q_dot_MTE

delta_Q_dot_LT = Q_dot_LTE - Q_dot_LT_w

Percent_Waterside_error_LT = 100*(delta_Q_dot_LT)/Q_dot_LTE

"!Creating separate array for graphing"

Duplicate i=1,10

p_g[i] = p[i]

h_g[i] = h[i]

End

p_g[11] = p[3]

h_g[11] = h[3]

p_g[12] = p[10]

h_g[12] = h[10]
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p_g[13] = p[9]

h_g[13] = h[9]

p_g[14] = p[11]

h_g[14] = h[11]

p_g[15] = p[12]

h_g[15] = h[12]

p_g[16] = p[13]

h_g[16] = h[13]

p_g[17] = p[1]

h_g[17] = h[1]

//////////////////////////////////////////////////////////////////

"!Medium Temp Water-Glycol Solution"

T_MT_wi = lookup(Text_Data$,1,’T12_MT_w_in’) "MT evap water inlet"

T_MT_wo = lookup(Text_Data$,1,’T13_MT_w_out’) "MT evap water outlet"

T_MT_w_avg = (T_MT_wi + T_MT_wo)/2

V_dot_MT_w = lookup(Text_Data$,1,’V_dot_w_MT’)*convert(’liters/min’,

’m^3/sec’)

C_EG_MT = 34.4 [%]

rho_MT_EG = density(EG,T=T_MT_w_avg,C=C_EG_MT)

cp_MT_EG = cp(EG,T=T_MT_w_avg,C=C_EG_MT)
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m_dot_MT_EG = V_dot_MT_w*rho_MT_EG

Q_dot_MT_EG = m_dot_MT_EG*cp_MT_EG*(T_MT_wi - T_MT_wo)

Q_dot_MT_w = Q_dot_MT_EG

//////////////////////////////////////////////////////////////////

"!Low Temp Water-Glycol Solution"

T_LT_wi = lookup(Text_Data$,1,’T14_LT_w_in’) "LT evap water inlet"

T_LT_wo = lookup(Text_Data$,1,’T15_LT_w_out’) "LT evap water outlet"

T_LT_w_avg = (T_LT_wi + T_LT_wo)/2

V_dot_LT_w = lookup(Text_Data$,1,’V_dot_w_LT’)*convert(’liters/min’,

’m^3/sec’)

C_EG_LT = 50

rho_LT_EG = density(EG,T=T_LT_w_avg,C=C_EG_LT)

cp_LT_EG = cp(EG,T=T_LT_w_avg,C=C_EG_LT)

m_dot_LT_EG = V_dot_LT_w*rho_LT_EG

Q_dot_LT_w = m_dot_LT_EG*cp_LT_EG*(T_LT_wi - T_LT_wo)

C.2 MT Economization Cycle Analysis

This post-processing code is used to analyze experimental data taken from the

MT economization cycle. A P-h diagram for the MT economization cycle is provided

in Figure 5.2.
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/////////////////////////////////

"CO2 System Data Analysis Script

Both Comps, Both Evaps, MT Bypass"

/////////////////////////////////

"!Inputs"

R$ = ’R744’

Text_Data$ = ’ss_5a_25_2020_10_1_lookup’

"!System Parameters Call In"

LL_FT = lookup(Text_Data$,1,’MTFT_R’)

T_GC3_ai = lookup(Text_Data$,1,’T21_GC3_ai’)

T_amb = T_GC3_ai

W_dot_C1 = lookup(Text_Data$,1,’W_Dot_LP_comp’)*convert(’W’,’kW’)

W_dot_C2 = lookup(Text_Data$,1,’W_Dot_HP_comp’)*convert(’W’,’kW’)

W_dot_fan_rej = lookup(Text_Data$,1,’W_dot_Fans’)*convert(’W’,’kW’)

W_dot_fan_abs = 0.5 [kW]

"!Cycle Development"

"1 - LP Suction"

T[1] = lookup(Text_Data$,1,’T1_Suction_LP’)

P[1] = lookup(Text_Data$,1,’P1_Suction_LP’)

h[1] = enthalpy(R$,P=p[1],T=T[1])

s[1] = entropy(R$,P=p[1],T=T[1])

m[1] = m_dot_low
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T_1_sat = temperature(R$,P=p[1],x=1)

T_sh_1 = T[1] - T_1_sat

"2 - LP Discharge"

T[2] = lookup(Text_Data$,1,’T2_Discharge_LP’)

P[2] = lookup(Text_Data$,1,’P2_Discharge_LP’)

h[2] = enthalpy(R$,P=p[2],T=T[2])

s[2] = entropy(R$,P=p[2],T=T[2])

m[2] = m[1]

h_2s = enthalpy(R$,P=p[2],s=s[1])

eta_iso_C1 = m_dot_low*(h_2s - h[1])/W_dot_C1

Pr_C1 = P[2]/P[1]

"3 - HP Suction"

T[3] = lookup(Text_Data$,1,’T3_Suction_HP’)

P[3] = lookup(Text_Data$,1,’P3_Suction_HP’)

h[3] = enthalpy(R$,P=p[3],T=T[3])

s[3] = entropy(R$,P=p[3],T=T[3])

m[3] = m_dot_tot

T_3_sat = temperature(R$,P=p[3],x=1)

T_sh_3 = T[3] - T_3_sat

"Assess adiabatic mixing @ C2 suction E-bal"
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m_dot_MT_evap*h[10] + m_dot_MT_vap*h[14] = (m_dot_MT_vap +

m_dot_MT_evap)*h_mix

m_dot_low*h[2] + (m_dot_MT_vap + m_dot_MT_evap)*h_mix =

m_dot_tot*h_3_test

del_h_3 = (h_3_test - h[3])

delta_Q_h_3 = m_dot_tot*del_h_3

"4 - IC In"

T[4] = lookup(Text_Data$,1,’T4_IC_in’)

P[4] = lookup(Text_Data$,1,’P4_IC_in’)

h[4] = enthalpy(R$,P=p[4],T=T[4])

s[4] = entropy(R$,P=p[4],T=T[4])

m[4] = m[3]

h_4s = enthalpy(R$,P=p[4],s=s[3])

"5 - IC Out"

T[5] = lookup(Text_Data$,1,’T5_IC_out’)

P[5] = lookup(Text_Data$,1,’P5_IC_out’)

h[5] = enthalpy(R$,P=p[5],T=T[5])

s[5] = entropy(R$,P=p[5],h=h[5])

m[5] = m[4]

"6 - GC In"

T[6] = lookup(Text_Data$,1,’T6_GC_in’)

P[6] = lookup(Text_Data$,1,’P6_GC_in’)
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h[6] = enthalpy(R$,P=p[6],T=T[6])

s[6] = entropy(R$,P=p[6],h=h[6])

m[6] = m[5]

h_6s = enthalpy(R$,P=p[6],s=s[5])

eta_iso_C2 = m_dot_tot*(h_6s - h[5] + h_4s - h[3])/W_dot_C2

Pr_C2 = P[6]/P[3]

"7 - GC_out"

T[7] = lookup(Text_Data$,1,’T7_GC_out’)

P[7] = lookup(Text_Data$,1,’P7_GC_out’)

h[7] = enthalpy(R$,P=p[7],T=T[7])

s[7] = entropy(R$,P=p[7],T=T[7])

m[7] = m[6]

"8 - MT FT"

T[8] = temperature(R$,P=p[8],h=h[8])

P[8] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[8] = h[7]

s[8] = entropy(R$,P=p[8],h=h[8])

m[8] = m[7]

x_8 = quality(R$,P=p[8],h=h[8])

"9 - MTE In"

T[9] = T_MT_evap_in_TC

P[9] = P_MT_evap_in_TC
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h[9] = h[15] "MTFT liq outlet"

s[9] = entropy(R$,P=p[9],h=h[9])

m[9] = m_dot_MT_evap

T_MT = temperature(R$,P=p[9],x=1)

T_MT_evap_in_TC = lookup(Text_Data$,1,’T8_MT_Evap_in’)

P_MT_evap_in_TC = pressure(R$,T=T_MT_evap_in_TC,x=0)

"10 - MTE Out"

T[10] = lookup(Text_Data$,1,’T9_MT_Evap_out’)

P[10] = lookup(Text_Data$,1,’P11_MT_Evap_out’)

h[10] = enthalpy(R$,P=p[10],T=T[10])

s[10] = entropy(R$,P=p[10],T=T[10])

m[10] = m[9]

T_sh_MTE = T[10] - T_MT

"11 - LT FT"

T[11] = temperature(R$,P=p[11],h=h[11])

P[11] = lookup(Text_Data$,1,’P15_LT_FT_in’)

h[11] = h[9]

s[11] = entropy(R$,P=p[11],h=h[11])

m[11] = m_dot_low

"12 - LTE In - Isenthalpic expansion from MTE in"

T[12] = T_LT_evap_in_TC

P[12] = P_LT_evap_in_TC

h[12] = h[9]
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s[12] = entropy(R$,P=p[12],h=h[12])

m[12] = m[11]

T_LT_evap_in_TC = lookup(Text_Data$,1,’T19_LT_Evap_in’)

P_LT_evap_in_TC = pressure(R$,T=T_LT_evap_in_TC,x=0)

"13 - LTE Out"

T[13] = lookup(Text_Data$,1,’T11_LT_Evap_out’)

P[13] = lookup(Text_Data$,1,’P14_LT_Evap_out’)

h[13] = enthalpy(R$,P=p[13],T=T[13])

s[13] = entropy(R$,P=p[13],T=T[13])

m[13] = m[12]

T_LT = temperature(R$,P=p[12],x=1)

T_sh_LTE = T[13] - T_LT

"14 - MT_FT_vap"

"Assuming x = 1"

T[14] = temperature(R$,P=p[14],x=1)

P[14] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[14] = enthalpy(R$,P=p[14],x=1)

s[14] = entropy(R$,P=p[14],x=1)

m[14] = m_dot_MT_vap

"15 - MT_FT_liq"

"Assuming X = 0"

T[15] = temperature(R$,P=p[15],x=0)

p[15] = p[14]
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h[15] = enthalpy(R$,P=p[15],x=0)

s[15] = entropy(R$,P=p[15],x=0)

m[15] = m_dot_MT_liq

"!System Calculations"

m_dot_tot = m_dot_MT_vap + m_dot_MT_liq

m_dot_MT_vap = m_dot_tot*x_8

m_dot_MT_liq = m_dot_low + m_dot_MT_evap

W_dot_C1 = Q_dot_loss_C1 + m_dot_low*(h[2] - h[1])

W_dot_C2 = Q_dot_loss_C2 + m_dot_tot*((h[4] - h[3]) + (h[6] - h[5]))

Q_dot_IC = m_dot_tot*(h[4] - h[5])

Q_dot_GC = m_dot_tot*(h[6] - h[7])

Q_dot_MTE = m_dot_MT_evap*(h[10] - h[9])

Q_dot_MTE = Q_dot_MT_w

Q_dot_LTE = m_dot_low*(h[13] - h[12])

Q_dot_LTE = Q_dot_LT_w

Q_dot_LT_suc = m_dot_low*(h[1] - h[13])

E_bal = W_dot_C1 + W_dot_C2 + Q_dot_MTE + Q_dot_LTE -

Q_dot_IC - Q_dot_GC - Q_dot_loss_C1 - Q_dot_loss_C2 +

Q_dot_LT_suc - delta_Q_h_3
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Percent_E_bal = 100*(E_bal/(W_dot_C1 + W_dot_C2 +

Q_dot_MTE + Q_dot_LTE))

COP_est = (Q_dot_MTE + Q_dot_LTE)/(W_dot_C1 + W_dot_C2 +

W_dot_fan_abs + W_dot_fan_rej)

delta_Q_dot_MT = Q_dot_MTE - Q_dot_MT_w

Percent_Waterside_error_MT = 100*(delta_Q_dot_MT)/Q_dot_MTE

delta_Q_dot_LT = Q_dot_LTE - Q_dot_LT_w

Percent_Waterside_error_LT = abs(100*(delta_Q_dot_LT)/Q_dot_LTE)

"!Creating separate array for graphing"

Duplicate i=1,8

p_g[i] = p[i]

h_g[i] = h[i]

End

p_g[9] = p[14]

h_g[9] = h[14]

p_g[10] = p[10]

h_g[10] = h[14]
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p_g[11] = p[14]

h_g[11] = h[14]

p_g[12] = p[8]

h_g[12] = h[8]

p_g[13] = p[15]

h_g[13] = h[15]

p_g[14] = p[9]

h_g[14] = h[9]

p_g[15] = p[10]

h_g[15] = h[10]

p_g[16] = p[3]

h_g[16] = h[3]

p_g[17] = p[10]

h_g[17] = h[10]

p_g[18] = p[9]

h_g[18] = h[9]

p_g[19] = p[11]

h_g[19] = h[11]

p_g[20] = p[12]

h_g[20] = h[12]
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p_g[21] = p[13]

h_g[21] = h[13]

p_g[22] = p[1]

h_g[22] = h[1]

//////////////////////////////////////////////////////////////////

"!Medium Temp Water-Glycol Solution"

T_MT_wi = lookup(Text_Data$,1,’T12_MT_w_in’) "MT evap water inlet"

T_MT_wo = lookup(Text_Data$,1,’T13_MT_w_out’) "MT evap water outlet"

T_MT_w_avg = (T_MT_wi + T_MT_wo)/2

V_dot_MT_w = lookup(Text_Data$,1,’V_dot_w_MT’)*convert(’liters/min’,

’m^3/sec’)

C_MT_EG = 34.4

rho_MT_EG = density(EG,T=T_MT_w_avg,C=C_MT_EG)

cp_MT_EG = cp(EG,T=T_MT_w_avg,C=C_MT_EG)

m_dot_MT_EG = V_dot_MT_w*rho_MT_EG

Q_dot_MT_EG = m_dot_MT_EG*cp_MT_EG*(T_MT_wi - T_MT_wo)

Q_dot_MT_w = Q_dot_MT_EG

//////////////////////////////////////////////////////////////////

"!Low Temp Water-Glycol Solution"
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T_LT_wi = lookup(Text_Data$,1,’T14_LT_w_in’) "LT evap water inlet"

T_LT_wo = lookup(Text_Data$,1,’T15_LT_w_out’) "LT evap water outlet"

T_LT_w_avg = (T_LT_wi + T_LT_wo)/2

V_dot_LT_w = lookup(Text_Data$,1,’V_dot_w_LT’)*convert(’liters/min’,

’m^3/sec’)

C_LT_EG = 50 [%]

rho_LT_EG = density(EG,T=T_LT_w_avg,C=C_LT_EG)

cp_LT_EG = cp(EG,T=T_LT_w_avg,C=C_LT_EG)

m_dot_LT_EG = V_dot_LT_w*rho_LT_EG

Q_dot_LT_w = m_dot_LT_EG*cp_LT_EG*(T_LT_wi - T_LT_wo)

C.3 Ejector Cycle Analysis

This post-processing code is used to analyze experimental data taken from the

ejector cycle. A P-h diagram for the ejector cycle is provided in Figure 5.3.

/////////////////////////////////

"CO2 System Data Analysis Script

Both Comps, Both Evaps, Ejector"

/////////////////////////////////

"!Inputs"

R$ = ’R744’
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Text_Data$ = ’ss_8e_20_2020_10_5_lookup’

"!System Parameters Call"

LL_FT = lookup(Text_Data$,1,’MTFT_R’)

T_GC3_ai = lookup(Text_Data$,1,’T21_GC3_ai’)

T_amb = T_GC3_ai

m_dot_motive = lookup(Text_Data$,1,’m_dot_motive’)*convert(’g/s’,

’kg/s’)

W_dot_C1 = lookup(Text_Data$,1,’W_Dot_LP_comp’)*convert(’W’,’kW’)

W_dot_C2 = lookup(Text_Data$,1,’W_Dot_HP_comp’)*convert(’W’,’kW’)

W_dot_fan_rej = lookup(Text_Data$,1,’W_dot_Fans’)*convert(’W’,’kW’)

W_dot_fan_abs = 0.5 [kW]

"!Cycle Development"

"1 - LP Suction"

T[1] = lookup(Text_Data$,1,’T1_Suction_LP’)

P[1] = lookup(Text_Data$,1,’P1_Suction_LP’)

h[1] = enthalpy(R$,P=p[1],T=T[1])

s[1] = entropy(R$,P=p[1],T=T[1])

m[1] = m_dot_low

T_suc_C1_sat = temperature(R$,P=p[1],x=1)

T_sh_C1 = T[1] - T_suc_C1_sat

"2 - LP Discharge"
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T[2] = lookup(Text_Data$,1,’T2_Discharge_LP’)

P[2] = lookup(Text_Data$,1,’P2_Discharge_LP’)

h[2] = enthalpy(R$,P=p[2],T=T[2])

s[2] = entropy(R$,P=p[2],T=T[2])

m[2] = m[1]

h_2s = enthalpy(R$,P=p[2],s=s[1])

eta_iso_C1 = m_dot_low*(h_2s - h[1])/W_dot_C1

Pr_C1 = P[2]/P[1]

"3 - HP Suction"

T[3] = lookup(Text_Data$,1,’T3_Suction_HP’)

P[3] = lookup(Text_Data$,1,’P3_Suction_HP’)

h[3] = enthalpy(R$,P=p[3],T=T[3])

s[3] = entropy(R$,P=p[3],T=T[3])

m[3] = m_dot_motive

T_suc_C2_sat = temperature(R$,P=p[3],x=1)

T_sh_C2 = T[3] - T_suc_C2_sat

"Assess adiabatic mixing @ C2 suction E-bal"

m_dot_MT_vap*h[14] + m_dot_low*h[2] = m_dot_motive*h_3_test

del_h_3 = (h_3_test - h[3])

delta_Q_h_3 = m_dot_motive*del_h_3

"4 - IC In"
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T[4] = lookup(Text_Data$,1,’T4_IC_in’)

P[4] = lookup(Text_Data$,1,’P4_IC_in’)

h[4] = enthalpy(R$,P=p[4],T=T[4])

s[4] = entropy(R$,P=p[4],T=T[4])

m[4] = m[3]

h_4s = enthalpy(R$,P=p[4],s=s[3])

"5 - IC Out"

T[5] = lookup(Text_Data$,1,’T5_IC_out’)

P[5] = lookup(Text_Data$,1,’P5_IC_out’)

h[5] = enthalpy(R$,P=p[5],T=T[5])

s[5] = entropy(R$,P=p[5],h=h[5])

m[5] = m[4]

"6 - GC In"

T[6] = lookup(Text_Data$,1,’T6_GC_in’)

P[6] = lookup(Text_Data$,1,’P6_GC_in’)

h[6] = enthalpy(R$,P=p[6],T=T[6])

s[6] = entropy(R$,P=p[6],h=h[6])

m[6] = m[5]

h_6s = enthalpy(R$,P=p[6],s=s[5])

eta_iso_C2 = m_dot_motive*(h_6s - h[5] + h_4s - h[3])/W_dot_C2

Pr_C2 = P[6]/P[3]

"7 - GC_out, Ejector Motive"
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T[7] = lookup(Text_Data$,1,’T7_GC_out’)

P[7] = lookup(Text_Data$,1,’P7_GC_out’)

h[7] = enthalpy(R$,P=p[7],T=T[7])

s[7] = entropy(R$,P=p[7],T=T[7])

m[7] = m[6]

"8 - MT FT, Ejector Out"

T[8] = temperature(R$,P=p[8],h=h[8])

P[8] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[8] = enthalpy(R$,P=p[8],x=x_8)

s[8] = entropy(R$,P=p[8],h=h[8])

m[8] = m_dot_motive + m_dot_suction

x_8 = m_dot_MT_vap/((m_dot_MT_vap + m_dot_low)*(1 + w))

"9 - MTE In"

T[9] = T_MT_evap_in_TC

P[9] = P_MT_evap_in_TC

h[9] = h[15] "MTFT liq outlet"

s[9] = entropy(R$,P=p[9],h=h[9])

m[9] = m_dot_suction

T_MT_evap_in_TC = lookup(Text_Data$,1,’T8_MT_Evap_in’)

P_MT_evap_in_TC = pressure(R$,T=T_MT_evap_in_TC,x=0)

"10 - MTE Out"

T[10] = lookup(Text_Data$,1,’T9_MT_Evap_out’)

P[10] = lookup(Text_Data$,1,’P11_MT_Evap_out’)

h[10] = enthalpy(R$,P=p[10],T=T[10])
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s[10] = entropy(R$,P=p[10],T=T[10])

m[10] = m[9]

T_MT = temperature(R$,P=p[9],x=1)

T_sh_MTE = T[10] - T_MT

"11 - LT FT"

T[11] = temperature(R$,P=p[11],h=h[11])

P[11] = lookup(Text_Data$,1,’P15_LT_FT_in’)

h[11] = h[9]

s[11] = entropy(R$,P=p[11],h=h[11])

m[11] = m_dot_low

"12 - LTE In - Isenthalpic expansion from MTE in"

T[12] = T_LT_evap_in_TC

P[12] = P_LT_evap_in_TC

h[12] = h[9]

s[12] = entropy(R$,P=p[12],h=h[12])

m[12] = m[11]

T_LT_evap_in_TC = lookup(Text_Data$,1,’T19_LT_Evap_in’)

P_LT_evap_in_TC = pressure(R$,T=T_LT_evap_in_TC,x=0)

"13 - LTE Out"

T[13] = lookup(Text_Data$,1,’T11_LT_Evap_out’)

P[13] = lookup(Text_Data$,1,’P14_LT_Evap_out’)

h[13] = enthalpy(R$,P=p[13],T=T[13])

s[13] = entropy(R$,P=p[13],T=T[13])
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m[13] = m[12]

T_LT = temperature(R$,P=p[12],x=1)

T_sh_LTE = T[13] - T_LT

"14 - MT_FT_vap"

"Assuming x = 1"

T[14] = temperature(R$,P=p[14],x=1)

P[14] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[14] = enthalpy(R$,P=p[14],x=1)

s[14] = entropy(R$,P=p[14],x=1)

m[14] = m[3]

"15 - MT_FT_liq"

"Assuming X = 0"

T[15] = temperature(R$,P=p[15],x=0)

p[15] = p[14]

h[15] = enthalpy(R$,P=p[15],x=0)

s[15] = entropy(R$,P=p[15],x=0)

m[15] = m_dot_suction + m_dot_low

"16 - Suction Nozzle"

T[16] = lookup(Text_Data$,1,’T10_Suction_Nozzle_in’)

p[16] = lookup(Text_Data$,1,’P12_Suction_Nozzle_in’)

h[16] = enthalpy(R$,P=p[16],T=T[16])

s[16] = entropy(R$,P=p[16],h=h[16])

m[16] = m_dot_suction
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T_suc_noz_sat = temperature(R$,P=p[16],x=1)

T_sh_suc_noz = T[16] - T_suc_noz_sat

"!System Calculations"

w = m_dot_suction/m_dot_motive

x_8_bal = m_dot_MT_vap/m_dot_MT

m_dot_MT_liq = m_dot_low + m_dot_suction

m_dot_MT = m_dot_MT_liq + m_dot_MT_vap

m_dot_motive = m_dot_MT_vap + m_dot_low

W_dot_C1 = Q_dot_loss_C1 + m_dot_low*(h[2] - h[1])

W_dot_C2 = Q_dot_loss_C2 + m_dot_motive*(h[4] - h[3] + h[6] - h[5])

Q_dot_IC = m_dot_motive*(h[4] - h[5])

Q_dot_GC = m_dot_motive*(h[6] - h[7])

Q_dot_MTE = m_dot_suction*(h[10] - h[9])

Q_dot_MTE = Q_dot_MT_w

Q_dot_LTE = m_dot_low*(h[13] - h[12])

Q_dot_LTE = Q_dot_LT_w

Q_dot_LT_suc = m_dot_low*(h[1] - h[13])

Q_dot_ej_suc = m_dot_suction*(h[16] - h[10])

E_bal = W_dot_C1 + W_dot_C2 + Q_dot_MTE + Q_dot_LTE - Q_dot_IC -

Q_dot_GC - Q_dot_loss_C1 - Q_dot_loss_C2 + Q_dot_LT_suc -
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delta_Q_h_3 + Q_dot_ej_suc

Percent_E_bal = 100*(E_bal/(W_dot_C1 + W_dot_C2 + Q_dot_MTE +

Q_dot_LTE))

COP_est = (Q_dot_MTE + Q_dot_LTE)/(W_dot_C1 + W_dot_C2 +

W_dot_fan_abs + W_dot_fan_rej)

delta_Q_dot_MT = Q_dot_MTE - Q_dot_MT_w

Percent_Waterside_error_MT = 100*(delta_Q_dot_MT)/Q_dot_MTE

delta_Q_dot_LT = Q_dot_LTE - Q_dot_LT_w

Percent_Waterside_error_LT = 100*(delta_Q_dot_LT)/Q_dot_LTE

"Ejector Performance Quantification"

Delta_p_Ejector = p[8] - p[10]

h_pdo_ssi = enthalpy(R$,P=p[8],s=s[16]) "Suction nozzle inlet"

h_si = h[16]

h_pdo_smi = enthalpy(R$,P=p[8],s=s[7]) "Motive nozzle inlet"

h_mi = h[7]

eta_eject = w*((h_pdo_ssi - h_si)/(h_mi - h_pdo_smi))
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"!Creating separate array for graphing"

Duplicate i=1,8

p_g[i] = p[i]

h_g[i] = h[i]

End

p_g[9] = p[14]

h_g[9] = h[14]

p_g[10] = p[3]

h_g[10] = h[14]

p_g[11] = p[3]

h_g[11] = h[3]

p_g[12] = p[3]

h_g[12] = h[14]

p_g[13] = p[14]

h_g[13] = h[14]

p_g[14] = p[8]

h_g[14] = h[8]

p_g[15] = p[10]

h_g[15] = h[10]
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p_g[16] = p[16]

h_g[16] = h[16]

p_g[17] = p[9]

h_g[17] = h[9]

p_g[18] = p[15]

h_g[18] = h[15]

p_g[19] = p[8]

h_g[19] = h[8]

p_g[20] = p[15]

h_g[20] = h[15]

p_g[21] = p[12]

h_g[21] = h[12]

p_g[22] = p[13]

h_g[22] = h[13]

p_g[23] = p[1]

h_g[23] = h[1]

//////////////////////////////////////////////////////////////////

"!Medium Temp Water-Glycol Solution"

T_MT_wi = lookup(Text_Data$,1,’T12_MT_w_in’) "MT evap water inlet"
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T_MT_wo = lookup(Text_Data$,1,’T13_MT_w_out’) "MT evap water outlet"

T_MT_w_avg = (T_MT_wi + T_MT_wo)/2

V_dot_MT_w = lookup(Text_Data$,1,’V_dot_w_MT’)*convert(’liters/min’,

’m^3/sec’)

C_EG_MT = 34.4 [%]

rho_MT_EG = density(EG,T=T_MT_w_avg,C=C_EG_MT)

cp_MT_EG = cp(EG,T=T_MT_w_avg,C=C_EG_MT)

m_dot_MT_EG = V_dot_MT_w*rho_MT_EG

Q_dot_MT_EG = m_dot_MT_EG*cp_MT_EG*(T_MT_wi - T_MT_wo)

Q_dot_MT_w = Q_dot_MT_EG

//////////////////////////////////////////////////////////////////

"!Low Temp Water-Glycol Solution"

T_LT_wi = lookup(Text_Data$,1,’T14_LT_w_in’) "LT evap water inlet"

T_LT_wo = lookup(Text_Data$,1,’T15_LT_w_out’) "LT evap water outlet"

T_LT_w_avg = (T_LT_wi + T_LT_wo)/2

V_dot_LT_w = lookup(Text_Data$,1,’V_dot_w_LT’)*convert(’liters/min’,

’m^3/sec’)

C_EG_LT = 50

rho_LT_EG = density(EG,T=T_LT_w_avg,C=C_EG_LT)

cp_LT_EG = cp(EG,T=T_LT_w_avg,C=C_EG_LT)

m_dot_LT_EG = V_dot_LT_w*rho_LT_EG
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Q_dot_LT_w = m_dot_LT_EG*cp_LT_EG*(T_LT_wi - T_LT_wo)

C.4 Ejector and Pump Cycle Analysis

This post-processing code is used to analyze experimental data taken from the

ejector and pump cycle. A P-h diagram for the ejector and pump cycle is provided

in Figure 5.4.

/////////////////////////////////

"CO2 System Data Analysis Script

Both Comps, Both Evaps, Ejector, Pump"

/////////////////////////////////

"!Inputs"

R$ = ’R744’

Text_Data$ = ’ss_10e180_10_lookup’

"!System Parameters Call"

LL_FT = lookup(Text_Data$,1,’MTFT_R’)

T_GC3_ai = lookup(Text_Data$,1,’T21_GC3_ai’)

T_amb = T_GC3_ai

m_dot_motive = lookup(Text_Data$,1,’m_dot_motive’)*convert(’g/s’,

’kg/s’)

W_dot_C1 = lookup(Text_Data$,1,’W_Dot_LP_comp’)*convert(’W’,’kW’)
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W_dot_C2 = lookup(Text_Data$,1,’W_Dot_HP_comp’)*convert(’W’,’kW’)

W_dot_Pump = lookup(Text_Data$,1,’W_dot_Pump’)*convert(’W’,’kW’)

W_dot_fan_rej = lookup(Text_Data$,1,’W_dot_Fans’)*convert(’W’,’kW’)

W_dot_fan_abs = 0.5 [kW]

"!Cycle Development"

"1 - LP Suction"

T[1] = lookup(Text_Data$,1,’T1_Suction_LP’)

P[1] = lookup(Text_Data$,1,’P1_Suction_LP’)

h[1] = enthalpy(R$,P=p[1],T=T[1])

s[1] = entropy(R$,P=p[1],T=T[1])

m[1] = m_dot_low

T_suc_C1_sat = temperature(R$,P=p[1],x=1)

T_sh_C1 = T[1] - T_suc_C1_sat

"2 - LP Discharge"

T[2] = lookup(Text_Data$,1,’T2_Discharge_LP’)

P[2] = lookup(Text_Data$,1,’P2_Discharge_LP’)

h[2] = enthalpy(R$,P=p[2],T=T[2])

s[2] = entropy(R$,P=p[2],T=T[2])

m[2] = m[1]

h_2s = enthalpy(R$,P=p[2],s=s[1])

eta_iso_C1 = m_dot_low*(h_2s - h[1])/W_dot_C1
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Pr_C1 = P[2]/P[1]

"3 - HP Suction"

T[3] = lookup(Text_Data$,1,’T3_Suction_HP’)

P[3] = lookup(Text_Data$,1,’P3_Suction_HP’)

h[3] = enthalpy(R$,P=p[3],T=T[3])

s[3] = entropy(R$,P=p[3],T=T[3])

m[3] = m_dot_motive

T_suc_C2_sat = temperature(R$,P=p[3],x=1)

T_sh_C2 = T[3] - T_suc_C2_sat

"Assess adiabatic mixing @ C2 suction E-bal"

m_dot_MT_vap*h[14] + m_dot_low*h[2] = m_dot_motive*h_3_test

del_h_3 = (h_3_test - h[3])

delta_Q_h_3 = m_dot_motive*del_h_3

"4 - IC In"

T[4] = lookup(Text_Data$,1,’T4_IC_in’)

P[4] = lookup(Text_Data$,1,’P4_IC_in’)

h[4] = enthalpy(R$,P=p[4],T=T[4])

s[4] = entropy(R$,P=p[4],T=T[4])

m[4] = m[3]

h_4s = enthalpy(R$,P=p[4],s=s[3])

"5 - IC Out"

T[5] = lookup(Text_Data$,1,’T5_IC_out’)

P[5] = lookup(Text_Data$,1,’P5_IC_out’)
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h[5] = enthalpy(R$,P=p[5],T=T[5])

s[5] = entropy(R$,P=p[5],h=h[5])

m[5] = m[4]

"6 - GC In"

T[6] = lookup(Text_Data$,1,’T6_GC_in’)

P[6] = lookup(Text_Data$,1,’P6_GC_in’)

h[6] = enthalpy(R$,P=p[6],T=T[6])

s[6] = entropy(R$,P=p[6],h=h[6])

m[6] = m[5]

h_6s = enthalpy(R$,P=p[6],s=s[5])

eta_iso_C2 = m_dot_motive*(h_6s - h[5] + h_4s - h[3])/W_dot_C2

Pr_C2 = P[6]/P[3]

"7 - GC_out, Ejector Motive"

T[7] = lookup(Text_Data$,1,’T7_GC_out’)

P[7] = lookup(Text_Data$,1,’P7_GC_out’)

h[7] = enthalpy(R$,P=p[7],T=T[7])

s[7] = entropy(R$,P=p[7],T=T[7])

m[7] = m[6]

"8 - Pump Outlet, Ejector Motive"

T[8] = lookup(Text_Data$,1,’T17_Pump_out’)

P[8] = lookup(Text_Data$,1,’P16_Pump_out’)

h[8] = enthalpy(R$,P=p[8],T=T[8])

s[8] = entropy(R$,P=p[8],h=h[8])
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h_8s = enthalpy(R$,P=p[8],s=s[7])

"9 - MT FT, Ejector Out"

T[9] = temperature(R$,P=p[9],h=h[9])

P[9] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[9] = enthalpy(R$,P=p[9],x=x_9)

s[9] = entropy(R$,P=p[9],h=h[9])

m[9] = m_dot_motive + m_dot_suction

x_9 = m_dot_MT_vap/((m_dot_MT_vap + m_dot_low)*(1 + w))

"10 - MTE In"

T[10] = T_MT_evap_in_TC

P[10] = P_MT_evap_in_TC

h[10] = h[16] "MTFT liq outlet"

s[10] = entropy(R$,P=p[10],h=h[10])

m[10] = m_dot_suction

T_MT_evap_in_TC = lookup(Text_Data$,1,’T8_MT_Evap_in’)

P_MT_evap_in_TC = pressure(R$,T=T_MT_evap_in_TC,x=0)

T_MT = T_MT_evap_in_TC

"11 - MTE Out"

T[11] = lookup(Text_Data$,1,’T9_MT_Evap_out’)

P[11] = lookup(Text_Data$,1,’P11_MT_Evap_out’)

h[11] = enthalpy(R$,P=p[11],T=T[11])

s[11] = entropy(R$,P=p[11],T=T[11])
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m[11] = m[10]

T_11_sat = temperature(R$,P=p[11],x=1)

T_sh_MTE = T[11] - T_11_sat

"12 - LT FT"

T[12] = temperature(R$,P=p[12],h=h[12])

P[12] = lookup(Text_Data$,1,’P15_LT_FT_in’)

h[12] = h[10]

s[12] = entropy(R$,P=p[12],h=h[12])

m[12] = m_dot_low

"13 - LTE In - Isenthalpic expansion from MTE in"

T[13] = T_LT_evap_in_TC

P[13] = P_LT_evap_in_TC

h[13] = h[10]

s[13] = entropy(R$,P=p[13],h=h[13])

m[13] = m[12]

T_LT_evap_in_TC = lookup(Text_Data$,1,’T19_LT_Evap_in’)

P_LT_evap_in_TC = pressure(R$,T=T_LT_evap_in_TC,x=0)

T_LT = T_LT_evap_in_TC

"14 - LTE Out"

T[14] = lookup(Text_Data$,1,’T11_LT_Evap_out’)

P[14] = lookup(Text_Data$,1,’P14_LT_Evap_out’)

h[14] = enthalpy(R$,P=p[14],T=T[14])
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s[14] = entropy(R$,P=p[14],T=T[14])

m[14] = m[13]

T_14_sat = temperature(R$,P=p[14],x=1)

T_sh_LTE = T[14] - T_14_sat

"15 - MT_FT_vap"

"Assuming x = 1"

T[15] = temperature(R$,P=p[15],x=1)

P[15] = lookup(Text_Data$,1,’P8_Ejector_out’)

h[15] = enthalpy(R$,P=p[15],x=1)

s[15] = entropy(R$,P=p[15],x=1)

m[15] = m_dot_MT_vap

"16 - MT_FT_liq"

"Assuming X = 0"

T[16] = temperature(R$,P=p[16],x=0)

p[16] = p[15]

h[16] = enthalpy(R$,P=p[16],x=0)

s[16] = entropy(R$,P=p[16],x=0)

m[16] = m_dot_suction + m_dot_low

"17 - Suction Nozzle"

T[17] = lookup(Text_Data$,1,’T10_Suction_Nozzle_in’)

p[17] = lookup(Text_Data$,1,’P12_Suction_Nozzle_in’)

h[17] = enthalpy(R$,P=p[17],T=T[17])

s[17] = entropy(R$,P=p[17],h=h[17])

m[17] = m_dot_suction
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T_suc_noz_sat = temperature(R$,P=p[17],x=1)

T_sh_suc_noz = T[17] - T_suc_noz_sat

"!System Calculations"

w = m_dot_suction/m_dot_motive

x_9_bal = m_dot_MT_vap/m_dot_MT

m_dot_MT_liq = m_dot_low + m_dot_suction

m_dot_MT = m_dot_MT_liq + m_dot_MT_vap

m_dot_motive = m_dot_MT_vap + m_dot_low

W_dot_C1 = Q_dot_loss_C1 + m_dot_low*(h[2] - h[1])

W_dot_C2 = Q_dot_loss_C2 + m_dot_motive*(h[4] - h[3] + h[6] - h[5])

W_dot_pump = Q_dot_loss_pump + m_dot_motive*(h[8] - h[7])

Q_dot_IC = m_dot_motive*(h[4] - h[5])

Q_dot_GC = m_dot_motive*(h[6] - h[7])

Q_dot_MTE = m_dot_suction*(h[11] - h[10])

Q_dot_MTE = Q_dot_MT_w

Q_dot_LTE = m_dot_low*(h[14] - h[13])

Q_dot_LTE = Q_dot_LT_w

Q_dot_LT_suc = m_dot_low*(h[1] - h[14])

Q_dot_ej_suc = m_dot_suction*(h[17] - h[11])
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E_bal = W_dot_C1 + W_dot_C2 + Q_dot_MTE + Q_dot_LTE + W_dot_pump -

Q_dot_IC - Q_dot_GC - Q_dot_loss_C1 - Q_dot_loss_C2 - Q_dot_loss_pump +

Q_dot_LT_suc - delta_Q_h_3 + Q_dot_ej_suc

Percent_E_bal = 100*(E_bal/(W_dot_C1 + W_dot_C2 + W_dot_pump + Q_dot_MTE

+ Q_dot_LTE))

COP_est = (Q_dot_MTE + Q_dot_LTE)/(W_dot_C1 + W_dot_C2 + W_dot_pump

+ W_dot_fan_abs + W_dot_fan_rej)

delta_Q_dot_MT = Q_dot_MTE - Q_dot_MT_w

Percent_Waterside_error_MT = 100*(delta_Q_dot_MT)/Q_dot_MTE

delta_Q_dot_LT = Q_dot_LTE - Q_dot_LT_w

Percent_Waterside_error_LT = 100*(delta_Q_dot_LT)/Q_dot_LTE

"Ejector Performance Quantification"

Delta_p_Ejector = p[9] - p[11]

h_pdo_ssi = enthalpy(R$,P=p[9],s=s[17]) "suction nozzle inlet"

h_si = h[17]

h_pdo_smi = enthalpy(R$,P=p[9],s=s[8]) "motive nozzle inlet"

h_mi = h[8]
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eta_eject = w*((h_pdo_ssi - h_si)/(h_mi - h_pdo_smi))

"PD Machinery Quantification"

eta_pump = (m_dot_motive*(h_8s - h[7]))/W_dot_pump

p_r_pump = p[8]/p[7]

delta_p_pump = p[8] - p[7]

"!Creating separate array for graphing"

Duplicate i=1,9

p_g[i] = p[i]

h_g[i] = h[i]

End

p_g[10] = p[15]

h_g[10] = h[15]

p_g[11] = p[3]

h_g[11] = h[15]

p_g[12] = p[3]

h_g[12] = h[3]

p_g[13] = p[3]
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h_g[13] = h[15]

p_g[14] = p[15]

h_g[14] = h[15]

p_g[15] = p[9]

h_g[15] = h[9]

p_g[16] = p[11]

h_g[16] = h[11]

p_g[17] = p[17]

h_g[17] = h[17]

p_g[18] = p[10]

h_g[18] = h[10]

p_g[19] = p[16]

h_g[19] = h[16]

p_g[20] = p[9]

h_g[20] = h[9]

p_g[21] = p[16]

h_g[21] = h[16]

p_g[22] = p[13]

h_g[22] = h[13]
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p_g[23] = p[14]

h_g[23] = h[14]

p_g[24] = p[1]

h_g[24] = h[1]

//////////////////////////////////////////////////////////////////

"!Medium Temp Water-Glycol Solution"

T_MT_wi = lookup(Text_Data$,1,’T12_MT_w_in’) "MT evap water inlet"

T_MT_wo = lookup(Text_Data$,1,’T13_MT_w_out’) "MT evap water outlet"

T_MT_w_avg = (T_MT_wi + T_MT_wo)/2

V_dot_MT_w = lookup(Text_Data$,1,’V_dot_w_MT’)*convert(’liters/min’,

’m^3/sec’)

C_EG_MT = 34.4 [%]

rho_MT_EG = density(EG,T=T_MT_w_avg,C=C_EG_MT)

cp_MT_EG = cp(EG,T=T_MT_w_avg,C=C_EG_MT)

m_dot_MT_EG = V_dot_MT_w*rho_MT_EG

Q_dot_MT_EG = m_dot_MT_EG*cp_MT_EG*(T_MT_wi - T_MT_wo)

Q_dot_MT_w = Q_dot_MT_EG

//////////////////////////////////////////////////////////////////

"!Low Temp Water-Glycol Solution"
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T_LT_wi = lookup(Text_Data$,1,’T14_LT_w_in’) "LT evap water inlet"

T_LT_wo = lookup(Text_Data$,1,’T15_LT_w_out’) "LT evap water outlet"

T_LT_w_avg = (T_LT_wi + T_LT_wo)/2

V_dot_LT_w = lookup(Text_Data$,1,’V_dot_w_LT’)*convert(’liters/min’,

’m^3/sec’)

C_EG_LT = 50

rho_LT_EG = density(EG,T=T_LT_w_avg,C=C_EG_LT)

cp_LT_EG = cp(EG,T=T_LT_w_avg,C=C_EG_LT)

m_dot_LT_EG = V_dot_LT_w*rho_LT_EG

Q_dot_LT_w = m_dot_LT_EG*cp_LT_EG*(T_LT_wi - T_LT_wo)
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