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ABSTRACT

Huang, Feixiong Ph.D., Purdue University, December 2020. Assimilation of GNSS-R
Delay-Doppler Maps into Weather Models. Major Professor: James L. Garrison.

Global Navigation Satellite System Reflectometry (GNSS-R) is a remote sensing

technique that uses reflected satellite navigation signals from the Earth surface in a

bistatic radar configuration. GNSS-R observations have been collected using receivers

on stationary, airborne and spaceborne platforms. The delay-Doppler map (DDM) is

the fundamental GNSS-R measurement from which ocean surface wind speed can be

retrieved. GNSS-R observations can be assimilated into numerical weather prediction

models to improve weather analyses and forecasts. The direct assimilation of DDM

observations shows potential superiority over the assimilation of wind retrievals.

This dissertation demonstrates the direct assimilation of GNSS-R DDMs using a

two-dimensional variational analysis method (VAM). First, the observation forward

model and its Jacobian are developed. Then, the observation’s bias correction, quality

control, and error characterization are presented. The DDM assimilation was applied

to a global and a regional case.

In the global case, DDM observations from the NASA Cyclone Global Navigation

Satellite System (CYGNSS) mission are assimilated into global ocean surface wind

analyses using the European Centre for Medium-Range Weather Forecasts (ECMWF)

10-meter winds as the background. The wind analyses are improved as a result of

the DDM assimilation. VAM can also be used to derive a new type of wind vector

observation from DDMs (VAM-DDM).

In the regional case, an observing system experiment (OSE) is used to quantify

the impact of VAM-DDM wind vectors from CYGNSS on hurricane forecasts, in the

case of Hurricane Michael (2018). It is found that the assimilation of VAM-DDM
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wind vectors at the early stage of the hurricane improves the forecasted track and

intensity.

The research of this dissertation implies potential benefits of DDM assimilation

for future research and operational applications.
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1. INTRODUCTION

1.1 GNSS-Reflectometry for Ocean Surface Winds

Ocean surface winds are important for the understanding of the dynamical ocean-

atmosphere process, ocean navigation and also weather forecasting. As measuring

winds by stations, ships, weather buoys and aircraft has very limited spatial sam-

pling, remote sensing by spaceborne instruments can provide observations with global

coverage.

Two primary remote sensors for ocean surface winds are the passive microwave

radiometer and the scatterometer. Both operate at microwave frequencies, which

can penetrate clouds and take measurements day and night. Passive microwave ra-

diometers like SSM/I, TMI, AMSR, GMI, SMAP and WindSat measure the thermal

emission of the ocean surface. Wind speeds can be retrieved by measuring the excess

emission caused by surface roughness and sea foam which are related to the sur-

face winds [3, 4]. Wind directions can be measured by a polarimetric radiometer like

WindSat [5]. Scatterometers like NSCAT, QuikScat, ASCAT and OSCAT actively

transmit a pulse signal and measure the backscatter from the ocean surface. The mea-

sured backscattered radar cross section is related to the surface roughness through

the Bragg-resonant scattering [6]. Wind speeds and directions can be retrieved by

special processing techniques [7, 8]. Radar altimeters and Synthetic Aperture Radar

(SAR) also have the capability of measuring ocean surface winds, but with limited

spatial coverage [9, 10].

Text excerpts, figures and tables from the author’s articles published by IEEE [1,2] have been reused
in this dissertation. Copyright permissions have been obtained from the copyright holder.
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Global Navigation Satellite System Reflectometry (GNSS-R) is a relatively new

remote sensing technique that uses satellite navigation (GNSS) transmitters as non-

cooperative sources in a bistatic radar configuration [11]. Ocean surface wind speed is

one variable that can be estimated from GNSS-R observations. The Rayleigh criterion

indicates that the ocean surface, under most conditions, will appear rough in the L-

band wavelength (≈ 20 cm) used by satellite navigation signals. GNSS signals are

therefore scattered from a region on the rough ocean surface that much larger than

the first Fresnel zone through the quasi-specular forward scattering. That region,

centered at the specular reflection point (specular point), is called the glistening

zone.

The concept of GNSS-R was first proposed by Martin-Neira regarding GPS satel-

lites as sources of opportunity [12]. It was later validated by a number of station-

ary and airborne experiments [13–18]. Recently, a sequence of satellite technology

demonstrations, including the UK Disaster Monitoring Constellation (UK-DMC) [19],

UK TechDemoSat-1 (TDS-1) [20], NASA Cyclone Global Navigation Satellite Sys-

tem (CYGNSS) [21], Japan’s WNISAT-1R [22] and China’s BuFeng-1 A/B [23] has

validated the capability of ocean wind speed retrieval from GNSS-R signals. The

spaceborne GNSS-R missions provide a much broader spatial coverage of the wind

observations using abundant signals from GNSS constellations, which have the po-

tential to improve the weather forecasts.

1.2 GNSS-R Measurement and Wind Speed Retrieval Algorithm

The fundamental GNSS-R measurement is the delay-Doppler map (DDM), the

cross correlation between a reflected GNSS signal and a locally generated model of the

transmitted signal (code and carrier) over a range of delay, and Doppler frequencies.
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In a GNSS-R receiver, the reflected signal, ur(t), is first cross-correlated with a local

copy of transmitted signal over a range of delays, τ and Doppler frequencies, f

X(t, τ, f) =
1

TI

∫ t+TI

t

ur(t
′)a(t′ + τ)e2πj(f0+f)t′dt′. (1.1)

X(t, τ, f) is the complex voltage correlation result at time t, a(t) is the baseband signal

model (generated from a pseudorandom noise (PRN) code using Binary Phase Shift

Keyed (BPSK) modulation) and TI is the integration time. N sequential complex

results are then incoherently averaged

Z(t, τ, f) =
1

N

N∑
m=1

|X(t+ (m− 1)TI , τ, f)|2. (1.2)

A measurement (in units of Watts) of the DDM power at the front-end of the receiver

is produced by subtracting the noise floor, YN(t), and calibration of the receiver gain,

GR [24, 25].

Y (t, τ, f) =
Z(t, τ, f)

GR

− YN(t). (1.3)

Numerous wind retrieval approaches can be derived from this DDM measurement.

They can generally be grouped in two categories: 1) fitting a parameterized scatter-

ing model to the observed DDM, or some truncated or integrated form of it, and 2)

derivation of an observable easily computed from samples of the DDM shown to have

a strong, monotonic, dependence on the surface wind speed. Multiple examples of

these two approaches can be found in the literature. Early experiments from airborne

field campaigns (e.g. [15, 26]) demonstrated that the shape of the DDM is related to

the roughness of the scattering surface. Empirical models have been developed from

these airborne experiments, relating surface statistics to wind speed [17]. Examples

of observables computed from a set of DDM samples at discrete delay-Doppler coor-

dinates include: trailing or leading edge slopes, the average DDM power exceeding a

threshold [18, 19, 27], and principal components analysis (PCA) [28]. Optimal com-

binations of observables, exploiting the partial decorrelation between residual errors
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have been developed [29]. Some recent studies carried out new approaches based on

statistical method [30, 31] or neural network [32–34].

Applying these methods to GNSS-R measurements from satellite orbit presents a

challenge due to the large area of the ocean surface contributing to the DDM (glis-

tening zone). Model-fitting approaches are not feasible, since a wind field cannot be

assumed homogeneous across a large glistening zone observed from orbit. Resolution

requirements (25 km in the present study) will also limit the usable range of delay

and Doppler to only a few samples around the specular point. In this region, there is

little sensitivity of the DDM shape to the surface winds. Consequently, observables

defined on such a small region are essentially measurements of the average scattered

power within the resolution cell.

1.3 The CYGNSS Mission

As all studies in this dissertation are based on the CYGNSS mission, this section

gives a brief overview of the CYGNSS mission. Launched on December 15, 2016,

CYGNSS is a NASA Earth Venture Mission consisting of an eight microsatellite

constellation of GNSS-R observatories. The motivation for CYGNSS is to improve

the forecast skill of tropical cyclone (TC) intensity through increased observation of

the inner core [21,35]. GNSS transmissions lie in L-band (1-2 GHz), which has a lower

rain attenuation than the higher frequencies typically used by scatterometers. This

can increase the available observations within the inner core of a TC. Additionally, a

constellation of small satellites (enabled by the order-of-magnitude lower size, weight

and power of a reflectometry instrument vs. that of an active radar) at an inclination

of 35◦, provides better spatial and temporal sampling with up to 32 simultaneous

measurements per second and an average revisit time of 7 hours across the Earth

between -38◦ to 38◦ in latitude. This high rate of spatial and temporal sampling

enables improved observation of the rapid intensification stage in TC development.
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The constellation and low-inclination orbit of CYGNSS also fill the temporal and

spatial gaps from conventional microwave instruments mostly in the polar orbit.

The Delay Doppler Mapping Instrument (DDMI) on each CYGNSS satellite can

nominally track up to four GNSS reflections, providing one DDM per second at each

reflection over a range of 128 delays and 20 Dopplers, sampled at 0.25 chip and

500 Hz, respectively [36]. The integration time Ti in equation (1.1) is 1 ms and the

number of incoherent samples N in equation (1.2) is 1000. Communication bandwidth

limitations for CYGNSS require that the DDM is truncated or “compressed” on board

by the flight software, reducing it to a matrix of 17×11 pixels before transmission to

the ground for processing. The CYGNSS Science Operation Center (SOC) generates

several levels of data products from these DDMs. At Level 1a (L1a), the DDM is

calibrated to absolute power in units of watts by equation (1.3). Figure 1.1 shows an

example of the CYGNSS L1a DDM measurement. The “horseshoe” shape of the DDM

represents power reflecting from a region on the ocean surface around the specular

point, with a diameter ranging from 100 to 150 km, depending on the incidence angle

and receiver altitude. Each sample of the DDM at a specific (τ, f) is sensitive to

reflected power from points on the surface having a total path delay within one code

chip and Doppler frequency within 1 kHz of (τ, f).

The Level 1b data product contains the bistatic radar cross-section (BRCS), gen-

erated from the DDM by removing the effects of satellite geometries, attitudes, direct

power and antenna gain [24]. Level 2a data consists of the surface wind speed re-

trieval at the specular point with a resolution of 25 km. This retrieval uses the Average

DDM (DDMA) and the Leading Edge Slope (LES) observables computed over a 3×5

window aligned with the specular point delay. Geophysical model functions (GMFs)

were derived for these observables by fitting a model to training data [37]. Different

sea state conditions (wave age and fetch length) near versus far from a hurricane can

result in different sensitivities of GNSS-R observables to the wind speed. To resolve

this issue, a GMF for fully developed seas (FDS) condition was developed based on

matchups with global numerical model values at low-to-moderate wind speeds and
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Figure 1.1.: An example of the CYGNSS L1a DDM. Units in Watts.

another GMF for young seas/limited fetch (YSLF) was developed based on matchups

with aircraft measurements over hurricanes [38]. A minimum variance estimator is

used to optimally combine the DDMA and LES retrievals [29]. The mean-square slope

(MSS) of the ocean surface is also provided as a Level 2b data product, obtained di-

rectly from the BRCS [39]. In a comprehensive assessment study using analytical

models of the measurement and matchups with numerical model values, the overall

root mean square (RMS) uncertainty of the CYGNSS L2 wind speed retrievals is 1.4

m/s at wind speeds below 20 m/s and 17% at wind speeds above 20 m/s [40].

1.4 Numerical Weather Prediction and Data Assimilation

Numerical Weather Prediction (NWP) is the basis of almost all present-day weather

forecasts. NWP models use mathematical and physical equations based on the dy-

namics of the atmosphere and related physical processes to predict atmosphere and

ocean parameters such as pressure, temperature, humidity and wind. The atmo-

spheric and ocean parameters are defined by a discretized geophysical field which

is called the “state”. Given the initial and boundary conditions of the state, those
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dynamical equations (usually partial differential equations) governed by the physical

processes can be run within a geographic area and predict the state at a future time.

NWP models are not perfect. They cannot precisely describe the complicated

real motions of atmosphere and ocean but only approximately reflect the dynamical

properties of atmosphere and ocean at a certain scale. The prediction accuracy of

NWP models degrades remarkably with time. So observation data from traditional

in situ methods (e.g., ships and bouys) and modern remote sensing methods (mainly

from satellites) are required to correct the forecasts by NWP models. The primary

goal of data assimilation (DA) is to find the best estimation of the state from an

a priori estimate of the state and observations [41]. The secondary goal of DA

is to quantify the uncertainty of the state estimation. Almost every NWP model is

combined with a DA system. The a priori state is usually from the most recent model

prediction and called the “background”. After assimilating the observation data, the

estimation of the state that optimally combines the background and observations is

called the “analysis”. Then the analysis is used as the initial condition of the NWP

model to make a “forecast” by numerically integrating the dynamical equations in the

model forward in time in discrete intervals. The backgrounds, analyses and forecasts

constitute the cycles of a DA system. Figure 1.2 gives an illustration of the DA.

Figure 1.2.: Illustration of data assimilation.1

DA is basically an estimation problem. Both the observations and model forecasts

exhibit errors resulting from the combined effects of observation (e.g., instrument
1Reference: http://pedagotech.inp-toulouse.fr/130202/co/1_5-chain.html
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noise) and model errors (e.g., imperfect parameterization of sub-grid-scale processes).

The observations are sparse both in time and space across the Earth. The observations

and models can also have different spatial resolutions. To obtain the optimal estimate,

which is also called Best Linear Unbias Estimator (BLUE), many approaches have

been developed. In general, there are two types of DA approaches: stochastic methods

and variational methods. Stochastic methods such as Ensemble Kalman filter (EnKF)

[42] sequentially assimilate observations and directly compute analytical solutions of

the BLUE. Variational methods such as 3D-Var [43,44] and 4D-Var [45] compute the

estimate through a minimization of the cost function. Stochastic methods compute

the optimal solution and consider flow-dependent errors but are much more costly.

4D-Var is generally better than 3D-VAR as it considers errors’ variation with time

within a time window as opposed to only a single time.

The scale of motion in meteorology can be categorized into the global scale, syn-

optic scale, mesoscale and microscale, from the largest to smallest. Similarly, NWP

models with DA systems can be classified into global and regional models. Global

models produce forecasts for the entire world and regional models produce forecasts

specific to a region at a higher resolution. Examples of global models are ECMWF

(European Centre for Medium-Range Weather Forecasts), US GFS (Global Forecast

System), ICON (Global German Standard), UKMO (United Kingdom Met Office)

and US NOAA CFS (Climate Forecast System). Examples of regional models are

WRF (Weather Research and Forecasting), NAM (North American Mesoscale), and

HRRR (High Resolution Rapid Refresh). 2

1.5 Motivation of This Research

Observations in DA systems can originate from a lot of platforms including ships,

buoys, radiosondes, profilers, aircraft and satellites, etc. Some instruments (especially

conventional ones) directly measure the NWP model state variables like temperature,
2Reference: https://windy.app/blog/what-is-a-weather-forecast-model-guide-on-forecast-models-
all-around-the-world.html
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humidity, water vapor and wind, while some other instruments (especially from satel-

lites using remote sensing techniques) take measurements that are related to the state

variables according to some physical processes (usually electromagnetic radiation).

Those measurements can be, for example, atmospheric radiance from ocean color

sensors, backscatter from radar or lidar, brightness temperature from radiometer and

bending angle from GPS radio occultation receiver [46–49]. Model state variables

can be computed from those measurements through algorithms with some physical

or empirical models and are called “retrievals”.

The assimilation of direct remote sensing measurements rather than the retrievals

has been widely used. While a more sophisticated implementation is generally re-

quired, the assimilation of direct measurements can utilize more information from

the raw data. Moreover, retrieval algorithms are usually based on some assumptions

which are not always valid. Some retrieval algorithms use NWP data as reference,

which can introduce correlated errors in DA [50].

The CYGNSS L2 retrieved wind speeds have been assimilated into NWP models

in many studies. Recent results show that CYGNSS wind observations can improve

the forecast of TCs in track, intensity and structure [51–55]. Another DA experi-

ment based on multiscale tropical weather systems showed that simulated CYGNSS

winds could improve the low-level wind and temperature [56]. A preliminary study

of assimilating CYGNSS winds into global NWP models presented its advantage in

offering more details in the global tropical surface winds [57]. While CYGNSS wind

speed retrievals have shown its benefits in DA systems, the more fundamental mea-

surement, CYGNSS Level 1 DDM power can also be assimilated. The advantages of

assimilating DDMs versus wind speed retrievals are as follows:

1. The observables, NBRCS and LES, used for the CYGNSS wind retrieval are

calculated by assuming the geometries and power parameters for DDM pixels

in the 3×5 box are the same. The failure of this assumption can introduce non-

geophysical dependence to the observables. Direct assimilation of the DDM can
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account for all the non-geophysical factors by a physical-based forward operator

or emulator which transforms the wind speed into a DDM.

2. As a lower-level measurement, the full DDM contains more information on the

ocean reflections than the retrieved wind speed which is retrieved from only

uses a few measurements around the specular point.

3. With a larger footprint (about 100 km) of the full DDM, the assimilation of

DDMs can impact the analysis with a broader area.

4. The CYGNSS specular point moves in about 6 km/s on the Earth’s surface, giv-

ing each point on the ocean surface along the track to be observed by more than

15 sequential DDMs. This feature provides a large number of “multi-look” ob-

servations and could reach better accuracy if the observations are characterized

properly to avoid over-fitting.

The major challenge of the DDM assimilation is that a forward model that relates

the DDM power to the surface wind speeds is required. Other than that, quality

control, bias correction and error characterization of the DDM observations are also

crucial. The research of this dissertation aims to address all related issues of DDM

assimilation and apply it to both global and regional NWP models. In the global

case, CYGNSS DDMs are assimilated into the ECMWF surface wind analyses by

a Variational Analysis Method (VAM) and the results are assessed by collocated

scatterometer winds. In the regional case, the VAM is used as a preprocess to pro-

duce wind vector observations from CYGNSS DDMs. The wind vector observations

are then assimilated into the Hurricane Weather Research and Forecasting (HWRF)

model in an observing system experiment (OSE). The impact of CYGNSS DDMs

on the hurricane forecast will be assessed and compared to the use of other types of

CYGNSS observations (e.g., CYGNSS L2 wind product).
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1.6 Organization of This Dissertation

This dissertation is organized as follows:

• Chapter 2 presents the development of the GNSS-R DDM forward model. The

forward model is assessed by comparing DDMs computed from HWRF model

winds against measured DDMs from the CYGNSS Level 1 data.

• Chapter 3 presents the method for DDM assimilation. A variational method

combined with the DDM forward model is summarized. The bias correction

and quality controls of the DDM observations are also presented.

• Chapter 4 presents the error characterization of DDM observations. Two meth-

ods to compute the DDM error covariance matrix are described.

• Chapter 5 shows the results of assimilating CYGNSS DDMs into global ocean

surface wind analyses. The background is from the ECMWF operational fore-

cast. The results are assessed by collocated scatterometer winds (ASCAT, OS-

CAT). The computational efficiency is discussed.

• Chapter 6 presents the OSE for the impact of DDM assimilation on the hurri-

cane forecast. Hurricane Michael in 2018 was picked up as the study case.

• Chapter 7 summarizes this research and gives recommendations for future work.
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2. THE GNSS-R DDM FORWARD MODEL

2.1 Introduction

As stated previously, DDM is a more fundamental GNSS-R observable and in-

corporates information from a larger wind field than only that at the specular point.

Direct assimilation of DDM power is, therefore, expected to better utilize more of

the information in the GNSS-R measurement. In this chapter, an analytical GNSS-R

forward model is developed to link the DDM to a gridded wind speed and enable as-

similation of a calibrated 17×11 DDM (CYGNSS Level 1a data) into weather forecast

models. Taking in a gridded wind field and GNSS-R metadata, the forward model

produces a simulated DDM which will be evaluated through comparison with mea-

sured CYGNSS DDMs at a defined delay-Doppler coordinate. An analytical model

for the Jacobian matrix, which describes the sensitivity of DDM power in each delay-

Doppler bin to the gridded wind field, is also derived. These models meet all of the

requirements for optimal assimilation of Level 1a DDM data. Furthermore, all of the

code is written as a single callable function in the C programming language so that it

can be easily integrated into any data assimilation system. The code of the forward

model has been published on Code Ocean [58].

2.2 Model Description

Inputs to the forward model can separated into four data types: Geometry, in-

cluding the positions and velocities of the transmitter, receiver and specular point;

Metadata, including sample time, GPS PRN code, and specular bin index; Power,

including the Effective Isotropic Radiated Power (EIRP) of the GPS transmitter and

antenna parameters of the receiver; Wind Field, a gridded wind field in latitude/-
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longitude coordinates. Geometry, Metadata and Power (except the receiver antenna

patterns) are all from CYGNSS Level 1 data. The gridded wind field has a res-

olution of 0.125◦ in geodetic coordinates. The forward model has two outputs: a

modeled DDM produced by the forward operator and a Jacobian matrix computed

by analytically differentiating the forward operator. Specific variables names from

the CYGNSS Level 1 data are listed in the Appendix. Fundamental code from the

CYGNSS End-to-End Simulator (E2ES) [59] has been reused.

2.2.1 Forward Operator

The DDM observation Y (τ, f) is described in section 1.2. Assume that Y (τ, f) is

an unbiased measurement,

Y (τ, f) = h(τ, f,x) + ν(τ, f) (2.1)

in which h(τ, f,x) is a model for the DDM. The vector x contains a set of wind

speed values, ordered in geodetic latitude and longitude coordinates, which define the

wind field on the ocean surface. The spatial resolution of the wind field used in this

forward model is 0.125◦ in latitude and longitude. ν is a zero-mean random variable

that represents the error of the measurement.

With knowledge of the wind field, satellite geometries, and power parameters, a

widely used model for the DDM, derived from the Kirchoff Approximation to Geo-

metric Optics (KA-GO), can be written as a surface integral [60],

h(τ, f,x) =
λ2PtGtG0

(4π)3

∫∫
Gr(ρ⃗)

R2
t (ρ⃗)R

2
r(ρ⃗)

σ0 (ρ⃗, x(ρ⃗))× χ2 (τ − τg(ρ⃗), f − fg(ρ⃗)) dρ⃗.

(2.2)

The variable of integration, ρ⃗, is a two-dimensional position vector defining points

on the ocean surface. λ is the wavelength of the GPS carrier. PtGt is the GPS

EIRP which is assumed constant over the entire scattering area. Gr is the receiver

antenna gain. Rt(ρ⃗) and Rr(ρ⃗) are path distances from the mean ocean surface
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at ρ⃗ to the transmitter and receiver, respectively. x(ρ⃗) is the wind speed at ρ⃗.

χ2 (τ − τg(ρ⃗), f − fg(ρ⃗)) is the ambiguity function in which τg(ρ⃗) is the “geometric”

path delay through a point on the mean ocean surface at ρ⃗ and fg(ρ⃗) is the corre-

sponding Doppler frequency. An additional coefficient, the excess power gain, G0, is

included to account for uncalibrated biases. G0 = 1 by default, but it can be adjusted

to best fit the observed data.

σ0 is the bistatic radar cross section (BRCS). In the KA-GO model, σ0 depends

on the probability density function of surface slopes, p(s⃗, x),

σ0(ρ⃗, x(ρ⃗)) = π |ℜ(ρ⃗)|2 q
4(ρ⃗)

q4z(ρ⃗)
p(s⃗(ρ⃗), x(ρ⃗)) (2.3)

where ℜ is the Fresnel reflection coefficient. q⃗(ρ⃗) is the bisector,

q⃗(ρ⃗) =
2π

λ
(ĝ(ρ⃗)− n̂(ρ⃗)) = q⃗⊥ + qzk̂ (2.4)

computed from ĝ and n̂ which are unit vectors along the incident and reflected ray

paths. This can be decomposed into q⃗⊥ in the mean ocean surface and qz perpendic-

ular to it. Fig. 2.1 illustrates this geometry and the definition of relevant vectors.

Note that q⃗ is in the scattering plane formed by ĝ and n̂.

The slope s⃗ can then be expressed as s⃗ = −q⃗⊥/qz. Assuming an isotropic normal

distribution for the surface slopes, p(s⃗, x) is defined by a single parameter, the omni-

directional MSS, m,

p(s⃗, x) =
1

2πm(x)
exp

(
− |s⃗|2

2m(x)

)
. (2.5)

A common empirical model [17] is used to provide a monotonic relationship between

MSS and wind speed.

m(x) = 0.225(0.003 + 0.00508f(x)) (2.6)
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Figure 2.1.: Illustration of the geometry: q⃗ is defined as the bisector of
the position vectors ĝ from the transmitter to the specular point and n̂
from the specular point to the receiver, with Rt(ρ⃗) and Rr(ρ⃗) are the
corresponding distances; k̂ is a local normal to the ocean surface at ρ⃗.
© 2020 IEEE.

f(x) =


x if 0 < x < 3.49

6 ln(x)− 4 if 3.49 < x < 46

0.411x if x > 46

(2.7)

where the numerical MSS value representing the isotropic case, was obtained by

averaging the up-wind and cross-wind slope variances, m = (σ2
c + σ2

u)/2.

To accelerate computation, fast Fourier transform (FFT) methods can be applied

to (2.2) formulated as a 2D convolution [61, 62]

h(τ, f,x) = Q(τ, f,x) ∗ ∗χ2 (τ, f) , (2.8)
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between the ambiguity function χ2 (τ, f) and

Q(τ, f,x) =

∫∫
B(ρ⃗)σ0 (ρ⃗, x(ρ⃗))× δ(τ − τg(ρ⃗))δ(f − fg(ρ⃗))dρ⃗. (2.9)

δ() is the Dirac delta function and

B(ρ⃗) =
λ2PtGtG0

(4π)3
Gr(ρ⃗)

R2
t (ρ⃗)R

2
r(ρ⃗)

. (2.10)

The delay-Doppler space needs to be discretized for computing (2.8). For appli-

cation to data assimilation, the modeled DDM is also required to use the same delay-

Doppler coordinates as the observed DDM, so as to enable calculation of difference

between the observation and the forward model. Specular point position estimates

generated by the DDMI on-board CYGNSS are very coarse and fixed to discrete val-

ues. Therefore, the true specular point is not generally located in the center of a

single DDM bin [63]. Fractional precise specular bin indices, ns
τ , ns

f are generated in

post-process and provided as part of the metadata listed in Table 2.1 [25]. ns
τ , ns

f are

used to shift the delay-Doppler coordinates of the modeled DDM to align with those

of the observed one.

Equation (2.8) is discretized and computed using a 2D FFT

h[nτ , nf ,x] = Q[nτ , nf ,x] ∗ ∗Ξ[nτ , nf ] (2.11)

in which

Ξ[nτ , nf ] = χ2 (nτ∆τ, nf∆f) . (2.12)

nτ = 1, 2, ..., Nτ and nf = 1, 2, ..., Nf are indices in the discrete delay-Doppler space.

∆τ and ∆f are the delay and Doppler increments. For CYGNSS, Nτ = 17, Nf = 11,

∆τ = 0.25Tc where Tc is the period of a GPS C/A code chip in seconds and ∆f =

1/(2Ti) = 500 Hz.

Q[nτ , nf ,x] is the discrete form of the surface integral (2.9). When the Earth-

centered Earth-fixed (ECEF) coordinates of the transmitter, receiver and specular
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Table 2.1.: Parameters of CYGNSS Level 1 data used in the forward model
(© 2020 IEEE)

Data Type Variable Name Type Units Description Symbol
Geometry tx_pos_x int meter Transmitter posistion X (none)
Geometry tx_pos_y int meter Transmitter posistion Y (none)
Geometry tx_pos_z int meter Transmitter posistion Z (none)
Geometry tx_vel_x int m/s Transmitter velocity X (none)
Geometry tx_vel_y int m/s Transmitter velocity Y (none)
Geometry tx_vel_z int m/s Transmitter velocity Z (none)
Geometry sc_pos_x int meter Receiver posistion X (none)
Geometry sc_pos_y int meter Receiver posistion Y (none)
Geometry sc_pos_z int meter Receiver posistion Z (none)
Geometry sc_vel_x int m/s Receiver velocity X (none)
Geometry sc_vel_y int m/s Receiver velocity Y (none)
Geometry sc_vel_z int m/s Receiver velocity Z (none)
Geometry sp_pos_x int meter Specular point posistion X (none)
Geometry sp_pos_y int meter Specular point posistion Y (none)
Geometry sp_pos_z int meter Specular point posistion Z (none)

Power gps_eirp_watt float Watts GPS EIRP PtGt

Power ddm_ant int (none) The antenna that received signal (none)
Metadata prn_code int (none) GPS PRN code (none)
Metadata ddm_ant int (none) The antenna that received signal (none)
Metadata ddm_sp_delay_row float (none) Specular delay bin index ns

τ

Metadata ddm_sp_dopp_col float (none) Specular Doppler bin index ns
f

Metadata ddm_timestamp_utc int (none) DDM sample time (none)
Metadata quality_flags int (none) DDM quality flags (none)

point are known, a curvilinear system, identified as the “surface frame” (SURF), is

created and used to discretize the surface near the specular point into a nr × nv grid

at a resolution of 1 km. The definition of the SURF frame is shown in Appendix A.

The total area covered by this grid is 120 km × 120 km in order to encompass the

expected glistening zone for all scenarios.

A bilinear interpolation is used to interpolate x, provided at fixed points in geode-

tic coordinates, to 1 km grid points in the SURF frame, x′.

x′ = Mx (2.13)
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x′ is a N’ × 1 vector, x is a N × 1 vector and M is a N’ × N transformation matrix.

N depends on the geometry, N ′ = 120 × 120 = 14400, and the computation of M

can be referenced in Appendix A. Q[nτ , nf ,x] can then be computed numerically as

Q[nτ , nf ,x] = ∆A
N ′∑
i=1

(
B(ρ⃗i)σ

0(ρ⃗i, x
′
i)D[nτ , nf , ρ⃗i]

)
(2.14)

in which ∆A = 10002 is the discrete increment in surface area and

D[nτ , nf , ρ⃗i] = δ

[⌊
nτ − ns

τ −
τg(ρ⃗i)− τ sg

∆τ

⌉]
× δ

[⌊
nf − ns

f −
fg(ρ⃗i)− f s

g

∆f

⌉]
. (2.15)

δ[ ] is the Kronecker delta function and ⌊⌉ stands for rounding to the nearest integer.

τ sg and f s
g are path delay and Doppler frequency at the specular point. τg and τ sg are

in units of seconds and fg and f s
g are in units of Hz.

2.2.2 Jacobian

The Jacobian matrix is a partial derivative matrix of the forward operator, with

respect to each wind speed in the input vector, x.

H =
∂h(x)

∂x
=



∂h[1,1,x]
∂x1

· · · ∂h[1,1,x]
∂xN... · · · ...

∂h[1,Nf ,x]

∂x1
· · · ∂h[1,Nf ,x]

∂xN

∂h[2,1,x]
∂x1

· · · ∂h[2,1,x]
∂xN... · · · ...

∂h[Nτ ,Nf ,x]

∂x1
· · · ∂h[Nτ ,Nf ,x]

∂xN


. (2.16)

To compute (2.16), equation (2.11) has to be linearized with respect to x′. However,

calculating the derivative with x′, at the 1 km resolution, would be computationally

expensive. To reduce the computational cost, the SURF frame is resampled at a 10

km resolution by selecting K = N ′/100 = 144 points out of the N ′ points. The
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resulting matrix of surface wind speeds is then “unrolled” into a K × 1 vector, X.

Fig. 2.2 shows the selection of the N ′/100 points in X and their spatial relation to

x′ and x. Equation (2.11) then becomes

304 304.5 305 305.5

Longitude (deg.)

16.5

17

17.5

18

L
a
ti
tu

d
e
 (

d
e
g
.)

Points in SURF in 1 km (x')

Points in SURF in 10 km (X)

Points in lat/lon in 0.125 deg. (x)

Figure 2.2.: Spatial relation of the grid points in three different resolutions:
(1) grid points in SURF in 1km resolution (x′); (2) grid points in SURF in
10km resolution (X). (3) grid points in latitude/longitude coordinates in
0.125◦ resolution (x). X are evenly distributed among x′. © 2020 IEEE.

h[nτ , nf ,X] = Q′[nτ , nf ,X] ∗ ∗Ξ[nτ , nf ] (2.17)

in which

Q′[nτ , nf ,X] = 100∆A
K∑
i=1

(
B(ρ⃗i)σ

0(ρ⃗i, Xi)D[nτ , nf , ρ⃗i]
)

(2.18)

and the discrete increment in surface area is 100∆A.
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Taking the derivative of (2.17) with respect to each Xi, we obtain

∂h[nτ , nf ,X]

∂Xi

= Wi[nτ , nf ,X] ∗ ∗Ξ[nτ , nf ] (2.19)

in which

Wi[nτ , nf ,X] = 100∆A
(
B(ρ⃗i)π |ℜ(ρ⃗i)|2

q4(ρ⃗i)

q4z(ρ⃗i)
× ∂P (s⃗(ρ⃗i), Xi)

∂Xi

D[nτ , nf , ρ⃗i]
)
. (2.20)

Only the slope-PDF is dependent on the wind speed, so this is the only derivative

which must be computed. Assuming a normal distribution allows a closed-form ex-

pression for this derivative,

∂P (s⃗(ρ⃗), X)

∂X
=

1

2πm2(X)

(
|s⃗(ρ⃗)|2

2m(X)
− 1

)
× exp

(
− |s⃗(ρ⃗)|2

2m(X)

)
dm(X)

dX
(2.21)

in which

dm(X)

dX
=


1.143× 10−3 if 0 < X < 3.49

6.858×10−3

X
if 3.49 < X < 46

4.69773× 10−4 if X > 46.

(2.22)

A matrix, H0, is formed from NτNf ×K (187× 144 in the particular application to

CYGNSS) elements of (2.19). The last step is to transform this matrix to geodetic

coordinates. With the coordinate transformation in Appendix A, the latitude and

longitude of each point in X can be calculated. The transformation matrix T from

x (at 1 km) to X (at 10 km)

X = Tx (2.23)

can be obtained from M averaging blocks of 100 terms.

Tij =
1

100

∑
i′∈Ii

Mi′j (2.24)
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Ii is the set of indices of the 100 points in x′ that are nearest to Xi. Mi′j is the i’-th

row, j-th column element in matrix M , i = 1, 2, ..., K, i′ = 1, 2, ..., N ′, j = 1, 2, ..., N ,

and T is a matrix in dimension of K ×N . Applying the chain rule

∂h[nτ , nf ,x]

∂xi
=
∂h[nτ , nf ,X]

∂X1

dX1

dxi
+
∂h[nτ , nf ,X]

∂X2

dX2

dxi
+ ...+

∂h[nτ , nf ,X]

∂XK

dXK

dxi
,

(2.25)

the Jacobian matrix (2.16) can be obtained as

H = H0T . (2.26)

2.3 Model Assessment

To assess the forward model and identify possible difficulties in assimilating DDMs,

the model is applied to Hurricane Weather Research and Forecasting (HWRF) synoptic-

scale (0.125◦ resolution) wind fields [64, 65] and the resulting DDMs are then com-

pared against CYGNSS Level 1a data (version 2.1). CYGNSS measurements collected

during overpasses of Hurricane Maria on September 23, 2017 and Cyclone Gita on

February 12, 2018 are chosen for this comparison. One track in Maria covers the

time from 18:03 to 18:08 UTC and the corresponding HWRF wind field is from the

analysis at 18:00 UTC. For Cyclone Gita, the track covers the time from 14:03 to

14:05 UTC and is compared with winds from the HWRF 2-hour forecast at 14:00

UTC. The picked two tracks are the best tracks with good data quality that overpass

the center of the tropical cyclones during the time. Since the time difference between

the model and measurement is less than 10 minutes in this experiment, change of

the wind field in such a short time period can be ignored. The CYGNSS specular

tracks and wind fields for both cases are shown in Fig. 2.3. Measurements from

GPS Block IIF satellites are removed from consideration because of the inaccurate

estimation of the fluctuating transmitter power. The analysis wind field is reported

with a resolution of 0.125◦.
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(a) (b)

Figure 2.3.: HWRF wind field and overpass of CYGNSS specular points
(yellow lines): (a) Hurricane Maria on September 23, 2017 at 18:00 UTC
and CYGNSS data on same day at around 18:06 UTC with CYGNSS SV 5
and GPS PRN 13. (b) Hurricane Gita on February 12, 2018 at 14:00 UTC
and CYGNSS data on same day at around 14:04 UTC with CYGNSS SV
1 and GPS PRN 23. © 2020 IEEE.

2.3.1 Assessment of the Forward Operator

Data for each variable in Table 2.1 were obtained from the CYGNSS L1a product

at a 1 Hz rate. The receiver antenna patterns estimated by pre-launch measurements

and on-orbit corrections were provided by the CYGNSS SOC [25]. At each time of

observation, the modeled DDM produced by the forward operator was compared with

that obtained from the L1a data. Fig. 2.4 shows examples of the forward operator

for three different cases inside Cyclone Gita exhibiting average wind speeds in the

glistening zone of 6 m/s (a), 15 m/s (b) and 30 m/s (c). It can be observed that for

all cases, the modeled and observed DDMs have similar power values and asymmetric

shapes. Two metrics were used to quantify the agreement between the forward opera-

tor and observations. To compare the absolute power between observed and modeled

DDMs, the average relative difference of effective bins was computed,

ϵk =
1

N

∑
i,j

Yk(τi, fj)− hk(τi, fj)

Yk(τi, fj)
, (2.27)
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(a)

(b)

(c)

Figure 2.4.: Comparisons between observed DDM and modeled DDM at
three different cases for Cyclone Gita on February 12, 2018: wind speed
average over the glistening zone = 6 m/s (a), 15 m/s (b), and 35 m/s (c).
DDM values are in units of Watts. © 2020 IEEE.

where k is the index of the DDM, Yk and hk are observed and modeled DDM, i and

j are indices of effective bins and N is the number of effective bins. Effective bins
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are defined as DDM samples having a power larger than 1/10 of the DDM peak.

Fig. 2.5 shows the selection of DDM bins using this method for two different cases.

To compare the shapes of the two DDMs, the correlation coefficient, ρk, between the

effective bins of the two DDMs is computed from

ρk =

∑
i,j(Yk(τi, fj)− Ȳ )(hk(τi, fj)− h̄k)√

(
∑

i,j(Yk(τi, fj)− Ȳ )2)(
∑

i,j(hk(τi, fj)− h̄k)2)
(2.28)

where Ȳ and h̄k are mean values of all effective bins of the observed and modeled

DDM [63]. When the shapes of the two DDMs are more similar, the coefficient should

be closer to 1.
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Figure 2.5.: Selection of effective DDM bins (red circles), using 1/10 of
the peak power in two cases for Cyclone Gita on February 12, 2018: wind
speed = 5 m/s (left) and 30 m/s (right). DDM values are in units of
Watts. © 2020 IEEE.

Fig. 2.6 shows the average relative differences, ϵk, for the two tracks in Hurricane

Maria and Cyclone Gita. Fig. 2.7 shows the correlation coefficients, ρk, for these
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same tracks. Wind speeds at the specular point along these tracks are also plotted

on these figures.
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Figure 2.6.: Relative power differences between modeled DDMs and ob-
served DDMs of the two tracks in (a) Hurricane Maria and (b) Cyclone
Gita. © 2020 IEEE.
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Figure 2.7.: Correlation coefficients between modeled DDMs and observed
DDMs of the two tracks in (a) Hurricane Maria and (b) Cyclone Gita.
© 2020 IEEE.

In Fig. 2.6, it can be seen that the relative difference mostly remains below 30%,

except for some low wind speed cases for Hurricane Maria. The correlation coefficient

plotted in Fig. 2.7 is mostly larger than 0.9, while there is a decrease in high wind
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speed cases. Both figures show that the DDMs calculated by the forward operator

are generally in agreement with CYGNSS measured ones.

Under the ideal case, the only cause of the difference between observation and

model is the difference between the model wind field and the real winds. Adjust-

ment of the model winds, to minimize this difference, is the essential principle of

data assimilation. However, there are several other uncertainties that influence the

performance of the forward model. These must be understood and accounted for

in any practical data assimilation scheme. In our comparison, we selected cases in

which the time difference between observation and model (less than 10 minutes) are

small enough such that temporal change of wind field can be ignored. The HWRF

analysis (Maria) and 2-hour short forecast (Gita) were found to be highly consistent

with the best track data according to a verification report [66]. Using these examples,

we evaluated four (4) sources of uncertainty:

1. Low wind speed (swell and specular reflection) Ocean surface roughness is not

only sensitive to short waves driven by the local wind but also to long waves

forced by non-local swell [67], [68]. At medium or high wind speed cases, the

local wind plays the dominant role and the effect of swell can be ignored. How-

ever, at very low wind speed cases ( ⪅ 5 m/s), the local wind is weak and the

swell may be evident. In the forward model, MSS is computed as an empirical

function of only the local wind speed [17], incorporating no information about

swell. Ocean swell can be characterized by the significant wave height (SWH) or

MSS from a wave model (i.e. WAVEWATCH III [69] or WAM [70]). Bayesian

estimation has also been applied to correct for the effect of long waves using

SWH [30]. Those methods need auxiliary data of the sea state in addition to the

wind speed, which could complicate the forward model. At the present time,

data assimilation is parameterized in terms of wind speed (or wind vector) only.

Furthermore, at low wind speed, the ocean surface may be smooth enough such

that coherent scattering exists and the KA-GO model would no longer be ap-

plicable [71]. These un-modeled effects are possible causes of the high relative
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differences observed for low wind speeds as shown in Fig. 2.6. To avoid the

effect of swell and coherent scattering, quality controls on the background wind

speed (i.e., a threshold on the minimum wind speed) or the relative difference

in equation (2.27) can be used to filter out the cases which may exhibit those

effects.

2. DDM power bias: A bias is observed in both cases in Fig. 2.6, in which the

relative power differences are all above zero for Maria and all below zero for

Gita. One of the major sources for this bias is the inaccurate estimated GPS

transmitter EIRP. For CYGNSS, the GPS EIRP is estimated using measure-

ments from the zenith navigation antenna on each CYGNSS satellite and a

ground-based GPS power monitor [40,72]. Accuracy of the EIRP estimate can

be influenced by variation in the transmitter power and calibration of the zenith

antenna pattern. To evaluate this influence, the excess power gain G0 in equa-

tion (2.11) was estimated independently. For each modeled DDM, the excess

power is adjusted by fitting all effective bins in the modeled DDM against the

observed DDM using a least square method. Fig. 2.8 shows the relative power

differences with and without adjusting G0 and the excess power along the track

for Hurricane Maria and Cyclone Gita. Samples for wind speed at the specu-

lar point under 5 m/s have already been removed from this comparison, due

to aforementioned concerns about swell and coherent scattering. The relative

differences become much closer to zero and the bias is removed after adding

the excess power for both cases. It shows that the excess power parameter in

the forward model can be used to effectively correct the bias. Errors in the

receiver antenna pattern, resulting from changes from exposure to the space

environment, for example, would also introduce different power error of each

DDM bin. These can be assumed to remain constant through the mission and

can thus their effect on the bias can also be calibrated. In the initial studies in

this paper, a maximum threshold on the relative power difference in equation

(2.27) will be set for quality control.
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Figure 2.8.: Relative power differences with and without adding the excess
power in each modeled DDM and the excess power along the track: (a)
Maria (b) Gita. © 2020 IEEE.

3. Inaccurate specular point location: The specular point delay and Doppler, re-

ported by the DDMI, are very coarse, due to the simplified geometry model used

for on-board open-loop tracking and the limited precision of discrete steps (0.25

chip, 500 Hz). Specular point delay and Doppler are re-computed on the ground

by the CYGNSS SOC using a more accurate method of specular point calcula-

tion and a higher fidelity mean sea surface model [25]. These higher precision

specular bin indices, ns
τ , ns

f , are obtained from the CYGNSS L1a metadata and
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Figure 2.9.: DDMs computed by the forward model using specular de-
lay bins of 7.0, 7.5, 8.0 (from left to right). One example of the Hurri-
cane Maria case was selected with the specular point at 26.5◦N, 72.8◦W.
© 2020 IEEE.

used in the forward model (2.11). However, some errors still remain as a result

of errors in the sea surface height model, local height variation (e.g., increased

wave height introduced by storm surge), and C/A code tracking error, resulting

in some misalignment between the observed and modeled DDMs. Fig. 2.9 illus-

trates this effect and shows change in the modeled DDMs with displacement of

the specular point delay in the step of 0.5 bin. Fig. 2.10 shows the correlation

coefficients between the observed DDM and modeled DDM using different spec-

ular delay bin index. Correlation coefficient between the observed and modeled

DDM can be used as quality control to filter out cases with large error in the

specular point position, as this metric represents the shape similarity between

the two.

4. High wind speed: The empirical relationship between wind speed and MSS in

equation (2.6) was derived by fitting a large collection of airborne GNSS-R

observations from high-elevation satellites against wind speed measurements

[17]. In the very high wind speed region near the hurricane eyewall, the model

should be used cautiously because of the complicated sea state, breaking of the

waves or unavailability of the sea surface slope information [73]. The decrease
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eled DDM using different specular delay bin index with a delay step of 0.2
bin. One example of the Hurricane Maria case was selected with the spec-
ular point at 26.5◦N, 72.8◦W. © 2020 IEEE.

in correlation coefficient in Fig. 2.7 when the wind speed is high could be

possibly caused by this model representation error. Discarding observations

with background wind speed exceeding a threshold (⪆ 35 m/s) can be used as

an additional quality control filter.

The discussion above shows that, while the forward model accurately represents

the relationship between the scattered and surface conditions over the full extent of

the DDM in most cases, there are some important discrepancies which must be un-

derstood and accounted for. We propose that these effects can be mitigated through

limiting the usable range of wind speeds, estimating the excess power gain, G0, and

defining quality control tests on the relative power difference and correlation coeffi-

cient between the observed and modeled DDM.

2.3.2 Validation of the Jacobian Matrix

The Jacobian matrix represents the sensitivity of each sample of the DDM to

the wind speed at each surface grid point. An example of the matrix, shown in Fig.

2.11, is computed for Hurricane Maria at a time when the specular point is near the

hurricane eyewall. The two dimensions of this matrix are the DDM values (organized

with delay and Doppler unrolled into a vector) and surface wind speeds (organized
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with latitude and longitude unrolled into a vector). Some rows and columns in the

matrix are zero because they correspond to delays earlier than the specular point or

later than the largest iso-delay ellipse. The scattered power in some is so small that

they are dominated by noise and thus the Jacobian is effectively zero. High absolute

values in Fig. 2.11 matrix represent the sensitivity of the DDM bins to wind speeds

at specific locations falling within the corresponding delay and Doppler range.

Jacobian matrix
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Figure 2.11.: An example of the Jacobian matrix computed from the Hur-
ricane Maria case when the specular point is near the hurricane eyewall.
The specular point is at 26.5◦N, 72.8◦W. © 2020 IEEE.

To visually present the matrix, a given column representing the sensitivity of all

DDM samples to the surface wind speed at a specific surface point, can be expanded

into a matrix in delay and Doppler coordinates. Two examples are shown in Fig.

2.12. This shows that information about one surface point is present in multiple

DDM samples with some degree of independence. Similarly, a given row representing

the sensitivity of a specific sample of the DDM to a region of wind speeds on the

surface grid is shown in Fig. 2.13. Note that the delay-Doppler ambiguity can be

observed in Fig. 2.13(b) in which two geographically separated regions on the surface

both contribute to the observation made at one delay and Doppler.
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Figure 2.12.: Two cases for sensitivity of wind speed in a grid point to all
DDM bins computed from the Jacobian matrix in Fig. 2.11. In each case,
a grid point (red circle) of the wind field is selected in the left plot. The
sensitivity of the power in all DDM bins with respect to wind speed of the
selected grid point is shown in the right plot. © 2020 IEEE.

The Jacobian matrix computed by equation (2.26) was derived in a closed form

by differentiating the forward operator, assuming all geometries, power and wind

speed are homogenous within each 10 km cell, rather than the 1 km grid used in the

forward operator. This linearization and the 10-km approximation may induce errors

in the computation of the Jacobian matrix. To validate the Jacobian matrix, the

matrix is computed by the finite difference of the forward model (at 1 km resolution)



34

DDM bins

2 4 6 8 10

Doppler

2

4

6

8

10

12

14

16

D
e

la
y

-73 -72.5 -72

Longitude

26

26.5

27

L
a

ti
tu

d
e

Sensitivity to surface grid points

(a)

DDM bins

2 4 6 8 10

Doppler

2

4

6

8

10

12

14

16

D
e

la
y

-73 -72.5 -72

Longitude

26

26.5

27

L
a

ti
tu

d
e

Sensitivity to surface grid points

(b)

Figure 2.13.: Two cases for sensitivity of a DDM bin power to wind speeds
on all grid points computed from the Jacobian matrix in Fig. 2.11. In each
case, a DDM bin (red square) is selected in the left plot; The sensitivity of
wind speed in the wind field grid with respect to the power of the selected
DDM bin is shown in the right plot, where the saturation of the red color
represents the absolute value of the sensitivity. © 2020 IEEE.

using a step of 0.0001 m/s. Fig. 2.14 shows a comparison of Jacobian matrices by

finite difference vs. that from the analytical form. It can be seen that they have

similar patterns. The relative difference is shown in Fig. 2.14(c). After discarding
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the meaningless zero values in the matrix, the relative error is about 0.19 in average

and the correlation coefficient between the two matrices is 0.92. In the same way,

Jacobian matrices of the track of 100 DDMs for Hurricane Maria were validated by

the finite difference with an average relative error is 0.20 and average correlation

coefficient is 0.90 for the track. Although the analytical form may exhibit some error

due to the larger grid size, it is much efficient with approximately one-tenth of the

computation time of the finite difference method.

Figure 2.14.: Comparison of the Jacobian matrices computed by finite
difference and analytical form for the Jacobian matrix in Fig. 2.11. The
three plots are the analytical version (a), finite difference version (b) and
the relative difference between the two (c). © 2020 IEEE.

2.4 Impact of the Specular Point Position Error

An inaccurate specular point position in the observed DDM can cause a shift

in the DDM and affect the accuracy of wind speed retrieval algorithm [63]. In this

section, the impact of the specular position error on the DDM assimilation is studied.

The CYGNSS onboard Delay Doppler Mapping Instrument (DDMI) open-loop

tracking uses a coarse targeting algorithm to estimate a specular point with over

3 chips of error and produces a 128×20 raw DDM. The resolution is 0.25 chip in

delay and 500 Hz in Doppler. The center bin of the 128×20 DDM coincides with the
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DDMI-estimated specular point delay and Doppler. Then the flight software (FSW)

compression algorithm uses a low-pass-filter to compress (truncate) the raw DDM

into a 17×11 DDM to meet the downlink requirement [24]. The science operation

center (SOC) also calculates a precise specular point (truth) based on the geoid and

provides the precise specular bin index in decimal in the Level 1 data. The details

in the delay dimension are shown below. It goes in the same way for the Doppler

dimension.

The DDM is a correlation between the received signal and the GPS transmitter

signal over a range of delays and Dopplers as shown in equations (1.1)–(1.3). From

the downlinked 17×11 DDM, the FSW provides a coarse specular delay τn0 (time

delay from transmitter to specular point plus from specular point to receiver) and a

delay index n0 (integer). Let the 17 delay coordinates in the DDM are

τ = [τ0, τ1, ..., τn0 , ..., τ16]. (2.29)

The SOC also calculates a precise specular point delay τs using the precise specular

point location. The precise specular bin index ns is calculate as

ns = n0 + (τs − τn0)/(0.25τc) (2.30)

where τc is the time duration of the GPS C/A code chip (977 ns). Note that ns s a

decimal, not an integer. ns is stored in the CYGNSS L1 data.

In the data assimilation, the forward model tries to compute a modeled DDM

in the same delay coordinates as equation 2.29. The computation of DDM in the

forward model is described below.

The forward model first uses the precise positions and velocities of the transmitter,

receiver and specular point in the CYGNSS Level 1 data to calculate the specular

delay τs. Then a DDM with 81 delay bins at resolution of 0.05 chip is calculated

with the specular point at bin ⌊ns × 5⌉, where ⌊⌉ stands for rounding the number

to the nearest integer. The 17 delays in the 17×11 DDM is calculated by selecting
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bins at 5n where n = 0, 1, ..., 16. For example, if ns = 5.43, the specular bin is at bin

⌊5.43× 5⌉ = 27; The 17 delays are at bin 0, 5, …, 25, 30, … ,75, 80.

Now it is possible to calculate the delay shift between the observed DDM and the

simulated DDM. Since the delay resolution is constant, the shift at any delay bin is

the shift of the whole DDM. So at the delay bin n0 according to equation 2.30, the

delay in the observed DDM, τn0 is

τn0 = τs + 0.25τc(n0 − ns). (2.31)

In the modeled DDM, the delay at bin n0, τ ′n0
is

τ ′n0
= τs + 0.05τc(5n0 − ⌊5ns⌉). (2.32)

From equation (2.31)(2.32), the shift in delay between the observed DDM and mod-

eled DDM, ∆τ is

∆τ = τn0 − τ ′n0
= 0.05τc(⌊5ns⌉ − 5ns). (2.33)

From equation (2.33), the relationship between the delay shift ∆τ and ns is shown in

Figure 2.15.

It shows that the magnitude of the delay shift is less than 0.025 chip or 0.1 delay

bin, which is negligible. In the same way, since the sampling resolution of the Doppler

frequency in the forward model is 25 Hz, the shift in Doppler frequency ∆f is

∆f = 25(⌊20nf
s⌉ − 20nf

s ) (2.34)

which has a magnitude of less than 12.5 Hz.

The fact is that although the observed DDM is shifted by the inaccurate specular

position estimated by the DDMI, when the forward model uses the precise specu-

lar position, decimal specular bin index and high sampling resolutions in delay and

Doppler, it can also compute a shifted DDM in the similar delay/Doppler coordinates

with errors less than 0.025 chip in delay and 25 Hz in Doppler, which can be ignored.
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Figure 2.15.: The shift in delay between the observed DDM and modeled
DDM versus the precise delay bin index from equation (2.33). The precise
delay bin index is selected to between two adjacent integers.

2.5 The Extended Kalman Filter Wind Speed Retrieval Algorithm

As another application of the forward model, a wind speed retrieval algorithm is

briefly summarized in this section. The details can be found in [1].

As described in section 1.3, the CYGNSS baseline wind retrieval algorithm uses

DDM pixels in only a 3×5 box from the measured 17×11 DDM due to the 25-km

resolution limitation, discarding more than 90% of the data. The motivation for

this new approach is to utilize the additional information in the remaining DDM

pixels outside the region around the specular point, while continuing to meet the

25-km resolution requirement. The retrieval of wind speeds away from the specular

point, within a swath determined by the maximum delay of the DDM will also be

demonstrated.

This algorithm makes use of the receiver motion to provide multiple looks at

each point on the ocean surface through the overlapping areas of subsequent DDMs.

Previously published methods incorporating multiple looks at the same ocean surface
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have included a stare processing method [74], [75] and multiple-antenna techniques

[76], [77]. In the new results presented here, an extended Kalman filter (EKF) will

be applied in a very general algorithm to combine sequential DDMs.

Several textbooks [78], [79] provide derivations of the classical EKF equations.

Implementing the EKF generally requires a state vector, an observation vector, an

observation model, an initial state estimate, a state transition model, observation

covariance matrices and a covariance matrix for the initial state estimate. In this

approach, the observation vector is the CYGNSS L1 DDM power and a batch of 7

DDMs was found to work best. The state vector is a set of 10-km gridded wind

speeds on an area of the ocean surface defined by the largest iso-range ellipse of the

4th DDM in the sequence. The observation model is the forward model described

in section 2.2 except the state is modified to be 10 km grid on the SURF frame (vs.

latitude and longitude coordinates). The initial state estimate can be the CYGNSS L2

wind speeds or computed by any single-point observable. No state transition model

is used as we assume the observed wind field does not change within 7 consecutive

DDMs. Covariance matrices of the initial state and observations are all set empirically.

Figure 2.16 shows the overlapping of the iso-range ellipses for seven consecutive DDM

measurements and the state vector (10-km grid points on the SURF frame of the 4th

DDM).

Detailed implementations and results on synthetic CYGNSS data can be found

in [1]. Although specifications of the CYGNSS mission will be used in this section,

the EKF algorithm should be easily adaptable to other GNSS-R satellite missions

that provide a calibrated DDM along with associated meta-data such as direct GNSS

signal power, orbit geometry, and antenna gain patterns.

2.6 Summary

A generalized forward model for assimilating GNSS-R DDMs into numerical weather

models has been presented. Assimilation of full DDMs could incorporate more in-
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Figure 2.16.: Ocean surface coverage showing overlapping of the iso-range
ellipses for 7 consecutive measurements with incidence angle of 35.5◦. The
blue circles are the 10-km grid points on the SURF frame of the 4th DDM.
© 2020 IEEE.

formation into forecast models than what is provided by baseline CYGNSS Level 2

wind products. The forward model takes in a small set of satellite parameters (e.g.

CYGNSS Level 1a products and antenna patterns) and a gridded wind field. Its

output is the modeled DDM and Jacobian matrix.

Performance of the forward model was assessed on two tracks of CYGNSS data

from Hurricane Maria and Cyclone Gita by comparing observed and computed DDMs.

Results of this comparison show agreement with relative differences under 30% and

correlation coefficients larger than 90%. Limitations of the forward model have been

presented, including effects of swell, observation bias, specular positioning error and

limitations of the KA-GO theory especially at high wind speed cases. Quality con-

trols on wind speed, relative power difference and correlation coefficient between the

observed and modeled DDM were defined based upon these deficiencies. An ana-

lytical Jacobian matrix was validated by comparison with one computed by finite

differences. The average relative error between the analytical version and a Jacobian
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computed by finite difference is 20%. The average correlation coefficient between the

two is 0.90.

Although the model was developed for CYGNSS, it can be applied to any other

spaceborne GNSS-R missions which provide DDM measurements. As long as the

satellite geometries, power parameters and metadata listed in section 2.1 are also

provided, the DDMs can be assimilated into NWP models by the forward model.

An EKF wind speed retrieval algorithm is developed based on the forward model.

This method utilizes the multi-look feature of DDM observations and has the poten-

tial to perform better than the CYGNSS baseline GMF-based wind speed retrieval

algorithm.
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3. DATA ASSIMILATION METHOD

3.1 DDM Observation

As described in section 1.2, the GNSS-R DDM observation is the average power

of the cross-correlation between the reflected signal and a replica of the transmitted

signal over a range of delays, τ , and Doppler frequencies, f . The CYGNSS L1 DDM

power is provided at 17 discrete delays at increments of 0.25 GPS C/A code chip

(244 ns) and 11 discrete Doppler frequencies at increments of 500 Hz. In the remaining

part of the paper, the word “DDM” will be referring to the DDM power (not DDM

BRCS) unless specified otherwise.

Due to the geometry and delay/Doppler range selected by the receiver, some

samples of the DDM contain little or no information about the surface wind speed.

Those observations are not useful for DA and need to be discarded. In an empirical

method to select informative DDM samples, samples with power magnitude larger

than 10% of the peak DDM power are selected for use in DA. Figure 3.1(a) shows an

example of the CYGNSS L1 DDM. The informative samples of the same DDM are

shown in Figure 3.1(b). All K of the informative samples of the DDM at one time,

t, are grouped into a vector

Y (t) =


Y (t, τ1, f1)

Y (t, τ2, f2)
...

Y (t, τK , fK)

 (3.1)

which will be used as the observation in DA.
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Figure 3.1.: An example of the CYGNSS Level 1 17×11 DDM measure-
ment (a) and DDM informative samples used in DA shown as black circles
(b). Units in Watts.

3.2 The Variational Analysis Method

This study uses a two-dimensional VAM, based on the surface wind vector field,

to assimilate DDMs. This approach was first introduced in [80–82] to resolve scat-

terometer wind ambiguities and then applied to assimilate satellite wind observations

from a large-scale dataset in [83]. It was used to add wind direction information

to the CYGNSS retrieved wind speed in an observing system simulation experiment

(OSSE) [51]. It was applied to demonstrate DDM assimilation using a few examples

in [2].

VAM finds the minimum of the objective cost function J ,

J(β) = Jb(β) + Jddm(β) + Jc(β), (3.2)

where β = [u1, u2, ..., uN , v1, v2, ..., vN ] is a vector containing the analysis wind field

in u (East) and v (North) components. N is the number of grid points in the wind
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field. Jb(β) is the wind background term presenting the misfit between the analysis

and the background,

Jb(β) = λb
1

σ2
β

(
β − βb

)T (
β − βb

)
(3.3)

where βb is the background wind field vector and σ2
β is the variance of each wind vector

component in the background. Jddm(β) is the DDM observation term presenting the

misfit between the analysis and the observation,

Jddm(β) = λddm(hβ(β)− Y )TR−1(hβ(β)− Y ) (3.4)

in which Y is the DDM observation and R is the DDM observation error covariance

matrix. hβ(β) = h(x) is the vector of DDM samples computed by the forward

operator in section 2.2.1 using the analysis wind speed field,

x =

[√
u21 + v21,

√
u22 + v22, ...,

√
u2N + v2N

]T
. (3.5)

Jc(β) is the smoothness and constraint term including Laplacian, divergence, and

vorticity of the difference between the background and analysis,

Jc(β) = λlapJlap(β) + λdivJdiv(β) + λvorJvor(β) (3.6)

where Jlap(β), Jdiv(β), and Jvor(β) are computed as described in [82]. λb, λddm, λlap,

λdiv and λvor are weighting factors of each term.

In the term Jb, the background error is characterized by a single constant value,

σ2
β. The background error correlations are characterized by the constraint term Jc,

which is derived from the Navier-Stokes equations for viscous fluid motion. The

combination of Jb and Jc acts the same as a background covariance matrix in the

traditional variational DA algorithm, as explained in [82]. Rather than assimilating

all DDMs in one cost function, the DDMs on each CYGNSS specular point track are

assimilated sequentially to reduce the computation and memory cost. One DDM will
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be assimilated at a time and the analysis wind field will be updated after processing

each DDM until all observations within the DA cycle have been assimilated. The

observation error covariance matrix, R, presents the errors and correlations of all

DDM samples at the same time. Characterization of the matrix R will be given

in Chapter 4. Tuning the background and observation weights λb and λddm can

correct the estimated errors of the background and observation in the VAM as the

estimated errors are usually not accurate due to lack of enough information. The

constraint weights λlap, λdiv and λvor should be large enough to correctly shape the

error correlations of the background wind field. They are set to ensure the influence

of the observations spreading out to the same scale of the background effective model

resolution. Specification of all the weight values in the experiment will be given in

section 5.3.

To minimize the cost function J(β), the gradient has to be calculated,

∂J(β)

∂β
=
∂Jb(β)

∂β
+
∂Jddm(β)

∂β
+
∂Jc(β)

∂β
(3.7)

specially,
∂Jddm(β)

∂β
= 2λddmH

T
β R

−1(hβ(β)− y) (3.8)

where Hβ is the partial derivative matrix respect to u, v components and can be

related to the Jacobian matrix H computed in section 2.2.2 by

Hβ =


H1,∗ ⊙ Lu H1,∗ ⊙ Lv

H2,∗ ⊙ Lu H2,∗ ⊙ Lv

... ...

HP,∗ ⊙ Lu HP,∗ ⊙ Lv

 (3.9)

Hi,∗ is the i-th row of the H matrix. Row vectors

Lu =

[
u1
x1
,
u2
x2
, ...,

uN
xN

]
(3.10)
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and

Lv =

[
v1
x1
,
v2
x2
, ...,

vN
xN

]
(3.11)

are partial derivatives of x respect to the u and v components. The operator ⊙

represents the element-wise multiplication between two vectors and P = NτNf is the

number of DDM bins.

The initial value of the analysis β is set to equal to the background. The mini-

mization problem is solved by a Quasi-Newton algorithm [84].

3.3 Bias Correction

It is crucial to have unbiased observations in order to obtain the Best Linear

Unbiased Estimator (BLUE) in DA [41]. Bias can arise in the measurement or the

forward operator and should be removed before assimilating the observations. The

DDM forward operator requires an estimate of the transmitter EIRP and the receiver

antenna patterns for each CYGNSS satellite. The CYGNSS mission uses a ground-

based power monitor to estimate the EIRP, which is provided in the Level 1 data

[85]. Receiver antenna patterns are estimated by pre-launch measurements and on-

orbit corrections [25]. These patterns were made available to us by the CYGNSS

project and are distributed as part of the forward model code [58]. Previous studies

have found bias in the CYGNSS observations which largely resides in the estimated

transmitter EIRP with some contribution from the receiver antenna patterns [40,86].

In order to remove this bias, we assume that the GPS transmitter EIRP remains

constant for all observations along the same CYGNSS specular point track. This is

a reasonable assumption, given that the duration of a track is generally less than 20

minutes. This suggests a “track-wise” DDM bias correction scheme, similar to that

used by [87] for correcting bias on the retrieved wind speed. In our DA approach,

however, a bias correction will be applied to the DDM power.

Our basic assumption is that the background wind field from a global NWP model

(e.g., ECMWF) is globally unbiased [88]. Thus, comparing the average of a large
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sample of measurements against model predictions from a background reference can

be used to correct the observation bias. In this scheme, DDMs on a continuous

specular point track formed by one specific pair of GPS transmitter and CYGNSS

receiver are first identified. Both the transmitter EIRP and uncertainty in the receiver

antenna gain patterns would be multiplicative error sources. Therefore, a scaling

term is computed as the mean proportion between the M measured DDMs and the

corresponding modeled DDM computed from the background along the specular point

track.

Φ =
1

M

M∑
m=1

1

Km

Km∑
i=1

Yi(tm)

hi(x, tm)
(3.12)

where tm is the time of the m-th DDM; Km is the number of informative samples of

the m-th DDM; hi(x, tm) is the power of the i-th modeled DDM sample at time tm,

computed from the background wind field using the forward operator.

When assimilating DDMs on the track, each modeled DDM from the forward

model is multiplied by the scaling term Φ, such that the cost function (3.6) becomes

Jo(x) = λddm(Φh(x)− Y )TR−1(Φh(x)− Y ) (3.13)

This method requires less memory and computation compared to computing the bias

using all DDMs on the track at a time by the least square method and should give

similar results.

3.4 DDM Quality Control

The following quality control (QC) tests are applied to filter CYGNSS Level 1

DDM observations before DA.

1) The netCDF variable “quality_flags” values in the CYGNSS L1 data are re-

quired to be zero. This discards cases in which the observation is over or close

to land, the spacecraft has attitude rotation larger than 1◦, the transmitter

power has a high uncertainty or there are some calibration issues.
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2) All data with signal-to-noise ratio (SNR) less than 3 dB are discarded. Small

SNR indicates high noise power, making it difficult to extract informative DDM

samples.

3) All data with incidence angle larger than 60◦ are discarded. DDMs observed

under large incidence angle can have a glistening zone larger than 120 km ×

120 km, which cannot be modeled accurately by the forward operator.

4) All data with background wind speed at the specular point less than 2 m/s or

larger than 35 m/s are discarded. The swell at very low wind speed cases and

the complicated sea state at very high wind speed cases cannot be modeled well

by the forward operator described in section 2.3.1. The reduced sensitivity of

the DDM observable to high wind speed is also well known.

5) Relative power difference and correlation coefficient between the observed DDM

and modeled DDM from the background are used to identify additional obser-

vation data quality issues and reduce model representation errors. They are

discussed in detail in section 2.3.1. Data with relative power difference larger

than 100% and correlation coefficient less than 0.9 are discarded.

The QC tests are summarized in Table 3.1.

Table 3.1.: QC tests for the assimilation of CYGNSS DDMs.

Control Item Value
CYGNSS L1 “quality_flags” variable 0
SNR > 3 dB
Incidence angle < 60◦

Wind speed at specular points 2–35 m/s
Relative power difference < 100%
Correlation coefficient > 0.9
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3.5 Impact of the Delay-Doppler Ambiguity

It is well known that each iso-delay ellipse and iso-Doppler line has two intersec-

tions, which is called delay-Doppler ambiguity. Figure 3.2 and 3.3 show two cases of

iso-delay and iso-Doppler lines in the 120 km × 120 km specular frame with incidence

angle of 35◦ and 61◦. A larger incidence angle can result in a larger spreading of the

iso-delay and iso-Doppler lines.
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Figure 3.2.: Iso-delay and iso-Doppler lines in the 120 km × 120 km
specular frame with incidence angle of 35◦. The number on each line
stands for the delay (chip) and Doppler (Hz).

In the CYGNSS DDM, the resolution is 0.25 chip in delay and 500 Hz in Doppler.

Each DDM bin (τ ,f) contains the total scattering power of the area with delay

[τ−0.125, τ + 0.125] chips and Doppler [f−250, f + 250Hz]. Figure 3.4 and 3.5 show

the physical scattering area of one DDM bin in two cases. Note that the effective

scattering area is larger than this because of the power spreading effect from the

Woodward ambiguity function [89].

To simplify the problem, we just use the physical scattering area. We can quantify

the ambiguity by defining the “ambiguity distance” which stands for the largest dis-

tance between two points in the scattering area of one bin. The ambiguity distance
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Figure 3.3.: Iso-delay and iso-Doppler lines in the 120 km × 120 km
specular frame with incidence angle of 61◦. The number on each line
stands for the delay (chip) and Doppler (Hz).

Figure 3.4.: Illustration of the scattering area of one DDM bin with inci-
dence angle of 35◦: DDM bin (left), scattering area of the corresponding
delay and Doppler (middle), scattering area of the DDM bin (right). Black
dots are grid points on the specular frame. The distance of the orange dash
line stands for the ambiguous distance.

is shown in the right subfigure in Figure 3.4 and 3.5 in orange lines. The largest

ambiguity distance can be 120 km when the incidence angle is less than 60◦. In the
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Figure 3.5.: Illustration of the scattering area of one DDM bin with inci-
dence angle of 61◦: DDM bin (left), scattering area of the corresponding
delay and Doppler (middle), scattering area of the DDM bin (right). Black
dots are grid points on the specular frame. The distance of the orange dash
line stands for the ambiguous distance.

assimilation of DDMs, a threshold on the ambiguity distance can be set to select

”ambiguity-free” bins depending on the wind variability scale of the background. In

the assimilation of the global weather model, this is usually not necessary since the

effective resolution of the background (e.g., 150 km for ECMWF) is large enough that

the constraint terms in the VAM should smooth the result over the largest ambiguous

distance. In the case of assimilation of in a regional or hurricane model [90], especially

in the case of larger wind variability (e.g., near the hurricane eye), this method has

the potential to select the ambiguity-free observations to retrieve small-scale wind

patterns.

Figure 3.6 and 3.7 show the ambiguity-free bins and corresponding physical scat-

tering area in two cases with different incidence angles (35◦ and 61◦) using 30 km as

the criterion of the ambiguous distance. It can be seen that under the same criterion,

the number of ambiguity-free DDM observations at high incidence angle is less than

the one at low incidence angle.
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Figure 3.6.: Ambiguity-free DDM bins (left) and the corresponding phys-
ical scattering area (right) using 30 km as the ambiguity distance. The
incidence angle of this case is 35◦. Different color stands for the scattering
area of different DDM bin.
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Ambiguity-free DDM bins
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Figure 3.7.: Ambiguity-free DDM bins (left) and the corresponding phys-
ical scattering area (right) using 30 km as the ambiguity distance. The
incidence angle of this case is 61◦. Different color stands for the scattering
area of different DDM bin.
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4. ERROR CHARACTERIZATION OF DDM
OBSERVATIONS

4.1 Introduction

An accurate DDM observation error covariance matrix, R, is required for optimal

estimation in data assimilation. Observation errors usually include measurement error

(error related to the instrument and measurement technique) and representation error

(error related to the forward operator, unresolved scales and pre-processing) [50]. This

section will only focus on the statistics of the measurement error as the representation

error (especially in the estimated transmitter EIRP and receiver antenna gain) can

be largely alleviated by the bias correction and QC in Chapter 3. The weights λddm,

λlap, λdiv and λvor in (3.3) to (3.6) can additionally be varied to adjust the relative

importance of new observations vs. the background wind field and constraints.

As stated earlier, the VAM assimilates one DDM each time and the observation

error covariance matrix, R, represents the errors and correlations of all K informative

samples in one measured DDM

R = E
{
(Y − E{Y }) (Y − E{Y })T

}
=


σ2
1 · · · σ1K
... . . . ...

σK1 · · · σ2
K

 . (4.1)

The observation Y is a vector assumed to follow a Gaussian distribution by the central

limit theorem as it is an average value over a large number, N , by equation (1.1) and

(1.3).

Measurement error is assumed to come from both background noise and speckle

noise. Background noise includes thermal emission from the ocean, correlation of

the signal with that from other GNSS transmitters, and receiver thermal noise [91].
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In this study, the background noise is assumed to be stationary white Gaussian, as

the impact of the correlation from ambient signals is negligible, as discussed in [91].

Speckle is the result of distructive and constructive interference of random scattered

signals during the coherent integration time. The background noise is additive while

the speckle noise is multiplicative [92]. In previous studies, analytical models for

second order statistics of the DDM complex voltage signal in the delay dimension,

X(t, τ, 0), were derived by considering both thermal noise and speckle [93–96]. A

detailed analytical model of the covariance matrix of the averaged DDM power in the

delay dimension was derived and validated using actual data [97]. Analytical mod-

els, however, have practical limitations for direct use in DDM assimilation. First,

those models require knowledge of the thermal noise statistics (equivalent thermal

noise temperature) which is not estimated accurately for the CYGNSS mission. Sec-

ond, present models only consider the correlations between measurements at different

delays, while the correlations in the Doppler dimension and between the delay and

Doppler are not characterized. Finally, analytical models require computation of a

surface integral and convolution with the Woodward ambiguity function, which is

computationally expensive and thus not practical for large scale DA. Another ap-

proach often used in NWP applications is to compute the error covariance directly

from a large number of observation samples [98–100]. This method has a very low

computational cost at the expense of requiring a large ensemble of observations with

the same error statistics. In the spaceborne GNSS-R application, however, the rela-

tively low sampling frequency (1 Hz for CYGNSS) and high receiver speed (resulting

in fast changes in the geometry, antenna gain and observed wind field), limits the set

of observations with similar statistics to a number too small to give a good estimation

of the covariance matrix.

In this section, two methods to compute the DDM error covariance matrix are

proposed. One method assumes it to be a diagonal matrix with error proportional to

the observation and another method uses an empirical model considering the error

correlations.
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4.2 Scale Method

In the NWP data assimilation, it is common to use a diagonal observation error

covariance matrix as the error correlations are generally difficult to estimate. The use

of a diagonal matrix R has simple implementation and low computational cost but

may lose information from the observation error correlations. Using a diagonal error

covariance matrix usually results in a larger weight of the observation in the analysis

compared with using a non-diagonal matrix.

[24] estimated the error in CYGNSS Level 1 DDM power to be 0.50 dB (12%)

and 0.23 dB (5%) for wind speed below and above 20 m/s, respectively, by analyzing

each error source in the calibration (Table II in [24]). With this in mind, we simply

model the error as proportional to the observation magnitude. We used a constant of

proportionality of 10% (in between the two values in [24]) and modeled the covariance

matrix as

R = diag((0.1Y )2) (4.2)

where diag indicates a diagonal matrix generated from a vector.

4.3 Empirical Model

In this section, a parametric model for the DDM error covariance matrix, incor-

porating off-diagonal elements, is empirically developed from a large set of CYGNSS

Level 1 observations. We will show that this model provides a good representation of

the DDM error statistics with a low computational cost.

4.3.1 Model Analysis

The received signal at the GNSS-R receiver front end at time t can be written as

xr(t) = xs(t) + xn(t) (4.3)
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where xs(t) is the complex scattered signal containing information of the ocean surface

roughness and the speckle (due to the summation of signals with incoherent random

phase). xn(t) is the background noise. Both xs(t) and xn(t) are assumed to be zero-

mean complex Gaussian processes [6]. The received signal is cross-correlated with

a local transmitted signal replica at a given delay-Doppler coordinate, (τ, f)i, over

the coherent integration time, TI (1 ms), to produce the complex voltage correlation

signal every 1 ms, Xi(t)

Xi(t) =
1

TI

∫ t+TI

t

xr(t
′)a(t′ + τi)e

2πj(f0+fi)t
′
dt′. (4.4)

Decompose Xi(t) into a signal term and a noise term

Xi(t) = Xi,s(t) +Xn(t) (4.5)

where Xi,s(t) is the correlation for the scattered signal xs(t). Xn(t) is the correla-

tion for the background noise xn(t), independent from the delay-Doppler coordinate.

Xi,s(t) and Xn(t) are still zero-mean complex Gaussian. Assume the variance for the

real and imaginary parts of the noise term is constant with value of σ2
n.

The correlation signal is then squared to generate the power signal at a single

coherent look every 1 ms as

yi(t) = |Xi(t)|2 = |Xi,s(t)|2 +Xi,s(t)X
∗
n(t) +X∗

i,s(t)Xn(t) + |Xn(t)|2. (4.6)

It has four terms including the signal term, noise term and two cross terms. The

signal term |Xi,s(t)|2 can be expressed as

|Xi,s(t)|2 = yi,0(t)ϵi(t) (4.7)

where yi,0(t) is the theoretical signal expectation and ϵi(t) is the speckle noise. ϵi(t)

is shown to be closely in unit mean exponential distribution [92]. The noise term
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|Xn(t)|2 is also in exponential distribution with variance of 4σ4
n. The cross term

Xi,s(t)X
∗
n(t) + X∗

i,s(t)Xn(t) has a zero mean and variance depending on the signal

expectation.

The actual measurement is the DDM average power at every 1 s, computed by

taking the average over consecutive N=1000 samples of the single coherent look yi(t),

and subtracting the noise floor, YN(t), giving

Yi(t) = |Xi,s(t)|2 +Xi,s(t)X∗
n(t) +X∗

i,s(t)Xn(t) + |Xn(t)|2 − YN(t). (4.8)

The noise floor YN(t) is computed by taking the average value of M DDM power

samples with rows preceding the specular point where the signal is not present. In

CYGNSS, DDM samples in the first 45 rows in the raw 128×20 DDM are averaged

to compute the noise floor, giving M = 45×20 = 900 [24]. YN(t) and |Xn(t)|2 should

have the same expectation. The variances of YN(t) and |Xn(t)|2 are 4σ4
n

MN
and 4σ4

n

N
,

respectively.

In equation (4.8), all average terms will approach the normal distribution accord-

ing to the Central Limit Theorem. If the N samples are independent and have the

same statistics, we can derive that the standard deviation (SD) of the first term in

(4.8), |Xi,s(t)|2, is 1/
√
Nyi,0(t). However, in the spaceborne GNSS-R mission, the

coherence time of yi(t) is usually a few milliseconds [97], which is larger than the

integration time (1 ms), giving the fact that the N samples of the single coherent look

are not independent [18,101]. A nonlinear model for the SD of the speckle noise as a

function of signal expectation and correlation time is given in [102]. The coherence

time depends on the geometry and delay, Doppler of the corresponding DDM sam-

ple [103], inducing that the speckle noise can be different at different delay-Doppler

coordinates. Especially, longer delays should give shorter correlation time [104], thus

more independent samples within the incoherent averaging and smaller variance pro-

portional to the signal expectation.
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From equation (4.8), if we again decompose the average power, Yi(t), into a signal

term and a noise term,

Yi(t) = Yi,s(t) + Yn(t) (4.9)

where

Yi,s(t) = |Xi,s(t)|2 +Xi,s(t)X∗
n(t) +X∗

i,s(t)Xn(t) (4.10)

and

Yn(t) = |Xn(t)|2 − YN(t). (4.11)

The signal term containing the speckle, Yi,s(t), is unbiased with SD related to the

signal expectation. The relationship between the SD and signal expectation also

depends on the delay-Doppler coordinate. The noise term Yn(t) is only related to the

background noise and independent from the delay-Doppler coordinate. It has a zero

mean and variance of

σ2
N =

4(M + 1)

MN
σ4
n. (4.12)

In this model, the diagonal elements (variance) and the off-diagonal elements (co-

variance) of the matrix will be modeled empirically by developing parametric func-

tions using the sample covariance matrices computed from a large set of DDM obser-

vations.

4.3.2 Data Collection

The first step is to collect a large set of DDM observations to compute enough

sample observation variances/covariances under different scenarios as the reference to

develop the empirical models. The DDM power in the CYGNSS Level 1 v2.1 product

in June 2017 is used for this study. To compute a sample covariance matrix, each

DDM sample Yi(t) is assumed to be a stationary random process within a short pe-

riod of time. The statistics of a DDM depend on the observed wind speed, satellite

geometries and power parameters [97]. The wind speed reference used here is the

10-meter ocean surface winds provided by the ECMWF ERA5 reanalysis in 0.25◦
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latitude-longitude grid [105]. The ECMWF ERA5 reanalysis winds are interpolated

linearly in time and space to the specular point of each DDM as the reference wind

speed. Given the approximate velocity of a CYGNSS specular point on the earth

surface of around 6 km/s [39], and approximating the DDM covariance matrix as

constant over scales equal to the effective ECMWF model resolution (150 km, [90]),

batches of 25 sequential DDMs were used to compute the sample covariance. The

satellite geometries, transmitter power, and antenna patterns were also assumed to

remain constant within the corresponding 25 second time period. Such small batches

of data will result in a large uncertainty in the individual covariance estimates. How-

ever, combining a large number of these batches together to estimate a small number

of parameters defining the empirical model is expected to average out the uncertainty

in the individual sample covariances.

Considering the assumptions above are not strong enough, some additional quality

control (QC) tests were applied to the data:

• The “quality_flags” variable in the CYGNSS Level 1 data for each DDM is

zero.

• The signal-to-noise ratio (SNR) for each DDM is larger than 3 dB.

• The minimum of wind speeds for each batch is larger than 3 m/s. This is to

avoid the impact of the swell and coherent scattering.

• The range of wind speeds for each batch is less than 10% of the average wind

speed for the batch. This is to confirm that the wind speed almost remains

the same during the time of a batch, in case there is a high variational wind

condition.

By the assumptions and QC tests mentioned above, 119193 DDM batches were col-

lected in June 2017. Then a sample DDM covariance matrix can be computed from

each batch.
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4.3.3 Model for the Variance

In this section, an empirical model will be developed for the variance of the DDM

observation (diagonal elements of the matrix (4.1)). From equations (4.9)–(4.12), the

variance of a DDM sample at a delay-Doppler coordinate (τ, f)i is

σ2
i = σ2

i,s + σ2
N (4.13)

where σ2
i,s is the variance of signal term, Yi,s(t), containing the speckle. σ2

N is assumed

constant in time and independent of the delay-Doppler coordinate. The sample vari-

ance σ̂2
N for each batch is computed as an average of the sample variances of all

DDM samples in the first two rows, where only the background noise is present. By

taking the average over the sample variances from all batches, σ2
N is computed to be

9.576× 10−38 W2.

The sample variance of the DDM measurement σ̂2
i for each batch is computed as

well. Then the sample SD of the speckle noise for each batch is calculated by

σ̂i,s =
√
σ̂2
i − σ2

N . (4.14)

As is stated in section 4.3.1, the SD of the speckle noise depends on the expectation

of the signal. As we have no information about the expectation, we assume that the

SD depends on the magnitude of the measurement. In each batch, the measurement

magnitude is computed by the average value of all the samples in the batch. Figure

4.1 shows the scatterplots for the SD of the speckle noise and DDM power magnitude

from all batches at two different DDM samples, in which Figure 4.1(a) is for the

specular point. Scattering of the values on both figures is due to the limited number

of samples in each batch.

An empirical parametric model is assumed to fit the data by the least square

method as

σi,s = p[i]Y
q[i]
i (4.15)
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Figure 4.1.: Scatterplots for the SD of the speckle noise and DDM power
magnitude at two different DDM samples colored by the density of the
points. In the titles of the two figures, ”Delay“ and ”Doppler“ stands for
the delay and Dopper of the DDM sample shifted from the specular bin
in the unit of sample, where positive shift in delay and Doppler stands for
larger delay and Doppler. The fitting curves are shown in black dash lines
on both figures.

where Yi is the power magnitude at a given DDM sample, a and b are independent

parameters of the model. The fitting curves are shown on Figure 4.1. As the indices of

the specular bin in the DDM are provided in the CYGNSS L1 data, this model fitting

was applied to all DDM samples at delays [-1,10] and Dopplers [-3,3] shifted from the

specular bin in the unit of sample, where positive shift in delay and Doppler stands

for larger delay and Doppler. This provides matrices P and Q in the dimension of

12 × 7 containing all values of p and q for DDM samples in the range of delay and

Doppler. Figure 4.2 shows the fitting curves for SD of the speckle noise versus power

magnitude for DDM samples at different delays and Dopplers.

4.3.4 Model for the Covariance

In this section, an empirical model for the correlation coefficient of two DDM

samples will be developed. The covariance of two DDM samples (off-diagonal elements

in equation (4.1)) can be calculated using the correlation coefficient and SD of the two
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Figure 4.2.: Model for SD of speckle noise versus power magnitude for
DDM samples at different delays and Dopplers. In the legend, (0,0) stands
for the specular bin and other sets of numbers stand for DDM samples at
delay and doppler shifted from the specular bin.

DDM samples computed as in section 4.3.3. The sample correlation coefficient at two

different delay-Doppler coordinates, (τ, f)i and (τ, f)j, for each batch is computed as

ρ̂ij =
σ̂ij
σ̂iσ̂j

(4.16)

where σ̂ij is the sample covariance of two DDM samples, i and j; σ̂i and σ̂j are

sample SD of the two DDM samples. As no theoretical model for the correlation

coefficient exists, the empirical model will be developed by observing the data. The

covariance model in [97] gives a hint that the correlation coefficient might depend on

the geometry, wind speed and parameters in the forward operator. Figure 4.3 shows

the scatterplots of the correlation coefficient between DDM sample (0,0) and (1,0)

versus incidence angle and wind speed at the specular point, where the incidence

angle and wind speed are the average values of all DDMs in each batch. It can be

observed that the correlation coefficient has no strong dependence on the incidence
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Figure 4.3.: Scatterplots of the correlation coefficient versus incidence an-
gle and wind speed at the specular point between DDM sample (0,0) and
(1,0) colored by the density of the points. The fitting curve for the right
figure is shown in black dash line.

angle, but an evident dependence on the wind speed. Patterns from similar figures like

Figure 4.3(a) can also prove that the correlation coefficient does not strongly depend

on SNR, DDM power magnitude, transmitter EIRP and receiver antenna gain (not

shown). So, the correlation coefficient between two DDM samples is assumed to be

monotonically dependent on the wind speed at the specular point. An empirical

parametric model was found to fit the data well by the least square method in the

form

ρij = a[i, j] + b[i, j]u−1 + c[i, j]u−2 (4.17)

where a[i, j], b[i, j] and c[i, j] are independent parameters of the model. The fitting

curve for the data in Figure 4.3(b) is shown as the black dash line. This model fitting

is then applied to every two DDM samples at delays [-1,10] and Dopplers [-3,3]. This

provides symmetric matrices A, B and C in dimension of 84×84, where the diagonal

values of A are all ones and the diagonal values of B and C are all zeros. Figure

4.4 shows the fitting curves for correlation coefficients between the specular bin and

DDM samples at different delays and Dopplers.
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Figure 4.4.: Model for the correlation coefficient of the specular bin and
DDM samples at different delays and Dopplers: (a) shifts in delay dimen-
sion and (b) shifts in Doppler dimension.

4.3.5 Implementation

Given the variance of the background noise term, σ2
N , matrices P , Q, A, B and C

calulated in section 4.3.3 and 4.3.4, the modeled covriance matrix can be constructed

from the real data as follow steps:

1) Get the location of the specular bin and informative samples of the DDM.

For CYGNSS, the indices of the specular bin are in the Level 1 data. The

informative samples are chosen as described in section 3.1.

2) Compute the wind speed at the specular point. In DA, this is the wind speed

interpolated from the background.

3) Compute the variance of each informative samples (diagonal elements of the

covriance matrix) as

σ2
i = σ2

N +
(
p[i]Y

q[i]
i

)2

. (4.18)

Most of the informative samples should fall into the region covered by the matri-

ces P and Q. If an informative sample is outside the region, the corresponding

p and q values are computed by the nearest interpolation.
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4) Compute the correlation coefficient between every two DDM samples by equa-

tion (4.17). If an informative sample is outside the region, the corresponding

a, b and c values are computed by the nearest interpolation. Then compute

the covariance between every two DDM samples (off-diagonal elements of the

covriance matrix) as

σij = ρijσiσj. (4.19)

where σi and σj are computed in the previous step.
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Figure 4.5.: Comparison between the modeled DDM error covariance ma-
trices and DDM sample covariance matrix for the CYGNSS mission. (a)
DDM observation with informative samples as red circles. (b) Diagonal
covariance matrix computed by the scale method in section 4.2. (c) Non-
diagonal covariance matrix computed by the model in section 4.3. (d)
Sample covariance matrix computed from sequential 25 DDM samples.

Figure 4.5 presents an example for the comparsion of the different covaraince

matrix models. Figure 4.5(a) is the DDM observation collected by CYGNSS SV2

with GPS PRN 20 at UTC Second of Day (SOD) 86339 on 1 June 2017. Figure

4.5(b) is the corresponding diagonal covariance matrix computed by the scale method

in section 4.2. Figure 4.5(c) is the corresponding non-diagonal covariance matrix

computed by the empirical model developed in section 4.3. Figure 4.5(d) is the sample

covariance matrix computed from DDM observations between SOD 86327 and 86351

with CYGNSS SV2 and GPS PRN 20. Note that the sample covariance matrix can

be noisy because it is computed using only 25 samples. It can be observed that the
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empirical non-diagonal covariance matrix model captures much of the structures of

the sample covariance matrix.

The inverse of the covariance matrix, R−1, is required in the VAM cost function

(3.6). It is found that the covariance matrix computed by the empirical model is often

ill-conditioned, making it difficult to compute an accurate inverse. Ridge regression

[106], a reconditioning method, is applied to reduce the condition number of the

matrix to ~100. This method increases the diagonal values of the matrix by a fixed

number and thus will also increase the modeled variances of the observations.
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5. DATA ASSIMILATION IN GLOBAL OCEAN SURFACE
WIND ANALYSES

5.1 Introduction

The constellation and low-inclination orbit of CYGNSS provide wind observations

across the global tropics with a 7 hour mean revisit time, filling the temporal and

spatial gaps from conventional microwave instruments, which are mostly in polar or-

bits [39]. A comprehensive summary of results of assimilating CYGNSS DDMs into

global NWP analyses is presented in chapter. One month of CYGNSS DDMs were as-

similated using a 20 minute cycle. The background is from the 10-meter surface winds

of the European Centre for Medium-Range Weather Forecasts (ECMWF) model. DA

performance is assessed by comparison with collocated scatterometer winds. We will

show two benefits of DDM assimilation:

1) A positive impact on the NWP analyses over a swath at least 150-km wide;

2) Lower error than wind retrievals (e.g., CYGNSS Level 2 products) when inter-

polated to CYGNSS specular points.

5.2 Data Description and Experimental Design

5.2.1 CYGNSS DDM Observations

CYGNSS version 2.1 Level 1 DDM data from 1 June 2017 to 30 June 2017 were

used as observations. Level 1 data also include the transmitter EIRP and satellite ge-

ometries, estimated by the CYGNSS SOC. Receiver antenna patterns were separately

provided by the SOC as well.
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5.2.2 ECMWF Background

ECMWF is an independent intergovernmental organization aiming to provide

accurate medium-range global weather forecasts supported by most European coun-

tries [107]. Zonal and meridional (u, v) components of the 10-meter ocean surface

winds provided by the ECMWF operational forecast from 1 June 2017 to 30 June

2017 were used for the background wind field. The ocean surface winds in ECMWF

are hourly forecasts initiated from analysis times at 00UTC and 12UTC on a grid

spacing of 18 km.

5.2.3 Scatterometer Winds

A scatterometer is an instrument to measure the roughness of a surface using

radar backscatter. Spaceborne scatterometers have provided accurate wind field in-

formation for meteorology and climate over the past decades. Scatterometer (SCAT)

10-meter ocean surface winds from ASCAT aboard the Metop satellites (Metop-A and

Metop-B) and OSCAT aboard the ScatSat-1 satellite [108,109] were used for valida-

tion in this study. The Metop satellites were developed by the European Organisation

for the Exploitation of Meteorological Satellites (EUMETSAT) and the ScatSat-1

satellite was developed by the Indian Space Research Organisation (ISRO). ASCAT

has two sets of three antennas measuring ocean surface winds by two 550-km-wide

swaths on both sides of the satellite ground track. It provides 10-meter wind products

with 25-km and 12.5-km cell spacing. OSCAT uses a dish rotating antenna measuring

ocean surface winds by an 1800-km-wide swath, providing 10-meter wind products

in 50-km and 25-km cell spacing. The 25-km products from both instruments were

used in this study to evaluate the result of DDM assimilation.

The 25-km zonal and meridional wind components measured by both instruments

have been validated to have error standard deviation less than 1 m/s by a triple

collocation method compared to buoy wind measurements and NWP models [110,

111].
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5.2.4 CYGNSS Wind Products

The CYGNSS Level 2 product, CYGNSS Climate Data Record (CDR) product

and NOAA CYGNSS wind product are three different CYGNSS wind speed products

retrieved from the CYGNSS Level 1 product using different algorithms. They will be

used to evaluate results of the DDM assimilation at the specular points.

• CYGNSS Level 2 product v2.1: Two observables, NBRCS and LES are first

computed from a 3×5 window of the Level 1 DDM BRCS around the specular

point. Two GMFs are developed to retrieve the 25-km surface wind speed at the

specular point from these two observables. The two resulting wind speeds are

then optimally combined to derive the minimum variance (MV) wind speed [37].

• CYGNSS Level 2 CDR product v1.0: This is a new wind product released by

CYGNSS SOC in 2020 [112]. It is similar to the CYGNSS Level 2 product

except that the observables NBRCS and LES are track-wise corrected using

NASA’s MERRA-2 wind product to calibrate unknown fluctuations in GPS

transmitter EIRP. Additional QCs are also applied to the observables.

• NOAA CYGNSS wind product: Prepared by the National Oceanic and Atmo-

spheric Administration (NOAA), this product is a 25-km surface wind speed at

the CYGNSS specular points [87]. A new GMF was derived that expresses the

CYGNSS NBRCS observable as a function of wind speed, incidence angle and

significant wave height. The NBRCS observables are also track-wise corrected

using the ECMWF model. 25-km gridding is implemented along each track

to avoid overlapping observations. Additional rigorous QCs are applied to the

data.

5.2.5 Experimental Design

The CYGNSS specular points were collocated with the SCAT wind vector cells

(WVC) for all data from 1 June 2017 to 30 June 2017. Maximum differences of
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40 minutes in time and 25 km in distance were used as criteria for collocation. If

a CYGNSS specular point is collocated with several WVCs from different satellites

(Metop-A, Metrop-B or ScatSat-1) then the average value of the wind speeds in all

collocated WVCs was used. The DA experiment was done using a 20 minute cycle (0–

20, 20–40, 40–60 minutes in each hour). In each 20-minute period, the analysis time

is at the center of each cycle and the wind field is assumed to be constant. Hourly

ECMWF surface winds were quadratically interpolated to the center time of each

cycle from 0000 UTC on 1 June 2017 to 2400 UTC on 30 June 2017 and used as the

background. The original ECMWF surface winds were also bilinearly interpolated to

0.125◦ grid spacing to match the working resolution of the DDM forward operator.

In each cycle, all CYGNSS DDMs that were measured within the time period, passed

the QC described in section 3.4, and were collocated with the SCAT WVCs were

assimilated with the background using the VAM to produce the analysis on a 0.125◦

grid.

Two comparisons were made between the analysis winds and the reference SCAT

winds.

• Comparison at the specular points: Wind vectors from the background and

analysis wind field are linearly interpolated to the CYGNSS specular points

and then compared to the collocated SCAT winds.

• Comparison over a swath along the specular point track: In order to evaluate the

extent of the impact of assimilating DDMs, the wind vectors are compared over

a much larger area than the one grid cell located at the specular point. CYGNSS

data are first separated into different tracks corresponding to a specific pair of

GPS transmitter and CYGNSS receiver. Along each track, background and

analysis wind vectors on the 0.125◦ grid within a swath of a certain width are

compared with collocated SCAT observations. Wind speeds at SCAT WVCs are

linearly interpolated to the 0.125◦ grid of VAM wind field for the comparison.



72

Figure 5.1 shows an example of the collocation for CYGNSS specular points,

an 80-km-wide swath of the VAM gridded wind field, and 25-km SCAT WVCs.
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Figure 5.1.: An example of the collocation for CYGNSS specular points,
0.125◦ grid points of the CYGNSS 80-km-wide swath, and 25-km WVCs
of the SCAT swath in the period 00:00–00:20 UTC on 10 June 2017. The
CYGNSS observations are measured by GPS PRN 14 and CYGNSS SV
5. The SCAT measurements are from ASCAT-A.

The results of using three different DDM error covariance matrices are also com-

pared:

a) A diagonal matrix using the scale method presented in section 4.2 (R-scale);

b) A diagonal matrix whose diagonal values are computed using the model pre-

sented in section 4.3 (R-model-diagonal);

c) A non-diagonal matrix computed using the model presented in section 4.3 (R-

model).
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5.3 Tuning the Weights

As introduced in section 3.2, there are a number of coefficients that can be used

to weight the relative importance of the background winds vs. the new information.

The constraint term and its weights describe background error correlations. In the

study, the weight and standard deviation of the background wind components in

equation (3.3) were fixed to be σb = 1 m/s and λβ = 4. Only the ratio between these

weights is important. The observation weight, λddm, and constraint weights, λlap, λdiv,

λvor were then determined by a series of sensitivity tests. In general, increasing the

observation weight increases the intensity of the DA response, making the analysis

closer to the observation, but does not change the shape of the response. Increasing

the constraint weights increases the spatial scale of the response and decreases the

intensity. λlap controls the smoothness of the response. λdiv and λvor control the

shape of the response. Increasing the observation and constraint weights will also

increase the number of iterations and computation cost in the minimization.

The constraint weights were first determined by a sensitivity test. Since they

describe the background error correlations, the spatial scale of the response should

be similar to the scale of the background effective resolution. It is important to note

that the NWP grid spacing size and the model’s effective resolution are different. In

previous studies, the effective NWP model resolution was found to be 4-8 times larger

than the grid spacing size [113, 114]. In our case, the effective model resolution of

the ECMWF background is expected to be around 150 km [90]. Figure 5.2 shows

the responses of assimilating a single DDM observation using three different sets of

constraint weights. This example clearly show that increasing the constraint weight

increases the area over which observations would have an effect. The DDM covariance

is computed by the scale method and the observation weight λddm is 1/4 in all three

cases.
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(a) (b) (c)

Figure 5.2.: Wind speed increments (analysis−background) of assimilating
a single DDM using different constraint weights. (λdiv, λvor, λlap) = (a) (50,
100, 25); (b) (200, 400, 100); (c) (800, 1600, 400). Higher weights increase
the extent of the impact of new observations and reduce the increment’s
intensity. The DDM is observed by CYGNSS SV 4 and GPS PRN 2 at
UTC SOD 4723 on 1 June 2017. The background and observation weights
are 4 and 1/4 in all three cases.

Considering that the footprint of a DDM observation is around 100 km and the

model’s effective resolution is around 150 km, the scale of the response should be

about 250 km. By the sensitivity test, the constraint weights were chosen to be

(λdiv, λvor, λlap) = (200, 400, 100). (5.1)

After determining the constraint weights, the observation weight λddm is deter-

mined by another sensitivity test. As the CYGNSS specular point moves at about

6 km/s on the earth surface and the impact area of a DDM is about 250 km, the

analysis wind speed at a point on the ocean surface can be impacted by 35-40 DDMs.

Since the area impacted by a DDM through DA (~250 km) is larger than the area of

its glistening zone (~100 km), the analysis wind speed at one point on the ocean sur-

face can be affected by DDMs that, by themselves, are not sensitive to winds at that

point. Due to this feature of overlapping measurements, in general λddm should be

much smaller than λb as a “deweighting” or equivalent “thining” of the observations.

A total of ~25,000 DDMs from one day (10 June 2017) are processed by the VAM

using a set of different observation weights, λddm = (1/64, 1/16, 1/4, 1, 4, 16), for each
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Figure 5.3.: Wind speed RMSE at CYGNSS specular points versus obser-
vation weight in the VAM for different DDM error covariance matrices (R-
scale, R-model-diagonal, R-model). The background wind speed RMSE
at specular points is shown as the black dash line. Results are computed
using data of one day on 10 June 2017.

of the three DDM error covariance matrices. In each case, the Root Mean Square

Error (RMSE) between the VAM and SCAT wind speeds, evaluated at the specular

point, was computed. Figure 5.3 shows the RMSE for all cases in the sensitivity test.

The optimal λddm for each DDM covariance matrix can be found by choosing the one

with the minimal RMSE.

This result shows that the best observation weights λddm for the three DDM error

covariance matrices (R-scale, R-model-diagonal, R-model) are 1/4, 1/16 and 1, re-

spectively. The optimal weight for the non-diagonal matrix (R-model) is larger than

that for a diagonal matrix (R-model-diagonal) because adding error correlations and

reconditioning the covariance matrix will reduce the weight of the observation [106].

When λddm decreases, the analysis wind field approaches that of the background, so

it is expected that the RMSE in each case would likewise approach the background

RMSE. When λddm increases beyond its optimal value, the RMSE increases dramat-
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ically due to overfitting. Therefore, if the optimal λddm cannot be precisely decided

in an experiment, it is generally preferable to use a smaller one.

5.4 Use of Observation Error Covariance Matrix

Results from our study using one day of data (Figure 5.3) show that, if the optimal

λddm is selected, there is little difference in the RMSE from using either of the three

DDM error covariance matrices. To additionally validate the performance of using

the three matrices, a total of ~170,000 DDMs from 5 days data (10 June 2017 to 14

June 2017) were processed using the three matrices combined with the corresponding

optimal weights. The comparison was made both at the specular points and over

swaths with two different widths. The results are listed in Table 5.1.

Table 5.1.: Wind speed RMSE compared to SCAT at CYGNSS specular
points, over 80-km swath, and over 120-km swath. Comparison of results
using different error covariance matrices. 5 days (10 June 2017 to 14 June
2017) of data. All units in m/s.

DDM error covariance matrix Specular 80-km swath 120-km swath
R-scale 1.03 1.05 1.07

R-model-diagonal 1.04 1.07 1.10
R-model 1.06 1.08 1.10

The conclusion of this study is that there is no significant difference in the accuracy

of DA results, from comparisons at either the specular points or over a swath, using

either of the three observation error covariance matrices. The slight differences in

the results of using the three matrices are possibly because that only a set of discrete

values of λddm are tested. Similar performance for all three covariance matrics could

be explained by the following reasons:

1) The VAM is heuristic. The observation error covariance matrix and the λddm
weight together determine the relative contribution of the observation in the

analysis. Error in modeling the observation covariance matrix is compensated



77

by choosing the optimal weight in the sensitivity study. This explains why the

optimal λddm for the three different covariance matrices are different whereas

their final RMSE results are almost the same.

2) Each DDM sample observes an area defined by its delay and Doppler coordinate.

This area on the ocean surface is usually 10-50 km across, which is much smaller

than the ECMWF effective model resolution (150 km). Although the error

correlations between each DDM sample may provide extra information, this

small-scale information is smoothed out by the constraint terms in the VAM

which are controlled by the effective model resolution of the background.

3) The reconditioning method used to decrease the large condition number of the

non-diagonal error covariance matrix could add extra noise to the DA process,

counteracting the benefit of additional information contained in the off-diagonal

elements.

It is valuable to note in Figure 5.3, that the RMSE for R-model increases more

slowly than the RMSE for R-scale when λddm increases beyond its optimal value.

This means that results from using R-model would be less sensitive to the choice

of λddm. One possible reason for this effect could be that the performance of DDM

assimilation is mainly dependent on the error variances of DDM bins near the specular

point and the weight λddm. So if λddm is selected to accurately correct the observation

error covariance, the result is not sensitive to the method computing the covariance

matrix. Whereas, if λddm is not optimal, more accurately estimated covariances of

DDM bins away from the specular point (from R-model) could mitigate the effect of

sub-optimal weighting.

Our conclusion is that the three DDM error covariance matrices should give sim-

ilar results when the optimal λddm is selected. For the remainder of this study, the

covariance matrix R-scale with its optimal weight will be applied, due to its simplic-

ity. The non-diagonal covariance matrix R-model accounting for error correlations in
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the DDM could be valuable if DDMs are assimilated into DA systems at mesoscale

or smaller spatial scales, e.g., a regional weather forecast model.

5.5 Assimilation Results

One month of CYGNSS Level 1 data from 1 June 2017 to 30 June 2017 (~663,000

DDMs, after applying the QC in section 3.4) was assimilated with the ECMWF back-

ground into the VAM to produce the analysis wind field (ECMWF-CY-DDM). The R-

scale covariance matrix was used with weights determined in section 5.3 (λddm = 1/4).

Figure 5.4 shows an example of the wind field background, analysis, and increment for

the 20-minute period from 6:40-7:00 UTC on 1 June 2017. This figure demonstrates

that the impact of assimilating a track of DDMs extends over a 200-250 km wide

swath. Figure 5.5 shows the wind vectors on the contour maps of the background,

analysis and increment for a closer look at a region in the same time period. Since an

isotropic slope PDF is assumed, with MSS a monotonic function of wind speed, the

DDM observations will contain essentially no information of the wind direction. Anal-

ysis wind directions from the VAM are almost the same as those in the background,

except for some negligibly slight changes due to the flow-dependent constraint terms.

A pair of density scatterplots showing a comparison of background and analysis

wind speeds at CYGNSS specular points to SCAT winds is shown in Figure 5.6. The

symmetric distribution of the samples with respect to the 1:1 line in both subfigures

shows that both background and analysis are almost unbiased. The total wind speed

RMSE at the specular points decreases from 1.17 to 1.07 m/s and the mean difference

(bias) decreases from -0.14 to -0.08 m/s as a result of assimilating the DDMs. Wind

speeds from both the background and analysis are smaller than SCAT wind speeds

in general. The reduction of this bias, therefore, implies that the assimilation of

CYGNSS DDMs increase the wind speeds from the ECMWF background on average.

The wind speed RMSE and bias at the specular points for the background and analysis

at different ranges of SCAT wind speed are shown in Table 5.2. Both the RMSE and



79

Figure 5.4.: Wind field maps of the ECMWF background, VAM analy-
sis and increment (analysis−background) at 6:50 UTC on 1 June 2017.
The CYGNSS specular point track is shown as the black circles on the
background map. Units in m/s.

bias of the background are significantly decreased by the assimilation of CYGNSS

DDMs for wind speed less than 15 m/s, while the statistics almost remain the same

for wind speed larger than 15 m/s. The decrease of the performance on high wind

speed cases is mainly related to the decrease in sensitivity of the DDM measurements

(surface slope PDF) to wind speed at high wind speeds, which is an intrinsic limitation

of the physics in GNSS-R [40]. Also, the impact of wave age and fetch length at high
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Figure 5.5.: Wind contour maps and wind vector fields of the ECMWF
background, VAM analysis and increment (analysis−background) at 6:50
UTC on 1 June 2017. Only a small region of the whole map is presented
here. The CYGNSS specular point track is shown as the white circles in
the background map. Wind vectors on the increment map are shown at a
scale 5 times larger than that used on the Background and Analysis maps.
Units in m/s.

wind speeds, which are not considered in the forward operator, could be another

source of error. Nevertheless, the bias correction scheme prevents the assimilation of
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Figure 5.6.: Density scatterplots for the comparison of ECMWF back-
ground wind speeds (ECMWF) and VAM analysis wind speeds (ECMWF-
CY-DDM) versus SCAT wind speeds at the CYGNSS specular points for
one month of data (June 2017) . The color stands for the density (nor-
malized number) of the samples.

DDMs from introducing additional errors into the background at high wind speeds.

In the comparison of wind directions, data with collocated SCAT wind speeds less

than 4 m/s are excluded because SCAT wind directions are less accurate at low wind

speeds [115]. The wind direction RMSEs of the background and analysis at specular

points for the one month of data are 20.73◦ and 20.70◦, the biases are 0.011◦ and

0.003◦, respectively, compared to SCAT wind directions. The analysis retains the

wind direction information from the background while the wind speeds are changed

by the DDM assimilation.

Wind speed error statistics are also computed over swaths of various widths (80,

120, and 150 km) along the CYGNSS specular point tracks. These results are listed

in Table 5.3. Assimilation of CYGNSS DDMs is shown to improve the wind field

accuracy, both at the specular point and over all swath widths. This improvement

decreases as the swath width increases, which we interpret to be a consequence of

the reduced sensitivity of the DDM away from the specular points. These results

demonstrate the capability of CYGNSS DDM assimilation to improve the analyses of
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Table 5.2.: Wind speed RMSE and mean difference (bias) of ECMWF
background and VAM analysis (ECMWF-CY-DDM) compared to SCAT
wind speeds over different ranges of SCAT wind speeds. The number of
observations (Nobs) in each wind speed range is listed as well. The RMSE
and bias are in unit of m/s.

Wind speed range < 5 m/s 5–10 m/s 10–15 m/s > 15 m/s Total
Nobs 178,498 393,826 80,918 9,425 663,909
ECMWF RMSE 1.14 1.08 1.39 2.45 1.17
ECMWF-CY-DDM RMSE 0.98 0.99 1.34 2.45 1.07
ECMWF Bias 0.33 -0.21 -0.66 -1.48 -0.14
ECMWF-CY-DDM Bias 0.22 -0.07 -0.62 -1.50 -0.08

global NWP models. The reduction of RMSE and bias of the ECMWF background

is comparable to results from assimilating conventional scatterometer winds at global

NWP centers [115, 116].

Table 5.3.: Wind speed RMSE of the ECMWF background and VAM
analysis (ECMWF-CY-DDM) at the CYGNSS specular points and over
a swath with different widths (80-km, 120-km and 150-km) compared to
SCAT wind speeds. All units in m/s.

Specular 80-km swath 120-km swath 150-km swath
ECMWF 1.17 1.18 1.19 1.20
ECMWF-CY-DDM 1.07 1.10 1.11 1.13

Another benefit of DDM assimilation is that the interpolated wind vectors from

the VAM analyses can subsequently be used as observations in other DA systems.

To evaluate the performance of those wind speed retrievals, the interpolated wind

speeds at the specular points from ECMWF-CY-DDM are compared to several other

CYGNSS wind products: CYGNSS Level 2, CYGNSS Level 2 CDR, and NOAA-

CYGNSS, which are described in section 5.2.4. All three products are 25-km wind

speeds at the CYGNSS specular points retrieved from the CYGNSS Level 1 product.

Both the CYGNSS Level 2 CDR product and NOAA CYGNSS wind product apply
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a track-wise correction on the retrieved wind speeds using referenced NWP models.

Wind speeds in the three products retrieved from the same CYGNSS Level 1 prod-

uct for the one month of data in this study are compared to collocated SCAT winds.

Note that all the three products apply some additional QCs and the NOAA CYGNSS

wind product implements 25-km gridding along the track. Therefore, there are fewer

collocated wind speeds from these three products (especially in the case of the NOAA

product) than the number of CYGNSS Level 1 observations used in the DDM assim-

ilation. RMSE and bias of all four products are compared in Table 5.4. The wind

speeds from ECMWF-CY-DDM are shown to have smaller RMSE and bias than any

of the other CYGNSS products. Another advantage of the DDM assimilation is that

a wind direction is assigned to each specular point, which might be beneficial to DA

systems.

Table 5.4.: Wind speed RMSE and bias at CYGNSS specular points
compared to collocated SCAT wind speeds for CYGNSS Level 2 prod-
uct (CYGNSS-L2), CYGNSS CDR product (CYGNSS-CDR), NOAA
CYGNSS wind product (NOAA-CYGNSS), ECMWF background and
VAM analysis (ECMWF-CY-DDM), for one month of data (June 2017).

Nobs RMSE (m/s) Bias (m/s)
CYGNSS-L2 661,230 1.50 -0.45
CYGNSS-CDR 520,432 1.57 -0.44
NOAA-CYGNSS 135,931 1.20 -0.33
ECMWF 663,909 1.17 -0.14
ECMWF-CY-DDM 663,909 1.07 -0.08

5.6 Computational Efficiency

Although DDM assimilation has been shown to improve global NWP models and

produce wind speed estimates at a higher accuracy than conventional Level 2 prod-

ucts, it does come with a significant computational cost. The DDM forward operator

needs to be run at each iteration in the VAM’s minimization. The cost function in the
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VAM is minimized by a Quasi-Newton algorithm [84], using the convergence criteria

listed in Table 5.5. About 30–50 function evaluations (running the forward operator)

are generally required to reach the minimum.

Table 5.5.: The convergence criterion in VAM’s minimization.

Maximum infinity norm for the gradient of the cost function 10−6

Maximum infinity norm for the change of the state between two iterations 10−6

Maximum number of iterations 30
Maximum number of function evaluations 50

The experiment tasks in this study were run in parallel on two servers using Intel

Xeon processors (one with 10 cores at 3.10-GHz, another with 12 cores at 2.53-GHz).

Running the forward operator one time to compute a simulated DDM and a Jacobian

matrix takes 0.4–0.5 CPU seconds on either server. Assimilating one DDM in the

VAM takes about 20–30 CPU seconds. In total, it takes about 20 days elapsed time

to process one month of data with ~663,000 DDMs using both servers running in

parallel by GNU parallel [117].

The wind field grid size in this study is small (0.125◦), which makes the computa-

tional cost of the DDM assimilation relatively high. The computational cost can be

reduced by using a larger grid size of the wind field. Computing the forward operator

by GPUs should also significantly improve the computational efficiency [118].

5.7 Conclusion

Use of the VAM for assimilating CYGNSS Level 1 DDM power into global NWP

analyses, including validation and assessment of the results, has been presented in

this chapter. A track-wise bias correction scheme was found to be necessary. The

best results were obtained using a simple diagonal observation covariance matrix

combined with optimal selection of the cost function weights. However, we did find a

lower sensitivity to the observation weight when a non-diagonal covariance matrix was
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used. Our explanation for this effect is that the observation weight can counteract

an inaccurate covariance matrix and the small-scale information in the error corre-

lations is smoothed out by the constraint terms in the VAM. For some applications,

such as regional forecast models, a full observation covariance matrix accounting for

correlation between delay-Doppler coordinates may be beneficial.

We demonstrated our approach on one month (June 2017) of CYGNSS data collo-

cated with SCAT observations, consisting of ~663,000 Level 1 DDMs. The VAM was

used with ECMWF background winds in a cycle of 20 minutes to produce analysis

winds on a 0.125◦ grid. Assimilation of a track of DDMs was shown to have an impact

over a 200–250 km wide swath, corresponding approximately to total extent of the

DDM footprint (~100 km) plus the ECMWF effective model resolution (~150 km).

These results also showed a reduction of the RMSE from 1.17 to 1.07 m/s and bias

from -0.14 to -0.08 m/s as compared to reference scatterometer wind speeds. Wind

directions were not changed significantly in the analyses, with an RMSE of 20.7◦ and

bias of 0.0◦ compared to scatterometer data. DDM assimilation was also shown to

improve the background wind field over a swath up to 150 km wide, reducing the

wind speed RMSE from 1.20 to 1.13 m/s. These results indicate that assimilation

of GNSS-R DDMs can have a positive impact on NWP analyses. We found that

improvement was mostly limited to wind speeds below 15 m/s, however, probably

due to the decrease in the sensitivity of DDM observations to higher winds.

Wind vectors interpolated to the CYGNSS specular points can also be treated as

a Level 2 product. These were compared to wind speeds from other CYGNSS wind

products (Level 2, Level 2 CDR and NOAA). The RMSE and bias of ECMWF-CY-

DDM wind speeds were found to be lower than those of these other three products,

as compared to scatterometer data.

Finally, the computational requirements of DDM assimilation were assessed. This

could be a consideration when processing a larger dataset or including DDM ob-

servations into operational DA systems. Work needs to be done to streamline the

implementation of this approach to improve computational efficiency.
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6. OBSERVING SYSTEM EXPERIMENT FOR
HURRICANE MODEL PREDICTION

6.1 Introduction

Accurate forecasts of tropical cyclones (TCs) including the track, structure and

intensity are crucial to estimate the potential damage from wind and storm surge.

Ocean surface wind observations have been shown to improve the forecasts of TCs as

they can not only directly improve the NWP analyses and forecasts, but also indirectly

improve the model parameterization and depiction of boundary layer [53]. Advances

in NWP models have made improvements in TC forecasts over the past decades.

However, accurately forecasting the intensity of TCs is still a challenge. The first

reason is that most of the conventional spaceborne instruments (e.g., scatterometers

and radiometers) using high frequency microwave are impacted by the intense rain

attenuation in the TC’s eyewall. The second reason is that conventional instruments

are mostly in polar-orbit, which cannot provide frequent sampling in the TC’s rapidly

evolving stages [21]. Presently, wind observations in the inner core of TCs are collected

by the NOAA P-3 aircraft using stepped frequency microwave radiometer (SFMR)

and GPS dropwindsonde. Those instruments are expensive and can only provide

limited sampling.

As the name implies, CYGNSS is specifically designed to provide frequent surface

wind observations in the inner core of TCs. As described in section 1.3, The L-

Acknowledgement: Some work (assimilating CYGNSS baseline L2 winds, running the HWRF and
calculating the forecast errors) in this chapter was done by the author’s collaborators, Bachir An-
nane from the Cooperative Institute for Marine and Atmospheric Studies and Mark Leidner from
Atmospheric and Environmental Research.
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band signal used by CYGNSS and the constellation of eight (8) low-inclination small

satellites address the issues above for conventional instruments. CYGNSS has two

major mission science goals [102]:

1) Measure ocean surface wind speed in most naturally occurring precipitating con-

ditions, including those experienced in the TC eyewall.

2) Measure ocean surface wind speed in the TC inner core with sufficient frequency

to resolve genesis and rapid intensification.

Recent results show that CYGNSS wind observations can improve the forecast of

TCs in track, intensity and structure [51–55]. As described in Chapter 5, one of the

benefits of DDM assimilation is that it can provide a new type of wind observations

at CYGNSS specular points. In this chapter, this new type of observations will be

assimilated into the Hurricane Weather Research and Forecasting (HWRF) model for

a specific TC. The results will be evaluated by an observing system experiment (OSE)

and compared to the results of assimilating other types of CYGNSS observations. We

will evaluate if the CYGNSS mission can meet the above science goals.

6.2 Case Selection

Hurricane Michael in 2018 was selected for this case study. Michael is a Category

5 hurricane. It formed on October 7, 2018 in the Atlantic Ocean and dissipated on

October 16, 2018, after it made landfall in Florida, continental United States. Figure

6.1 and 6.2 show the track and intensity forecast of Michael starting from 12:00 UTC,

October 7 by different hurricane forecast models vs. its accepted track from the

National Hurricane Center (NHC) best track data. The best track data give “best”

location (storm track) and intensity (central pressure or wind speed) estimates for TCs

throughout the lifetime of each TC. The product is produced by post-event analysis

using all available data related to the storm. Michael was still a tropical depression

at its rapidly evolving stage on this day. It can be observed that all forecast models
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including the operational HWRF had poor intensity forecasts for this hurricane. This

is probably because the inner core of the hurricane was poorly observed by operational

instruments and the depression was poorly organized at model initialization time.

As CYGNSS can contribute information to the structure of the hurricane’s nascent

system by its high sampling frequency, it would be interesting to see if the assimilation

of CYGNSS observation at the early stage of the hurricane can improve the hurricane

forecasts.

Figure 6.1.: Track forecasts of Hurricane Michael starting from 12:00 UTC,
October 7 by different forecast models. The black line is the real track
from the best track data.
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(a)

(b)

Figure 6.2.: Intensity forecasts [maximum wind speed in (a) and minimum
center pressure in (b)] of Hurricane Michael starting from 12:00 UTC,
October 7 by different forecast models. Black lines are values from the
best track data.
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6.3 Experimental Design

6.3.1 Forecast Model

Since a global NWP model cannot resolve the small-scale information of the TC,

a regional model with higher grid resolution and special parameterization is required

to model the TC, especially for the rapid intensification process. The hurricane

forecast model in this study is the 2019 version of the operational NCEP HWRF

(“H219”), almost identical (with only bug fixes) to the version used to operationally

forecast Michael in 2018. HWRF is a version of the Weather Research and Forecasting

(WRF) model, specifically designed to model TCs. The model’s initialization and

lateral boundary conditions are from the operational Global Forecast System (GFS)

analyses and forecasts (version FV3GFS). It uses a Hybrid 3D-Variational/Ensemble

Kalman Filter data assimilation system in the Gridpoint Statistical Interpolation

(GSI) framework. It is configured with a 14.5-km parent domain and two nested

storm-following domain with 4.5-km and 1.5-km. The DA and model cycling perform

every 6 hours, with each cycling producing a 5-day forecast [119].

6.3.2 Observing System Experiment

The OSE is an effective method to evaluate the impact of “new” observations on

the NWP forecasts [120]. In an OSE, different observation sets are assimilated into a

NWP model and the forecast results are compared. A flow chart of the OSE in this

study is shown in Figure 6.3.

Four experiments using different sets of observations are run in parallel:

• Control: All operational observations (with no CYGNSS data) are assimilated

into the HWRF.

• CYG-L2: CYGNSS Level 2 MV wind speed observations (a combination of

NRBCS and LES FDS retrievals) are added to the Control experiment.
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Figure 6.3.: Flowchart of the OSE. Four different experiments (Control,
CYG-L2, VAM-L2, VAM-DDM) are run in parallel.

• VAM-L2: CYGNSS Level 2 MV winds are first assimilated by VAM with a

similar implementation in [51]. Backgrounds of the VAM are from the ECMWF

ERA5 reanalysis [105]. The VAM analyses are interpolated into the CYGNSS

specular points to obtain the VAM-L2 wind vectors. The VAM-L2 wind vector

observations are then added to the Control experiment.

• VAM-DDM: CYGNSS Level 1 DDMs are first assimilated by VAM to obtain

VAM-DDM wind vectors as described in Chapter 5. Backgrounds of the VAM

are from the ECMWF ERA5. The implementation is almost the same as the one

in Chapter 5. No bias correction is applied since the global model (background)

usually underestimates wind speeds for a TC so that it cannot be used as the

reference to correct observation bias. The VAM-DDM wind vectors are then

added to the Control experiment.

As the CYGNSS specular point moves at about 6 km/s and the observation sam-

pling frequency is 1 Hz, the spatial distance between each observation is about 6 km.
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The spatial resolution of the CYGNSS L2 winds is 25 km and the footprint of the

DDM is about 100 km. Therefore, there could be strong error correlations between

observations in CYG-L2, VAM-L2 and VAM-DDM when they are assimilated. There

are two approaches that can be used to avoid error correlations in DA. The first one

is the thinning in which observations are thinned spatially. In this experiment, ob-

servations are thinned to one observation every 50 km before assimilated in HWRF.

This discards more than 85% of the data. The second approach, no-thinning, uses all

observations but inflates the observation error in DA. In this experiment, observation

errors are inflated to be 3 times larger than they are in the thinning approach. A

previous study has shown that the no-thinning approach has better results than the

thinning approach for CYG-L2 and VAM-L2 observations [121]. In this study, the

thinning and non-thinning approach for VAM-DDM observations will be compared.

Version 3 (sandbox163) of CYGNSS data (L1 DDM and L2 winds) from 21:00

UTC, August 6 to 9:00 UTC, August 8, within the region with latitude 0◦–40◦ and

longitude 255◦–295◦ are used for the experiments. The time period was the early

stage of the hurricane before it started the rapid intensification. The selected region

is large enough to cover the whole structure and impact of the hurricane. Figure

6.4 shows the hurricane and CYGNSS observations (after the QC in section 3.4) in

the region from two 20-minute time blocks. It shows CYGNSS can provide a great

number of observations with sufficient frequency in the inner core of the storm.

In each experiment (Control, CYG-L2, VAM-L2 and VAM-DDM), observations

are grouped by time at ±3-h time windows around the DA analysis times at 0000,

0600, 1200, 1800 UTC on August 7, 0000 and 0600 UTC on August 8. Note that there

is no CYGNSS data in the ±3-h time window for the analysis time at 1800 UTC,

August 7. Then all observations in each cycle are assimilated by the HWRF. With

initialization times at those six (6) analysis times, the model will run to produce six

(6) forecasts up to 96 hours in each experiment. Figure 6.5 shows a diagram of the

forecast cycles. All forecasts from each experiment will be verified against the NHC

best track data (HURDAT2).
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(a)

(b)

Figure 6.4.: Wind field of Hurricane Michael and overpassed CYGNSS ob-
servations from two 20-minute time blocks. Colors stand for observations
from different CYGNSS SVs.
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Figure 6.5.: Diagram of the forecast cycles.1

6.4 Results of VAM Analyses

This section presents the assessment for the results of VAM-DDM analyses. Af-

ter the QC, around 30,000 DDMs are assimilated by VAM. Figure 6.6 presents a

comparison of the wind speed distributions of VAM-DDM analyses and ECMWF

backgrounds at CYGNSS specular points. Background wind speeds are significantly

increased after assimilating the CYGNSS DDMs. It shows the ECMWF background

could underestimate the wind speeds for the storm and CYGNSS observations could

improve it.

Figure 6.7 shows the wind speed distribution of the CYGNSS L2 winds within

the same area and time period. There are less DDM observations than the L2 winds

because the QC on DDMs is more strict than on the L2 winds. The VAM-DDM wind

speeds are also in general higher than the CYGNSS L2 wind speeds.

6.5 Results of Observing System Experiment

The results of OSE are presented in this section. Track and intensity forecast

errors from all forecasts in each experiment (Control, CYG-L2, VAM-L2, VAM-DDM)
1Reference: Mark Leidner, Bachir Annane, Robert Atlas, Lidia Cucurull and Sharan Majumdar,
“CYGNSS OSEs with HWRF: current results and plans”, in CYGNSS Science Team Telecon, Oct.
2019.
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Figure 6.6.: Histograms for wind speeds of VAM-DDM analyses and
ECMWF backgrounds within the area and time period described in section
6.3.2.

Figure 6.7.: Histograms for wind speeds of CYGNSS L2 winds within the
area and time period described in section 6.3.2.

are computed. The metrics for track and intensity are storm center positions (nautical

miles) and minimum center pressure (hPa), respectively. Then for each experiment,
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the overall track and intensity errors are computed by averaging the errors of the six

(6) forecasts. The overall errors from all experiments are then compared.

6.5.1 Thinning vs. No-thinning

Forecast errors of Control, VAM-DDM with thinning and VAM-DDM with no-

thinning are first compared. Figure 6.8 and 6.9 show the track error, minimum

center pressure error, track forecast skill and track frequency of superior performance

(FSP) of the three experiments. The #case in both figures stands for the number of

independent forecast errors that have been averaged (5 by default). The #case at 96

hour is less than 5 because the storm decayed in one forecast.

(a) (b)

Figure 6.8.: Forecast errors of Hurricane Michael from Control (black),
VAM-DDM with thinning (purple) and VAM-DDM with no-thinning
(pink): (a) Storm center position (track) errors; (b) minimum center pres-
sure (intensity) errors.

The forecast skill is assessed by comparing the performance of each experiment

to that of the Control (in percent). The FSP is a measure (in percent) of how often

one model produces a better forecast than another [122]. Results show that for

VAM-DDM using all observation data with inflated errors (no-thinning) has a better

performance than thinning the data in the forecasts of track and intensity. Therefore,
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(a) (b)

Figure 6.9.: Track forecast skill (a) and track FSP (b) of Hurricane Michael
from Control (black), VAM-DDM with thinning (purple) and VAM-DDM
with no-thinning (pink).

for the remainder of this study, the no-thinning configuration will be applied to the

VAM-DDM case.

6.5.2 VAM-DDM vs. CYG-L2

Forecast errors of Control, VAM-DDM and CYG-L2 are compared. Figure 6.10

and 6.11 show the track error, minimum center pressure error, track forecast skill and

track FSP of the three cases. Both VAM-DDM and CYG-L2 improve the forecasts

compared to the Control. VAM-DDM has much better performance than CYG-L2

both in forecasts of both track and intensity.

6.5.3 VAM-DDM vs. VAM-L2

Forecast errors of Control, VAM-DDM and VAM-L2 are compared. Figure 6.12

and 6.13 show the track error, minimum center pressure error, track forecast skill

and track FSP of the three cases. Still, both VAM-DDM and CYG-L2 improve the

forecasts compared to the Control. In the track and intensity errors (Figure 6.12),

there is no significant difference between VAM-DDM and VAM-L2. In the track
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(a) (b)

Figure 6.10.: Forecast errors of Hurricane Michael from Control (black),
VAM-DDM (pink) and CYG-L2 with no-thinning (purple): (a) Storm
center position (track) errors; (b) minimum center pressure (intensity)
errors.

(a) (b)

Figure 6.11.: Track forecast skill (a) and track FSP (b) of Hurricane
Michael from Control (black), VAM-DDM (pink) and CYG-L2 (purple).

forecast skill and track FSP, results of VAM-DDM are slightly better than those of

VAM-L2. The More investigations are required to compare VAM-DDM and VAM-L2

in future work.
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(a) (b)

Figure 6.12.: Forecast errors of Hurricane Michael from Control (black),
VAM-DDM (pink) and VAM-L2 with no-thinning (purple): (a) Storm
center position (track) errors; (b) minimum center pressure (intensity)
errors.

(a) (b)

Figure 6.13.: Track forecast skill (a) and track FSP (b) of Hurricane
Michael from Control (black), VAM-DDM (pink) and VAM-L2 (purple).

6.6 Conclusion

An OSE was performed to evaluate the impact of assimilating wind vector obser-

vations derived from CYGNSS DDMs (VAM-DDM) on hurricane forecasts. The early

stage (Oct. 6–8) of Hurricane Michael in 2018 was selected as the study case. HWRF

was used as the DA system and forecast model. Results of assimilating VAM-DDM
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observations were compared to the assimilation of other types of CYGNSS observa-

tions (CYG-L2 and VAM-L2) and also the Control (without CYGNSS data).

In general, the assimilation of CYGNSS DDMs increased the wind speeds of the

VAM background from ECMWF ERA5. OSE results show that using all CYGNSS

observations with inflated errors has better performance than thinning the data. The

assimilation of CYGNSS observations, no matter the L1 DDMs or L2 winds, improves

the HWRF forecasts both in track and intensity compared to control. Assimilating

VAM derived wind vectors (VAM-L2, VAM-DDM) has better results than assimilating

wind scalars (CYG-L2). More investigations are needed to compare the results of

assimilating VAM derived wind vectors from L1 DDMs (VAM-DDM) and L2 winds

(VAM-L2).

Only results from one hurricane are presented in this chapter. Experiments on

more hurricanes are expected in the future to draw more generalized conclusions.
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7. SUMMARY AND PERSPECTIVE

7.1 Summary

The baseline CYGNSS observables for wind retrieval utilize only the inner 15

samples of the fundamental measurement, DDM (with the dimension of 17 delays ×

11 Dopplers), to form a 25 km resolution cell around the specular point. Prior studies

have demonstrated DA using GNSS-R wind retrievals produced from DDMs. The

complexity of the DDM dependence on winds, however, suggests that the alternative

approach of directly ingesting DDM observables into DA systems, without performing

a wind retrieval, may be beneficial. This dissertation demonstrated the approach for

assimilating GNSS-R DDMs into weather models.

First, a forward model was presented to relate the DDM, in units of absolute

power at the receiver, to the ocean surface wind field. This model and the related

Jacobian were designed for use in the assimilation of DDMs. The forward model was

assessed by comparing DDMs computed from HWRF model winds against measured

DDMs from the CYGNSS mission. Limitations of the forward model were discussed,

including the effects of swell, power bias, specular positioning error and physical

limitations of the scattering theory.

Then, a two-dimensional variation analysis method (VAM) was developed to as-

similate DDMs into an ocean surface wind vector field. A “track-wise” bias correction

was proposed to correct the bias in the estimated transmitter EIRP and receiver an-

tenna patterns. The observation quality control tests were presented. The impact of

delay-Doppler ambiguity on the DDM assimilation was also discussed. Two methods

to compute the DDM observation error covariance matrix were developed. One com-

putes a simple diagonal matrix scaled with DDM magnitude. Another computes a
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non-diagonal matrix considering the bin-bin correlations, empirically tuned to a large

ensemble of CYGNSS observation data.

In the application of global data assimilation, DDM observations from the CYGNSS

mission were assimilated into global ocean surface wind analyses. The background is

from the ECMWF surface winds. Tuning of the VAM to the background’s effective

resolution was described. The comparison between using different DDM error covari-

ance matrices found that the diagonal matrix performs as well as the fully populated

matrix. Data assimilation results were assessed by Collocated scatterometer (AS-

CAT, OSCAT) winds. Results using one month (June 2017) of data show a reduction

in the RMSE from 1.17 to 1.07 m/s and bias from -0.14 to -0.08 m/s for the wind

speed at the specular point. Within a 150-km-wide swath along the specular point

track, the RMSE was reduced from 1.20 to 1.13 m/s. Interpolated Winds at specular

points from VAM analyses show smaller RMSE and bias than other CYGNSS wind

products.

In the application of regional data assimilation, several types of CYGNSS obser-

vations were assimilated into the HWRF model to assess the impact of CYGNSS

observations on hurricane forecast, in the case of Hurricane Michael (2018). The

observations are CYGNSS L2 winds, VAM-derived wind vectors from CYGNSS L2

winds and VAM-derived wind vectors from CYGNSS L1 DDMs. Results show that

the assimilation of CYGNSS observations improves the hurricane forecasts both in

track and intensity. The assimilation of VAM-derived wind vectors has better per-

formance than the assimilation of L2 wind speeds.

7.2 Recommendations for Future Work

7.2.1 Improvements on the Forward Model

The current forward model is based on the KA-GO model, Gaussian distribution

of the isotropic surface slope and Katzberg empirical relation between wind speed

and MSS. Those assumptions have their limitations and some of them have been
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discussed in section 2.3.1. Currently we use quality controls on the wind speed to

filter out cases for which those assumptions are not applicable. The bias correction in

the data assimilation can also remove errors from the forward model to some extent.

A more accurate and robust forward model can be developed if the following issues

are considered, particularly in the operational application.

• Use a bi-directional slope distribution: The current forward model sim-

plifies the surface slope distribution as an isotropic Gaussian distribution by

assuming the wind direction to be 0◦ and using an omnidirectional MSS (equa-

tion (2.5)). This implementation simplifies the computation of the Jacobian.

However, a more generalized 2-D anisotropic Gaussian distribution for the slope

is described as

P (s, u, v) =
1

2π
√

det(M )
exp

(
−1

2
sTM−1s

)
(7.1)

where M is the second order moment matrix of the slope:

M =

 cosϕw − sinϕw

sinϕw cosϕw

 σ2
u 0

0 σ2
c

 cosϕw sinϕw

− sinϕw cosϕw

 (7.2)

and s = −q⃗⊥/qz = [sx sy]
T is the slope vector. ϕw is the wind direction, σ2

u

and σ2
c are MSS in the up-wind and cross-wind direction. σ2

u and σ2
c can be

computed from the zonal and meridional wind components, u and v using the

Katzberg model [17] or a wind wave spectrum [123]. The wind direction angle

ϕw is defined as 0◦ when wind is blowing to the North and follows a clockwise

increment:

ϕw =

atan2(u, v) if u ≥ 0

atan2(u, v) + 360 if u < 0

(7.3)

in which ϕw is in the range of [0,360). Note that in the isotropic model, σ2
u and

σ2
c are assumed to be same as the omnidirectional MSS: m = σ2

u = σ2
u.
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Although it requires a more complicated Jacobian, using a bi-directional slope

distribution is possible to obtain wind direction information from the GNSS-R

observations, especially at areas away from the specular point [124, 125]. It is

also more suitable for the data assimilation since the state of NWP models are

wind vector components. Other non-Gaussian slope distributions such as the

Gram-Charlier distribution [124] can also be considered.

• Sea state impact: What GNSS-R signals actually measure is the ocean surface

roughness characterized by MSS. Different from the scatterometer operating

in C and Ku bands which is sensitive to centimeter-scale capillary waves and

responds to local wind instantaneously through the Bragg scattering, GNSS-R

operating in L band with a bistatic geometry, is sensitive to both capillary and

part of gravity waves with longer wavelength (∼20 cm). The wind-wave relation

in GNSS-R is more complicated. The current forward model uses the Katzberg

empirical model for the wind-MSS relation. Other than the limitations discussed

in Appendix B, the most important thing is that it does not consider any sea

state information, including the non-local swell [126] and the degree of wave

development [127]. The swell effect mainly occurs at low wind speeds (< 5

m/s) while it is negligible at medium-high wind speeds. The degree of wave

development is characterized by the wave age and fetch length. In normal cases,

the sea can be regarded as fully-developed with infinite fetch. However, in or

near the hurricane there could be young waves and limited fetch.

The swell effect can be modeled by a swell-driven wave spectrum [128] or an

excess MSS approach using the IFREMER WaveWatch III (WW3) data [129].

The wave development can be modeled by the Elfouhaily wind-driven spectrum

[123] which uses the inverse wave age as an input. The limitations of those

methods are that they all need ancillary data and the integration of the wave

spectrum could be computationally expensive.
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• Improved scattering model: The KA-GO model for the bistatic radar equa-

tion has its limiting assumptions. It only models the large-scale surface rough-

ness, assuming strong diffuse (noncoherent) scattering. In general, the KA-GO

model is only valid for wind speed at 3–35 m/s and incidence angle less than

70◦ [39]. This is because at very low wind speeds the coherent scattering domi-

nates and at very high wind speeds the ocean waves can break down. A two-scale

model (TSM) that calculates large-scale roughness by KA-GO and small-scale

roughness by small perturbation method (SPM) can be applied to incorporate

small-scale information [130]. A more generalized model, SSA1, considers both

the coherent and incoherent scattering [131, 132]. Figure 7.1 and 7.2 show the

flow charts for two possible configurations of the improved forward model.

Figure 7.1.: Illustration of the forward model using the swell spectrum
and SSA1 model.

7.2.2 Improvements on the EKF Wind Retrieval Algorithm

The advantages of the EKF wind retrieval method are that it utilizes the multi-

look feature of GNSS-R observations and does not use GMFs that rely on some

assumptions and ancillary data. Some updates on the EKF method have been im-

plemented when applying it to the real CYGNSS data [133] including a new state

on the latitude-longitude coordinates, updated receiver antenna patterns and using
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Figure 7.2.: Illustration of the forward model using the excess MSS method
and SSA1 model.

parameters in the CYGNSS L1 data. First, all improvements on the forward model

in the previous section 7.2.1 and the new wind-MSS model described in Appendix B

can be considered to improve the EKF method. This section gives some additional

recommendations for future improvements to the EKF method.

• Number of iterations: A point on the surface can be observed by more than

15 CYGNSS observed DDMs. Now the number of DDMs in each sequence is

7 which is determined by a simulation study [1]. A more optimal number of

iterations can be obtained by a similar experiment using the real CYGNSS data.

• Use delay-Doppler ambiguity-free observations: As presented in [1], the

EKF method is affected by the delay-Doppler ambiguity when there is a large

wind variation in the observed area. Using DDM observations on the ambiguity-

free line can potentially resolve this issue. A method for selecting DDM pixels

on the ambiguity-free line has been presented in section 3.5.

• Optimized error covariance matrices: Now the EKF method uses diagonal

matrices for the initial state and DDM observations. A non-diagonal DDM error

covariance matrix is developed in Chapter 4. Although this covariance matrix

does not improve results in the DDM assimilation mainly because the small-

scale information of the DDM pixel-to-pixel correlations is smoothed out by the

VAM, it has the potential to improve results of the EKF wind retrieval method
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since the EKF method has no spatial smoothing and retrieves wind speeds at a

very high spatial resolution. The covariance matrix for the initial state should

also be optimized by a sensitivity experiment using the real CYGNSS data.

• Kalman smoothing: In the present implementation, the wind field is assumed

to be constant in each sequence (7 seconds). If we consider the change of wind

field during the time, it is promising to use Kalman smoothing rather than the

Kalman filtering.

7.2.3 Improvements on the DDM Assimilation

The research in this dissertation mainly focuses on the feasibility and scientific

application of the DDM assimilation. We use a simple 2D-VAR method to demon-

strate the assimilation of CYGNSS DDMs into ocean surface wind analyses and show

a positive impact. This 2D-VAR method does not include any time interpolation

(e.g., First Guess at Appropriate Time (FGAT)) or running the NWP model to make

forecasts. It is used as a pre-process to convert DDM observations into wind vectors

before adding them to an operational DA system (shown in Chapter 6). This section

gives some additional recommendations for future improvements to the DDM assimi-

lation especially for the application of operational use. Still, all improvements on the

forward model in section 7.2.1 can also be applied to improve the DDM assimilation.

• Coupling with operational DA systems: If any modern operational DA

systems (e.g., 4D-VAR of ECMWF, GSI 3D-VAR of HWRF) want to add the

GNSS-R DDM as one of their numerous observations, the DDM forward oper-

ator and its Jacobian have to be strongly coupled with the DA system. Main

code of the forward model and VAM with some examples is open-source and has

been published on Code Ocean [58]. The code can be educational use for imple-

menting the DDM assimilation into an operational DA system. CYGNSS has

a data latency of approximately 2 days, which could be an issue for operational

use.
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• Generalized cost function: Now the DDMs are sequentially assimilated due

to the memory and computational cost. The wind field is updated every time

when a DDM has been assimilated. The issue of this approach is that the

observed area (≈ 100 km) is less than the impact area (≈ 150 km) of each

DDM due to the constraint terms in the VAM. This can cause serious over-

fitting issue and make it hard to characterize the error of DDM observations

(now handled by the weight terms in the VAM). A more generalized method is to

incorporate all DDM observations within the DA cycle into one cost function

and assimilate them together, although the memory and computational cost

might make this impossible. It is also possible to use a variational bias correction

(VarBC) method, adding a bias uncertainty parameter into the state to better

characterize the power uncertainty [134, 135].

7.2.4 Machine Learning Based Forward Model

The field of modern artificial intelligence (AI) including machine learning (ML),

is expected to play a key role in future remote sensing and NWP. ML can improve

dealing with larger observation data by increasing the accuracy and speed of compu-

tations [136, 137].

The main drawbacks of DDM assimilation are its complicated implementation and

high computational cost because of the complex physically-based forward model. The

high computational cost could make it difficult to implement DDM assimilation in

an operational DA system. This limitation can be resolved by developing a machine

learning (ML) emulation of the forward model. First, the most accurate physically

based forward model can be used to produce a large training dataset where the

inputs are geometry parameters, power parameters, wind speeds and the outputs are

DDMs. Then an ML network can be trained from this dataset to emulate the forward

problem. The Jacobian, which is the sensitivity of the outputs to some inputs (wind
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speeds), is then easy to compute from the network.1 Training an ML network is

just a one-time cost and calculating the model is very efficient. With a large enough

dataset, the ML model will have the ability to represent the physics in rare or unusual

cases. Furthermore, the ML model is possible to resolve mechanisms that are poorly

understood such as sea state impact and inaccurate transmitter power.

1Such as tf.gradients function in Tensorflow or torch.autograd.grad function in PyTorch.
In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE does
not endorse any of Purdue University’s products or services. Internal or personal use of this material
is permitted. If interested in reprinting/republishing IEEE copyrighted material for advertising or
promotional purposes or for creating new collective works for resale or redistribution, please go to
http://www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how to
obtain a License from RightsLink. If applicable, University Microfilms and/or ProQuest Library, or
the Archives of Canada may supply single copies of the dissertation. © 2020 IEEE.
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A. COORDINATE SYSTEMS AND THE SURFACE GRID

This chapter summarizes the definition of coordinate systems, coordinate transfor-

mations and surface grid in the forward model from Chapter 2. The forward model

uses the same coordinate systems in the CYGNSS E2ES [59].

Basics of Coordinate Transformation

Given two Cartesian coordinate systems A and B with the same origin, defined

by unit vector sets â1, â2, â3 and b̂1, b̂2, b̂3, respectively, the rotation (transformation)

matrix from A to B in the form of row vector is calculated as Table A.1. Note that

cos(âi, b̂j) = âi · b̂j stands for the cosine of the angle between the two vectors.

Table A.1.: Rotation matrix from coordinate systems A to B in the form
of row vector

ACB b̂1 b̂2 b̂3

â1 cos(â1, b̂1) cos(â1, b̂2) cos(â1, b̂3)
â2 cos(â2, b̂1) cos(â2, b̂2) cos(â2, b̂3)
â3 cos(â3, b̂1) cos(â3, b̂2) cos(â3, b̂3)

For any vector, its coordinates in frame B can be computed from the coordinates

in frame A by

[XB YB ZB] = [XA YA ZA]
ACB. (A.1)
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The rotation matrix from A to B in the form of column vector is the transpose of the

one in the form of row vector, RB
A =

(
ACB

)T , giving


XB

YB

ZB

 = RB
A


XA

YA

ZZ

 . (A.2)

Vectors in the rest of this chapter will all be presented as column vectors.

If frame B is produced by rotating frame A along +X axis by angle θ, the rotation

matrix from A to B is

RB
A = RX(θ) =


1 0 0

0 cos(θ) sin(θ)

0 − sin(θ) cos(θ)

 . (A.3)

The rotation matrices along +Y axis and +Z axis are respectively given by

RY (θ) =


cos(θ) 0 − sin(θ)

0 1 0

sin(θ) 0 cos(θ)

 (A.4)

RZ(θ) =


cos(θ) sin(θ) 0

− sin(θ) cos(θ) 0

0 0 1

 . (A.5)

Specular Frame and Surface Grid

Computation of the discretized forward model, equations (2.14) requires a wind

field x′ defined on a nr × nv grid of equally-spaced points distributed around the

specular point called “surface frame” (SURF). The input wind field x, however, will

be in geodetic latitude and longitude coordinates on the Earth’s surface. In this
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section, we will define the practical implementation of a coordinate transformation

and interpolation of the wind field between these two reference frames.

First, the specular point position on WGS-84 ellipsoid, r⃗s, is computed and used

to define the specular frame (SPEC) in Table A.2.

Table A.2.: Definition of the specular frame (SPEC)

Component Definition
Origin Center of the Earth
+X axis Orthogonal to the z-axis and in the plane of the transmitter and

receiver
+Y axis Completes the right hand system
+Z axis Normal to the Earth’s surface at the specular point

When coordinates of the transmitter, receiver and specular point are given in the

Earth-centered Earth Fixed (ECEF) reference frame (WGS-84), the unit vectors of

the specular frame x̂s, ŷs, ẑs can be computed as:

ẑs =
r⃗s
|r⃗s|

(A.6)

x̂s =
r⃗tr − (r⃗tr · ẑs)ẑs
|r⃗tr − (r⃗tr · ẑs)ẑs|

(A.7)

ŷs = ẑs × x̂s (A.8)

where r⃗tr is the position vector from transmitter to receiver in ECEF frame and r⃗s is

the position vector of the specular point in ECEF frame. The transformation matrix

from the ECEF frame to SPEC frame is therefore RSPEC
ECEF given by

RSPEC
ECEF = [x̂s ŷs ẑs]

T . (A.9)

Second, by approximating the Earth’s surface near the specular point as a spher-

ical surface, a curvilinear system called the surface frame (SURF) is defined by the

angles (θ,ϕ). (θ,ϕ) stands for the intersection point between z-axis of the specular
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frame and the Earth’s surface after rotating SPEC in θ along x-axis and then ϕ along

y-axis. The transformation matrix from the specular frame after rotation (SPEC’) to

SPEC RSPEC
SPEC′ is:

RSPEC
SPEC′(θ, ϕ) = [RY (ϕ)RX(θ)]

T . (A.10)

Coordinates of the point at (θ,ϕ) in the ECEF frame are given by


x(θ, ϕ)

y(θ, ϕ)

z(θ, ϕ)

 = RECEF
SPECR

SPEC
SPEC′(θ, ϕ)


0

0

rc

 (A.11)

where RECEF
SPEC =

(
RSPEC

ECEF

)T ; rc is the local radius of curvature; [0 0 rc]
T is the

coordinate of (θ,ϕ) in SPEC’. The SPEC frame and SURF frame are shown in Fig.

A.1.

The surface is discretized using nr × nv points in the surface frame with surface

resolution of d. Surface frame coordinates (θ, ϕ) corresponding to the grid point (r, v)

are defined as

θ =
(nr

2
− r

)(
d

rc

)
(A.12)

ϕ =
(nv

2
− v

)(
d

rc

)
(A.13)

for r = 1, 2, ..., nr, v = 1, 2, ..., nv. In the forward model, nr = nv = 120 and d = 1

km.

The input wind field in geodetic latitude and longitude coordinates is interpolated

into the nr×nv discretized wind field to compute the forward model in (2.14) through

the following procedure:

1. An nr × nv grid is generated around the specular point using (A.12) (A.13).

2. ECEF coordinates of each point in the grid are computed using (A.11).

3. Geodetic coordinates of each point in the grid are computed from the ECEF

positions using a standard transformation [138].
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Figure A.1.: Illustration of the coordinate systems: O is the center of the
Earth; rc is the local radius of curvature at the specular point; x̂s, ŷs, ẑs
are unit vectors of the specular frame (SPEC); position of the scattering
point in the surface frame (SURF) is defined by the rotation angles, θ and
ϕ, with ẑs

′ is ẑs after rotating the SPEC. © 2020 IEEE.

4. The input wind field is then interpolated to the latitude and longitude of each

of the grid points.

Orbit Frame Accounting for the Earth Rotation

The orbit frame (ORB) is defined by the position and velocity vector of the space-

craft at a given instant. The definition is listed in Table A.3.
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Table A.3.: Definition of the orbit frame

Component Definition
Origin The spacecraft center position
+X axis Along-track direction
+Y axis Toward the negative orbit normal
+Z axis Toward the center of the Earth

As the position and velocity of the spacecraft are provided in the non-inertial

ECEF coordinates, a correction for the Earth rotation is needed [139]. The angular

velocity of ECEF frame in the Earth-centered inertial frame is

w⃗e =


0

0

we

 (A.14)

where we = 7.2921158553×10−5 rad/s is the Earth rotation rate. The inertial velocity

of the spacecraft is computed by the Basic Kinematic Equation (BKE)

v⃗I = v⃗ + w⃗e × p⃗ (A.15)

where p⃗ and v⃗ are position and velocity of the spacecraft in ECEF frame.

Unit vectors of the orbit frame x̂o, ŷo, ẑo can be computed as:

ŷo = − p⃗× v⃗I
|p⃗× v⃗I |

(A.16)

ẑo = − p⃗

|p⃗|
(A.17)

x̂o = ŷo × ẑo (A.18)
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The rotation matrix from ECEF frame to the orbit frame is therefore given by

RORB
ECEF = [x̂o ŷo ẑo]

T . (A.19)

The rotation matrix from the specular frame to orbit frame is then given by

RORB
SPEC = RORB

ECEFR
ECEF
SPEC . (A.20)

Body Frame

The body (vehicle) frame is produced by rotating the orbit frame determined by

the spacecraft attitude (pitch, roll and yaw angles). Roll (ϕ) is rotation about the

+X axis. Pitch (θ) is rotation about the +Y axis. Yaw (ψ) is rotation about the +Z

axis. The definition of the body frame is listed in Table A.4.

Table A.4.: Definition of the body frame

Component Definition
Origin The spacecraft center position
+X axis Toward the ram side of the spacecraft
+Y axis Toward the starboard side of the spacecraft
+Z axis Completes the right hand system

Figure A.2 shows the orbit frame and body frame. The transformation from the

orbit frame to the body frame follows a 2-1-3 (pitch-roll-yaw) Euler angle rotation

sequence [140]. The rotation matrix from the orbit frame to the body frame is given

by

RBODY
ORB = RZ(ψ)RX(ϕ)RY (θ). (A.21)
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Figure A.2.: Illustration of the orbit frame and body frame. x̂o, ŷo, ẑo are
unit vectors of the orbit frame. x̂b, ŷb, ẑb are unit vectors of the body frame.

Nadir Antenna Pattern

The orbit frame and body frame are used to calculate the receiver nadir antenna

gain Gr(ρ⃗) for a point on the Earth surface. The receiver antenna patterns are

expressed in the antenna spherical coordinates converted from the body frame as

GR(θ,ϕ), where θ and ϕ are the elevation angle and azimuth angle of the target from

the perspective of the spacecraft, respectively. The antenna spherical coordinates is

shown in Figure A.3.

After creating the surface grid shown in section A, given the position vectors of

the spacecraft and a grid point in the specular frame, the position vector of the point

respect to the spacecraft in the body frame is calculated as

r⃗ = RBODY
ORB RORB

SPEC(r⃗g − r⃗R) (A.22)
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Figure A.3.: Illustration of the antenna spherical coordinates. P is the
target. θ is the elevation angle and ϕ is the azimuth angle.

where r⃗R and r⃗g are the position vectors of the spacecraft and the grid point in the

specular frame, RORB
SPEC is given in equation (A.20) and RBODY

ORB is given in equation

(A.21).

The angles of elevation θ and azimuth ϕ are then calculated by

θ = atan2(rz,
√
r2x + r2y) (A.23)

ϕ = atan2(ry, rx) (A.24)

where atan2(x, y) returns the angle between the ray to the point (x, y) and +X axis,

confined to (−π, π]. The antenna gain of the point at ρ⃗ is then given by

Gr(ρ⃗) = GR(θ(ρ⃗), ϕ(ρ⃗)). (A.25)

Figure A.4 shows an example of the CYGNSS antenna pattern.
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CYGNSS SV1 Antenna Pattern
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Figure A.4.: CYGNSS SV1 starboard antenna pattern (v6).

The CYGNSS receiver nadir antenna file format used in the forward model is

shown in the table A.5. A MATLAB script for reading the CYGNSS antenna files is

also provided as below.

Table A.5.: Antenna Data File Format

Data Type Definition
double Number of elevation samples Nel

double Number of azimuth samples Naz

Nel ×Naz repetitions of the following field
double Gain value (dB)
double Elevation value (degree), -90–90
double Azimuth value (degree), 0–360
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fid = fopen('E2ES_antennas/V6/Rx1_starboard_E2ES_v6.bin');
antenna = fread(fid, 'double'); % 19456205=1801*3601*3+2
fclose(fid);
numEl = antenna(1); % 1801
numAz = antenna(2); % 3601

N = numEl * numAz; % 1801*3601
M = 3;
dataNum = N*M; % 1801*3601*3
data = antenna(3:end);

gain = data(1:N);
el_deg = data(N+1:2*N);
az_deg = data(2*N+1:3*N);

map = zeros(3601,1801);
for i = 1:3601

map(i,:) = gain((i-1)*1801+1:i*1801);
end
elevation = -90:0.1:90;
azimuth = 0:0.1:360;

map1 = map(:,901:1801)';
figure;imagesc(azimuth,elevation(901:1801),map1);
h = colorbar;set(get(h,'title'),'string','Gain (dB)');
xlabel('Azimuth (degree)');ylabel('Elevation (degree)');
title('CYGNSS SV1 Antenna Pattern');
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B. A MODIFIED WIND-MSS MODEL FROM CYGNSS
GMF

Introduction

In the forward model, the normalized bistatic radar cross section (NBRCS) is

expressed by assuming the sea surface slope PDF is in a Gaussian distribution. Com-

bining equation (2.3) and (2.5), we can get

σ0(m, q⃗(ρ⃗)) =
π |ℜ(ρ⃗)|2 q4

q4z

1

2πm
exp

(
− q2⊥
2mq2z

)
(B.1)

where m is the omnidirectional mean square slope (MSS) and q⃗ is the bisector vector

determined by the location of the surface point ρ⃗. The geometry is shown in Figure

B.1.

Figure B.1.: Illustration of the geometry. P is a point on the ocean surface;
T is the transmitter; R is the receiver; q⃗ is the bisector; n̂ is normal to the
Earth surface; θ is the incidence angle at this point.
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The MSS is computed from the wind speed monotonically by the Katzberg em-

pirical model [17] expressed in equation (2.6). However, the Katzberg model was

derived from GNSS-R data only at high elevation angles from an aircraft experiment

over hurricanes with a very primitive receiver. The validity and applicability of the

model are suspicious. In this section, a new wind-MSS empirical model will be de-

rived from the CYGNSS Geophysical Model Functions (GMF). It has the potential

to have better performance than the Katzberg model.

Generalized CYGNSS GMF

There are two observables for CYGNSS wind speed retrievals, the NBRCS (σ0)

and Leading Edge Slope (LES) which are computed from the average values of 3× 5

box around the specular bin in the L1b DDM [37]. GMF is a function between an

observable and the observed wind speed. GMFs were developed for the CYGNSS

mission by matchups between the observables and reference wind speeds. The GMF

for NBRCS is used here. In the GMF, the NBRCS is a function of the wind speed

and incidence angle at the specular point as

g = g(u, θsp) (B.2)

where g is the GMF value for the NBRCS, u is the wind speed and θsp is the incidence

angle at the specular point.

The GMF also has two versions, a fully developed sea (FDS) version and a young

sea/limited fetch (YSLF) version. The FDS version was developed by matchups with

global NWP model winds and the YSLF version was developed by matchups with

aircraft measurements over hurricanes [38]. At each incidence angle, the FDS and

YSLF models are piece-wise functions of the wind speed as

gfds =

a0 + a1u
−1 + a2u

−2 if u ≤ ufds

b0 + b1u+ b2u
2 if u > ufds

(B.3)
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gyslf =

c0 + c1u
−1 + c2u

−2 if u ≤ uyslf

d0 + d1u if u > uyslf

(B.4)

where a0, a1, a2, b0, b1, b2, c0, c1, c2, d0, d1 are coefficients, ufds and uyslf are transition

points between the two curves in each version.

Since the FDS version is mainly for low-to-medium wind speeds and YSLF version

is mainly for high wind speeds, a generalized GMF model that combines the FDS and

YSLF versions is derived by transferring between the two versions at 10-20 m/s in

order to get a continuous function

g =


gfds u ≤ 10

20−u
10

gfds +
u−10
10

gyslf 10 < u ≤ 20

gyslf u > 20

(B.5)

where g = g(u, θsp) is the generalized CYGNSS GMF. Figure B.2 shows the general-

ized CYGNSS GMF.

Modified Wind-MSS Model

The CYGNSS GMF is derived for wind speed retrievals at the specular point and

thus can only be applied to specular-point geometry. At the specular point, q = qz

and q⊥ = 0. Then equation (B.1) becomes

σ0 =
|ℜ(θsp)|2

2m
. (B.6)

Substituting the σ0 in equation (B.6) by the generalized CYGNSS GMF g(u, θsp), a

modified wind-MSS model from the CYGNSS GMF (CYGNSS model) can be derived

as

m(u, θsp) =
|ℜ(θsp)|2

2g(u, θsp)
. (B.7)
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Figure B.2.: Generalized CYGNSS GMF (wind speed vs. NBRCS at
different incidence angles).

For a surface point not at the specular point, a more generalized model will be

m(u, θ, θsp) =
|ℜ(θ)|2

2g(u, θsp)
(B.8)

where θ is the incidence angle (defined by the bisector) at the surface point.

Figure B.3 shows a comparison between different wind-MSS models: Katzberg

model, CYGNSS model and integration of the Elfouhaily wind wave spectrum [123]

at a cutoff wavenumber [15]. It can be observed that the CYGNSS model at low

incidence angle (high elevation) matches more with the Katzberg model than at large

incidence angle.

In the forward model, in order to compute the Jacobian, the derivative of MSS

respect to wind speed is also required, similar to equation (2.22) for the Katzberg

model. The derivative is given by

dm

du
= −|ℜ|2

2

1

g2
g′ (B.9)
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Figure B.3.: A comparison between different wind-MSS models: Katzberg
model, CYGNSS model and integration of the Elfouhaily spectrum
(Elfouhaily model). θ is the incidence angle.

where

g′ =
dg

du
=


g′fds u ≤ 10

−0.1gfds +
20−u
10

g′fds + 0.1gyslf +
u−10
10

g′yslf 10 < u ≤ 20

g′yslf u > 20

(B.10)

in which

f ′
fds =

−a1u−2 − 2a2u
−3 u ≤ ufds

b1 + 2b2u u > ufds

(B.11)
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and

f ′
yslf =

−c1u−2 − 2c2u
−3 u ≤ uyslf

d1 u > uyslf

(B.12)

Model Assessment

An experiment was conducted to compare the performance of the CYGNSS model

and Katzberg model. From the collocation dataset between ECMWF, SCAT and

CYGNSS described in Chapter 5, a dataset with ~100,000 DDMs was collected in

which the root mean square difference between ECMWF and SCAT for each CYGNSS

track is less than 0.8 m/s. For this dataset, the ECMWF wind field is regarded as the

unbiased ground truth. Then the simulated DDMs computed by the forward model

using the two wind-MSS models are compared to the CYGNSS observed DDMs for

the dataset. The relative power difference ϵ described in equation (2.27) is used as

the metric to compare the two DDMs. The mean of ϵ and mean of the |ϵ| for the two

models are computed for the entire dataset. The results are listed in Tabel B.1.

Table B.1.: Assessment of the Katzberg model and CYGNSS model

mean ϵ mean |ϵ|
Katzberg model -0.198 0.249
CYGNSS model -0.047 0.166

From the values of the mean of ϵ, it is observed that the Katzberg model has

a systematic bias, while the CYGNSS model has almost no bias. The mean of |ϵ|

from the two models also show that the CYGNSS model is more accurate than the

Katzberg model.
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Results of Data Assimilation

This CYGNSS model was applied to the global data assimilation experiment de-

scribed in chapter 5. Same as before, the best observation weight λddm was found

by a sensitivity test and the wind speed RMSE from 5 days data is computed. The

results are listed in Table B.2.

Table B.2.: Data assimilation results using the Katzberg model and
CYGNSS model

Best λddm 5-day RMSE (m/s)
Background 1.18
Katzberg model 1/4 1.03
CYGNSS model 1/16 1.06

Nevertheless, it is found that using the new wind-MSS model does not improve

the data assimilation results. The possible reason is that the difference between

the Katzberg model and CYGNSS model is compensated by the bias correction and

finding the optimal observation weight in the VAM.

The GMF models used in this section are the ones for CYGNSS version 2.1 science

data products. Improved GMF models from CYGNSS future versions are expected

in the future. It is also recommended to validate this new wind-MSS model in the

EKF wind speed retrieval algorithm in the future work.
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