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ABSTRACT

Goindani, Mahak PhD, Purdue University, December 2020. Social Reinforcement
Learning. Major Professor: Jennifer Neville.

There are various real-world applications that involve large number of interacting

agents, for e.g., viral marketing, personalized teaching, healthcare, recommendation

systems, online communication platforms. However, much of the existing work in

Multi-Agent Reinforcement Learning (MARL) focuses on small number of agents.

The standard approaches to train a complex model for each user in a decentralized

fashion are impractical for thousands of agents. Centralized learning is also infeasible

due to the curse of dimensionality and exponential increase in joint representations.

There is an opportunity to utilize the interactions and correlations between agents,

to develop RL approaches that can scale for large number of agents. However, user

interactions are typically sparse. In this dissertation, we define Social Reinforcement

Learning as a sub-class of MARL for domains with large number of agents with

relatively few (sparse) relations and interactions between them.

We consider the important task of fake news mitigation as an example to demon-

strate the real-world applicability of our proposed Social RL approaches. First, we

propose a centralized Social RL approach to estimate incentives (interventions) re-

quired to promote the spread of true news in a social network—in order to mitigate

the impact of fake news. We model news diffusion as a Multivariate Hawkes Process

(MHP) and make interventions that are learnt via policy optimization in a Markov

Decision Process (MDP). The key insight is to estimate the response a user will get

from the social network upon sharing a post, as it indicates her impact on news dif-

fusion, and will thus help in efficient allocation of incentive. Second, we develop an

efficient centralized Social RL approach to address the challenges of computational



xv

complexity (associated with large number of agents), and sparse interaction data.

Our key idea is to reduce the model size by dynamically clustering users based on

their payoff and contribution to the goal. Lastly, the above proposed centralized ap-

proaches can be applied when the environment is fully observable to all agents, with a

common system shared between all agents. To develop solutions for scenarios where

agents receive only a partial view of the environment, and agents can also have sep-

arate individual goals, we propose a Social RL approach that is more decentralized.

Our key idea is to use sequential parameter sharing and ego-network extrapolation to

incorporate agent correlations and improvise estimates of the partially hidden system

information. We evaluate our proposed approaches on two Twitter datasets. Our

centralized learning methods outperform other alternatives that do not consider es-

timates of user feedback when learning how to allocate incentives. Furthermore, by

clustering users, we are able to achieve faster convergence along with learning more

accurate estimates, compared to baselines that do not model agent correlations or

only use static clusters. Additionally, our decentralized learning approach achieves

performance equivalent to that of centralized learning approach and superior perfor-

mance to other baselines that either consider complete system information available

to an agent, or other estimates of the hidden environment state.



1

1 INTRODUCTION

With the increased inclusion of social network interactions in media, information, and

online retail systems, there is an opportunity to learn from relational interactions and

user feedback to improve overall system engagement and better personalize customer

recommendations. However, since user behavior evolves over time and is influenced by

both peers and changes in the environment, it is essential to tailor network strategies

by learning sequential decisions interdependently and dynamically.

Reinforcement Learning (RL) is useful to model scenarios when agents interact

with the environment leading to a change in their behavior or state. Additionally,

there can be multiple agents interacting with each other and with the environment,

that again influences their decisions or actions, and this comes under the class of

Multi-Agent Reinforcement Learning (MARL). As opposed to Supervised Learning,

there is no direct signal (labeled input/output) to learn from in RL. The signal in RL

is the dynamic reward obtained on interactions with the environment. The objective

of RL/MARL is to learn a policy function that helps the agent determine the best

action to take, in a given state, in order to maximize the reward.

In this thesis, we propose Social Reinforcement Learning as a general framework

to facilitate modeling in a dynamic environment with user interactions and feedback.

The setting is applicable for a variety of real-world network applications that have

(i) large number of users taking actions, (ii) user-user or user-item interactions, and

(iii) inter-dependence between user actions, i.e., actions taken by one user influence

the actions of other users in the network. This includes domains such as viral mar-

keting, personalized teaching, healthcare, and recommender systems. Specifically, we

define a Social RL model for learning in scenarios with multiple interacting agents—

to learn decisions that help to maximize the likelihood of desired consequences in the

future. We note this is different from existing work in MARL as we consider a large
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Figure 1.1.: Traditional MARL vs Social RL

number of agents with relatively sparse interactions between them (Fig. 1.1), which

make it challenging to learn inter-agent dependencies. In real-world social networks,

user interactions lead to dependencies between their actions (due to peer-influence).

Specifically, the actions taken for one user impacts the likelihood of the actions for

other users in the future. For example, if one user tweets more about a certain

topic, that may influence their followers to tweet more on the same topic. Thus, the

objective is to learn strategies that scale for large number of agents, and take the

inter-agent interactions into account. However, we note that each user typically only

interacts with a small number (i.e., � N) of other users in the network. This means

the network interactions are relatively sparse.

The goal in this setting is to learn a policy π that maps user(s’) state to user(s’)

actions — to determine the best action(s) to take to maximize reward (which is de-

termined by transitions to future states). For example, we may want to learn how

to promote the release of new movies to users in a social network, to encourage lik-

ing/reviewing/sharing activities with their friends, in order to maximize ticket/rental

purchases over time.
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1.1 Application

There are several critical real-world applications where the Social RL setting is

applicable, e.g., viral marketing, healthcare, recommender systems with community

interactions. Social RL helps to model system dynamics such as estimating user re-

sponses (e.g., likes, comments, shares) considering effects of peer-influence. It can be

used to understand customer demands, and learn strategies to incentivize competing

products (e.g., news recommendation) by capturing changing user interests and feed-

back. Thus, it is essential to develop MARL solutions that scale for large number of

agents, for challenging dynamic environment comprising of high-dimensional obser-

vation spaces, in collaborative and adversarial settings, with partial observability.

In this dissertation, we consider an application of Fake News Mitigation, and

develop Social RL approaches to combat fake news spread in social networks. [1]

defines fake news as “fabricated articles that are intentionally and verifiably false,

and could misled readers”. Online social media has increasingly become a platform

for widespread dissemination of fake news stories [2]. [1] found that roughly half of

the users on Facebook who viewed fake news stories believed them. The diffusion of

fake news in social networks is significantly farther, faster, deeper, and wider than

that for true news [3]. This indicates a pressing need to combat fake news spread in

social networks.

Fake news mitigation is a multifaceted problem. Much of the previous work has

focused on the detection of fake news using linguistic, demographic, and community

based features. [4] studied network properties such as clustering coefficient, closeness

and betweenness centrality, neighbor based features like number of followers and

followees, to identify users likely to spread fake news on Twitter. [5] tried to classify

the propagation path of news to detect fake news at early stages of diffusion. There

has been relatively less work on limiting the spread of fake news. Some recent work

has considered mitigating fake news by identifying potential purveyors of fake news

to block their posts [6, 7]. However, it may not be feasible to take forceful actions
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such as censoring users posts, since it can violate users’ rights (Bill [8]), and can

have negative effects enforcing misinformation [2, 9–11]. Some research tried to limit

the influence of fake news by strategically selecting users that can spread true news

( [12–14]). We use an approach similar to [15], which aimed to mitigate the impact

of fake news by making interventions to the true news diffusion process. In addition,

we also consider the user response as feedback to determine the efficacy of users,

and model both the news diffusion and user responses as stochastic processes. [16]

observed that around 46% of the fake news stories circulated on Facebook were on

U.S. Politics and Elections. In addition, the reactions of people are more significant

for topics related to politics, than other topics such as movies or weather [17]. Thus,

in this work, we consider news related to U.S. Politics.

The problem of fake news mitigation can be mapped to a Social RL setting,

as social networks comprise of thousands of agents who interact with each other

by sharing information. There are community interactions on social media where

users share news articles corresponding to fake or true news, and other peers provide

comments or likes. However, typically social network interactions are sparse as users

interact with a relatively small number of other users. To mitigate the impact of fake

news, we can incentivize users to spread more true news, by learning interventions

for the true news diffusion process, such that the users who are exposed more to

fake news also become exposed more to true news. We provide the detailed problem

definition in Sec. 5.3.

1.2 Research Questions

Social reinforcement refers to the process where acceptance and praise from others

reinforces behaviors/preferences of an individual (e.g., [18]). With the increased use

of social media, response from peers plays an important role in shaping the behavior

and decision-making of individuals (e.g., [19]). In this research, we define a Social

Reinforcement Learning Problem that considers learning in environments with mul-
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tiple interacting agents—to facilitate modeling user interactions and feedback while

learning decisions (actions) for a given situation (state) that maximize the likelihood

of desired reward in the future. Additionally, the environment can be fully observable,

where all agents observe the complete network state, or it can be partially observable,

where an agent receives a partial view (observation) of the network, that may be dif-

ferent from other agents’ observations. Agents can receive a shared network reward

based on the collective actions of all agents, or they can receive local rewards based on

their individual actions. Social RL is different from traditional MARL as it considers

a large number of agents with sparse interactions between them. Agents interact with

each other that that leads to an increase in the likelihood of certain actions in the

future due to peer-influence and effect of past interactions, and this impact decays

over time. Due to this, there is a temporal dependency between agents’ states and

actions, and hence, the data is not independent and identically distributed, as is in

many other problems. Thus, we develop solutions that can scale for large number

of agents, and capture the relations and interactions between agents, along with the

feedback received from the environment — to learn to make better decisions in both

fully observed and partially observed scenarios where agents can receive global as well

as local rewards.

1.2.1 Main Hypothesis

The goal of the present research is to verify the following hypothesis. Social Rein-

forcement Learning considers the setting with large number of agents with relatively

few interactions between them. It is, thus, challenging due to high-dimensional search

space, and sparse agent interactions, resulting in high computational complexity, and

insufficient samples to capture inter-agent dependencies for learning accurate poli-

cies, especially in partially observable environment. By utilizing the properties of the

social network structure, agent relations and interactions, we can obtain a compact

model to represent the environment dynamics and estimate latent environment state.
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This can help in learning more accurate policy estimates, along with achieving faster

convergence because agents are correlated (behave similarly) and peer influence and

feedback in social networks helps determine user efficacy.

1.2.2 Proposed Research

We propose the following solutions to overcome the challenges in Social RL prob-

lems, and enhance policy learning by effectively using properties of the social network

structure, and agent relations and interactions.

(a) We use Multivariate Hawkes Processes (MHP) to characterize user activities in

social network. By integrating the MHPs in a RL framework, we model both

excitation events and social reinforcement. Our key insight is to estimate the

response a user will obtain from the social network upon sharing a post, and

use it to learn better policies in such a way that we avoid full joint learning

or learning an independent model for each user, that are both computationally

intensive. User response helps in learning appropriate selection of users and

efficient allocation of incentive among those, under budget constraint.

(b) Due to large number of users and high-dimensional continuous spaces, central-

ized learning becomes computationally intensive. To overcome this, we propose

a cluster-based policy learning approach that utilizes the correlation between

agents to reduce the dimensionality of state/action spaces along with avoiding

noisy estimates. Our idea is to by dynamically cluster users (based on their

payoff and contribution to the goal) and combine this with a method to de-

rive personalized agent-level policies from cluster-level policies. This helps to

reduce the effective number of agents and offset sparse interactions, thus achiev-

ing faster convergence and better policy estimates.

(c) Dependencies among user activities throughout the network impact the reward

for individual actions and need to be incorporated into policy learning, how-
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ever the directed interactions entail that the network is partially observable to

each user. To address this, we consider decentralized learning and execution,

in contrast to the above solutions that use centralized learning and execution.

Since it is challenging for users to capture network dependencies while learning

policies locally, due to insufficient state information, we propose to use parame-

ter sharing and ego-network extrapolation to incorporate agent correlations and

improve estimates of the partially hidden state information, for learning better

policies.

This document is organized as follows. First, we provide background on multi-

agent reinforcement learning and multivariate Hawkes processes. Second, we define

Social Reinforcement Learning, and describe the challenges and opportunities to solve

Social RL problems, along with the real-world applications where Social RL setting

is applicable. Third, we describe related work with respect to the proposed problems.

Fourth, we present a centralized Social RL approach that uses feedback modeled

as a function of peer-influence and political bias, to obtain an effective incentive

allocation strategy under fixed budget. Fifth, we describe an efficient centralized

cluster-based social reinforcement learning approach that utilizes agent correlations

for learning better policy estimates and reducing the computational cost. Lastly, we

introduce partially observable setting in Social RL, along with local rewards, and

propose solutions for learning individual policies more accurately and efficiently, by

modeling dependencies in ego-networks, and extrapolating those.
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2 BACKGROUND

Reinforcement Learning (RL) is used to solve sequential decision making problems

in which agents learn by interacting with the environment. Agents perform actions

that lead to a change in their state, and receive reward based on their actions. This

reward is used as signal by the agent to learn optimal actions to perform in the

future. On performing an action, the agent transitions to another state with some

probability. Thus, the environment is stochastic in nature as there is an uncertainty

about the consequences of actions, due to which the next state of the environment

is not certain. The next state (input) of the environment depends on the current

state and/or previous states, and thus, the input is not independent and identically

distributed (non-i.i.d).

This is different from supervised learning or semi-supervised learning problems

that consider i.i.d. data with pre-specified labels provided for learning a mapping from

inputs to outputs. In RL, there are no pre-specified labels given, instead, the agent

learns using the reward obtained by performing actions. In unsupervised learning,

there are no labels provided for the data. Thus, RL is also different from unsupervised

learning since the dynamic reward is used as the signal for learning.

2.1 Markov Decision Process

Markov Decision Processes (MDP) are used to solve RL problems. A MDP is

a tuple 〈S,A, R, T, γ〉, where S = {st}Tt=1 is the set of states at different time-steps

t, A = {at}Tt=1 is the set of actions, R(st, at) ∈ R is the reward obtained on taking

action at in state st, T (st, at, st+1) is the probability of transitioning from state st to

the next state st+1 on taking action at, and γ ∈ [0, 1] is the discount factor that governs

the relative importance of immediate and future rewards. The objective is to learn a
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policy function π : S→ A that maximizes the total expected discounted reward for all

stages
T∑
t=1

γt−1E[R(st, at)]. Each state is associated with a value function Vπ(st), that

is the total expected reward when in the given state st following policy π, i.e., Vπ(st) =

E[
T∑
t=1

γt−1R(st, π(st))]. Each state-action pair is associated with a Quality function

or Q-function, that is the total expected reward obtained on taking action at in state

st and then following policy π, Qπ(st, at) = E[R(st, at)] +
T∑
t=2

γt−1E[R(st, π(st))]. In

multi-agent RL, agents can either receive individual rewards Ri or a common reward

R shared between all agents.

MDPs use the Markov property. Specifically, we assume that the current state

alone affects the next state, i.e., the future (st+1) is conditionally independent of the

past (s1, s2, ..., st−1) given the present state (st). This assumption requires the states

to be fully observable to each agent. A generalization of MDP is Partially Observable

MDP (POMDP) that considers the scenario when agents receive a partial observation

of the system ot,i, and each agent takes action based on her local observation.

2.2 Policy Learning and Optimization

The state-of-the-art Deep RL methods use Policy Search to learn the optimal

policy function. Specifically, a policy is approximated as a function parameterized by

weights θ, i.e., π = f(st; θ), and the parameters are updated in order to maximize the

expected return. Deep Neural Networks are widely used to approximate the policy

function as they are powerful function approximators that can effectively capture

higher-order relations between different states and actions [20, 21]. Policy Gradient

methods are gradient-based optimization methods used to learn optimal parameters,

and are more effective in high dimensional spaces, and can learn continuous policies

[22–25]. The gradient of policy estimates provides strong signals to improve the

parameterized policy, however, these estimates have high variance, especially for high-

dimensional state-action spaces [26].
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To reduce the variance, a widely used approach is to subtract a baseline from the

objective function to get unbiased estimates that are less noisy [27]. Instead of sim-

ply using the expected reward, an advantage function is to optimize the policy that

is obtained by subtracting the value of state as baseline from the expected reward.

This is known as the Advantage Actor-Critic algorithm [25, 28, 29], where the policy

function (actor) learns using the feedback from the value function (critic). Intuitively,

the advantage function helps to determine the action that has better consequences

compared to others (relative advantage), by removing an average amount of return.

Since it is computationally expensive to compute V (st) from future rewards for every

possible policy π, the value of a state is approximated as a function parameterized

by weights φ, that is, V (st) = f(st;φ) (e.g., [30, 31]). Generally, for stable learn-

ing, separate parameters are used to approximate the policy function and the value

function.

2.3 Reward Shaping

Learning the policy based on the global system reward, without considering the

individual contribution of users results in noisy estimates, as an agent may be re-

warded positively for performing bad if other agents are performing good [32]. The

idea behind reward shaping is to shape the reward signal so that it better reflects

an agent’s contribution, to improvise MARL solutions. Difference Reward (DR) and

Potential-Based Reward Shaping (PBRS) are two widely used reward shaping tech-

niques.

Difference Reward (Di) is a shaped reward signal that helps to determine the

effectiveness of an agent by subtracting the contribution of other agents from the

overall system objective, i.e., Ri = R−R−i, where R is the global system reward, and

R−i is the system reward without the contribution of agent i. This also helps to remove

a large amount of noise created by the actions of other agent in the system [33, 34].

Any action taken to increase Ri corresponds to increasing R, while agent i’s impact
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on her own reward is much higher than its relative impact on R [35]. Thus, DR is

used to enhance policy learning in multi-agent systems.

In Potential-Based Reward Shaping, the shaped reward signal is the the differ-

ence of a potential function defined over a source state and a destination state [36].

However, PBRS requires prior knowledge of the problem domain and the potential

function is application-specific. Hence, PBRS has limited utility. [35] proposed com-

bination of DR and PBRS to improve the reward signal for policy learning.

2.4 Multivariate Hawkes Process

Hawkes process [37] is a stochastic point process governing the arrival rate λ of

an event. It is self-exciting in nature, which means that past events increase the

likelihood of occurrence of new events in the future. Let N (t) ∈ (Z ∪ {0}) be a

counting process representing the number of events upto time t. Let ti be the time of

occurrence of i-th event. The Hawkes process is represented by the counting process,

N (t) =
∑
ti≤t

h(t− ti)

where h(t) = 1 if t ≥ 0, and 0 otherwise. Let λ(t) be the associated intensity function

governing the arrival rate of events. For Hawkes process, λ(t) is given as,

λ(t) = µ+
∑
ti≤t

f(t− ti) (2.1)

where µ ∈ R+ is the base exogenous intensity and f(t) is the Hawkes kernel that

determines the decay rate of the influence of past events. For example, the Hawkes

exponential kernel is given as f(t) = φ ωeωth(t), where φ > 0.

N -dimensional Multivariate (multi-dimensional) Hawkes Process (MHP), consists

of N Hawkes processes N1,N2, ...,NN , that are mutually-exciting in nature, that is,

the occurrence of an event of process (dimension) i influences the occurrence of an

event of process (dimension) j in the future. In this case, each process (dimension)

has its own intensity function, given as,
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λi(t) = µi +
N∑
j=1

t∫
0

Φijωe
−ωtdN (s) (2.2)

where s is the placeholder for limits in the integral, and Φij is the influence that

process i exerts on process j. MHPs have been widely used to model user activities

in social networks [15,38].

2.5 Political Bias

We consider news related to U.S. Politics (Chapter 1), and measure political bias

of a user as the political leaning of the user towards communities of two polarities:

Democratic (D) and Republican (R) Party. Each user i has bias values bR,i, bD,i ∈

[0, 1], for R and D, respectively. To compute the initial bias values, we run a random

walk based community-detection algorithm [39,40], using the adjacency matrix of the

social network, with starting seeds for the two communities as the official profiles of

politicians whose political affiliation is already known. The bias is estimated as user’s

proximity to the two sets of seeds for D and R such that bR,i + bD,i = 1.

Bounded Confidence Model

According to Bounded Confidence Model (BCM) [41,42], each user i has an opinion

xi ∈ [0, 1]. Two adjacent users i and j interact if and only if their opinions are

close enough, i.e., |xi − xj| ≤ ε ∈ [0, 0.5], resulting in a change in their opinions

as xi = xi + µ(xj − xi) and xj = xj + µ(xi − xj). BCM assumes that the two

interacting users must be close enough in their opinions (hold same set of beliefs),

and the exchange increases one user’s opinion and decreases another’s. However, these

assumptions do not hold in our case, since an interaction between users with similar

ideology can increase the bias instead of reducing it. Moreover, we have a one-way

interaction between a user and her followers instead of both ways. Therefore, we

proposed a model to update political bias (described in Chapter 6).
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3 SOCIAL REINFORCEMENT LEARNING

3.1 Motivation

With the increased use of social media, ratings and response from peers plays an

important role in shaping the behavior and decision-making of users (e.g., [19]). While

there has been a great deal of research in the IR and RecSys communities on how to in-

corporate user activity and feedback to personalize search and recommendation, there

has been relatively less work on how to model dependencies among dynamic user in-

teractions in social networks for these same tasks. Real-world social networks consist

of large numbers of users who interact with each other and are related in various ways

( [15, 43, 44]). There is an opportunity to learn relationships between the users (i.e.,

agents) based on their network interactions over time and use the discovered correla-

tions to improve automated decision making. For example, estimating user responses

(or feedback) in social networks (likes/comments/shares) helps to learn strategies for

motivating users to favor one competing product over another [43] to increase brand

awareness and revenue, or deciding how to place content on websites to maximize

click-through-rate (e.g., [45]) and seek customer attention. Also, retail websites can

enhance their recommendations by utilizing the user-feedback via reviews/ratings on

purchased products, to increase the overall number of returning visitors (described

more in Sec. 3.3.3), or online question-answer forums (e.g., StackOverflow) can exploit

user-interactions via answers/comments to other users’ questions, to increase the rate

of providing answers, or minimize the number of unanswered questions (Sec. 3.3.4).

Furthermore, online communication platforms (e.g., Slack) can learn to identify im-

portant people for a particular user, at different times, based on feedback such as

frequency of interactions or delay in responses, and prioritize messages from them,

or suggest labels/filters for messages from different peers, in order to improvise the
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quality of service. Email services can utilize peer communication patterns to learn

auto-fill suggestions/salutations and personalize those for different peers with differ-

ent relations (formal/informal contacts). In corporate organizations, a manager can

learn which comments to make, when to comment, whom to reply to in an online

group discussion (for a new feature/service) with her team, so as to encourage more

people to participate or respond faster. [46, 47] showed that social networks play an

important role in the development of obesity via peer influence on people’s energy

intake and physical activity. However, appropriately selecting users based on social

network structure for anti-obesity campaigns can help to reduce individual’s body

weight and thus, overall obesity prevalence in the complete network [48]. Moreover,

social media can be utilized as a promising intervention platform for increasing phys-

ical activity among people by providing supportive social influences [49, 50]. Thus,

personalized healthcare applications can utilize peer-influence to encourage users to

exercise more and lose weight in a shorter period of time (Sec. 3.3.5).

There are numerous settings that involve large numbers of interacting users, in-

cluding social networks, online advertising bidding agents [51], healthcare, recom-

mender systems with community interactions, online communication platforms and

email services. It is essential to develop sequential decision making methods for these

domains that scale to a large number of interacting users. Note that user prefer-

ences in these systems may evolve based on peer behavior or environment dynamics.

In this case, a personalized recommendation systems (e.g., news) need to update

and/or diversify its suggestions to keep up with dynamic user interests [31]. More-

over, there are also applications (e.g., viral marketing) where multiple users share

a limited resource yet influence others in unobserved ways, which requires learning

how to assign credit [35]. These characteristics lead to a dynamic environment com-

prising of high-dimensional observations, which further challenge the development of

sequential decision making methods.

We consider a Multi-Agent Reinforcement Learning (MARL) based solution, which

models multiple agents that interact with the environment and with each other, lead-
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ing to a change in their states and actions in the future. The use of RL facilities

incorporation of feedback in the form of immediate as well as future rewards to opti-

mize decisions based on past experiences, and consider actions with long-term utility.

This is particularly useful when the reward is delayed over time. For example, there

are different applications that motivate users to follow a healthy lifestyle like exercis-

ing regularly by providing them small immediate incentives, and larger incentives in

the future when they achieve a milestone after performing a sequence of actions.

3.2 Problem Definition

We define Social Reinforcement Learning as a sub-class of Multi-Agent RL, that

considers large number of agents with interactions between them. Specifically, we con-

sider a social network setting with N users. Each user i ∈ {1, ..., N} is an agent. Let

G = (V,E) represent the social network graph, where each node vi ∈ V corresponds

to user i, and edge Eij = 1 if there exists an edge (i.e., relation) between agent i and

j, and 0 otherwise. In addition, users perform d different activities (e.g., tweet, com-

ment, like) in the social network. We say that the network is dense when all agents

interact, i.e., the number of interactions is Ω(N2), and the network is sparse when

agents only interact with a constant number of other agents, i.e., O(N) interactions.

Let si ∈ Rd (si ≥ 0) be the state of user i. This corresponds to the d activities

the user performs. Then, the state of the network represents the activities over the N

users, s = {si}Ni=1. The network activities are dynamic in nature, and thus, we have

different states of the network at different time-stamps. Let st represent the network

state at time t. We consider a finite horizon setting, i.e., we observe the activities up

to time T .

An action ad,i ∈ R corresponds to a modification to the d-th activity of user i. It

is important to note that action is different from activity. An action is a decision to

influence an activity or make the activity more visible. Let a = {ad,i}Ni=1 refer to the

set of actions, one for each user in the network. Actions leads to a change in the state
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Figure 3.1.: Social network with agent interactions. Colored nodes represent ac-

tive users (darker shade for users who are tweeting, lighter shade for people ex-

posed to tweets). State is given by the number of tweets by each user (in the order

[A,B,C,D,E]), and reward is calculated as the number of users exposed. Users’ col-

lective actions of tweeting news lead to a transition from state s to s′.

of each user, and consequently, a change in the overall network state. Let T (s, a, s′)

be the probability of transitioning to the network state s′ after performing actions a

in network state s. There may be a reward Rd,i for each agent i and/or each activity

d, or a collective reward R(s) ∈ R based on the complete network state that is shared

between all agents.

Because users interact in the network, actions taken for one user may impact the

state (i.e., activity) of other users. More specifically due to peer-influence, changes in

the activity of user i may influence the likelihood of user j’s activities in the future
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if i and j are connected in G, either directly (i.e., Eij = 1) or through a longer path.

For example, if one user tweets more, that may influence their followers to tweet more

as well. Fig. 3.1 shows a network of users who interact via sharing news.

Thus, agent interactions lead to dependencies between agents’ activity, and thus

actions and state transitions. Specifically, the state transition distribution does not

depend on the user activities s and actions a alone, but also depends on the network

G, i.e., P (s′|s, a,G) 6= P (s′|s, a). Also, note that the underlying state transition

distribution is not always explicitly known as it depends on the network dynamics,

which is the model-free RL setting. Since both the individual reward Ri and the

collective network reward R depend on the state transition distribution T , and user

i’s activity can be moderated both by actions taken with respect to i and actions

taken for her peers, it is important to consider the effect of network structure (G)

when learning the policy π.

In a fully observable environment, all agents have access to the complete network

state st, and thus, we can perform centralized learning and centralized execution. In

centralized learning, the joint state of all agents st is considered at the time of training.

In centralized execution, the actions for an individual agent are based on the joint

state of all agents, i.e., at,i = π(st). Specifically, the goal is to learn a policy that maps

the network state at time t to the collective actions for each user, i.e., π : st → at

such that the total expected discounted reward E[
T∑
t=1

γt−1Rt] is maximized, where

γ ∈ [0, 1) is the discount factor governing the relative importance of the immediate

reward compared to future rewards.

In partially observable environments, agents do not have access to the complete

state of the network, and each agent receives a partial observation of the environment

oi that depends on her local network structure or ego-network Gi. Each user has a

different ego-network, and thus, a user i receives a different observation than that of

another user j in the network, i.e., oi 6= oj. A user i receives a local reward Ri, that

can either depend on all peers in her local network Gi, or a subset of peers in Gi.

Since, each user receives a different observation and reward, centralized learning and
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centralized execution cannot be employed that involves sharing the state and actions

between users, and a common reward. Thus, we consider decentralized training and

decentralized execution in such environments. In decentralized training, each agent i

learns her local policy πi individually without sharing any state or observations with

other agents. Decentralized execution means that the actions for an individual user

are based solely on her individual state, i.e., at,i = π(st,i). The goal for each agent

i is to learn her own policy πi that maps her state at time t to her actions, i.e.,

πi : st,i → at,i such that her total expected discounted local reward E[
T∑
t=1

γt−1Rt,i] is

maximized.

Typically social networks are sparse with only O(N) interactions between agents.

Thus, the challenge is to capture ∼N2 agent dependencies given these sparse inter-

actions.

3.3 Applications

There are multiple applications that involve encouraging pro-social behavior in

people. We can use Social RL to develop efficient solutions for these settings. Below

we provide examples of these applications, and map those to the Social RL setting

with respect to the social network relations, interactions, state, action and reward.

3.3.1 Fake News Mitigation

• Network: Nodes are users of a social network, and there are edges between two

users if they have friends or followers relation

• Interaction: Users interact via activities such as making tweets, retweets and

providing likes, for different types of news (true/fake)

• Agent’s State: The number of posts (tweets and retweets) made for true and

fake news, and likes received by a user
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• Agent’s Action: Increase the sharing rate for tweets and retweets of a user, for

true news

• System Reward: Correlation between the number of exposures to fake and true

news across all users

• Individual (Local) Reward: Correlation between the number of exposures to

fake and true news in the local neighborhood

3.3.2 Viral Marketing

• Network: Nodes are users of a social network, and there are edges between two

users if they have friends or followers relation

• Interaction: Users interact via activities such as posts and likes

• Agent’s State: The number of posts made for a particular brand, and the num-

ber of likes received

• Agent’s Action: Promote (or make more visible by increased sharing) the posts

related to the specific brand

• System Reward: Brand awareness measured as the number of people reached,

i.e., exposed to the posts related to the brand

• Individual (Local) Reward: Visibility measured as

– Number of people exposed to a user’s posts

– Position (rank) of user’s posts in her peers’ feeds

– Amount of time for which the user’s feed stays at top in her peers’ feeds
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3.3.3 Recommendation Services with community interactions

Retail services (e.g., Amazon, eBay) can enhance their recommendations by uti-

lizing the user interactions via reviews provided by users on purchased products, in

order to increase the overall number of returning visitors, and customer satisfaction.

The idea is to use the ratings/comments as feedback from users who have purchased

similar products in the past to enhance the quality of one’s reviews in the future. A

user can utilize the comments/ratings provided by her neighbors (i.e., users who have

also purchased similar products in the past) on her reviews, as feedback, to learn

to make better reviews in the future. The system can utilize peer feedback to learn

efficient users, i.e., who provide quality reviews that help other users, and increase

the number of purchases or returning visitors, or customer satisfaction.

• Network: Nodes are users of the service, and there are edges between two users

if they purchased similar products in the past

• Interaction: Users interact via providing comments, ratings, upvotes, downvotes

on each other’s reviews

• Agent’s State: The number of reviews a user has provided on purchased prod-

ucts, and the number of upvotes, downvotes received

• Agent’s Action: Increase the quality of reviews, e.g., adding more information

• System Reward: The system goal is to encourage users to give more qualitative

reviews in order to improve

– Number of purchases made, i.e., revenue

– Customer satisfaction measured as number of returning visitors

• Individual (Local) Reward: Number of people who purchased the products

reviewed by the user, after reading/reacting to her reviews
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3.3.4 Online Discussion Forums/Question-Answer Services

• Network: The nodes are users of the service, and there are edges between two

users if they take the same course (e.g., on Piazza, Blackboard), or discuss

similar topics (e.g., on Quora, Stack Overflow)

• Interaction: Users interact via providing comments/ratings on each other’s an-

swers

• Agent’s State: The number of questions a user has answered, and the number

of upvotes/likes, downvotes received

• Agent’s Action: Increase the quality and rate of providing answers to questions

asked by peers

• System Reward:

– Rate at which users receives answers, or the response time, on an average

– Total number of unanswered questions (to be minimized)

– Number of customers for the service (or class participation)

• Individual (Local) Reward:

– Credits (e.g., reward points or ‘badge’ or class participation grade) received

for providing answers.

3.3.5 Healthcare Applications

Some recent work has studied that online peer networks can motivate people to

exercise more (e.g., [49]). They observed that social influence from online peers was

more successful than promotional messages for increasing physical activities. Based

on this, our idea is that if a user is performing well (achieves more milestones), then

sharing her activities with those users who have similar health condition or physical
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state can encourage the latter to also achieve more milestones, resulting in an increase

in the reward defined as the total number of people with reduced obesity levels.

• Network: The nodes correspond to users of the application, with an edge be-

tween two users if they have same gender and similar age and body weight.

These attributes, i.e., gender, age, body weight, are known only to the user and

the system, and not shared with other users due to privacy concerns

• Interaction: Users interact via sharing their activities and providing comments

or likes

• Agent’s State: Number of miles walked, number of calories consumed

• Agent’s Action: Increase the sharing rate of her activities e.g., milestones com-

pleted, miles walked, calorie intake, or some information/suggestions on weight

loss, with her peers

• Network Reward:

– Total number of people with reduced obesity levels

– Average time taken for the people to lose weight

• Individual (Local) Reward: Number of people with reduced weight after react-

ing to user’s activities

3.4 Challenges

We present the challenges that make Social RL problems difficult and potential

ways to address those.

3.4.1 High Dimensionality

Much of the work on Multi-Agent Reinforcement Learning (MARL) is limited

to small number of agents (< 50) (e.g., [52]). The standard approaches to train an
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independent (decentralized) model for each user, i.e. N different model (e.g., [35]) are

impractical for thousands of agents, especially when the policy function approximators

are complex such as Deep Neural Networks. Moreover, joint (centralized) learning

considers the actions of all agents for learning the policy of any agent, i.e., ∼N2

dependencies. However, this is computationally intensive as the joint action space

grows larger with an increase in the number of agents. This is particularly more

challenging for Social RL due to curse of dimensionality, i.e., we have only O(N)

agent interactions available to model ∼N2 dependencies. Thus, high dimensional

spaces result in high computational cost and large variances in policy estimates.

We can utilize the social networks structure, characteristics of user interactions,

and correlation between agents to develop policy learning approaches based on certain

approximations, that simplify the learning process, while still accounting for all agent

dependencies given large number of users. For example, [43] decoupled the different

processes governing user interactions to approximate the joint action space more effi-

ciently. They dynamically optimize the policy corresponding to agent interactions via

tweets, but use historical data to estimate another type of interaction, i.e., feedback.

This helps to reduce the number of parameters and avoid noisy policy estimates.

3.4.2 Sparsity

Typically, social networks are sparse with only O(N) agent interactions. Thus,

learning accurate policies that can capture ∼N2 dependencies between agents, be-

comes challenging since there are not sufficient samples to learn from that can capture

higher-order relations (interactions) in the data. To overcome this, we can utilize the

symmetry between states and/or agents to reduce the size of the MDP as in [53,54].

Furthermore, we can offset data sparsity issues by aggregating the interactions of sim-

ilar/correlated users. This can also help to reduce the dimensionality of the search

space and thus, the number of parameters and variance.



24

The sparsity of agent interactions also results in noisy policy estimates. To over-

come this, [43] modeled user feedback that measures the efficacy of different users, and

uses it as a signal to learn effective incentive allocation strategy. This can be thought

of as a reward shaping technique which is used in multi-agent credit assignment and

resource allocation problems where it is important to determine the contribution of

each agent towards the common system goal for learning better policies [55]. However,

their approach is different from standard reward shaping techniques, that consider a

separate reward for each user (e.g., [35]). Since that requires a separate model for

learning each agent’s policy function, it is computationally intensive for large num-

ber of agents. To avoid this issue, they provide user feedback as input to the policy

function approximator.

3.4.3 Partial Observability

The above problems become even more challenging in partially observable envi-

ronments, where agents do not have access to the complete state of the environment

and receive only a partial observation of the environment. Agents need to act solely

based on their local observations, and can also receive different local rewards based

on their individual actions. Thus, each agent needs to learn her own policy function

that determines the actions that she needs to take in a particular state, to maxi-

mize her individual (local) reward. Markov Decision Processes (MDP) cannot be

applied directly to partially observable domains, and instead Partially Observable

MDPs (POMDP) are employed, that generally involve learning decentralized policies

for agents (e.g., [56]) or making some approximations (e.g., [57]). However, the former

is computationally infeasible for large number of agents, and for the latter, we need

to ensure that the assumptions are consistent/preserve the network structure, and

agent dependencies.

The challenge is that individual policies need to account for dependencies through-

out the network, as the actions of agents are influenced by the activities of their peers



25

as well. Centralized learning and execution that helps to capture network-wide inter

agent dependencies cannot be employed when agents receive different local rewards

and observations. Moreover, decentralized learning is also infeasible for large num-

ber of agents, since it is impractical to learn thousands of complex policy functions.

Also, in Social RL problems, the number of samples per user for learning individual

policies are insufficient, due to the sparse interaction data, resulting in large errors

due to variance. Thus, there is not sufficient local information available to capture

network-wide dependencies.

The Partially Observable Environment can be further categorized as Strongly Par-

tially Observable Environment and Weakly Partially Observable Environment, de-

scribed as follows.

Weakly Partially Observable Environment

In most of the MARL approaches for partially observable domains that consider

both local state and local reward, the hidden state of the environment becomes avail-

able to agents within a short period of time, i.e., before the time-horizon of the task.

We refer to these environments as Weakly Partially Observable Environments. For

such environments, the relevant state information can be used as history for policy

learning (e.g., [58–61]), since the state information becomes available before the finite

time-horizon. Additionally, these approaches consider a small number of agents, and

hence the memory requirements for storing the history of all agents is lower.

Strongly Partially Observable Environment

There are scenarios where the state information does not become available to

agents before the finite time-horizon of the task, and we refer to this as Strongly

Partially Observable Environment. For e.g., in social networks, due to the directed

nature of user interactions, a user cannot observe the state of her followers (e.g.,

in [44]). Moreover, social networks are not strongly connected, so even with message
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passing the complete state of all followers would likely not be available before the

finite time-horizon. Even if the state information could become available to agents, it

is space-prohibitive to store the complete trajectory information for a large number of

users. Thus, the relevant state information cannot be utilized by the user as history,

which makes policy learning even more challenging in these environments. To address

this problem, we can utilize the social network structure and user relations, to estimate

the hidden environment state from the observed state of the environment and use it

to improvise policy learning.

3.4.4 Evaluation

Another important challenge is to improvise the scheme of evaluating the learned

policies. On-policy evaluation is relatively easier for MARL tasks with small number

of agents, especially games. However, it might not be feasible always to apply the

policy online before testing in certain real-world complex tasks, especially in medical

and healthcare domains. This is also challenging for problems that involve online so-

cial networks because of multiple factors such as restrictions imposed by the operators

of social networking websites, dynamic behavior/response of large number of users,

government regulations. Additionally, in cases when it is feasible to conduct on-policy

evaluation (e.g., in [15]), it is important to ensure that the subset of agents considered

is representative of the entire population and is not biased. E.g., making real-time

interventions on Twitter is not feasible, and thus [43] did not explicitly test if there

is a reduction in fake news spread due to the learned policy. Instead, they used a

simulated environment as a proxy for online interventions to measure the reward. In

addition to simply using the simulated synthetic data, in scenarios where we cannot

conduct online experiments, we need to find efficient ways that assess different meth-

ods using some held-out real-world data. For example, apart from computing the

reward on simulated data, [43] also measured the impact/efficacy of agents selected

on a held-out real dataset to evaluate their resource allocation strategy.
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Moreover, the existing metrics to evaluate MARL approaches are based primarily

on the reward. However, we believe that evaluation based solely on reward serves

merely as a proof of concept as the model is designed to maximize the reward it-

self. Thus, it is also important to perform evaluations in environments where the

assumptions made by the model do not necessarily hold. [43] conducted experiments

by applying the learned policy with respect to different fake news diffusion processes

based on different network properties such as degree distribution, clustering coeffi-

cient, centrality. They tested across multiple scenarios that are likely to hold in real

world to assess generalisation to other environments.

In this work, we present potential solutions to address the above challenges using

properties of the social network structure, agent interactions and correlations.
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4 RELATED WORK

4.1 Relational Reinforcement Learning

Relational RL combines RL with relational learning or inductive logic program-

ming ( [62]) to represent states, actions, and policies using the structures and relations

that identify them [63]. The structural representations allow to solve problems at an

abstract level, and thus Relational RL approaches provide better generalization. Re-

lational RL has been used in multi-agent systems to share information among agents,

to learn better individual policies [64]. Previous work used first-order representations

to achieve effective state/action abstractions (e.g., [63, 65, 66]). Some recent work

has also used relational interactions between agents for policy learning in multi-agent

systems (e.g., [67–70]). However, relational learning adds extra complexity with in-

creased state space, due to the informedness/abstraction and generalization abilities

provided by it [64]. Thus, these approaches are limited to discrete spaces with small

number of agents that have dense interactions between them. We take motivation

from relational learning to capture agent relations and interactions, however, we do

not directly use Relational RL due to the above limitations.

4.2 Multi-Agent Reinforcement Learning

The key factors that differentiate Social RL from traditional MARL are the large

number of agents and the sparse interactions between them, i.e., the network G that

characterizes agent interactions. In addition, the interactions are dynamic, and thus

the network can evolve with time. Agents can also interact via multiple activities,

and each activity leads to the formation of a new link between agents. Thus, there

exists d links types between agents corresponding to d different activities over the
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network. For e.g., when a user tweets a news, it reaches her followers leading to an

interaction between users, and when a user provides feedback (e.g., by liking a tweet),

that corresponds to another type of interaction ( [43, 44]).

We present a comparison of Social RL with the state-of-the-art MARL approaches,

based on different environment factors and model settings in Table 4.1. Social RL

problems have a sparse network density (i.e., O(N) agent interactions), whereas other

MARL problems consider a dense network, that makes it easier to capture ∼N2 agent

dependencies. We consider the type of action search space, that can be either Discrete

or Continuous. Search space is an important factor as it affects the computational

cost. Learning policies for discrete spaces is easier than that for continuous spaces, and

much of the RL models can only be applied to discrete spaces (e.g., [52,57,58,61,76–

95]). The state-of-the-art Deep Q-Network (DQN) [96] is applicable only to discrete

and low-dimensional action spaces, as it considers a finite set of actions, and finds the

one that can provide maximum expected return in a given state. It can be extended to

high-dimensional continuous state spaces via discretization, however, this can lead to

multiple problems, especially, the curse of dimensionality [97]. Some recent work has

considered continuous actions spaces, e.g., [56, 68, 98–105]. However, these methods

are designed for small number of agents, and do not scale for thousands of agents.

Moreover, many methods learn an independent model for each agent [56,76,105–115].

This is done to so that the size of search space is smaller (as opposed to the large

search space in centralized learning), and the model can be trained efficiently. Social

RL problems generally have continuous spaces ( [15, 43, 44]) describing the complex

user interactions and network activities in social networks, and the solutions for these

can be easily extended/applied to the discrete problem settings.

The computational cost depends on the number of policies required to learn the

actions for all agents. Based on the environment characteristics and the agent depen-

dencies considered, each model has a maximum number of policies required to learn

the actions for all agents, that we refer to as the Maximum Dimensionality in the

table. And, we use Effective Dimensionality to refer to the effective (actual) number
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of policies and actions learned based on the approximations/assumptions made by

the model. For example, [74] reduces the effective number of actions to a constant

K(� N) based on some aggregate of agents’ actions. However, their approaches is

designed for small restricted discrete action spaces. [75] approximated the effective

number of agents as a constant K and learned K decentralized policies.

Agents can have either complete system information, i.e., Full Observability or

partial information about the system, i.e., Partial Observability. In the latter case,

each agent has a local view of the environment and makes decisions based only

on her local observation. Some previous work considered fully observable setting

(e.g., [15, 43, 44, 71, 77, 78, 98–101, 116, 117]). In general, partial observability is more

challenging due to the lack of information available to learn accurate policies, com-

pared to full observability. In addition, much of the previous work that considers

partially observable environments, has considers a weakly partially observable envi-

ronment (described in Sec. 3.4.3) (e.g., [72,75]), where the hidden state of the environ-

ment can be used as history to improvise policy estimates. Some recent approaches

have developed solutions for strongly partially observable environment, where the la-

tent state of the environment is not available to agents before the time-horizon of the

task (e.g., [44]), and thus, cannot be used as history for policy learning. However,

these solutions do not scale for large number of agents.

Furthermore, the reward received by an agent in the system can be either Global,

i.e., common reward for all agents based on their collective state and actions, or it can

be Local, i.e., reward for the individual agent based solely on her individual actions

and/or actions of a subset of other agents in the system. For example, [44] considers

a Social RL setting where a user receive local reward based on the rank of her posts

in her followers’ news feed. Cooperative MARL tasks have a common reward for all

users (e.g., [89,102,118]). Decentralized (or independent) Learning considers learning

an independent policy function for each agent based solely on her individual state

and/or local reward, without conditioning on the collective state of all agents. Thus,

the dimensionality for decentralized learning is ∼N . Some decentralized learning
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approaches (e.g., [89,118]) assume a global state shared across users and learns actions

conditioned on the global state.

Much of the work in MARL has considered decentralized learning, e.g., [56–58,90–

92,105,106,108,110,111,114,115,119–127]. [107] proposed an Independent Q-Learning

(IQL) approach that learns a Q-function for all state-action pairs for all agents in the

system. However, this is applicable only for small number of agents, and results

in policies with large variance [97], especially when there are sparse/insufficient sam-

ples. [128] considered the problem of energy sharing optimization where each building

(agent) learns to choose from a discrete set of actions. A DQN is learnt for each build-

ing. However the number of agents are limited to only ten, and the model does not

scale for larger number of agents [97]. [93] learnt an independent DQN for each agent

in the game of soccer with discrete low dimensional state and action spaces, for only

five agents. [113] considered a common-pool resource problem where each agent learns

a self-interested policy via DQN. [129] introduced the problem where agents while

learning the main policy, also learn to trade in their respective actions in exchange

for the environmental reward. However, they consider only two agents. [130] executes

an asynchronous advantage actor-critic algorithm to learn policy for each agent in

parallel, however the number of agents again is limited to four. [60] used Long Short

Term Memory (LSTM) to develop Deep Recurrent Q-Network (DRQN) that extends

Deep Q-Networks and uses history to overcome the problem of hidden information in

partially observable environments. [61] extended DRQN to solve POMDPs for multi-

agent systems and proposed Distributed Deep Recurrent Q-Network (DDRQN) which

learns an independent DRQN for each agent, and is applicable only to a small number

of agents with discrete state/action spaces. [58] extends MARL to multi-task setting,

where partial observability is realized by hiding task identity from agents, who learn

to cooperate to solve decentralized POMDP tasks. They learn a decentralized policy

for each agent, however, their approach cannot be extended when agents receive dif-

ferent rewards [97]. To address the problem of scaling to large number of agents in

partially observable domains, [102] proposed to first learn for sub-tasks that involve
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small number of agents, and then add more agents for more complex tasks. However,

this approach can be applied only to problems that can be divided into sub-problems

with smaller number of agents.

Centralized (or joint) Learning considers the joint states/observations of all agents,

i.e. ∼N2 dependencies to learn a joint action over all agents. Much of the previous

work considered centralized learning with small number of agents (e.g., [77–79, 98–

100,116,117]), and some recent approaches have considered centralized learning with

large number of agents (e.g., [15, 71]). However, the computational cost increases

with the number of agents since we need to learn ∼N2 parameters to model the agent

dependencies, and centralized learning can only be used when the environment is fully

observable to all agents.

Some approaches have used centralized training and decentralized execution (e.g.,

[72]) for partially observable domains. The idea is to learn a centralized controller

based on the actions and observations of all users that guides the policy learning of

decentralized agents who can then execute individual actions independently based

solely on their local observations. [131, 132] developed a master-slave multi-agent

RL solution in which a a master agent receives and collectively processes messages

from slave agents. It then provides unique instructive messages to each slave agent.

Slave agents use their own information and the instructive messages from the master

agent to decide which action to take. [85, 133] proposed solutions for multi-agent

credit assignment problems in a partially observable setting where it is difficult for

agents to realize their contribution to the team’s success from global rewards. They

propose to estimate a baseline function using a centralized controller, that is used

to obtain the expected reward for each decentralized agent. However, their model

can be applied only for discrete action spaces and small number of agents [97]. [134]

proposed deep loosely coupled Q-network for partially observable systems where each

agent has a degree of independence and she can choose to either learn independently

or cooperate jointly, based on her local observation. However, these approaches are

limited to small number of agents. There are also scenarios when agents receive noisy
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observations and thus, each agent has a different observation of the true state [97].

[135] introduced learning of a communication policy that allows agents to interact

and share their observations. Along with learning the main policy, agents need to

determine whether their observations are informative to share with other agents.

However, learning the communication protocols along with policy learning increases

the number of parameters, and adds extra time complexity for execution.

4.3 Process Interventions

Previous work considered modeling news diffusion using Independent Cascade

(IC) model [12–14] and tried to limit the influence of fake news by selecting subset of

users that can spread true news. However, they do not differentiate between (re)tweet

and exposure events, and consider a user to be activated in both cases. Moreover,

their assumptions for user interactions and information diffusion, under IC model,

do not hold in real-world social networks [136], and without these assumptions, their

approach is computationally infeasible as shown by them. They consider a user can

be activated only once, and users can be activated only by a single user. But, in

practice, a user can become active or inactive multiple times, depending on their

interactions with other users, that are mutually-exciting in nature [15]. Additionally,

they consider fixed (re)tweeting rates, however, this does not hold in practice [136].

Also, they assume that a user can be exposed to either fake or true news campaigns

(not both), and once activated, users cannot change campaigns.

Multivariate Hawkes Process (MHP), considers history of user events and inter-

actions, and better capture news diffusion, They consider self and mutually exciting

nature of user activities in real-world networks [43]. Thus, instead of assuming fixed

probabilities for news sharing (e.g., in [12]), we model excitation events using MHPs

and integrate those in a RL framework to capture the dynamically changing user be-

havior. Moreover, we estimate base intensities (natural rate) of users to spread fake

and true news, from real data, instead of assuming any pre-determined rates. We do
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not make any strong assumptions as in IC model (e.g., [12]), and in our case users

can be activated by both fake and true news campaigns, as in a real-world setting.
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5 CENTRALIZED SOCIAL REINFORCEMENT LEARNING

5.1 Introduction

In this work, we consider the task of combating fake news dissemination in online

social media systems. Under the assumption we can characterize the diffusion of news

over the network by some stochastic process, and that the diffusion of true news is

independent from the diffusion of fake news, our aim is to mitigate the spread of fake

news by increasing the spread of true news.

We have a fixed budget that can be provided as incentives and thus, appropriate

selection of users and efficient allocation among those is important. The response

a user receives on sharing some post is an important indicator of her effectiveness

in spreading the news further, and can help to determine the amount of incentive to

spend on the user. For example, in social networks, this response can be quantitatively

measured in terms of number of “likes” received by the user.

Social reinforcement refers to the process where acceptance and praise from others

reinforces behaviors/preferences of an individual (see e.g., [18]). We propose to model

feedback from peers to learn better incentivization policies. Rewards on social media

(i.e., ‘likes’) are a form of acceptance and appreciation from peers, which affects the

regions of the brain responsible for decision-making and thus leads to a change in their

behavior [137, 138]. Specifically, we use the number of ‘likes’ obtained on sharing a

post users provide a positive reinforcement by hitting the ‘like’ button as observed

in [19]. ‘Likes’ have also been used as an important feature in classification of news

as fake or true [139].

To learn how to efficiently allocate incentives, we consider estimates of user feed-

back and user political bias. Since the response a user provides for a tweet is likely to

depend on her degree of political bias, we conjecture that estimates of user response
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(as a function of political bias) can help to efficiently select people to incentivize to

promote true news. To incorporate these effects, we consider a user’s leaning towards

the Democratic and Republican Parties. Thus, we model the feedback as a function

of political bias, towards the Democratic and Republican Parties. Specifically, we

model user response using a Multivariate Hawkes Process (MHP), whose base inten-

sity is proportional to their political bias, and interleave it with the news diffusion

processes (also modeled as an MHP). We estimate a user’s initial political bias using

a community detection algorithm and propose a model to update the bias over time.

Our setting is a cooperative multi-agent RL problem (MARL), where the number

of agents is large and the state and action spaces are continuous, which makes the

problem more challenging. Much of the previous work in MARL focuses on learning

a separate model for each user independently, or learning jointly by considering the

full state and action spaces across all users. However, both these approaches are

computationally intensive for a large number of agents. We avoid this by decoupling of

the post and response processes to approximate the joint action space more efficiently.

We dynamically optimize the intensity for the MHP corresponding to post events, but

only estimate parameters for the response events from historical data. By doing this,

we reduce the number of parameters and avoid noisy policy estimates.

To evaluate the performance of our model, we use two real-world Twitter datasets.

Since we have access to limited real-world data, and we cannot make real-time in-

tervention, we perform experiments on semi-synthetic data demonstrating the results

with respect to different network properties for fake and true news diffusion likely to

hold in real-world. The results show that adding intervention to increase the spread

of true news is beneficial for mitigating the impact of fake news relative to providing

no incentive. And compared to other baselines that do not consider estimates of user

response and political bias, our model is able to achieve increased true news diffusion,

in terms of maximizing the number of people reached and the number of mitigated

users, that is users who are already exposed to fake news, that become exposed to

true news.
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5.2 Related Work

[15] proposed to mitigate the impact of fake news by making interventions to true

news diffusion process modeled as MHP, and mapping the problem to a Markov De-

cision Process (MDP). Our work is motivated by their approach, but we extend their

model to incorporate a feedback component between pairs of users modeled using a

separate MHP, and interleave it with the news diffusion MHP. We believe that feed-

back is important in selection of users for efficient incentive allocation under budget

constraints. The feedback provided to users can be thought of as a reward shaping

technique, which is used in multi-agent credit assignment and resource allocation

problems where it is important to determine the contribution of each agent towards

the common system goal for learning better policies [55]. However, our approach is

different from standard reward shaping techniques, which consider a separate feed-

back for each user in the reward function. Since that requires a separate model for

learning each agent’s policy function, it is computationally intensive for large number

of agents. To avoid this issue, we provide user feedback as input to the policy function

approximator.

[44] uses deep reinforcement learning with marked temporal point processes for

incentivizing agents in personalized teaching and viral marketing domains. Similar

to our approach, they use feedback events to improve policy learning. However,

their events are application specific and are assumed to be generated from a black

box distribution. In contrast, we propose a process governing generation of feedback

events, and evaluate it using events from real data. Moreover, [44] trains a separate

model for each user independently, which is computationally intensive. In contrast,

we decouple the news diffusion and response processes to learn an approximate model.

This reduces the size of the joint action space and helps to avoid noisy estimates, in

addition to reducing the number of parameters (compared to the full joint).



39

5.3 Problem Definition

We consider the following setting. Let there be N users and let G represent

the followers network, where Gji = 1 if i follows j, and 0 otherwise. We consider

tweets corresponding to news stories, labeled fake (F ) or true (T ). We consider

the act of tweeting and retweeting by users as a news sharing event and do not

differentiate between them. The data contains a temporal stream of events e =

(t, i, h), where t is the time-stamp at which user i (re)tweets a post with label h = F

or T corresponding to fake or true news. Let Ni(t, h) be the number of times user i

shares posts corresponding to h = F (fake) or T (true) news, respectively up to time

t. Let T be the time-horizon of the task, divided into K stages of length ∆, where

stage k corresponds to the time interval [τk, τk+1) such that τk+1 − τk = ∆.

The impact of fake and true news can be measured in terms of the number of

people who are exposed, that has also been used in [7, 15]. We can compute the

number of times a user i is exposed to news by time t as G.i · N (t, h). Since it is

difficult to stop the spread of fake news, we want to ensure that users receive at least

as much true news as they do fake news (i.e., G.i · N (t, F ) ' G.i · N (t, T )). We

believe that an increased exposure to true news can increase skepticism for fake news,

as described in Section 1. Note that our goal is not to detect, but to mitigate the

impact of fake news. Thus, we consider the (re)tweets labeled fake/true apriori.

The objective is then to incentivize users to share true news in a targeted fashion

such that the people who are exposed more to fake news are also exposed more to

true news. From an algorithmic perspective, we want to learn how to efficiently

allocate the incentives assuming a budget constraint. Specifically, given the state

of the system s ∈ RdN(s ≥ 0, d ∈ Z+), which represents d network activities over

N users, we want to learn an incentivization policy function π : s → a to obtain

incentive actions a ∈ RN(a ≥ 0) corresponding to the increase in the likelihood of

sharing true news per user. Since we will only incentivize sharing of true news, we

evaluate our intervention strategy by computing the correlation between exposures
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to fake and true news. We also measure the distinct number of people mitigated and

assess the effectiveness of users selected by the strategy to spread true news.

5.4 News Diffusion Processes

A number of diffusion models have been developed to capture the spread of infor-

mation in social networks. Many of these models are based on stochastic processes

that use intensity functions governing the sharing rate per user. Some intensity func-

tions depend only on network structure, while others take into account the effect of

previous events and interactions between users. We considered several alternative

processes and evaluate which better characterizes the diffusion of news in our real

data.

Generative Process Since the process of fake and true news diffusion is the same

except for parameters, we provide a generic expression for intensity. Let λh,i be the

intensity for user i sharing a post, where h = T corresponds to true news, and h = F

corresponds to fake news. The generative process to determine time-stamps at which

user i makes posts corresponding to true news, given their respective intensities, is

described as follows. Let {th,i,j}j≥1 be the time-stamps for user i. Define {th,i,j}j≥1

to be the inter-arrival times, which are assumed to be independent for all processes.

Assuming the diffusion processes start at time 0, we can write, th,i,m =
m∑
n=1

th,i,n.

Ni(t, h) is the number of times user i shares posts by time t (defined in Section 5.3).

We have Ni(t, h) =
∑
m≥1

I(t ≥ th,i,m). Let κh,i be the fraction of news tweets up to

time T by user i for h = T (true) or h = F (fake) news. These values are computed

from historical data. The sampling method to generate inter-arrival times depends

on the type of diffusion process and is explained for each type below.
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5.4.1 Diffusion based on Network Structure

DEG Intensity depends on the number of followers and followees of the user: λh,i =

κh,i(
N∑
u=1

Giu +
N∑
u=1

Gui)

CEN Intensity is proportional to closeness centrality [140]. Let δiu be the shortest

distance from i to u in G: λh,i = κh,i(
N∑
u=1

δiu)
−1

Generative Process The above processes are homogeneous poisson processes,

whose inter-arrival times are exponentially distributed, fh,ti(t) = λh,ie
−λh,it, with

inverse cdf is given by F−1
h,ti(u) = − lnu

λh,i
. Since F−1

h,ti(t) has a closed form expression,

we use inverse transform sampling to sample th,i,j =
− lnuj
λh,i

, where j ≥ 1, uj ∼ U(0, 1).

After we obtain the inter-arrival times ti,j, we can generate the event times th,i,j =
j∑

n=1

th,i,n.

5.4.2 Diffusion based on History and Influence

We consider an N -dimensional MHP, where each dimension corresponds to a user

i. MHP naturally captures the phenomenon of self and mutual excitations between

user events discussed in Sec. 4.3.

λh,i(t) = µh,i +
N∑
j=1

∫ t

0

Φji (ωhe
−ωht) dNj(s, h)

where, the integral is over time, and s is used as placeholder for limits {0, t}. µh,i is

user i’s base exogenous intensity. The second term considers the effect of previous

events and mutual excitations among users, where Φ is a kernel adjacency matrix and

Φji corresponds to the impact that user j has on user i in the news diffusion process.

We use the standard Hawkes exponential kernel ωhe
−ωht to capture the decaying effect

of history over time, where ωh is the hyper-parameter governing the rate of decay.

µh and Φ are estimated from real data.
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Generative Process Ogata’s Thinning Algorithm [141] is used to generate event

times by sampling inter-arrival times using rejection sampling. The idea is to first

generate events from a homogeneous poisson process with a rate greater than the

desired rate, and then reject an appropriate fraction of events generated to achieve

the desired rate [142]. After this, we assign a dimension i ∈ [1, N ] to each of the

time-stamps generated with probability proportional to λh,i.

Efficient Computation of Intensity To incorporate the effect of past events,

much of the recent work uses complete trajectories of users (eg. [44]). However, since

we consider MHPs to characterize user activities in the network, our model can include

the effect of self and other users’ history and actions implicitly, as in [15] and [43].

The efficient computation of history and summing it to one scalar per dimension as

described below, is computationally efficient as we do not need to store the complete

trajectory for each user.

The diffusion of news is modeled as MHP, a non-Markovian process. However,

since we map the problem to a Markov Decision Process (MDP), we need to include

the effect of history from previous events. Let HF,i be the effect of intensity due

to all events in previous k stages, for user i, on the future t > τk, for fake news

diffusion. HF,i = ωF
N∑
j=1

∫ τk
0

Φji e
−ωF (t−s) dNj(s, F ). As observed in previous work

( [143,144]), exponential kernel allows to efficiently compute the intensity, by defining

yF,k,i = λF,i(τk) − µF,i, so that, HF,i = yF,k,ie
−ωF (t−τk). Hence, using yF,k,i, we can

efficiently compute the intensity at t > τk, without having to sum over all previous k

stages. Similarly, we have yT,k,i = λT,i(τk)− ak−1,i − µT,i for true news diffusion.

5.4.3 Diffusion based on Political Bias

Apart from network properties and user interactions, we believe that user’s politi-

cal bias is an important factor governing the probability of her sharing a post. Hence

we model political bias and its change over time based on [145]. The idea is that when

two users interact, it changes their degree of bias. Let Gi. = {j|Gij = 1} be the set
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Algorithm 1 Update Political Bias

1: Input: Ik, {Gi.}Ni=1, {bk−1,i}Ni=1

2: /* Initialize bias values at stage k with those at stage k − 1 */

3: for i = 1...N do

4: bD,k,i = bD,k−1,i, bR,k,i = bR,k−1,i

5: end for

6: /* Update bias based on interactions during stage k*/

7: for e = (t, i, h) ∈ Ik do

8: Let i be the user corresponding to the event e.

9: for each j ∈ Gi. do

10: if bD,k−1,i > bR,k−1,i then

11: bD,k,j = bD,k,j + 0.5[|bD,k,i − bD,k,j| − ρ(|bD,k,i − bD,k,j|)]

12: bR,k,j = 1− bD,k,j
13: else

14: bR,k,j = bR,k,j + 0.5[|bR,k,i − bR,k,j| − ρ(|bR,k,i − bR,k,j|)]

15: bD,k,j = 1− bR,k,j
16: end if

17: end for

18: end for

19: return {bk,i}Ni=1

of followers of user i. Let Ik be the list of events {e = (t, i, h)}τk≤t≤τk+1
that occurred

during stage k, sorted in chronological order. Let bD,k,i and bR,k,i be the bias of user

i, respectively, for stage k. We say that a user i, in stage k, has polarity pk,i = D

if bD,k,i > bR,k,i, and pk,i = R otherwise. We assume that the bias is constant in the

interval [τk, τk+1) and update it at the end of stage k (time τk+1), taking into account

the cumulative effect of interactions during the interval, as described in Algorithm

1. The function ρ in lines 11 and 14 helps to maintain the bias values in [0, 1] as

ρ(x) = 0 if x ∈ [0, 0.5], and ρ(x) = 1 if x ∈ (0.5, 1].
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Aligned (AL) If a user i has polarity D in stage k, then her intensity for stage

k + 1 will be set to her bias (at stage k) for D, otherwise the intensity will be set to

her bias for R: λh,k+1,i = I(pi,k = R) bRi,k + I(pi,k = D) bDi,k

BCM Similar to AL, but the bias at stage k is computed using Bounded Confidence

Model (BCM) [41, 42] (Section 2.5) that has been widely used to capture opinion

dynamics in social networks.

Generative Process Given the bias values computed for stage k, the diffusion pro-

cess during stage k+ 1, for each user i, is a homogeneous Poisson process. Therefore,

we sample the inter-arrival times as tk+1,i,j = − lnU(0,1)
λk+1,i

. For stage k+ 1, we can write

tk+1,i,j = τk+1 +
j∑

n=1

tk+1,i,n.

5.4.4 Evaluation of Proposed Processes

Our goal is to quantitatively assess which of the above processes better charac-

terizes news diffusion in real-world data. For this, we use a portion of the data as

training data to infer parameters, and then simulate processes for later stages, with

the assumption that parameters learnt from historical data (past stages) continue to

describe the process in the future. We compare characteristics of the simulated data

with the real data to evaluate the various processes.

We use two real-world datasets, Twitter 2016 and Twitter 2015 [5,146], with 750

and 2050 users in the networks, respectively. We observed that in our data around

75% of the news last for 40 hours, and thus we take T = 40 hours, with 40 stages of

length ∆T = 1 hour each. Also we observed that true news decays faster than fake

news, and thus chose ωF < ωT . Specifically, we set ωF = 0.6 and ωT = 1 for Twitter

2016, and ωF = 0.75 and ωT = 1 for Twitter 2015. To decide ω, we performed a grid

search and chose the one with least error. We consider ω as a pre-specified hyper-

parameter as in [15], and did not estimate from data due to increased computational

cost.
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We infer parameters (µ,χ,Φ) using Maximum Likelihood Estimation as in [15,

147, 148] using data from first 10 stages. Suppose we have l previously observed

sequences I = {oq}lq=1, where each o is a sequence of events {(toj , ioj , hoj)}noj=1 observed

during the first 10 stages, and no is the number of events in o. Since we assume

that the diffusion of fake (hoj = F ) and true (hoj = T ) news is independent, we

separate the events corresponding to fake and true news diffusion, and learn the

respective parameters separately. We provide a generic expression for likelihood,

with exponential kernel for MHP:

L(Θ) =
∑
o∈I

[
no∑
j=1

log λioj (t
o
j)−

N∑
i=1

TPE∫
0

λi(t)dt)] (5.1)

where TPE corresponds to the time-stamp of the historical data used to estimate

parameters (10 in our case). We minimize with L1 regularization to avoid over-fitting,

min
µ,Φ
−L(Φ,µ) + ζ1||µ||1 + ζ2||Φ||1 (5.2)

where ||Φ||1 =
N∑

i,j=1

Φij, is used to enforce sparsity of the matrix Φ. To efficiently

solve our optimization problem, we divide it into easily solvable sub-problems, based

on the approach of Alternating Direction Method of Multipliers (ADMM) [149]. See

[147] for more details on efficient optimization.

We evaluate which of the proposed processes better captures the real data. The

training/test framework is shown in Fig. 5.3. The simulations of MHP are performed

using “tick” python library ( [150]). Using the parameters learned from the first 10

stages, we simulate the process for later stages. Let ND,i(t) be the number of events

of user i up to time t in the real data, and let NP,i(t) be the number of events of user

i up to time t obtained from the simulating process P . NP,i(t) = Ni(t, F ) for fake

news diffusion and NP,i(t) = Ni(t, T ) for true news diffusion defined in Sec. 5.3. For a

given interval of length ∆, we define error EP,∆ as the absolute difference between the

number of events generated from the simulated process P and the number of events

in the real data in the interval ∆, averaged over all users:
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(a) Fake News Processes (b) True News Processes

Figure 5.1.: Difference (expected and observed number of events)

EP,∆ =
1

N

N∑
i=1

|[ND,i(t′ + ∆)−ND,i(t′)]− [NP,i(t′ + ∆)−NP,i(t′)]| (5.3)

where t′ > TPE(= 10). Figure 5.1 shows the error, for each process, corresponding to

different values of ∆, where we average over 10 different time intervals for each value

of ∆ by taking different values of t′ ∈ [11, 40]. We observe that MHP achieves the

least error, and that it decreases with increasing interval length, for both fake and

true news diffusion. This can be attributed to the fact that MHP considers history of

previous events, and mutual excitations. Thus, we can say that MHP closely models

the diffusion of fake and true news in real-world data, and use it as the process

characterizing news diffusion in our model described next.

5.5 Incentivization Model

Let sk be the state of the network at stage k. We define actions ak ∈ RN , where

ak,i ≥ 0 is the incentive provided to user i to promote true news, during stage k.

We learn the function π : sk → ak by using policy optimization problem in a Markov
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Decision Process (MDP) ( [151]), such that the reward (objective) defined in Sec. 5.5.2

is maximized. MDP based methods take into account the reward achieved on applying

the policy, from the current stage as well as from the future stages. We add ak as an

intervention to the intensity function for true news diffusion modeled using MHP.

λT,i(t) = µT,i + ak,i +
N∑
j=1

∫ t

0

Φji (ωT e
−ωT t) dNj(s, T ) (5.4)

where τk ≤ t < τk+1 for the kth stage. Since the total amount of incentive provided

is usually limited, we impose budget constraint by fixing the sum of incentives for all

users at stage k to be Ok, (
N∑
i=1

ak,i = Ok). We consider ak as actions in the MDP, where

the space of all possible actions is given by Ak = {ak ∈ RN |ak ≥ 0, ||ak||1 = Ok}.

Generative Process The process to generate events after applying intervention is

the same as in Sec. 5.4.2, except the time-stamps are generated for every stage k using

the corresponding intensity for the stage, similar to the diffusion based on political

bias (Sec. 5.4.3).

5.5.1 State Features

We represent the state of the network sk for stage k as sk = (nk,wk). Here, nk(T )

and nk(F ) refer to the number of true and fake news events in the previous stage,

respectively, and are obtained as nk(h) = N (τk, h)−N (τk−1, h), where N (t, h) is the

number of events upto time t, corresponding to true (h = T ) or fake (h = F ) news

diffusion, described in Sec. 5.3. wk refers to user responses in terms of the number of

likes received.

Number of Events in Previous Stages

As shown in previous work [15, 152, 153], a common choice of features to param-

eterize point processes is the number of events in the previous stage. Hence, we
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define nk(F ) ∈ RN and nk(T ) ∈ RN , such that nk,i(F ) = Ni(τk, F )−Ni(τk−1, F ) and

nk,i(T ) = Ni(τk, T )−Ni(τk−1, T ).

User Response

We consider the news diffusion and response processes to be inter-leaving, and

measure response for a user at the end of each stage. Let W(t) = [Wui(t)]
N
u,i=1,u 6=i,

where Wui(t) is the number of times user i likes the (re)tweets by user u up to time t.

Wk,u =
N∑

i=1,u6=i

∫ τk+1

τk
dWui(s) is the total likes received by user u during stage k. Hence,

the feature vector representing the feedback received by users is wk = {Wk,u}Nu=1.

We cannot make real-time interventions on Twitter and do not know apriori the

response (number of likes) a user would receive on (re)tweeting under the news dif-

fusion model. Hence, we model the environment generating user responses using

another MHP, motivated by [154] that modeled the number of times user i retweets

source u. We extend their approach, in our case, to model the number of likes given

by a user i to source u, by incorporating the stage (time) dependent political bias

as the base exogenous intensity explained below. For each pair of users, we have

corresponding intensity modeled using MHP, given as {ψu,i(t)}, u, i ∈ [1, N ], u 6= i).

Aligned Bias User Response

If source u and her follower i have the same political leaning (polarity), then the

probability (intensity) of i “liking” u’s post increases, whereas if they have different

polarity, then the probability decreases. To realize this, we adjust the base intensity

depending on the bias values.

ψk+1,u,i(t) = χi + I(pk,i=pu,k)bpk,i,k,i − I(pk,i 6=pk,u)b¬pk,i,k,i

+
N∑

j∈G.i

∫ t

0

ωLGji e
−ωLt dWuj(s)

(5.5)
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where t ∈ [τk, τk+1). χi is the base intensity estimated from the data that is

independent of the history. G.i is the set of followees of i. Using above, we try to

accumulate the response a user receives from her direct and indirect followers, by

aggregating the likes by followees of user i to the post of user u. The more frequently

the followees of i like u’s posts, the more she tends to “like” u’s posts. When i likes u’s

post, Wui(t) gets incremented, furthur increasing the chances of liking u’s post among

the followers of i. We simulate the above process for each stage k by first computing

the users u who shared true news during stage k, i.e., users with nk,u(T ) > 0, and

then generate feedback events using ψk,u,i, only for those users. For simplicity, we set

ωL = 1.

To test whether bias helps to model the response process better, we compare it

with the alternative model described below that doesn’t consider political bias.

Without Bias User Response

ψu,i(t) = χi +
N∑

j∈G.i

∫ t

0

ωLGji e
−ωLt dWuj(s) (5.6)

To evaluate how well the above model captures “like” events in the network,

we use a similar setting as in Sec. 5.4.4, and observed that the Aligned Bias User

Response model outperforms Without Bias User Response model that does not take

into account bias. We compare the number of likes generated from the above models

(after estimating the parameters) to those observed in the real data. The average

absolute difference as a function of time interval length is shown in Fig. 5.2. We can

see that the Aligned Bias User Response model is better than the Without Bias User

Response model.

5.5.2 Reward

We use the correlation between exposures to fake and true news ( [15]) to quantify

our objective that people exposed more to fake news are also exposed more to true
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(a) Twitter 2016 (b) Twitter 2015

Figure 5.2.: Difference in expected and observed number of likes

news. The number of exposures by time t is given by G ·N (t, h), and that in stage

k can be obtained as G ·N (τk+1, h)−G ·N (τk, h), i.e. G · nk(h). Thus, the reward

is given as,

R(sk) =
1

N
(nk(T ))>G>G nk(F ) (5.7)

5.5.3 Policy Learning and Optimization

Regulating policy at different time steps helps model the dynamic behavior of

people, for e.g., a user is active for a certain time period time and becomes inactive

afterwards. Also, in our problem, we impose a budget constraint on the total amount

of intensities allocated to users, and thus, regulating their distribution is important.

Therefore, we consider multi-stage interventions, i.e., interventions at regular spanned

time intervals.

Our goal is to learn policy π to determine the intervention to be applied at each

stage for true news diffusion process such that the total expected discounted reward
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for all stages, J =
K∑
k=1

γkE[R(sk, ak)] is maximized, where γ ∈ (0, 1] is the discount

rate.

In order for our policy to have long-term impact, we consider both immediate and

future rewards. But, as a post ages, its influence decreases [148]. In social networks,

the feeds are chronologically sorted [44], and thus, a user sees most recent posts from

her peers than older. This indicates that reward from recent stages is more important

than that from later stages in time. Since, our reward is based on number of exposures

to a post, we use discounted rewards setting (as used in previous work (e.g., [15,31]),

that is easier to realize using multi-stage interventions described above. Using Eq. 5.7,

we can write,

E[Rk(sk, ak)] =
1

N
E[(nk(T ))> G>G nk(F )] =

1

N
E[nk(T )]> G>G E[nk(F )] (5.8)

The expected reward for fake and true news diffusion processes can be decomposed

due to the independence assumption. Following [15] and [143], we obtain,

E[nk(T )] = Γh(µT + aT,k) + ΥhyT,k (5.9)

E[nk(F )] = ΓhµF + ΥhyF,k (5.10)

where, yT,k and yF,k are defined in Sec. 5.4.2, that capture the effect of history due

to past events, Υh = (Φ− ωhI)−1(e(Φ−ωhI)(∆) − I) and Γh = Υh + (Φ− ωhI)−1(Υh −

I(∆))/ωh. Thus, we compute the expected reward as,

E[Rk(sk, ak)] =
1

N
(ΓT (µT + ak) + ΥTyT,k)

>

G>G (ΓFµF + ΥFyF,k)

(5.11)

The linear dependence of expected reward on policy ak results in a convex optimiza-

tion problem. Similarly, we calculate E[wk] (as in [143]).

We represent the policy as a function of state (sk), parameterized by weights θ,

that is, ak = π(sk;θ), where π is the function we want to learn. Each state is associ-

ated with a value V (sk), that is, the total expected reward when in the given state

following policy π, V (sk) = E[
K∑
j=k

γjRj|(sk, π)]. Since it is computationally expensive
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to compute V (sk) from future rewards for every possible policy π, we approximate the

value as a function of the state parameterized by weights φ, that is, V (sk) = f(sk;φ),

as in [30,31]. Policy gradient methods are more effective in high dimensional spaces,

and can learn continuous policies. Thus, we use state-of-the-art advantage actor-critic

algorithm [28] to find the optimal policy. The details are presented in Algorithm 2.

Setup

Fig. 5.3 shows the complete training/test setup for our model. In the figure,

e[t, t′] and l[t, t′] represent the post and like (feedback) events between time t and

t′. We use MHPλ to denote the MHP defined in Sec. 5.4.2, and MHPψ to denote

the MHP defined in Sec. 5.5.1. We use the data from time [0, K(= 10)) to learn

the parameters. Then we divide the remaining data corresponding to time interval

[K(= 10), 4K] into three parts, data from [K, 2K) corresponds to training dataset

used to learn the policy, data from [2K, 3K) corresponds to evaluation dataset used

to evaluate the learnt policy by measuring reward obtained, and data from [3K, 4K]

is used as held-out dataset for experiments in Sec. 5.6.2.

We obtain the training dataset and evaluation dataset by generating post (tweet)

and feedback events using MHPλ and MHPψ, respectively. Generating data using

MHPs is supported by our observation that MHPλ and MHPψ better capture the

diffusion and feedback processes as shown in Sections 5.4.4 and 5.5.1. Moreover,

since we cannot make real-time intervention to test the policy, we use a simulated

environment (using MHPs) as a proxy for online interventions to measure the reward

using evaluation data. In order to make the training and evaluation environment

similar, we use the events generated by simulating MHPs with parameters learnt

from real data. Moreover, we compute the expected value of reward in the future

(next stage) assuming that the diffusion process follows the MHP.

Let there be K stages in the training data. Given features for stage k, we find

the policy to be applied for stage k + 1. We use a multi-layer feed-forward neural
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Figure 5.3.: Policy Learning and Evaluation Framework
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Figure 5.4.: Neural Network Architecture
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Algorithm 2 Policy Learning and Optimization

1: Input: {sk}Kk=1,µ,Φ,χ, ω, γ, ηθ, ηφ

2: Output: θ∗

3: repeat

4: for k = 1, ..., K − 1 do

5: ak+1 = π(sk;θ)

6: V (sk) = f(sk;φ)

7: ak+1 = ak+1

||ak+1||1
×Ok /* Budget Constraint */

8: Compute E[Rk+1(ak+1)] (Eq. 5.8)

9: nk′(h) = E[nk(h)], wk′ = E[wk], sk′ = (nk′(h),wk′)

10: V (sk′) = f(sk′ ;φ)

11: rk = E[Rk+1(ak+1)] + γV (sk′)

12: end for

13: Lθ = 0, Lφ = 0

14: for k = 1, ..., K do

15: Let Dk =
K∑
j=k

γk−1rk

16: Bk = Dk − V (sk) /* Compute Advantage */

17: Lθ = Lθ +Bk

18: Lφ = Lφ + ||V (sk)−Dk||2
19: end for

20: Jθ = Lθ, Jφ = −Lφ
21: θ = θ + ηθ∇θJθ, φ = φ+ ηφ∇φJφ

22: until ||∆θ|| < 0.1

23: θ∗ = θ

24: return θ∗

network (NN) to learn this policy π. The input to the NN, for stage k, is the state

sk = [nk(F ),nk(T ),wk]. Hence, the dimensionality of input layer is 3N , where N is

the number of users in the network. Now, V (sk) = f(sk;φ), and ak+1 = π(sk;θ). We
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use the same NN to learn both θ and φ, however they are independent of each other.

We use one hidden layer to learn the policy π : sk → ak+1, and a separate hidden

layer to learn the value function V (sk). There are 2 different outputs of the NN, a

scalar value V (sk), and an N-dimensional output corresponding to the action ak+1,i

for each user i. We used Adam optimizer and learning rate of 0.02. Fig. 5.4 shows

the network for two users.

After we obtain the policy as output of the NN, we impose budget constraint

by normalizing, as shown in line 7 in Alg. 2, and compute the expected reward for

stage k + 1 using ak+1 (line 8). nk′ and wk′ are the expected feature vector for the

state sk′ obtained after applying the policy (line 9), and we find the expected value

of the next state V (sk′) in line 10. rk represents the expected reward that could be

obtained by applying action ak+1 in state sk, in line 11, that comes from the Bellman

Optimality Equation [151]. Instead of simply using the expected reward to optimize

the policy, we use an advantage function that is obtained by subtracting the value

of state as baseline from the expected reward. This helps to reduce the variance in

estimates. Lines 15-16 show the computation of advantage function for each state sk.

In lines 20-21, we learn the optimal parameters θ and φ, initialized randomly, using

stochastic gradient descent, with learning rates ηθ and ηφ, respectively.

5.5.4 Policy Evaluation

To evaluate the learnt policy, we find the intervention a = π(s) where s = (n,w)

obtained from events in the simulated evaluation data, as shown in Fig. 5.3. We

simulate MHPλ after adding a to the base exogenous intensity µT for true news

diffusion, and compute the following evaluation metric.

Evaluation Metric To compare the performance of different methods, we consider

the reward along with the fraction of users exposed to fake news that become exposed

to true news. The latter helps to assign more importance to the mitigation of distinct

users over mitigation of few users with high exposures. Let LT,k and LF,k be the sets
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of users exposed to true and fake news, respectively, during stage k. LT,k = {i|i ∈

[1, N ],nk(T ) ·G.i > 0} and LF,k = {i|i ∈ [1, N ],nk(F ) ·G.i > 0}. Define performance

as P =
K∑
k=1

Rk × |LT,k∩LF,k|
|LF,k|

We measure the performance of a method relative to

that obtained by applying no intervention, in order to assess the gains by making

interventions. Specifically, we report the difference between the performance after

applying the learnt policy and that without applying a policy. Note that since we

cannot make real time interventions, we cannot explicitly test if there is a reduction

in fake news spread.

5.6 Experiments

For experiments, we used Ok ∼ N · U(0, 1), and γ = 0.7. We compare our model,

that we call MHP-U, against different baselines described below.

5.6.1 Baselines

Vanilla MHP (V-MHP)

Policy is a function of user events (tweets), similar to [15]), does not consider bias

or feedback.

Exposure-based Policy (EXP)

To mitigate users who shared more posts related to fake news in past [15]: Inter-

vention ak,i ∝
k∑
l=0

N∑
j=1

Gij nl,i(F ).

DEG

Intervention ai ∝ degree of a user i (Sec. 5.4).
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CEN

Intervention ai ∝ closeness centrality of a user i (Sec. 5.4).

AVG

Intervention ak,i = Ok
N

, that is, the average budget per user.

Random (RND)

Intervention ak,i ∝ U(0, Ck
N

]

5.6.2 Results

Fig. 5.5 shows the relative performance of different methods. The correlation

between fake and true news exposures is higher for MHP-U, and it also maximizes

distinct number of users exposed to fake news. The gain in performance comes from

the pairwise user feedback (MHPψ) modeled.

Fig. 5.6 shows a change in performance with respect to the ratio of decay parameter

for true and fake news diffusion. As this ratio increases, the performance decreases

exponentially. This is due to the fact that in the later stages, we have less true news

events compared to fake news events. We mark the ratio corresponding to the settings

described in Sec. 5.4.4, with a vertical line.

The above results serve as a proof of concept that providing incentives helps

to increase the spread of true news even among the people exposed to fake news.

However, since we cannot make any real-time interventions, we compare different

methods by measuring the impact of nodes selected on held-out dataset (Sec. 5.5.3).

Let S(τ) be the set of users who spread true news according to the model by time

τ , that is, S(τ) = {i|(Ni(τ, T ) − Ni(2K,T )) > 0}. We call these as selected users,

and the remaining users are considered missed (M(τ)) by the model. We consider

τ ∈ [2K, 3K]. Given users in S(τ) and M(τ), we calculate the total number of users
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(a) Twitter 2016 (b) Twitter 2015

Figure 5.5.: Relative Performance on Twitter Datasets

(a) Twitter 2016 (b) Twitter 2015

Figure 5.6.: Relative Performance vs Ratio of Decay

who retweeted the posts of these users between time [τ
′
, τ

′
+ ∆) where τ

′
= τ + g, in

order to measure the impact of the selected and missed nodes in terms of the people

actually reached out in real data. g = {0, 2, 5, 8} indicates the gap or number of

stages after which we want to measure the impact (in the future). We considered

different values of ∆ ∈ {1, 2, 3, 4, 5} and report the average values in Table 5.1. We

see that the impact of selected nodes (S) is greater than that of missed nodes (M) for

MHP-U, and V-MHP by a large margin.
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Table 5.1.: Sum of Retweets at τ + g for Users Selected at τ

MODEL
τ

′
= τ + 0 τ

′
= τ + 2 τ

′
= τ + 5 τ

′
= τ + 8

S M S M S M S M

MHP-U 1000.5 400.8 830.2 223.3 630.8 170 553.3 140.4

V-MHP 700.4 416.6 553.7 250.4 420.9 162.2 369.1 148.8

DEG 590.6 500.3 445.3 350.1 330.3 259.8 296.6 233.4

EXP 600.2 575.7 299.1 437.8 210.5 298.8 200.2 291.7

CEN 538.5 569.9 369.2 334.6 283.7 257.6 246.1 223.3

AVG 420.7 598.2 260.3 449.1 215.4 325.6 173.3 300.2

RND 410.1 518.4 205.7 459.2 178.7 340.2 136.1 306.4

5.6.3 Experiments on Semi-Synthetic Data

We use subsets of twitter data to study the performance with respect to different

network parameters. The results, on Twitter 2016, are shown in Fig. 5.7, where we

highlight the region closely representing real-world scenarios. We observe that our

method outperforms the baselines by larger margin in all such regions.

Ratio of out-degree to in-degree

Fake news sources have lower out-degree and high in-degree, compared to sources

for true news [155,156]. Fig. 5.7-a shows that the performance decreases as the ratio

of ratio of out-degree to in-degree for sources of fake news to that of true news,

increases. This can be due to a decrease in the number of followers for true news

sources. This ratio is usually less than 1 in real networks [157].
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Average Degree

[158] showed that the average degree of users in fake news network (users who

retweet fake news) is more than that in true news network. Fig. 5.7-b shows that the

performance decreases as the ratio of average degree for fake news network to true

news network increases, since fewer people are reached out by true news spreaders.

Centrality

Closeness centrality for sources of fake news is higher than that for true news

[4, 157]. Fig. 5.7-c shows change in performance with respect to ratio of average

closeness centrality of fake news sources to that for true news. The performance is

high for ratio 1.

Political Bias

[1] observed that Democrats (D) are more likely to believe fake news than Re-

publicans (R), and R are more likely to believe true news than D. We say that a user

is High D (High R) if bD,0,i > 0.5 (bR,0,i > 0.5) and Low D (Low R) otherwise. Based

on this, we create four groups of people. Group 1: High D fake, High R true news

sources. Group 2: High D fake, Low R true news sources. Group 3: Low D fake,

High R true news sources. Group 4: Low D fake, Low R true news sources. Fig. 5.7-d

shows that the performance is least for Group 1, when bias is high for both R and D,

indicating that it is difficult to encourage people to spread news that does not align

with their ideology.
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(a) Ratio of Out-to-in Degree (b) Ratio of Average Degree

(c) Closeness Centrality (d) Political Bias

Figure 5.7.: Relative Performance (Different Network Properties)
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6 EFFICIENT CENTRALIZED SOCIAL REINFORCEMENT LEARNING

6.1 Introduction

News dissemination on Twitter is aided by two types of events—tweets, in which

users share their own posts, and retweets, in which users re-post the information

shared (tweeted) by others. Notably, as more people spread some news, others also

start circulating it, irrespective of the underlying evidence, which is referred to as the

BandWagon effect [159]. Thus, if more people spread true news, their peers will also

share true news more, and social media sites can be a platform for people to help

reduce the spread of fake news [160].

Intervention-based methods aim to mitigate the impact of fake news by increasing

spread of true news [15]. These works conjecture that an increased exposure to

true news will increase suspicion and mistrust for fake news, leading to a potential

decrease in fake news spread. In the previous chapter, we proposed a centralized

social reinforcement learning approach that learns how to incentivize users to share

true news such that people exposed more to fake news also become exposed more to

true news [43]. Multi-agent RL in a social context is difficult when there are a large

number of users with relatively few interactions due to high dimensionality of the

continuous state and action spaces. To reduce the computational cost, we previously

considered tweets and retweets to be equivalent events.

However, some recent studies have observed large differences in the diffusion pat-

terns of tweets and retweets, especially for fake news (e.g., [161]). They observed that

the number of retweets for fake news are much higher than that for true news. And,

retweets play a major role in the widespread and faster diffusion of news, compared

to source tweets [3]. [162] found that Twitter has a low level of reciprocity and the

influence between pair of users is asymmetric. They also observed that tweets are
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able to reach a greater audience due to the retweets. The retweet network is very

different from the followers network, and most of the retweets are from users who do

not follow the source user of the tweet [3, 163]. [158] studied the differences between

the network structure of fake and true news diffusion, and found that on an aver-

age, users in the fake news diffusion network retweet more and are retweeted more,

compared to those in the true news diffusion network. To capture these differences,

we model the tweet and retweet events with separate processes, which increases the

model dimensionality, particularly when the goal is to learn centralized policies and

decentralized learning cannot scale to large number of users.

In the previous chapter ( [43]), we presented a Social RL approach to mitigate

the impact of fake news by learning interventions to increase the intensity of true

news diffusion. We employed joint policy learning to capture agent dependencies,

however, we still estimate ∼N2 parameters resulting in high computational cost and

larger variance in policy estimates due to sparse interactions. Also, due to the high-

dimensionality of joint state/action representation in the previous approach, the im-

pact of an individual’s state features in learning her own policy diminishes with larger

N , resulting in noisy estimates as the policy parameters overfit to a single type of

users who may be in the majority. This also makes it infeasible to model reciprocity

in agent interactions, because N2 agent pairs would lead to N×N2 =N3 parameters.

To avoid this, previously we only considered individual (i.e. N) actions per user.

To overcome these challenges, we propose a Dynamic Cluster-based Policy Learn-

ing (DCPL) approach to Social RL that utilizes the properties of the social network

structure and agent correlations to obtain a compact model to represent the system

dynamics. Specifically, we propose to cluster similar users in order to reduce the

effective number of policies to be learned, and overcome the problem of sparse data

by aggregating the interactions of similar users. We then develop a method to easily

derive personalized agent-level actions from cluster-level policies by exploiting vari-

ability in agents’ behaviors. Thus, we reduce the problem of learning policies for N

users to that for C clusters (C � N), and hence, the model dimensionality from ∼N3
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(with pairwise agent interactions) to ∼C3, to allow efficient and effective joint pol-

icy learning, considering all users. To consider individual contributions to the global

network reward, we design clustering features motivated by difference reward [35].

Specifically, we define contribution features to measure a user’s efficacy given other

agents’ actions, and, payoff features to determine how responsive an agent is to the

policy applied in the past. We use these features (via clusters) to learn agents’ effec-

tiveness early on, for better exploring the action space, without increasing the state

space, in order to speed-up convergence. Since agent interactions are dynamic, we

update the policy after regular time-intervals and dynamically align and update the

cluster memberships to reflect the effects of applying the updated policy. To the best

of our knowledge, DCPL is the first MARL method to consider policy learning while

dynamically clustering users, in social networks.

We evaluate the performance of DPCL compared to different static clustering and

non-clustering policy learning methods, using real-world Twitter datasets. Results

show that it is important to model the tweet and retweet events as separate processes.

Compared to other baselines, our dynamic cluster-based approach is able to learn

better policies that achieve higher network reward, by learning a compact model that

reduces the effective number of policies required to be estimated.

6.2 Related Work

[15] proposed to mitigate the impact of fake news by increasing the diffusion of

true news that is characterized using Multivariate Hawkes Process (MHP). [43] devel-

oped a Social RL approach to combat fake news spread by providing users incentives

to share more true news, that are learnt using history of user events, and feedback.

Since the method in [43] outperforms [15], we do not compare our proposed method

against the latter.

[44] learned a separate model for each agent. However, this ignores inter-agent

dependencies, and is infeasible for large N . [15, 43] developed centralized learning
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approaches for fake news mitigation on Twitter, by modeling agent interactions via

tweets and likes. They consider individual (i.e. N) actions and estimate ∼N2 parame-

ters resulting in high computational cost for large networks. Also, they do not address

the problem of sparse interactions that leads to increased variance in estimates. In

contrast, we reduce the model dimensionality by clustering similar users. This allows

us to efficiently learn a more compact model and facilitates modeling actions per

user pair (i.e. N2 actions) to capture reciprocity in user interactions. Moreover, it

addresses the problem of sparse interaction data by aggregating the interactions of

similar users.

[15, 43] did not distinguish between tweets and retweets, and learned the same

action for both activities. However, the diffusion patterns of tweets and retweets

have large differences, especially, for fake news [161]. Moreover, retweet network is

very different from followers network on Twitter with a low level of reciprocity [3]. To

capture these differences, we consider tweet and retweet as separate network activities,

resulting in three different types of agent interactions. Also, we learn actions per

user pair to capture the reciprocity in user interactions, i.e., N2 actions. However,

this leads to an increase in the model dimensionality, particularly for joint learning,

resulting in large number of parameters (∼ N3), and high computational cost.

To overcome this, and learn better resource allocation strategies, we propose to

first cluster users with latent features (based on their past behavior and contribution

to the objective). To reduce the computational complexity, previously [74] considered

an aggregate of agents to obtain a smaller effective number of agents. However, their

approach is applicable to only small restricted discrete action spaces [97]. [72,73] used

an aggregate statistic of agents’ actions along with certain strong assumptions on the

state-transition model. However, Social RL problems usually have continuous spaces

describing the intricate user interactions and network activities, and the complex

state-transition dynamics are generally unknown.

Previous work utilized symmetry between states and/or agents to reduce the size

of the Markov Decision Process (e.g., [53, 54]). Our clustering approach is based on
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the observation that similar users tend to show similar behavior, and thus we propose

to learn similar policies for them. This has also been utilized to cluster users in

mobile health domain [164,165]. However, they did not consider user interactions and

dependencies, clustered users only once, and assumed the cluster assignments remain

fixed (static). In our setting, we consider dynamic user interactions. Thus, there is

a need to dynamically update cluster assignments, and we propose an approach to

ensure cluster alignment at different time-steps.

6.3 Problem Definition

We consider a social network with N users who interact via d different network

activities (e.g. tweet, like). Each user i ∈ {1, ..., N} is an agent. Let G represent

the followers adjacency matrix for the social network graph, where Gij = 1 if j

follows i, and 0 otherwise. Our data contains a temporal stream of events with

the time horizon [0, T ) divided into K stages, each of time-interval ∆, where stage

k ∈ [1, K] corresponds to the time-interval [τk, τk+1). We consider three types of

events characterizing user activities, corresponding to tweets (T ), retweets (R), and

likes (L ). We represent the tweet or retweet events using e = (t, i, h, z) where t is

the time-stamp at which user i shares a post of type z = T or R, with label h = F

(Fake) or T (True). Like events are represented as l(u, i, t) indicating user i likes user

u’s post at time t.

A quantitative measure of the impact of fake and true news is the number of

people exposed. Let Ni(t, h, z) represent the number of times user i shares news of

type z = T or R, with label h = F or T , up to time t. Then the number of times

a user i is exposed to news up to time t corresponds to G.i · N (t, h, z). Let Wi(t) be

the number of likes received by user i upto time t. Our goal is to incentivize users

to share true news—to ensure that users receive at least as much true as fake news.

Algorithmically, we want to increase the probability of sharing true news in a targeted

fashion by learning an efficient strategy to allocate incentive among users, based on
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Figure 6.1.: Overview of Cluster-Based Policy Learning and Evaluation

properties of the network G and the effects of past user interactions. Specifically,

given the network state s ∈ RdN corresponding to d user activities (described further

in Sec. 6.4.3), we want to learn an incentivization policy π : s→ a to obtain incentive

actions a ∈ RN+N2
(a ≥ 0), where tweet actions are per user (i.e., N) and retweet

actions are per user pair (i.e., N2). Incentive corresponds to increasing the likelihood

of users sharing true news, and can be realized (in real-world) by using external

motivation (e.g., money, reward/credit points). Note that fake news mitigation is

a multifaceted problem, and the reward function depends on the application under

consideration. In this work, we consider reward as the correlation between exposures

to fake and true news, based on the idea that users exposed more to true news must

also be exposed more to fake news so that they are less likely to believe in fake news

in the future [15].

6.4 Cluster-Based Social Reinforcement Learning Approach

6.4.1 Overview

Fig. 6.1 illustrates the different components of our system. Our key insight is to

decouple the processes governing tweet, retweet and like events. This helps to study

the effect of different types of events in news diffusion, and learn an approximate model

more efficiently than full joint learning. We map the excitation events to states in
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a Markov Decision Process (MDP), and learn interventions to increase the intensity

function for true news diffusion. To further increase efficiency, we cluster similar users

together so that we can learn a smaller cluster-level intervention policy, from which

we can easily derive individual interventions for the members of each cluster.

Specifically, from the training data we learn a set of Multivariate Hawkes Processes

(MHP), one for each type of activity event, and also cluster the users. We use the

MHP models to simulate additional training data for learning the policy. While

learning the policy function πC , we compute state features for each cluster (based

on its current members) and compute the interventions for clusters given the current

policy, and derive users interventions. Then we calculate expected reward and use

this to further optimize the policy and update the cluster memberships.

To evaluate the estimated policy π̂C , we simulate data again from the MHPs.

Using the final clusters CK , we obtain interventions from the policy to add to the

MHP intensity functions and generate evaluation data to assess empirical reward. We

also assess the effectiveness of the users selected by our model to promote true news

by measuring their number of retweets in held out training data. Each component is

described in more detail next.

6.4.2 Activity Processes

We use N -dimensional MHPs ( [37]) to model user activities and simulate network

dynamics. Since we cannot make real-time intervention to test the policy, we require

a simulated environment as a proxy for online interventions to measure the reward

using evaluation data. [43] illustrated that MHPs closely model news diffusion and

feedback processes in real-world, and thus, we use the events generated by simulating

MHPs with parameters learned from real data. Let λh,z,i be the intensity function

governing the sharing rate of user i, where h = F or T , and z = T or R:

λh,z,i(t) = µh,z,i +
∑N

j=1

∫ t

0

Φz,ji (ωh,ze
−ωh,zt) dNj(s, h, z)
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where, the integral is over time, and s is used as placeholder for limits {0,t}. µh,z,i
is the base exogenous intensity of user i, Φz is the kernel adjacency matrix esti-

mated from the training data, and ωh,ze
−ωh,zt is the exponential Hawkes kernel. For

Tweet MHP and Like MHP, we use MHP models proposed in Chapter 5 to obtain

Ni(t, h,T ) and Wi(t). For the Retweet MHP, we need to estimate the (asymmet-

ric) influence between all pair of users, i.e., ΦR,ji to capture reciprocity. This naively

requires ∼N2 parameters, but we use a low-rank approximation of the kernel matrix,

proposed in [166], to improve efficiency. Our policy will learn actions that correspond

to interventions to increase sharing of true news events (h = T ) only. Let az,k,i be a

constant intervention action for user i at stage k (time t ∈ [τk, τk+1)), added to the

her base intensity.

λT,z,i(t) = µT,z,i + az,k,i +
N∑
j=1

∫ t

0

Φz,ji (ωT,ze
−ωT,zt) dNj(s, T, z)

To simulate the event data, we interleave the MHPs to generate tweet events, then

retweet events, and then like events. This ensures that the training and evaluation

environments are similar.

6.4.3 Dynamic Cluster-based Policy

Our goal is to learn a policy π that maps the state representation (over N users) to

intervention actions for tweet and retweet intensities (N +N2 actions). To lower the

computational cost, our key insight is to utilize agent correlations to reduce the size

of the MDP. Specifically, we propose to cluster users into C clusters, so that we can

learn a policy πC that maps the state representation of C clusters to C + C2 actions,

where C � N . We use a fixed number of clusters because we assume that the set of

user types don’t change much over time, but we allow users to move from cluster to

cluster. We then develop a method to derive user-level actions from the cluster-level

actions. Let ck,i be the cluster of user i at stage k, where ck,i =m (m ∈ [1, C]), and

Ck = {ck,i}Ni=1 is the set of all cluster assignments at stage k. We define the cluster
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membership matrix, Mk ∈ {0, 1}N×C, at stage k, such that Mk,i,m = 1 if m= ck,i,

and 0 otherwise.

Alg. 3 outlines our approach to learning a cluster-based policy πC parameterized

by θ, given simulated training data ({sU,k}Kk=1), initial cluster memberships (M1),

and user features (X1) as input, with hyperparameters γ, ηθ, ηφ, δ. We first compute

the state features of the clusters by averaging the state features of their associated

members. Then, given the state features per cluster, we apply the current policy to

obtain cluster-level actions aC,z,k. Next, we compute the cluster centroids and derive

user-level actions aU,z,k, based on the distance of the user to the centroids (see Alg. 4).

Then we compute the expected reward based on the user-level actions (Alg. 5), and

calculate user payoff and contribution features X (described later) to recluster users

into C clusters (see Alg. 7). Finally, we update the policy parameters θ by first

computing the objective (see Alg. 6) based on the expected reward, and then using

stochastic gradient descent with learning rates ηθ and ηφ. The algorithm repeats until

convergence and returns the final policy parameters and cluster memberships. We

describe each component next.

State Features

We represent the network state sk ∈ RdN at stage k as the number of events for d

different network activities (i.e., interactions) in the previous stage (e.g., in [15, 152,

153]). Specifically, sk,i,j is the number of events for the jth(j ∈ [1, d]) activity that

user i∈ [1, N ] has performed in stage k−1. Let nk,i(h, z) = Ni(τk, h, z)−Ni(τk−1, h, z)

represent the number of times user i shares news in stage k−1, and wk,i = Wi(τk)−

Wi(τk−1) represent the number of likes received by user i. Let sU,k,i = (nk,i(T,T ),

nk,i(F,T ), nk,i(T,R), nk,i(F,R), wk,i) be the state feature for user i that is input to

Alg. 3. We compute the state features for cluster m, at stage k, as the mean of the

state features of its members (line 5, Alg. 3). Thus, there are d = 5 network activities
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Algorithm 3 Dynamic Cluster-based Policy Optimization

1: Input: {sU,k}Kk=1,M1,X1, γ, ηθ, ηφ, δ

2: repeat

3: for k = 1, ..., K do

4: /* Compute cluster state features */

5: sC,k,m=
∑N

i=1Mk,i,msU,k,i/
∑N

i=1Mk,i,m, ∀m

6: aC,z,k = πC(sC,k;θ) /* Get cluster-level actions */

7: /* Compute cluster centroids */

8: Yk,m =
∑N

i=1Mk,i,mXk,i/
∑N

i=1Mk,i,m, ∀m

9: /* Obtain user-level actions with Alg. 4 (πU ) */

10: aU,z,k = πU(aC,z,k,Xk,Yk)

11: rk = GetExpectedReward(sU,k, aU,z,k,φ, γ)

12: Obtain Xk+1 using aU,z,k, aU,z,k−1 /* Eq. 6.10, 6.11 */

13: Mk+1 = UpdateClusters(Yk,Mk,Xk+1, δ)

14: end for

15: /* Learn Policy and update parameters */

16: Jθ, Jφ = GetTotalObjective({rk}Kk=1, {sU,k}Kk=1,φ, γ)

17: θ = θ + ηθ∇θJθ, φ = φ+ ηφ∇φJφ

18: until |∆θ| < δ /* Convergence */

19: θ∗ = θ,M∗ = MK

20: return M∗,θ∗

corresponding to tweets (T/F), retweets (T/F), and likes, and the dimensionality of

the state representation is 5N , which will be reduced to 5C once we cluster users.

Reward

We consider the reward function to be the correlation between exposures to fake

and true news. The number of exposures by time t is given by G ·N (t, h, z), and
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that in stage k can be obtained as G ·N (τk+1, h, z)−G ·N (τk, h, z), i.e. G ·nk(h, z).

Thus, the reward is given as,

Rz(sU,k) =
1

N
(nk(T, z))>G>G nk(F, z) (6.1)

Since, retweets are prominent in news diffusion compared to tweets (Sec. 6.1), we

consider the cumulative reward R as,

R(sU,k) = ζ RT (sU,k) +RR(sU,k) (6.2)

where ζ is the relative importance of reward from tweet events compared to that from

retweet events.

Objective

Our goal is to learn a cluster-based policy πC to determine the interventions to

be applied to users, at each stage, for true news diffusion process such that the

total expected discounted reward for all stages, J =
K∑
k=1

γkE[R(sU,k, aU,T ,k, aU,R,k)] is

maximized, where γ∈(0, 1] is the discount rate. We map the interventions to actions

in MDP. We impose a budget constraint on the total amount of intervention that can

be applied to all users i.e. ||aU,z,k||1 = Oz,k, where Oz,k is the total budget at stage k

(line 8, Alg. 4). Using Eq. 6.1, we can write,

E[Rz(sU,k, aU,z,k)] =
1

N
E[nk(T, z)]> G>G E[nk(F, z)]

We assume that the diffusion of fake and true news is independent, and thus, decom-

pose the expected reward. E[nk(h, z)]. The cumulative expected reward due to tweets

and retweets is, E[R(sU,k, aU,T ,k, aU,R,k)] = E[RT (sU,k, aU,T ,k)] + E[RR(sU,k, aU,R,k)].

The computation of E[nk(h, z)] is similar to that in Sec. 5.5.3. Specifically,

E[nk(T, z)] = Γh,z(µT,z + aT,z,k) + Υh,zyT,z,k (6.3)

E[nk(F, z)] = Γh,zµF,z + Υh,zyF,z,k (6.4)
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where, yT,z,k and yF,z,k are as defined in Section 5.4.2, that capture the effect of

history due to past events, and, Υc,z = (Φz − ωc,zI)−1(e(Φz−ωc,zI)(∆) − I), Γc,z =

Υc,z + (Φz − ωc,zI)−1(Υc,z − I(∆))/ωc,z. Thus, we compute the expected reward as,

E[Rz,k(sU,k, az,k)] =
1

N
(ΓT,z(µT,z + az,k) + ΥT,zyT,z,k)

>

G>G (ΓF,zµF,z + ΥF,zyF,z,k)

(6.5)

Similarly, we calculate E[wk] (refer [143] for more details). Using Eq. 6.2, we obtain,

E[R(sU,k, aT ,k, a<,k)] = ζ E[RT (sU,k, aT ,k)] + E[R<(sU,k, a<,k)] (6.6)

From Equations 6.3, 6.4 and 6.5, we can write the expected number of events and

reward for a user as follows,

E[nk,i(T, z)] = 1
>ΓT,z,i,.(µT,z,i + aT,z,i) + 1

>ΥT,z,i,.yT,z,k,i (6.7)

E[nk,i(F, z)] = 1
>ΓF,z,i,.µF,z,i + 1

>ΥF,z,i,.yF,z,k,i (6.8)

Ei[Rz,k(sU,k,i, az,k,i)] =
1

N
Ei[(nk,i(T, z) nk,i(F, z)) G>.iG.i]

=
1

N
Ei[nk,i(T, z)] Ei[nk,i(F, z)]] G>.iG.i

(6.9)

We can substitute Equations 6.7 and 6.8 in Equation 6.9 to compute the expected

reward for each user i.

Clustering Features

We design clustering features based on Difference Reward (DR) that use a user’s

contribution to shape the reward signal and reduce noise in policy estimates. We

define payoff features that indicate how responsive a user is to the policy applied in

the past, by measuring the change in a user’s expected reward after applying policy

in stage k − 1.
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pz,k,i = Ei[Rz(sU,k−1, aU,z,k−1)]− Ei[Rz(sU,k−2, aU,z,k−2)] (6.10)

We define contribution features qz,k,i to measure user i’s contribution in the expected

reward, given the actions of other users. Specifically, we calculate the difference in

the total expected reward obtained on providing incentive to the user, to when no

incentive is provided to the user. To compute the latter, we set the incentive for user

i as 0.

qz,k,i = Ei[Rz(sU,k−1, aU,z,k−1)] (6.11)

− Ei[Rz(sU,k−1, ({aU,z,k,j}Nj=1,j 6=i; aU,z,k−1,i = 0))]

Thus, the complete set of features used for clustering users at the start of stage k

is Xk,i = (pT ,k,i, pR,k,i, qT ,k,i, qR,k,i), i ∈ [1, N ]. The similarity between two users i

and j is based on the Euclidean distance between their respective feature vectors

Xk,i and Xk,j. We do not know the policy estimates apriori for the first stage, and

obtain initial clusters C1 and membership M1, using K-means++, based on empirical

rewards computed from training data. This captures the natural policy or intrinsic

behavior of users to spread news, without external incentives. We incorporate the DR

signals as input to the policy function approximator (via clustering features), rather

than using them as explicit shaped reward signal that is different for each agent. This

helps to avoid learning a separate model for each user as in the standard DR shaping

techniques (e.g., [35]).

Learning Cluster-based Policy

Given cluster-level state features sC,k, our goal is to learn a cluster-based policy

parameterized by θ, i.e., aC,T ,k, aC,R,k = πC(sC,k;θ). {aC,T ,k,m}Cm=1 is learned for

each cluster Cm and corresponds to the incentive for increasing the tweet activities of

its members, and {aC,R,k,m,m′}Cm,m′=1 is learned for each pair of clusters (m,m′) and
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indicates how much to incentivize a user of cluster m to retweet the posts of a user

in cluster m′.

The value of the network state sU,k is the total expected reward when in the given

state following policies πC , πU . Since it is computationally expensive to compute

V (sU,k) from future rewards for every possible policy, we approximate the value as a

function of the state parameterized by weights φ, i.e. V (sU,k) = f(sU,k;φ), (as in [30]).

Policy gradient methods are more effective in high dimensional spaces, and can learn

continuous policies. Thus, we use advantage actor-critic algorithm (e.g., [28]).

Let there be K stages in the Simulated Training Data (STD) (Fig. 6.1). Given

state features at the beginning of stage k (i.e. at time τk), we learn policy func-

tion πC to obtain actions to be applied during stage k (i.e. time-interval [τk, τk+1)),

using a multi-layer feed-forward neural network. We find intervention actions for

the clusters, aC,T ,k, aC,R,k = πC(sC,k), corresponding to tweet and retweet intensi-

ties, respectively, as the output of the neural network (line 6 of Alg. 3). We use

two different neural networks, for approximating the policy function πC , and the

value function, V (sU,k). Fig. 6.2 shows the value function approximator for three

users, parameterized by weights φ, i.e., V (sU,k) = f(sU,k;φ). The input to the

value function approximator for stage k, are the state features of users, sU,k =

[nk(F,T ),nk(T,T ),nk(F,R),nk(T,R),wk]. The dimensionality of input layer is

5N , where N is the number of users in the network. We use one hidden layer with

(5N/2) nodes to learn the value function. And the output is a scalar value i.e., V (sU,k).

We used Adam optimizer with learning rate 0.05 to train this network. Fig. 6.3 shows

the policy function approximator for two clusters, with one and two users, respectively,

parameterized by weights θ, i.e., aC,T ,k, aC,R,k = πC(sC,k;θ). aC,T ,k = {aC,k,m}Cm=1,

and aG,R,k = {aC,k,m,m′}Cm,m′=1. The input to the policy function approximator for

stage k, are the state features of clusters, sC,k = {nk,m(h, z)}Cm=1 obtained as the

average of the state features of their associated members (users). The dimensionality

of input layer is 5C, where C is the number of clusters. We use a hidden layer with

(3C) nodes to learn the policy function. And the outputs are a C-dimensional vector



76

nk,1(F,T )

nk,2(F,T )

nk,3(F,T )

nk,1(T,T )

nk,2(T,T )

nk,3(T,T )

nk,1(F,R)

nk,2(F,R)

nk,3(F,R)

nk,1(T,R)

nk,2(T,R)

nk,3(T,R)

wk,1

wk,2

wk,3

V (sU,k)

Figure 6.2.: NN for approximating Value Function

corresponding to the interventions for the Tweet MHP for each cluster, and a C2-

dimensional vector corresponding to the interventions for the Retweet MHP for pairs

of clusters. We used Adam optimizer with learning rate 0.01 to train this network.

Then, in line 10, we obtain interventions for the users aU,z,k based on their vari-

ability from their cluster, using Alg. 4. Alg. 4 computes the interventions for the

users by weighting the cluster interventions by their distance to the centroid. Since

retweets involve an interaction between pair of users, we consider incentives αU,R,k,i,j

for each pair of users, where αU,R,k,i,j is the amount of incentive provided to user i

to retweet user j’s posts. However, due to high computational cost, we do not want

to model an N2-dimensional MHP for retweet activities. So instead, to reduce it to

an N−dimensional MHP, we compute the weighted average of incentive actions in

line 8. We normalize user actions based on our budget constraint in line 9. Then,
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Figure 6.3.: NN for estimating cluster-level actions

Algorithm 4 GetUserInterventions (πU)

1: Input: aC,z,k,Xk,Yk

2: Let ck,i be the cluster to which user i belongs to, at stage k.

3: /* Incentive per user for Tweet MHP */

4: ãU,T ,k,i = aC,T ,k,ck,i||Xk,i −Yk,ck,i||2, ∀i ∈ [1, N ]

5: /* Incentive, per pair of users for retweets */

6: αU,R,k,i,j =aC,R,k,ck,i,ck,j ||Xk,i−Yk,ck,i||2||Xk,j−Yk,ck,j ||2, ∀i, j ∈ [1, N ]

7: /* Weighted average to get incentive per user for Retweet MHP */

8: ãU,R,k,i = 1
N

∑N
j=1 αU,R,k,i,jΦR,ji, ∀i ∈ [1, N ]

9: aU,z,k =
ãU,z,k
||ãU,z,k||1

×Oz,k /* Budget Constraint */

10: return aU,z,k

we compute the expected reward using these actions, as described in Alg. 5, and the

total objective for optimizing policy πC in Alg. 6.
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Algorithm 5 GetExpectedReward

1: Input: sU,k, aU,z,k,φ, γ

2: Compute E[Rk(sU,k, aU,z,k)]

3: sU,k′ = (E[nk(h,T )],E[nk(h,R)],E[wk])

4: V (sU,k′) = f(sU,k′ ;φ)

5: rk = E[Rk(sU,k,aU,T ,k,aU,R,k)] + γV (sU,k′)

6: return rk

Algorithm 6 GetTotalObjective

1: Input: {rk}Kk=1, {sU,k}Kk=1,φ, γ

2: Lθ = 0, Lφ = 0

3: for k = 1, ..., K do

4: V (sU,k) = f(sU,k;φ) /* Value Function */

5: Let Dk =
∑K

j=k γ
krk /* Total Discounted Reward */

6: Bk = Dk − V (sU,k) /* Advantage Function */

7: Lθ = Lθ +Bk; Lφ = Lφ + ||V (sU,k)−Dk||2
8: end for

9: Jθ = Lθ, Jφ = −Lφ
10: return Jθ, Jφ

Update Clusters

Using actions aU,z,k learnt for stage k, we calculate the clustering features (Eq. 6.10-

6.11) for the next stage, Xk+1. Due to application of the policy, Xk+1,i is different

from Xk,i. Thus, we need to re-compute the centroids and cluster memberships.

Additionally, we want the clusters to be aligned across different stages, so that the

policies can be optimized using the neural network, for different clusters across mul-

tiple epochs. To achieve this, we define weighted centroids that include the effect

of the centroids in the previous stage. This helps to ensure that the centroids do

not shift much and thus, we can align clusters in stage k + 1 with those in stage k.
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Algorithm 7 UpdateClusters

1: Input: Yk,Mk,Xk+1, δ

2: Let Ÿ k+1 = Yk, Mk+1 = Mk

3: repeat

4: Let ẏ = Ÿ k+1 /* Centroids in previous iteration */

5: Ẏ k+1,m = (
∑N

i=1Mk+1,i,mXk+1,i)/(
∑N

i=1Mk+1,i,m) ∀m ∈ [1, C]

6: Ÿ k+1,m = ε1Ẏ k+1,m + ε2Yk,m ∀m ∈ [1, C]

7: mi = arg
C

max
m=1
||Xk+1,i − Ÿ k+1,m||2

8: Mk+1,i,mi = 1, and ∀m 6= mi,Mk+1,i,m = 0

9: until ||ẏ − Ÿ k+1||2 < δ /* Convergence */

10: return Mk+1

Alg. 7 shows the steps to update clusters. For clustering at stage k+1, we begin with

the memberships from stage k (line 2). This helps in faster convergence of clusters.

Using Xk+1, we obtain the updated centroids Ẏ k+1,m∀m ∈ [1, C] for stage k + 1 (line

5). We define C weighted centroids Ÿ k+1,m = ε1Ẏ k+1,m + εYk,m∀m ∈ [1, C], (line 6),

ε1 +ε2 = 1. ε1, ε2 indicate the importance assigned to the centroids from the previous

stage and the current stage, respectively. After updating the centroids, we update

the membership matrix and repeat until convergence. Additionally, since the change

in policy estimates across epochs reduces as optimization gets closer to convergence,

the clustering features (which are dependent on these estimates) do not change much

for the same stages across such epochs and we can start to reuse the learned clusters.

Similar to simulated annealing, we only update the cluster assignments every ηe ∈ Z+

epochs gradually increasing ηe as the epoch number increases, which helps speed up

convergence of policy learning.
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6.4.4 Policy Evaluation

Since the Simulated Evaluation Data (SED) is conditioned on STD, we use the

clusters converged at the end of the policy learning to evaluate the learned policy.

First, we find intervention actions for the network state obtained from events in SED.

Then, we generate events by simulating MHPs after adding interventions to the base

intensities for true news diffusion, and use those to compute the following evaluation

metric.

Evaluation Metric

Comparing different methods solely based on reward (e.g., [15]) does not suffice,

and a better model is the one that mitigates more distinct number of users [43]. Thus,

we multiply the reward by the the fraction of users exposed to fake news that become

exposed to true news. This helps to assign more importance to the mitigation of dis-

tinct users over mitigation of few users with high exposures. Specifically, performance

P is given as
∑K

k=1 Rk × |LT,k∩LF,k||LF,k|
, where LT,k = {i|i ∈ [1, N ],nk(T, z) ·G.i > 0} and

LF,k = {i|i ∈ [1, N ],nk(F, z) ·G.i > 0} are the sets of users exposed to true and fake

news, respectively, during stage k.

6.5 Experiments

We use real-world datasets, Twitter 2016 and Twitter 2015 [5,146], with 750 and

2050 users, respectively. We consider time-horizon T = 40, divided into 40 stages

of ∆T = 1 hour each. The Training Data, STD, SED before and after applying in-

terventions, and Held-Out Data (Fig. 6.1), respectively, correspond to time-intervals,

[0, 10), [10, 20), [20, 30), and [30, 40).

First, we test whether news diffusion patterns via tweet and retweet activities are

similar in the Twitter data. Figures 6.4 and 6.5 show a comparison of the distribution

of respective base intensities across all users. We find that more number of users
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(a) Fake News (b) True News

Figure 6.4.: Distribution of Base Intensities for Twitter 2016

(a) Fake News (b) True News

Figure 6.5.: Distribution of Base Intensities for Twitter 2015

have higher retweet intensities for fake news, compared to true news. Also, the

distribution of retweet intensities has more variance compared to tweet intensities.

These observations are consistent with [3], and imply that it is important to consider

separate processes for tweet and retweet events, as described in Sec. 6.1.
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6.5.1 Baselines

We compare our model, which we call DCPL, against different baselines described

below. We use Oz,k ∼ N · U(0, 1), and γ = 0.7. For C-PF, we set ε1 = ε2 = 0.5 to

assign equal importance to the centroids from previous and current stages.

Non-Clustering Methods

NC-1

No Clustering. All users in same cluster i.e. C = 1

NC-N

Identical actions for tweet and retweet events. Each user is in separate cluster

(C = N) ( [43]).

NC-TR

Separate actions learnt for tweet and retweet activities (for true news diffusion),

and C = N .

NC-PF

Same as NC-TR, but with clustering features (Eq. 6.10, 6.11) added in the state

representation of users, and C = N .

Clustering Based Methods

RND

Randomly assign users to C static (fixed) groups.
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C-NET

Clusters obtained using K-Means++ with network features (degree, closeness cen-

trality, clustering coefficient).

KM-R

Static clusters are obtained using K-Means++ with empirical reward features,

and are not updated dynamically.

KM-S

Static clusters as in KM-R, but state features are also used in clustering ( [164,

165]).

The input to the policy function approximator (i.e. neural network) requires input

and output of fixed dimensions, and hence, we assume fixed number of clusters C. We

use the scores of Bayesian Information Criterion, and Within Cluster Sum of Squared

Distance to choose C for each clustering-based method. Table 6.1 reports the number

of clusters (C) obtained for different baselines, and we observe C ∈ {8, 9} for different

methods.

Table 6.1.: Number of Clusters (C) for Clustering Based Methods

DENPL KM-R KM-S C-NET RND

Twitter 2016 9 9 9 8 9

Twitter 2015 8 8 9 8 9
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Table 6.2.: Relative Performance (Mean ± Std. Error)

Twitter 2016 Twitter 2015

Clustering C-PF 98.19 ± 1.52 95.175 ± 1.75

Based KM-R 81.28 ± 1.78 73.98 ± 1.64

Methods KM-S 78.63 ± 1.82 70.37 ± 1.69

C-NET 64.07 ± 1.98 51.52 ± 1.72

RND 55.52 ± 4.23 42.17 ± 4.94

Non-Clustering NC-PF 87.39 ± 3.46 80.73 ± 3.72

Methods NC-TR 77.83 ± 3.37 62.76 ± 3.51

NC-N 67.04 ± 3.21 56.10 ± 3.48

NC-1 58.68 ± 1.02 47.12 ± 1.10

6.5.2 Results

Table 6.2 shows the relative performance of different methods. Our approach

DCPL achieves high correlation between exposures to true and fake news, along with

maximizing number of distinct mitigated users. Also, NC-TR outperforms NC-N,

implying that tweet and retweet events are not identical and it is beneficial to decouple

these. The clustering-based methods achieve greater performance than non-clustering

methods.

NC-N, NC-TR, NC-PF have larger variance and noisy estimates due to high di-

mensionality of state/action space. NC-1 has high bias as it doesn’t consider differ-

ences in user behavior. Clustering based approaches have lower variance, implying

that clustering helps to reduce noise in estimates.

Moreover, DCPL that updates cluster assignments dynamically based on policy

applied, outperforms those that assume fixed assignments (KM-R, KM-S, C-NET,

RND). NC-PF that does not perform clustering also outperforms these, as it adjusts
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(a) Twitter 2016 (b) Twitter 2015

Figure 6.6.: Number of Epochs until Convergence

policy based on dynamic user behavior. Thus, we need features indicative of users’

payoff and contribution, apart from state features, to get better estimates.

The performance of KM-R is slightly greater than KM-S, implying that reward

based features alone are useful for learning better estimates, without state features.

C-NET achieves lower performance than non-clustering baselines, indicating that not

all features are useful in clustering users to reflect the amount of incentive needed.

The reward based features in DCPL consider network structure implicitly, and are

better indicators of users’ payoff and contribution.

Fig. 6.6 shows a comparison of the time taken until convergence by different meth-

ods. DCPL converges faster than NC-PF and NC-TR, and achieves a greater per-

formance for all epochs. NC-PF outperforms KM-R and NC-TR, but takes longer to

converge, implying that the latent features (Eq. 6.10, 6.11) are useful if included in

state representation, however, lead to increased computational cost. In DCPL, the

information about users’ payoff and contribution via clusters, helps in better explo-

ration over the action space without increasing the state space. This helps the model

to learn users’ effectiveness early on and converge faster to the optimal policy.

The above results serve as a proof of concept that providing incentives helps to

mitigate the impact of fake news. However, since we cannot make real-time interven-
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Table 6.3.: Sum of Retweets at τ + g for Users Selected at τ

MODEL
τ

′
= τ + 0 τ

′
= τ + 2 τ

′
= τ + 5 τ

′
= τ + 8

S M S M S M S M

C-PF 1320.9 439.8 1289.1 393.2 912.5 352.4 853.3 208.2

KM-R 1181.2 546.6 875.6 381.2 667.4 419.6 603.2 366.8

KM-S 1103.7 510.8 871.2 311.3 660.4 415.5 592.2 356.6

C-NET 810.4 691.2 695.3 669.6 517.8 545.7 496.5 453.6

RND 569.9 712.5 485.1 600.6 369.7 706.8 329.2 591.3

NC-PF 1200.4 471.4 890.7 406.2 682.6 397.6 593.2 283.4

NC-TR 1077.2 522.4 862.4 425.8 652.5 450.6 567.4 274.4

NC-N 1003.5 450.8 838.1 378.3 625.7 378.3 551.9 297.6

tions, we also compare different methods by measuring the impact of nodes selected

for intervention, in terms of the people they actually reached in the Held-Out Data,

as in [43]. Let S(τ) refer to the the set of users selected to spread true news by time τ ,

according to the model, i.e., S(τ) = {i|(Ni(τ, T, z)−Ni(2K,T, z)) > 0} τ ∈ [20, 30),

and the remaining users are considered missed (M(τ)) by the model. We calculate

the total number of users who retweeted the posts of users in S(τ) and M(τ) between

time [τ
′
, τ

′
+ ∆) where τ

′
= τ + g, and g = {0, 2, 5, 8} indicates the gap or number

of stages after which we want to measure the impact (in the future). We considered

different values of ∆ ∈ {1, 2, 3, 4, 5} and Table 6.3 reports the average. We see that

the impact of selected nodes (S) is greater than that of missed nodes (M) for DCPL

by a large margin.

We conducted additional experiments to explore the effects of network character-

istics on performance. We down-sampled the datasets to compare the performance of

different approaches as a function of network size (number of users). Fig. 6.7 shows
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(a) Twitter 2016 (b) Twitter 2015

Figure 6.7.: Relative Performance vs Network Size

that the performance of all methods decreases with a decrease in network size, and

our method DCPL outperforms for all network sizes considered.

We vary ζ, the relative importance of reward from tweet and retweet activities.

Fig. 6.8 shows that with an increase in this ratio, that is a decrease in the contribution

by retweet events, the performance decreases for all methods. We also observe a

relatively steep decrease in the performance after a ratio of 1 that corresponds to

equal importance of tweet and retweet events. This suggests that retweets contribute

more to the total reward than tweets, which is also consistent with [3].

Figures 6.9 and 6.10, respectively, show the change in the performance with respect

to change in the kernel decay parameter, for tweeting and retweeting fake and true

news. We keep the decay parameter for Tweet MHP fixed, while varying the decay

parameter for Retweet MHP, and vice-versa. As this ratio increases, the performance

decreases, for both tweet and retweet activities, due to presence of fewer true news

events than fake, in later stages. We also observe a slightly more steep decrease

in performance for retweet activities, compared to tweet activities, implying that

retweets have a major contribution in the reward, compared to tweets.

We also conducted additional experiments to explore characteristics of the learned

clusters. Fig. 6.11 shows the relative performance of different clustering-based meth-
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(a) Twitter 2016 (b) Twitter 2015

Figure 6.8.: Relative Importance of Tweets and Retweets

(a) Twitter 2016 (b) Twitter 2015

Figure 6.9.: Ratio of decay for tweeting true and fake news

ods with respect to the number of clusters C. We observe that the methods achieve

greater performance for number of clusters 8 and 9, which confirms the selection of C

based on BIC and WC-SSD scores (Sec. 6.5.1). We observe that the methods perform

better for smaller number of clusters in the range C ∈ [8, 12]. Moreover, DCPL out-

performs other baselines for all values of C, which is due to the fact that it captures

dynamic user behavior by re-assigning users to clusters at different stages.
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(a) Twitter 2016 (b) Twitter 2015

Figure 6.10.: Ratio of decay for retweeting true and fake news

(a) Twitter 2016 (b) Twitter 2015

Figure 6.11.: Relative Performance vs Number of Clusters

We evaluate cluster alignment across different stages, in our method DCPL by

comparing the clusters at stage k with those obtained in the previous stage k−1.

Fig. 6.12 shows the Adjusted Rand Index (ARI) and Normalized Mutual Information

(NMI) scores. For stage 1, we compare with the initial clusters obtained using the

reward computed from training data. We see that both NMI and ARI scores are high,

and this presents a proof of concept that clusters of DCPL are indeed aligned.
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Figure 6.12.: Cluster Alignment Scores for DCPL

(a) Twitter 2016 (b) Twitter 2015

Figure 6.13.: Number of Unique Clusters across Users

Additionally, we also analyze the movement of users between different clusters

across multiple stages, in DCPL. Figures 6.13 and 6.14, respectively, show histograms

for the number of unique clusters that a user is in, and the number of times a user

changes clusters, across all the stages in the learning phase. We see that majority

of the users change clusters 4-6 times. This justifies our conjecture that there is a

change in user behavior (features) due to the policy applied in the past, and it is

important to capture this by updating the cluster assignments dynamically. We also

conclude that users do not return back to the same clusters that they were in the

previous stages.
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(a) Twitter 2016 (b) Twitter 2015

Figure 6.14.: Number of Changed Clusters per User across Stages

Fig. 6.15 shows contingency matrices comparing the clusters obtained by our

method DCPL with those obtained by other baselines. Specifically, the rows of the

contingency matrix are ordered by the clusters in DCPL, and the columns are or-

dered by the clusters in the baseline method. The contingency matrix reports the

intersection cardinality (number of common users) for every cluster pair from the two

methods. We find that clusters of DCPL are most similar to those of KM-R, followed

by KM-S, C-NET, RND, consistent with the decreasing order of these methods, in

terms of maximizing reward.



92

(a) KM-R (b) KM-S

(c) C-NET
(d) RND

Figure 6.15.: Contingency Matrix (C-PF vs other baselines)
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7 TOWARDS DECENTRALIZED SOCIAL REINFORCEMENT LEARNING

VIA EGO-NETWORK EXTRAPOLATION

7.1 Introduction

We consider a multi-agent reinforcement learning scenario in social networks,

where the agents are users trying to optimize long term reward for their actions.

The key challenge in this scenario is that individual policies need to account for de-

pendencies throughout the network, as users’ actions and reactions are influenced by

the activities of their neighbors. For example, in Twitter if one user tweets more

about a certain topic, that may influence their Followers to tweet more on the same

topic. Thus, user interactions lead to network dependencies between activities (due

to peer-influence).

Moreover, many online social network relations are directed and as such the net-

work information may only flow in one-direction [167]. For example, Twitter links

correspond to Followee-Follower relationships. A Follower can observe the activities

of her Followees, however, the information does not flow in the opposite direction,

unless the Followee also follows the Follower. Due to the directed nature of these

interactions, the environment is partially observable to a user (agent), and we refer

to the user’s local network as a partially observable ego-network.

In these social network settings, there are a number of decision making applications

that can be formulated as agents optimizing individual rewards, which depend on

activities in the larger network context. For example, a user in a social network may

want choose when and what to post to maximize her influence or visibility among her

followers (e.g., [44]), or an agent receives individual credit based on her contribution

in credit assignment and resource allocation tasks (e.g., [35]). The perception of

users about the popularity of a certain attribute (e.g., news topic) is governed by the
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perception of her local neighbors, and is much different than global prevalence of the

attribute in the complete network [167, 168]. Thus, the individual reward of a user

might be different from that of other users in the network, depending on her peers

and local network structure. To formalize this, we consider a setting where each user

receives a separate local reward that depends on her activities and the activities of

related users in her local neighborhood.

Recent work on multi-agent reinforcement learning (MARL) for social network

settings [15, 43, 169] has assumed a fully observable environment where each agent

can observe the activities of all other agents in the network, with a common shared

reward between all agents to be optimized. They employ a joint model (central-

ized training) to capture inter-agent dependencies by learning the collective action

of all users conditioned on the complete network state across all users (centralized

execution). Centralized learning also allows to share samples and policy parameters

between agents, and thus, overcomes the problem of insufficient samples for each

user [102], leading to lower variance in estimates.

However, in our setting each user receives a different reward and has a differ-

ent partial observation of the environment—thus we cannot employ previous ap-

proaches based on centralized learning and centralized execution. In addition, the

joint state/action space grows larger with the number of agents, and thus, centralized

learning with thousands of agents is computationally intensive [170]. In contrast, de-

centralized learning and decentralized execution focuses on learning a separate policy

for every agent individually, and actions are obtained conditioned solely on the local

state and observation of the agent. Learning the policies independently allows to

preserve the privacy, i.e., limit the data sharing between users as agents do not need

to share their local state, observation or reward with other users in the network [89].

However, decentralized training does not scale for large number of agents, as it is

impractical to learn thousands of complex policy functions [169]. Additionally, due

to sparse interaction data in social networks, the number of samples available for each

user in decentralized learning is quite sparse, which would result in large errors due
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to variance. Specifically, with decentralized learning/execution it will be challenging

to learn accurate policies as each agent does not have sufficient information available

to capture inter-agent dependencies.

To address these challenges, in this work we propose to perform partially central-

ized learning with decentralized execution. Specifically, we learn conditioned only on

the local state and observation of each user in order to apply the learned policies in

decentralized execution. For learning, we consider a single policy function that maps

the local state of an agent to her actions. We use parameter sharing to learn this

function across users, which offsets the data sparsity issues that would arise in fully

decentralized learning. By only sharing the model parameters sequentially, and not

the trajectories (state/action/reward) of each user, we aim to provide more auton-

omy to agents and safeguard their privacy (limit the data shared between agents).

We consider a common neural network and agents access the network in a sequence.

At a given iteration, only a single agent learns and updates the shared parameters

based only on her state, observation and reward.

Given the partial observations of each user, to learn accurate policies, we propose

to utilize ego-network extrapolation to improvise the estimates of the hidden state

information, and exploit the local network structure, relations, and interactions to

learn inter-agent dependencies. In a social network with Followee-Follower relation-

ship, each user has two roles—a Followee to certain users, and a Follower of certain

users (as shown in Fig. 7.1). We utilize this observation to locally learn the depen-

dency between Followees and Followers. A user can only observe the state of her

Followees, and not those of her Followers or other users in the network. However,

the reward that a user obtains depends on the activities of her Followers’ other Fol-

lowees as well whom she cannot observe. Now, the activities of a Follower depends

on the activities of her Followees. Thus, our idea is that by estimating the activities

(i.e., state) of her Followers, a user can approximate the impact of the activities of

her Followers’ other Followees (whom she cannot observe). Therefore, we propose

to estimate the Followers’ states, in order to improve the policy for a user. Our
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Figure 7.1.: Partially Observable Ego-network of a user i. Teal color corresponds to

Followees, and White color corresponds to Followers of a user. User i is a Follower

to her Followees A,B,C,D whose activities she can observe, and a Followee of her

Followers X, Y, Z whose activities she cannot observe.

key insight is to perform ego-network extrapolation over the local neighborhood of a

user, by first learning the dependency from the activities of her Followees, and then

extrapolating those to estimate the activities of her Followers. To the best of our

knowledge, this is the first MARL approach to exploit the relations between users in

a partially observable social network, by transferring the knowledge learnt from one

set of users to another set of users, and estimate the hidden environment information

for policy learning. Note that the mapping between a user’s Followees and the user

(as a Follower) is learnt locally by the user, and is a many-to-one mapping. Thus, the

challenge is to extrapolate/project this mapping from the user (as a Followee) to her

Followers, which is one-to-many projection. To overcome this challenge, we capture

the reciprocity in user interactions, to learn a many-to-many mapping over the set

of users, and that can be easily projected to a many-to-many mapping, leading to

better estimates. Additionally, different Followees have different impact on the activ-

ities of their Followers, and this impact changes over time based on the dynamic user
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activities and interactions. We incorporate the dynamic peer-influence by learning

the attention between activities of each Followee-Follower pair, to further improvise

the estimates of the hidden state of the environment, and thus, the policy for each

user.

We refer to our approach as Decentralized Ego-Network Policy Learning (DENPL )

and evaluate performance compared to different centralized and decentralized learning

approaches, using two real-world Twitter datasets. Compared to other baselines, our

approach DENPL achieves performance equivalent to that of the centralized learning

method and other approaches that assume full observability of the complete network

state. Experiments show that sequential update of parameters by each user indi-

vidually improves the sample efficiency per user, resulting in more accurate policy

estimates.

7.2 Related Work

[43] developed centralized learning based solutions for Social RL problems that

use the collective state, actions and feedback of all agents, to capture inter-agent

dependencies. However, this is computationally intensive for large networks since the

joint state/action space grows with the number of agents. [169] proposed a dynamic

clustering-based approach to reduce the effective number of policies that overcomes

the problem of high dimensional spaces and sparse interactions. However, centralized

learning is applicable only in fully observable environments, where the complete net-

work state is available to all agents. Moreover, these consider a common reward for

all agents, and centralized learning and centralized execution (e.g., [71]) is equivalent

to single agent RL, and it is easier and faster to learn accurate policy estimates given

the complete network state.

While traditional MARL approaches do not scale for large numbers of agents

in social networks (see e.g., [169]), there is previous work on MARL scenarios that

optimize individual rewards in a larger, dependent context. Cooperative MARL tasks
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consider a common reward for all users (e.g., [89,102,118]). In our problem however,

each user receives a separate local reward that depends on her actions and the actions

of other users whom she cannot observe. Additionally, our problem is different from

competitive MARL (e.g., [171]), as we do not consider conflicting goals or a fixed

shared resource across all users. To learn actions based on local reward, some previous

work used fully decentralized learning (e.g., [172]). However, this does not scale to

our setting since training a complex model for each user independently is impractical

for thousands of agents.

Some other decentralized learning approaches (e.g., [89,118]) assume a global state

shared across users and learns actions conditioned on the global state. In most of

the MARL approaches for partially observable domains that considers both local

state and reward, the hidden state of the environment becomes available to an agent

within a short period of time, i.e., before the time-horizon of the task. Thus, these

approaches can incorporate relevant state information as history for policy learning

(e.g., [58, 59]). Additionally, these consider small number of agents, and hence the

memory requirements for storing the history for all agents is lower. In contrast, due

to the directed nature of user interactions in our problem setting, an agent can only

directly observe Followees, and can only observe Followers if there is a directed path

linking them through other agents. This means that even if state information was

passed via neighbors in the network, the complete network state would likely not be

available before the finite time-horizon. And even if it could, storing complete network

trajectory information for a large number of users would be space-prohibitive. Thus,

the relevant state information cannot be utilized by the user as history.

Recent work has considered agents connected in a graph with local rewards [57].

However their approach is restricted to discrete action spaces and dense undirected

graphs. [89, 118] assume a shared reward between all agents, and develop a decen-

tralized approach based on local message passing to estimate the global reward using

estimates from direct neighbors. However, they assume strongly connected graphs for

small number of agents where message passing can converge. [102] considered central-
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ized learning and decentralized execution through the use of a centralized controller,

and parameter sharing between agents for policy learning. However, the shared con-

troller has access to the entire history of state, action and reward for each user. Thus,

this does not safeguard the privacy of users in real-world social networks.

7.3 Problem Definition

We consider a social network setting with N users, where each user i ∈ {1, ..., N}

is an agent. Users have a Followee-Follower relationship, and interact via d different

network activities (e.g., tweet, retweet, like). We represent the followers adjacency

matrix for the social network graph using G, where Gji = 1 if i follows j, and 0

otherwise. We consider a directed social network graph and thus, the direction of

information flow is only in one direction. Due to this, an agent can observe the

activities of her Followees G.i, but she can’t observe the activities of her Followers

Gi.. Thus, the environment is partially observable to an agent, and we refer to this

as a user’s partially observable ego-network.

Let the state of a user i, si ∈ Rd corresponds to d network activities that she

performs, and her local observation oi is the partial view of the environment that

corresponds to the activities of her Followees (described in more detail in Section

7.4.3). Given the individual state and observation, each user learns a policy πi :

si → ai to obtain actions that maximize her local reward Ri (received from external

system). A quantitative measure of the impact of fake and true news is the number of

people exposed. We define the reward received by a user as the correlation between

exposures to fake and true news among her Followers, based on the idea that users

exposed more to true news must be exposed more to fake news [15], along with the

number of distinct mitigated Followers. In addition, there is a penalty Pi for each

user that corresponds to the cost or some amount of effort that a user needs to spend

to post.
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Our data contains a temporal stream of events with the time horizon [0, T )

divided into K stages, each of time-interval ∆T , where stage k ∈ [1, K] corresponds

to the time-interval [τk, τk+1). Users interact via three types of network activities, i.e.,

tweets (T ), retweets (R), and likes (L ). Each activity corresponds to an event. The

tweet or retweet events are represented using e = (t, i, h, z) where t is the time-stamp

at which user i shares a post of type z = T or R, with label h = F (Fake) or T

(True). We represent the Like events as l(u, i, t) indicating user i likes user u’s post

at time t. We assume that users know the type of news posted by their Followees.

Let Ni(t, h, z) represent the number of times user i shares news of type z = T or

R, with label h = F or T , up to time t. Then, the number of times a user i is

exposed to news up to time t corresponds to
∑

z={T ,R}
∑

j∈G.i
Nj(t, h, z). Let Wj,i(t)

be the number of likes provided by user i to user j upto time t. The goal of each

user is to mitigate the impact of fake news among her Followers, that is realized

algorithmically by increasing their respective sharing rate for true news diffusion in

a targeted fashion—such that her Followers receive as much true news as fake (i.e.,∑
z={T ,R}

∑
j∈G.i

Nj(t, F, z) '
∑

z={T ,R}
∑

j∈G.i
Nj(t, T, z)).

7.4 Approach

7.4.1 Overview

Fig. 7.2 illustrates the different components of our system. We learn a set of Mul-

tivariate Hawkes Processes (MHP) for different network activities, from the training

data. We use the MHP models to simulate additional training data, i.e. events, for

learning the policy. We map the excitation events to states and observations in a

Partially Observable Markov Decision Process (POMDP), where each user learns the

amount by which she needs to increment her intensity function for true news diffusion.

Our policy learning algorithm is described in detail in Alg. 8. For learning the policy

for a user i, our idea is to learn the dependency between the activities of Followees and

Followers (line 3), and utilize it to estimate the hidden state of i’s Followers, using the
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Figure 7.2.: Overview of policy learning for a user

state of i’s Followees. Specifically, we first learn a model gS to obtain a generalized

representation for the state of the Followees. Then, we learn another model fS that

learns to estimate the state of user i, sk,i from an attention-weighted aggregate of

her Followees’ generalized state representations. We learn a many-to-one mapping

from the state of Followees to a user’s state, however, while extrapolating the states

of Followers from the user’s state, it is a one-to-many mapping. This results in less

accurate estimates of Followers’ states, since there is only one input signal to estimate

the states of multiple Followers.

To address this, we utilize the pairwise user interactions, i.e., the retweets and

likes that a user provides to her Followees, to learn a many-to-many mapping that

can be used to effectively extrapolate the Followers’ states. We learn a model gA

to obtain a generalized representation for the retweet and likes provided by user i’s

Followees (to their Followees), and another model fA that learns to estimate the

retweets and likes provided by user i to her Followees, from her Followees’ generalized

representation for retweets and likes. After learning these models using the activities

of user i and her Followees, we use these to extrapolate the states of user i’s Followers

from user i’s state and observation (lines 5,7). Then, the state of user i, along with

her Followees’ states, and her Followers’ estimated states obtained above, is used

to approximate the value of user i’s activities Vi (line 9) and compute the expected
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reward ri (line 17), to learn policy π. To evaluate the estimated policy, we simulate

data again from the MHPs. Using the learned policy π̂, we obtain actions that are

added to the MHP intensity functions to generate evaluation data, which is then

Algorithm 8 PolicyLearningForUser(i,θπ,θV ,φS ,φA,θS ,θA,θ=)

1: /* User i obtains her actions based on her state, using policy π */

2: az,k,i = π(sk,i;θπ) /* Decentralized Execution */

3: φS ,φA,θS ,θA,θ= = LearnFolloweeFollowerDependency(i, sk,i,ok,i,

az,k,i, {az,k−1,j}j∈G.i
,φS ,φA,θS ,θA,θ=) (Alg. 11)

4: /* User estimates her Followers’ retweets/likes for stage k */

5: {(n̂R,k,i,m, ŵk,i,m}m∈Gi.
, {αAk,j,m)}m∈Gi.,j∈G.i

= ExtrapolateFollowersRetweetsLikes(i,

az,k−1,i,φA,θA) (Alg. 13)

6: /* User estimates her Followers’ states for stage k */

7: {ŝk,m}m∈Gi.
= ExtrapolateFollowersStates(i, sk,i, {sk,j}j∈G.i

,

{(n̂R,k,i,m, ŵk,i,m}m∈Gi.
, {αAk,j,m)}m∈Gi.,j∈G.i

,φS ,θS ,θ=) (Alg. 12)

8: /* User estimates her Value Function */

9: Vk,i = fV (sk,i, {sk,j}j∈G.i
, {ŝk,m}m∈Gi.

;θV )

10: /* User estimates her expected state and observation for next stage */

11: sk′,i = (E[nk,i(h, z)]), {sk′,j}j∈G.i
= {(E[nk,j(h, z)])}j∈G.i

12: /* User estimates her Followers’ expected states for next stage */

13: {(n̂R,k′,i,m, ŵk′,i,m}m∈Gi.
, {αAk′,j,m)}m∈Gi.,j∈G.i

= ExtrapolateFollowerRetweetsLikes(i,

az,k,i,φA,θA) (Alg. 13)

14: {ŝk′,m}m∈Gi.
= ExtrapolateFollowersStates(i, sk′,i, {sk′,j}j∈G.i

,

{(n̂R,k′,i,m, ŵk′,i,m}m∈Gi.
, {αAk′,j,m)}m∈Gi.,j∈G.i

,φS ,θS ,θ=)

15: /* Compute expected reward */

16: Vk′,i = fV (sk′,i, {sk′,j}j∈G.i
, {ŝk′,m}m∈Gi.

;θV )

17: rk,i = E[Rk,i] + γVk′,i

18: Store rk,i, Vk,i

19: return φS ,φA,θS ,θA,θ=
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used to measure empirical reward. We also assess the effectiveness of the users who

choose to increment their intensities to promote true news, under the policy learned

by our model, by measuring the number of retweets accumulated by them, in held

out training data. We describe each component next.

7.4.2 Activity Processes

We use N -dimensional MHPs ( [37]) to model user activities and simulate envi-

ronment dynamics. Let λh,T ,i be the intensity function governing the tweet events of

user i:

λh,T ,i(t) = µh,T ,i +
∑N

j=1

∫ t

0

Φji (ωh,T e
−ωh,T t) dNj(s, h,T )

where, where h = F or T , and the integral is over time, and s is used as placeholder

for limits {0,t}. µh,T ,i is the base exogenous intensity of user i to tweet, Φji is a

kernel adjacency matrix estimated from the training data, and ωh,T e
−ωh,T t is expo-

nential Hawkes kernel. To obtain Ni(t, h,T ), and Wj,i(t), respectively, we use the

Tweet MHP and Like MHP models proposed in Chapter 5. Let aT ,k,i be a constant

intervention action for user i at stage k (time t ∈ [τk, τk+1)), added to the her base

intensity to tweet, for true news diffusion (i.e. h = T ).

λT,T ,i(t) = µh,T ,i + aT ,k,i +
∑N

j=1

∫ t

0

Φji (ωh,T e
−ωh,T t) dNj(s, h,T )

To capture the reciprocity in user interactions, we define Retweet MHP as follows.

λh,Rv,i(t) = µh,R,i +
∑N

j∈G.i

∫ t

0

Gji (ωRe
−ωRt) dNvj(s, h,R)

where, λh,R,k+1,v,i(t) is the intensity function for user i to retweet the post of her

Followee v, and Nvj(t, h,R) is the number of times user j retweets the posts of user

v up to time t. The number of retweets of a user j (Sec. 7.3) can be obtained as

Nj(t, h,R) =
∑

v∈G.j
Nvj(t, h,R). Similar to [154], we aggregate the retweets by
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Followees of user i to the post of user v, based on the idea that the more frequently

the Followees of i retweet v’s posts, the more she tends to retweet v’s posts. When i

retweets v’s post, Nvi(t, h,R) gets incremented, that furthur increases the likelihood

of retweeting v’s posts among the Followers of i. Let aR,k,v,i be a constant intervention

action for user i to retweet Followee v’s posts, at stage k, added to the her base

intensity, for true news diffusion.

λh,R,v,i(t) = µh,R,i + aR,k,v,i +
∑N

j∈G.i

∫ t

0

Gji (ωRe
−ωRt) dNvj(s)

To simulate the event data, we interleave the MHPs to generate tweet events, then

retweet events, and then like events.

7.4.3 Formulation Details

State Let nk,i(h, z) = Ni(τk, h, z)−Ni(τk−1, h, z) represent the number of times user

i shares news in stage k−1. Let sk,i be the state of agent i, that comprises of the

number of tweets, and retweets that user i has made corresponding to fake and true

news in stage k, i.e., sk,i=(nk,i(T,T ), nk,i(F,T ), nk,i(T,R), nk,i(F,R)).

Observation Each user can observe the state of her Followees, along with the

number of retweets and likes that her Followees have provided to their Followees.

Let wk,j,i be the number of likes provided by user i to her Followee j in stage k,

that can be computed as wk,j,i = Wj,i(τk+1)−Wj,i(τk), where we obtain Wj,i(t) using

Like MHP. Let nR,k,j,i be the number of times user i retweets the posts of user j in

stage k, that is obtained as
∑

h={T,F}[Nji(τk+1, h,R) − Nji(τk, h,R)] (from Retweet

MHP). The observation ok,i of a user i in stage k can then be represented as ok,i =

{sk,j, ({nR,k,l,j, wk,l,j}l∈G.j
)}j∈G.i

.

Reward At the end of each stage k, every user receives (from an external system)

a reward RM,k,i defined as the correlation between the exposures to fake and true

news among her Followers Gi.. We assume that this reward is provided to a user i
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from the external system since the network is only locally/partially observable to the

user and she cannot observe the state and/or actions of her Followers’ other Followees

{{∪G.m}m∈Gi.
/{i}} (apart from i herself), that accounts for the number of times i’s

Followers are exposed to fake and true news. The total number of exposures to a user

m in stage k is obtained as
∑

i∈G.m
nk,i(h, z). Thus, the mitigation reward RM,k,i for

user i at stage k is given as,

RM,k,i =
∑

z={T ,R}

∑
m∈Gi.

(
∑

l∈G.m
nk,l(T, z))(

∑
l∈G.m

nk,l(F, z))

|G.m|
(7.1)

Additionally, we consider a penalty Pk,i for a user to post more, which corresponds

to the cost or some amount of effort that a user needs to spend to post. While there

can be different functions to quantify the penalty for posting more, we consider the

penalty in this problem to be the number of posts made by a user as a fraction of the

maximum number of posts made by her Followees.

Pk,i =

∑
h={T,F}

∑
z={T ,R} nk,i(h, z)

maxj∈G.i∪i
∑

h={T,F}
∑

z={T ,R} nk−1,j(h, z)
(7.2)

Thus, the total reward Rk,i received by user i at stage k is given as

Rk,i = RM,k,i − Pk,i (7.3)

Hence, a user needs to learn a policy that mitigates the impact of fake news among

her Followers, with fewer number of posts.

Objective The goal of each user i is to learn a policy πi : sk,i → aT ,k,i, {aR,k,j,i}j∈G.i

to determine her intervention actions for tweet and retweet processes for true news

diffusion, in order to maximize the total expected discounted reward that she receives,

for each stage k, i.e., Jk,i =
∑K

k=1 γ
kE[Rk,i], where γ∈(0, 1] is the discount rate. From

Eq. 7.3, we can write,

E[Rk,i] = E[RM,k,i]− E[Pk,i] (7.4)



106

From Eq. 7.1, we have,

E[RM,k,i] =
∑

z={T ,R}

∑
m∈Gi.

(
∑

l∈G.m
E[nk,l(T, z)])(

∑
l∈G.m

E[nk,l(F, z)])

|G.m|

We assume that the diffusion of fake and true news is independent, and thus, we

can decompose the expected reward due to these. For more details, see [15, 169].

Additionally, from Eq. 7.2, we compute,

E[Pk,i] =

∑
h={T,F}

∑
z={T ,R} E[nk,i(h, z)]

maxj∈G.i∪i
∑

h={T,F}
∑

z={T ,R} nk−1,j(h, z)
(7.5)

For the intervention actions, we assume an upper cap on the amount of interven-

tion for each user, i.e. az,k,i ≤ ρ, where ρ. The interventions are continuous, and thus,

the space of intervention actions for user i is given as Ak,i = {aT ,k,i, aR,k,j,i|aT ,k,i ∈

[0, ρ], aR,k,j,i ∈ [0, ρ], j ∈ G.i}.

7.5 DENPL Approach

Given the partially observable ego-network, the goal of a user is to learn a policy

πi that determines the intervention actions for her tweet and retweet intensities, based

on her state and local observation to maximize her local reward. The local reward of

a user depends on her Followers’ exposures to fake and true news, which is impacted

by the user’s actions as well as the actions of other users (her Followers’ Followees)

whom she cannot observe. Thus, our key idea is to estimate the states of the Followers

of a user, with the observation that a user serves both as a Followee and a Follower in

her ego-network. Specifically, we learn a mapping between Followees’ states and the

user’s (Follower) state, i.e., fS : {sk,j}j∈G.i
→ sk,i, and then extrapolate it to estimate

Followers’ states from user’s (Followee) state, i.e., {sk,m}m∈Gi.
= fS(sk,i). We propose

partially centralized learning approach in which we only share the parameters between

agents, without sharing the samples (i.e., state/actions/reward) between agents, in

order to safeguard the privacy of the agents, by which we mean to limit data sharing
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Algorithm 9 SequentialParameterSharing

1: Initialize θπ,θV ,φS ,φA,θS ,θA,θ= randomly.

2: repeat

3: for k = 1, ..., K do

4: for i = 1, ..., N do

5: φ̃S , φ̃A, θ̃S , θ̃A, θ̃= = PolicyLearningPerUser(i,θπ,θV ,φS ,

φA,θS ,θA,θ=)

6: φS ,φA,θS ,θA,θ= = φ̃S , φ̃A, θ̃S , θ̃A, θ̃=

7: end for

8: end for

9: for i = 1, ..., N do

10: /* Agent i updates policy based on her objective */

11: θ̃π, θ̃V = ComputeObjectiveUpdatePolicyForUser(i,θπ, θV )

12: /* Set initial weights for the next user in the sequence */

13: θπ, θV = θ̃π, θ̃V

14: end for

15: until |∆θπ| < δ /* Convergence */

16: θ∗π = θπ

17: return θ∗π

between agents. Thus, we use the same function for all users, i.e., πi = π, however,

the input and output corresponds solely to a single user. Our policy learning approach

for a single user is presented in Algorithms 8-13, and we describe the components in

detail next.

We represent the policy π as a function of user i’s state, parameterized by weights

θπ, i.e., aT ,k,i, {aR,k,j,i}j∈G.i
= π(sk;θπ). The value of user i’s state is defined as

the total expected reward when in the given state following policy π, i.e., Vk,i =

E[
K∑
t=k

γtRt,i|(π, sk,i)]. In a social network, due to peer-influence, the activities of a user

affect the likelihood of activities of her Followers (Sec. 7.1). Thus, the value of a user’s
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Algorithm 10 ComputeObjectiveUpdatePolicyForUser(i,θπ,θV )

1: Lθ,i = 0, Lφ,i = 0

2: for k = 1, ..., K do

3: Let Dk,i =
K∑
j=k

γk−1rk,i

4: Bk,i = Dk,i − Vk,i /* Compute Advantage */

5: Lθπ ,i = Lθπ ,i +Bk,i

6: LθV ,i = LθV ,i + ||Vk,i −Dk,i||2
7: end for

8: Jθ,i = Lθπ ,i, JθV ,i = −LθV ,i
9: /* Update parameters based only on user i’s objective */

10: θπ = θπ + ηθπ∇θπJθπ ,i, θV = θV + ηθV∇θV JθV ,i

11: return θπ, θV

state is also conditioned on her ego-network, i.e., Vk,i = E[
K∑
t=k

γtRt,i|(π, sk,i,G.i,Gi.)].

It is computationally expensive to compute Vk,i from future rewards for every possible

policy π, and thus, we approximate the value as a function of the state of the user, the

states of her Followees, and states of her Followers, parameterized by weights θV , i.e.,

Vk,i = fV (sk,i, {sk,j}j∈G.i
, {sk,m}m∈Gi.

;θV ). The total expected discounted reward can

then be expressed as Jk,i = E[Rk,i] + γ fV (sk′,i, {sk′,j}j∈G.i
, {sk′,m}m∈Gi.

;θV ), where

sk′ is the next state. We use advantage actor-critic algorithm (e.g., [28]) to learn

continuous policies for agents since policy gradient methods are more effective in

high dimensional spaces.

To realize partially centralized learning, we perform sequential weight update

in which there is a random ordering of the users. A user i updates the weights

based on her own objective i.e., θ̃ = θ + ηθ∇θπJθ,i, and then the next user j in the

random ordering uses the initial weights as the weights learned by user i i.e. θ̃, and

updates them based on her objective Jk,j. The algorithms for sequential parameter

sharing and weight update are presented in Algorithms 9 and 10. To update the

weights for functions π and V , for a single user, we compute rk,i that represents

the expected reward obtained by user i for her actions aT ,k,i, aR,k,i in stage k, i.e.,
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Algorithm 11 LearnFolloweeFollowerDependency(i, sk,i,ok,i, az,k,i, {az,k−1,j}j∈G.i
,φS ,

φA,θS ,θA,θ=)

1: repeat

2: /* Generalized representation for Followees’ retweets, likes */

3: {(hAR,k−1,l,j, h
L
k−1,l,j)}j∈G.i,l∈∪G.j

= gA({(nR,k−1,l,j, wk−1,l,j)

}j∈G.i,l∈∪G.j
;φA)

4: /*Compute reconstruction loss for Followees’ retweets, likes*/

5: LAφ =
∑

j∈G.i
||{hAR,k−1,l,j}l∈∪G.j

− {nR,k−1,l,j}l∈∪G.j
||2 +∑

j∈G.i
||{hLk−1,l,j}l∈∪G.j

− {wk−1,l,j}l∈∪G.j
||2

6: /* Estimated retweets, likes of user i */

7: {n̂R,k,j,i, ŵk,j,i}j∈G.i
= fA({(hAR,k−1,l,j, h

L
k−1,l,j)}j∈G.i,l∈∪G.j

;θA)

8: /* Compute loss for estimated retweet actions of user i */

9: LAi =
∑

j∈G.i
||nR,k,j,i − n̂R,k,j,i||2 +

∑
j∈G.i

||wk,j,i − ŵk,j,i||2
10: /* Generalized representation for user i’s Followees’ states */

11: {hSk,j}j∈G.i
= gS({sk,i}j∈G.j

;φS)

12: /* Compute reconstruction loss LSφ for Followees’ states */

13: LSφ =
∑

j∈G.i
||hSk,j − sk,j||2

14: /* Attention between user i and Followees based on state */

15: αSk,j,i = σ(=(sk−1,i,h
S
k,j; θ=))

16: /* Estimate state of user i */

17: ˆsk,i = fS(sk−1,i,
∑
j∈G.i

αSk,j,i h
S
k,j, {n̂R,k,j,i, ŵk,j,i}j∈G.i

; θS)

18: /* Compute loss LSi for estimated state of user i */

19: LSi = ||sk,i − ŝk,i||2
20: Li = LSi + LAi + LSφ + LAφ /* Total Loss */

21: /* Update Weights for user i */

22: φS = φS + ηφS∇φSLi(φS), φA = φA + ηφA∇φALi(φA), θA = θA +

ηθS∇θSLi(θS), θA = θA + ηθA∇θALi(θA), θ= = θ= + ηθ=∇θ=Li(θ=)

23: until |∆θS < δ| /* Convergence */

24: return φS ,φA,θS ,θA,θ=
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rk,i = Ei[Rk,i] + γVk,i. Let Dk,i be the total discounted reward for stage k, where K

is the total number of stages, i.e., Dk,i =
∑K

j=k γ
krk,i The parameters θV of the value

function are updated with the loss ||Vk,i −Dk,i||2, as the value function corresponds

to the total expected discounted reward that a user can obtain in a given state. To

update the policy function parameters θπ, we optimize the advantage function that

is obtained by subtracting Vk,i as baseline from Dk,i, which helps to compute the

relative advantage of actions by subtracting an average amount of return, and also

reduce the variance. Note that, to avoid the problem of non-stationary policies due

to individual learning by each agent [173], we consider that agents perform updates

in a sequence, and the actions of agents in stage k are updated after the actions of

all agents have been updated in stage k − 1.

Moreover, each user has different number of Followees and Followers in her ego-

network, i.e., the dimensions of input and output while extrapolation using fS , are

different from those while learning fS . Thus, we consider that the dimensionality of

input and output of shared oracle (neural network) corresponds to the total number

of users N , and that the input and output are sorted by user ids. While learning the

function with respect to a given user i, we use a sentinel to receive the signal only

from the Followees of the user, and determine the output only for the Followers of

the user. We use the same approach to learn different functions π, V, fS , fA, gS , gA.

Now, to update the parameters for policy π at stage k, we need to accurately

estimate the total expected discounted reward from future stages Jk,i, that depends on

the estimates of the value function Vk,i. However, to approximate the value function

for a user, we require the state of her Followers, which is hidden from her partial

view of the environment. Thus, we learn a mapping between the state of Followees

and user’s state, and then use the learned mapping to extrapolate the states of her

Followers using her state and local observation.
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Figure 7.3.: Learn generalized representation of Followees’ states

7.5.1 Learning dependency between Followees-Followers states

Each user i learns a function fS parameterized by weights θS to estimate her state

ŝk,i from the states of her Followees {sk,j}j∈G.i , with an objective LSi to minimize the

difference between the estimated and true states of the user, as shown in line 19,

Alg. 11. We first obtain a generalized representation for the Followees’ states using

stacked auto-encoders (e.g., [174]) so that the same function that is used to estimate

user i’s state from her Followees’ states, can be used to estimate user i’s Followers’

states from user i’s state, i.e., the input can be generalized across different sets of

users. Specifically, user i learns a function gS : R|G.i|d → R|G.i|d, parameterized by

weights φS (where |G.i| is the number of Followees of user i), to obtain the generalized

representation {hSk,j}j∈G.i
for the states of her Followees as shown in line 11, Alg. 11

with reconstruction loss LSφ in line 13, Alg. 11. Fig. 7.3 shows the input and output for

the model gS using an example of user’s partially observable ego-network in Fig. 7.1.

To improve the estimates for the Followers’ states, it is important to consider the

attention that a Follower pays to her Followees to account for the different peer-

influence between users.
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7.5.2 Attention between users based on State

A user i learn the attention weights αSk,j,i between her state in the past stage sk−1,i,

and the generalized state of her Followee j in the current stage k, using an attention

mechanism = : Rd × Rd → R. The attention weights are computed as αSk,j,i =

σ(=(sk−1,i,h
S
k,j; θ=)) (line 14, Alg. 11), where σ is the sigmoid function. Similar

to [175], the attention mechanism = is learned using a multi-layer feed-forward neural

network, in which the gradient of the total loss is back-propagated through to jointly

learn the weights for the attention mechanism along with the total loss for user i,

Li = LSi + LAi + LSφ + LAφ (line 18, Alg. 11), where LAi and LAφ are described later in

Sec. 7.5.3.

Each user has different number of Followees and Followers. Therefore, the mapping

between Followees’ states and a user i’s state is the mapping from R|G.i|d to Rd, where

d is the number of network activities (Sec. 7.3). On the agent level, it is a many-to-

one mapping from the Followees to the user, i.e., |G.i| → 1. Now, if user i uses the

same mapping to extrapolate the states of her Followers by providing her state as the

input, the mapping will be Rd → R|Gi.|d, that, on the agent level, is a one-to-many

mapping from the state of the agent to the states of her Followers, i.e., 1 → |Gi.|.

Hence, the estimates of the states of the Followers of user i computed using user i’s

state and attention weights between user i and her Followers will be less accurate.

To address this, we utilize the pairwise interactions, i.e., the retweets and likes that

a user provides to her Followees, to learn a many-to-many mapping that can be used

effectively to extrapolate the states of the Followers, described as follows.

7.5.3 Learning dependency between Followees-Followers retweets and likes (actions)

A user i learns a mapping from the number of retweets and likes (defined in

Sec. 7.4.3) given by her Followees (to their Followees), to the number of retweets and

likes given by her (as a Follower) to her Followees, and then uses the same map-

ping to extrapolate the retweets and likes given by her Followers to herself (acting
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Figure 7.4.: Learn generalized representation of Followees’ actions

Figure 7.5.: Learn to estimate user’s actions for Followees

as a Followee). First, we generalize the input representation across different sets of

users using stacked auto-encoders, to effectively transfer this mapping. Each user i

learns a function gA, parameterized by weights φA, to obtain the generalized repre-

sentation {(hAR,k−1,l,j , h
L
k−1,l,j)}j∈G.i,l∈∪G.j

for the number of retweets and likes given

by her Followees, as shown in line 3, Alg. 11 with reconstruction loss LAφ in line 5,

Alg. 11. Fig. 7.4 shows the input and output for the model gA using an example of

user’s partially observable ego-network. Then, we learn a function fA parameterized

by weights θA, to estimate the number of retweets and likes given by a user to her

Followees {n̂R,k,j,i, ŵk,j,i}j∈G.i
from the generalized representation of the number of
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Figure 7.6.: Learn to estimate user’s state from Followees’ states

retweets and likes of her Followees as shown in line 7, Alg. 11. The parameters θA

are learned to minimize LAi which is the difference between the estimated and actual

number of retweets/likes for the user, as shown in line 9, Alg. 11. Fig. 7.5 shows the

input and output for the model fA using an example of user’s partially observable

ego-network. The estimated number of retweets and likes of a user, together with the

user’s previous state in stage k − 1 and the state of her Followees are then provided

as input to fS to estimate the user’s state in stage k, as shown in line 17, Alg. 11.

Fig. 7.6 shows the input and output for the model fS using an example of user’s

partially observable ego-network.

7.5.4 Extrapolating Followers’ states

After learning fS , we use it to extrapolate the states of a user i’s Followers de-

scribed as follows. We propose to use the states of user i’s Followees, along with

user i’s state, to improvise the estimates of user i’s Followers’ states. We first ob-
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Figure 7.7.: Obtain generalized representation of user’s state and Followees’ states

Figure 7.8.: Obtain generalized representation of user’s actions

tain the generalized representations hSk,i and {hSk,j}j∈G.i
, respectively, for the states of

user i and her Followees using the learned function gS (Fig. 7.7), as shown in line 2,

Alg. 12. Next, our idea is to utilize the attention weights between the retweets/likes

of user i’s Followers (for user i), and the retweets/likes of a user i (for user i’s Fol-

lowees), to capture the indirect dependency between user i’s Followees and user

i’s Followers. Specifically, the user utilizes the learned function gA to obtain the

generalized representation for the number of retweets and likes provided by her to

her Followees (Fig. 7.8), which is then used to extrapolate the number of retweets

and likes given by her Followers using learned function fA (Fig. 7.9), as shown in
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Figure 7.9.: Estimate Followers’ actions for user

Alg. 13. The attention that a user i’s Follower m provides to the user’s Followee

j, in stage k, is αAk,j,m = θA[hAR,k−1,j,i, n̂R,k,i,m] + θA[hLk−1,j,i, âR,k,i,m] (line 6, Alg. 13)

where θA[hAR,k−1,j,i, n̂R,k,i,m] is the weight between the node corresponding to the rep-

resentation for number of retweets of user i for her Followee j, and the output node

that corresponds to the estimated number of retweets of Follower m for user i, in

the neural network. Similarly, θA[hLk−1,j,i, âR,k,i,m] corresponds to number of likes.

Then, using the learned fS we estimate the state of user i’s Follower m, in stage k

(Fig. 7.10), as a function of the estimated state of m in stage k − 1, the generalized

state representation of user i weighted by αS (Sec. 7.5.2), and the generalized state

representation of user i’s Followees weighted by αA as shown in line 6, Alg. 12.

Note that, we capture the impact of two-hop Followees of m by learning the

attention weights αAk,j,m based only on the actions of one-hop Followee i.e., user i.

With this, we also avoid storing the explicit states/actions of the two-hop Followees to

obtain the attention provided to them by the Follower m. Additionally, we randomly

sampled separate set of Followees for learning and separate set for extrapolation, and

did not find much difference compared to using the complete set of a user’s Followees

for both learning and extrapolation. Hence, the latter case does not bias our results.
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Figure 7.10.: Estimate Followers’ states

Algorithm 12 ExtrapolateFollowersStates(i, sk,i, {sk,j}j∈G.i
, {(n̂R,k,i,m, ŵk,i,m}m∈Gi.

,

{αAk,j,m)}m∈Gi.,j∈G.i
,φS ,θS ,θ=)

1: /* Generalized representation for state of user i and her Followees */

2: hSk,i = gS(sk,i;φS), {hSk,j}j∈G.i
= gS({sk,j}j∈G.i

;φS)

3: /* Attention between Followers and user i based on state */

4: αSk,i,m = σ(=(ŝk−1,m,h
S
k,i;θ=))

5: /* Estimated Followers’ states */

6: ŝk,m = fS(ŝk−1,m, α
S
k,i,m hSk,i +

∑
j∈G.i

αAk,j,m hSk,j, {(n̂R,k,i,m,

ŵk,i,m}m∈Gi.
;θS) ∀m ∈ Gi.

7: return {ŝk,m}m∈Gi.

After extrapolating the Followers’ states, user i can estimate her value function

Vk,i based on her own state, the states of her Followees, and the estimated states of

her Followers, i.e., Vk,i = fV (sk,i, {sk,j}j∈G.i
, {sk,m}m∈Gi.

;θV ), (line 9, Alg. 8).
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Algorithm 13 ExtrapolateFollowersRetweetsLikes(i, {aR,k−1,j,i}j∈∪G.i
,φA,θA)

1: /* Generalized representation for user i’s retweets, likes */

2: {(hAR,k−1,j,i, h
L
k−1,j,i)}j∈∪G.i

= gA({(nR,k−1,j,i, wk−1,j,i)}j∈∪G.i
;φA)

3: /* Estimated retweet, likes of user i’s Followers */

4: {n̂R,k,i,m, ŵk,i,m}m∈Gi.
= fA({(hAR,k−1,j,i, h

L
k−1,j,i)}j∈G.i

;θA)

5: /*Attention between Followees and Followers based on retweets, likes*/

6: αAk,j,m = θA[hAR,k−1,j,i, n̂R,k,i,m] + θA[hLk−1,j,i, âR,k,i,m] ∀j ∈ G.i,∀m ∈ Gi.

7: return {(n̂R,k,i,m, ŵk,i,m)}m∈Gi.
, {αAk,j,m}m∈Gi.,j∈G.i

7.5.5 Policy Evaluation

For each user i, we find the intervention actions az,k,i = π(sk,i;θπ) given her state

sk,i that is obtained from events in the evaluation data. To obtain the actions, we do

not need to estimate the Followers’ states as π is conditioned only on the state of user

i. Then, we simulate the MHPs after adding az,k,i to the respective base exogenous

intensities of tweet (z = T ) and retweet (z = R) processes for true news diffusion,

and compute the following evaluation metric. To compare with previous work [43], we

compare the performance of different methods based on the collective reward obtained

across all users in the network. Let performance P =
∑K

k=1 Rk × |LT,k∩LF,k|
|LF,k|

, where

LT,k = {i|i ∈ [1, N ],nk(T, z) ·G.i > 0} and LF,k = {i|i ∈ [1, N ],nk(F, z) ·G.i > 0}

are the sets of users exposed to true and fake news, respectively, during stage k, and

Rk is the collective reward defined as the correlation between exposures to fake and

true news across all users in the network. To evaluate the performance of different

methods based on individual rewards, we compute the reward Rk,i for a user which is

the correlation between exposures to fake and true news among the Followers of user

i along with the fraction of the Followers exposed to fake news that become exposed

to true news, that helps to assign more importance to the selection of distinct users

over the selection of few users with high exposures. Then, we compare different

methods based on the cumulative reward, i.e.,
∑K

k=1

∑N
i=1 Rk,i × |LT,k,i∩LF,k,i||LF,k,i|

, where

LT,k,i = {i|i ∈ Gi.,nk(T, z) ·G.i > 0} and LF,k,i = {i|i ∈ Gi.,nk(F, z) ·G.i > 0} are
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the sets of Followers of user i exposed to true and fake news, respectively. To assess

intervention gains, we measure the performance relative to that obtained by applying

no intervention. Specifically, we compute the difference between the performance

after applying the learnt policy and that without applying a policy.

7.6 Experiments

We use real-world datasets, Twitter 2016 and Twitter 2015 [5,146], with 750 and

2050 users, respectively. The time-horizon T = 40 is divided into 40 stages of ∆T = 1

hour each. The time-intervals for Training Data, STD, SED before and after applying

interventions, and Held-Out Data (Fig. 7.2), respectively, are, [0, 10), [10, 20), [20, 30),

and [30, 40). We let ρk ∼ U(0, 1), and γ = 0.7, as in [15,169].

We consider the baselines listed next to compare the performance of our approach.

Note that we perform sequential parameter sharing in all the baselines, except DEC,

due to the large number of users in the network. To compare the performance with

respect to N , we down-sample the network. Specifically, we select a user i randomly.

Then we select atmost ζ ≤ 5 Followees and Followers of the user randomly. We

then repeat this process for all the selected users until we reach the desired network

size limit. For each network size, we down-sample 20 different networks and report

average results.

7.6.1 Baselines

OS (Observed State)

An agent learns the value function based only on her state and the state of her

Followees (e.g., [93]).
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TFS (True Follower States)

To compare to the scenario where agents would have access to the true state of

their Followers (but not to the complete network state of all users), we consider this

baseline in which an agent uses the true state of her Followers along with her state

and Followees’ states to approximate the value function.

EFS (Extrapolated Follower State)

This version of our proposed extrapolated modeling approach learns a many-

to-one mapping from the state of a user’s Followees to the user’s state, and then

transfers the model to estimate user’s Followers’ states from user’s state (one-to-

many mapping). Agent’s state, Followees’ states and the estimated Followers’ states

are used to approximate the value function.

EFSA (Extrapolated Follower States + Actions)

This version of our proposed approach which performs extrapolated modeling via

many-to-many mapping learned using the retweet actions and likes between users,

but the state of user’s Followees is not used to estimate the states of her Followers.

Agent’s state, observation and the estimated Followers’ states are used to approximate

the value function.

CEN (Fully Centralized Learning)

The environment is fully observable to all agents, and they observe the complete

network state, and learn actions to maximize their individual rewards. The actions

are conditioned on the complete network state, as opposed to TFS, in which the

actions are conditioned only on the state of a user. The complete network state is

used to approximate the value function (e.g., [15, 43,71]).
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(a) Twitter 2016 (b) Twitter 2015

Figure 7.11.: Performance vs N (Collective Reward)

DEC (Fully Decentralized Learning)

The components are same as in DENPL, however, a separate model is learned for

each user, without sharing any parameters (for small number of users) (e.g., [44,107,

119]).

RND (Random Actions)

Random. az,k,i ∝ U(0, ρ).

7.6.2 Results

We compare the relative performance of different methods with respect to network

size N , based on Collective Reward in Fig. 7.11, and Cumulative Reward in Fig. 7.12.

We find that the results for both are qualitatively the same. Our proposed approach

performs equivalent to the centralized learning method CEN, and outperforms other

baselines, for all network sizes. We observe that our method DENPL, TFS, EFS,

and EFSA that use sequential parameter sharing described in Sec. 7.5, achieve a

much higher performance and lower variance compared to the fully decentralized
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(a) Twitter 2016 (b) Twitter 2015

Figure 7.12.: Performance vs N (Cumulative Reward)

method DEC. This is because the effective number of samples per user increases

due to sharing parameters. Thus, by only sharing the parameters that are updated

individually by each user based on her own objective, without sharing any actual

data/samples between users, we can achieve large gains in performance with lower

variance.

We note that there is very little change in the performance of the fully decentral-

ized method DEC with respect to the number of agents N , and the results have high

variance. This is due to the fact that each agent learns her policy independently,

conditioned solely on her local neighborhood, without sharing any parameters or tra-

jectory information from other agents in the network. Hence, there are less samples

available to improvise the estimates for each user. Also, the memory requirements

increase with an increase in the number of agents as we need to store separate set

of parameters for every agent. This shows that fully decentralized learning does not

yield accurate policy estimates, and adds extra sample complexity to the task, due

to insufficient information per user. On the other hand, the performance of partially

centralized learning methods decreases with a decrease in N . This shows that with

parameter sharing, the sample efficiency improves with an increase in the number
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of agents, as the samples of more users are available to optimize the parameters,

resulting in better performance.

We observe a large difference in the performance of method OS in which a user

simply learns the value function based on her state and her Followees’ states, and

method TFS, in which the user also includes the true states of her Followers to

approximate the value function. This shows that it is important to use the states of

the Followers to learn the value function. In practice, the user cannot observe her

Followers’ states, and therefore it is important to estimate the Followers’ (hidden)

states and use it for policy learning.

The method EFS that estimates the states of the Followers and utilize those

to approximate the value function, outperforms OS. This indicates that including

the estimates of Followers’ states via ego-network extrapolation helps to improvise

the policy. However, the performance of EFS is still lower compared to TFS, which

indicates that simply inverting a many-to-one mapping between Followees and a user,

to a one-to-many mapping between the user and Followers does not yield accurate

estimates of Followers’ states. This is due to insufficient input signals while estimating

the states of Followers from the state of a user alone.

The method EFSA, which uses the pairwise user interactions to estimate the

Followers’ retweets and likes and in-turn use those for estimating the Followers’ states,

achieves a much higher performance than EFS, and is closer to TFS. Thus, pairwise

user interactions help to effectively extrapolate a many-to-many mapping.

Our proposed approach DENPL performs better than EFSA and TFS. This indi-

cates that along with the estimated Followers’ retweets/likes, utilizing the state of the

Followees combined with the attention learned between the Followees and Followers

of a user, helps to incorporate information about two-hop (more than one-hop) Fol-

lowees, and thus obtain better estimates for Followers’ states. Our method achieves

performance equivalent to the centralized learning method CEN, that has the highest

performance since it assumes a fully observable environment and learns conditioned

on the complete network state of all the agents, whereas other approaches consider a
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(a) Twitter 2016 (b) Twitter 2015

Figure 7.13.: Convergence

partially observable environment. However, fully centralized learning is computation-

ally intensive due to high dimensional joint state/action representations that grows

larger with the number of agents. It is important to note that we cannot perform

clustering as in Chapter 6, since that requires a centralized controller that has access

to the states/actions/rewards of all users for clustering, and thus, clustering will be

performed at a global level. However, we want to learn in a more decentralized fash-

ion to safeguard privacy by not sharing the data between users. This indicates that

by effectively extrapolating the dependencies learned from the Followees to Followers

using pairwise user interactions and peer-influence as attention, we are able to learn

policies equivalent to those learned via centralized learning. In addition, by perform-

ing sequential parameter sharing, we are able to improve the sample efficiency, and

also ensure that the policies are more privacy-aware (limited data-sharing between

users) (Sec. 7.1).

We also conducted additional experiments to study the challenge, in a partially

observable setting, due to the unavailability of the Followers’ states, as compared

to the scenario where the hidden state becomes available after a few time-steps (i.e.

before the time-horizon). In the latter, the true state can be utilized as history for

policy learning, however, in the former, as in our problem setting, the hidden state is
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Table 7.1.: Sum of Retweets at τ + g for Users with Interventions at τ

MODEL
τ

′
= τ + 0 τ

′
= τ + 2 τ

′
= τ + 5 τ

′
= τ + 8

I ¬I I ¬I I ¬I I ¬I

CEN 956.5 410.8 775.4 229.3 625.8 210.8 560.2 177.7

DENPL 938.9 418.1 765.8 239.3 610.2 230.6 532.9 182.6

TFS 925.5 426.7 764.7 245.9 599.8 245.6 552.8 192.2

EFSA 849.7 544.8 712.9 323.8 555.1 301.4 498.5 239.7

EFS 597.6 565.7 554.8 361.8 519.7 331.4 433.7 301.3

OS 492.3 426.2 430.6 368.1 331.9 302.6 282.7 233.3

RND 400.6 515.8 258.1 414.6 338.6 349.4 112.8 376.8

not available to agents for learning (even beyond the time-horizon), due to the directed

nature of user interactions. In Fig. 7.13, we compare the time until convergence

required by different methods. The methods CEN, TFS assume the availability of the

true state of Followers, and hence converge much faster compared to other methods.

On the other hand, our approach DENPL and OS do not have the state information of

the Followers available, and hence these take longer to learn accurate state estimates.

We also compared with the versions of our approach, DENPL-2, DENPL-5, DENPL-

8, where we assume that the state information becomes available after 2, 5, 8 time-

steps, respectively, and use that as history to improvise the estimates. These versions

converge faster, but as the number of time-steps (when true state information becomes

available) increases, it takes longer to converge. Recall however, this requires storing

the trajectory for every user, which is space inefficient for social networks.

The above results, based on reward, serve as proof of concept that increasing the

intensity of posting true news by a user helps to mitigate the impact of fake news

locally, i.e., increase the exposure of true news, among the Followers who are exposed

to fake news. Since we cannot make real-time interventions, we compare different

methods by measuring the impact of users who increase their intensity for true news
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diffusion, in terms of the total number of users actually reached in the real Held-Out

Data. Specifically, we compare the total number of retweets accumulated by users

who do not perform intervention versus users who perform intervention to promote

true news under the policy learned using different baselines. Let I(τ) refer to the

the set of users who make interventions to their intensity for true news diffusion,

in SED (τ ∈ [20, 30)) and promote true news by time τ , according to the model,

i.e., I(τ) = {i|(Ni(τ, T, z)−Ni(2K,T, z)) > 0}, and the remaining users who do not

perform interventions, are referred to as ¬I(τ). We calculate the total number of

users who retweeted the posts of users in I(τ) and ¬I(τ) between time [τ
′
, τ

′
+ ∆)

where τ
′
=τ + g, and g={0, 2, 5, 8} indicates the gap or number of stages after which

we want to measure the impact of users (in the future). We considered different values

of ∆ ∈ {1, 2, 3, 4, 5} and Table 7.1 reports the average. We see that the number of

retweets accumulated by users who promote true news (I) is greater than that of users

who do not perform interventions (¬I) for our method DENPL by a large margin.
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8 CONTRIBUTIONS

In this dissertation, we defined Social Reinforcement Learning (Chapter 3), for sys-

tems with a large number of agents with sparse interactions between them, in both

fully observed and partially observed environments. We described the challenges of

high-dimensionality and sparsity associated with Social RL problems, that makes it

difficult to learn policies, especially in partially observable environments. We pro-

posed ways to address these by utilizing properties of the social network structure,

agent interactions and relations, by obtaining a compact model that better captures

agent dependencies and is much more efficient to solve. We discussed several ap-

plications where the Social RL setting is applicable and characterized those with

respect to the different attributes of the Social RL problem setting. In this chapter,

we summarize the contributions of this dissertation, and outline avenues for future

research.

8.1 Summary of Contributions

In Chapter 5, we proposed a centralized Social RL approach to capture the inter-

agent dependencies and improve the sample efficiency per user for learning policies

to incentivize users to spread more true news (to mitigate the impact of fake news).

We designed a model to estimate the likely feedback for users based on both their

network structure and the political bias of their peers. We demonstrated the gain

in the performance of our method due to the user feedback modeled. Moreover, we

effectively provided the user feedback as input to the policy function approximator,

and thus, we avoided learning a separate complex model for each user (as in the stan-

dard reward shaping techniques). We also decoupled the post and response processes

to approximate the joint action space more efficiently in order to reduce the computa-
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tional complexity, as we dynamically optimized the intensity for the MHP governing

the post events, and only learned parameters for the feedback events from historical

data. We demonstrated that our proposed approach achieved better performance in

terms of the reward and the number of distinct mitigated users. We showed the gain

in the performance of our method due to appropriate selection of users and efficient

allocation of incentive among them. We tested the efficacy of the users selected by our

model and demonstrated that the selected users achieved greater number of retweets,

indicating an increased true news spread.

In Chapter 6, we developed an efficient algorithm for centralized policy learning

to overcome the challenges of high-dimensionality and sparsity, by clustering users

dynamically to reduce the model size and achieve faster convergence as well. We

aggregated the interactions of similar agents to overcome the problem of sparsity and

curse of dimensionality, and thus, lowered the variance. We defined weighted centroids

to ensure cluster alignment across different stages, while dynamically updating the

cluster memberships, as required by the policy function approximator. We reduced

the problem of learning policies for N users to that of learning policies for C clusters,

and thus, the number of parameters to be learned from ∼N3 to ∼C3 (C � N). Thus,

we lowered the computational complexity for centralized policy learning, while still

considering all agent dependencies given large number of users. We designed latent

features to cluster users based on their payoff and contribution to the goal, and thus,

we provide a discriminative power to our model to differentiate between different

types of users (and their activities), for efficient allocation of incentives among them

under fixed budget. We also reduced the number of parameters by providing the

latent features as input to the policy function via clusters, instead of adding them to

the state representation. Thus, we better explore the action space, without increasing

the state space, which also helps in faster convergence of our method. We showed

that our dynamic clustering approach quickly learns better policy estimates, and

outperformed different static clustering and non-clustering alternatives.
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In Chapter 7, we created an effective extrapolated modeling approach for learn-

ing policies in partially observable environments where agents receive different local

observations and rewards. We first learned the dependency between followees and

followers, and extrapolated those to estimate hidden network state. We improvised

the estimates of the hidden state and thus, the policy, by utilizing pairwise user in-

teractions and peer-influence as attention. We developed a framework for sequential

parameter sharing where a sequential update of parameters is performed by the users

individually, based solely on their individual state, observations and rewards. We

make our approach more privacy aware by only sharing parameters, and not the ac-

tual samples or trajectory information across users. We also provide more autonomy

to the agents to learn their own actions and execute those in a decentralized fashion,

rather than the system determining the actions for all users as in fully centralized

learning. We showed that our approach is able to achieve performance comparable

to the fully centralized learning method that assumes full observability and access to

the complete network state, and also outperforms decentralized approaches that use

baseline estimates of the hidden state. Thus, we illustrate the potential for Social RL

methods to learn in a decentralized fashion, limiting the need for data sharing across

agents.

We also developed new measures to improvise evaluation in scenarios where online

application of policy is not feasible. Along with the reward measured from simulated

data as in traditional approaches, we also measured the impact of users who modify

their actions based on the learned policies using real-held out data. We designed the

performance measure to emphasize more on the mitigation of distinct users over the

mitigation of few users with high exposures.

8.2 Future Directions

There are a few directions that remain as future work and are very interesting to

explore, for example:
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In adversarial settings, agents have competing goals, and often do not have access

to the state of other agents. The individual agent rewards can also be in conflict

with the overall system objective, giving rise to the problem of Social Dilemma (e.g.,

[56, 176]). In Social RL setting, an example of social dilemma is when certain bots

or users with malicious objectives want to intentionally spread fake news, which is in

contrast to the system goal of promoting true news. In such scenarios, future work

will involve exploring ways to model the intentions or trustworthiness of agents, and

estimating the consequences of other agent’s actions, and use those to improvise policy

learning for an agent.

It might be possible to scale decentralized learning for large number of users by

learning policies for individual agents concurrently. However, for this, it is critical

to ensure that the policy learnt for an agent is responsive to the changes in the

policies of other agents, i.e., the policies are stationary. When the agent policies

are learnt independently without taking into account the actions of other agents, the

stored samples used for learning an agent’s policy can become obsolete as other agents

update their policies concurrently resulting in non-stationary policies [102,177]. Thus,

the policies that were learnt to be optimal in response to the past actions of other

agents, can actually become worse as the other agents have already changed their

policies meanwhile. Also, changes in the policy of an agent during learning can affect

the optimal policy of other agents, leading to inaccurate estimates of the expected

reward. Thus, in the future, it will be interesting to develop decentralized concurrent

learning approaches for Social RL problems that yield stationary policies along with

scaling to thousands of users.

We note that for reward calculations, we assume if user i follows user j, then all

posts by j will be visible to i. However, for deployment in practice, systems would

need to consider other factors like the time intervals when user j is online to determine

if she is actually exposed to i’s post. Future work can incorporate the probability of a

user being online during certain time-intervals in a day and the probability of a user
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i viewing user j’s posts during those time-intervals, to improve reward measurements

and overall performance.
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