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ABSTRACT

Recently, multiferroic-based devices have gained significant spotlight in the literature due

to its non-volatility and high on/off current ratio. In order to analyze such devices and to

have an insightful understanding of their characteristics, there is a need for developing a

multi-physics modeling and simulation framework. The simulation framework discussed in

this study is motivated by the scarcity of such multi-physics studies in the literature. In this

thesis, a theoretical analysis of multiferroic tunnel junctions (MFTJs) is demonstrated us-

ing self-consistent analysis of spin-based non-equilibrium Green’s function (NEGF) method

to estimate the tunneling current, Landau-Khalatnikov (LK) equation to model the fer-

roelectric polarization dynamics, together with landau-Lifshitz-Gilbert’s (LLG) equations

to capture the magnetization dynamics. The spin-based NEGF method is equipped with

a magnetization dependent Hamiltonian that eases the modeling of the tunneling electro-

resistance (TER), tunneling magneto-resistance (TMR), and the magnetoelectric effect (ME)

in MFTJs. Moreover, we apply the first principle calculations to estimate the screening

lengths of the MFTJ electrodes that are necessary for the estimation of tunneling current.

These multiferroic-based devices show significant performance improvement in many ap-

plications. In this study, we demonstrate the use of these multiferroic-based devices for

in-memory computing and combinatorial optimization problems. The simulation results

of these applications show significant performance improvement compared to conventional

computing schema.

15



1. INTRODUCTION

Over the last few decades, the complementary metal-oxide-semiconductor (CMOS) tech-

nology has been continuously downscaled following Moore’s law [  1 ]. However, the static

power dissipation and the threshold voltage variations of downscaled short channel transis-

tor have become dominating factors that limit the static random access memory (SRAM)

performance [ 2 ]–[ 4 ]. Consequently, the high static power dissipation of SRAM inspired the

exploration of alternative memory technologies like spin transfer torque magnetic memory

(STT-MRAM). However, the limited tunneling magneto-resistance (TMR) of magnetic tun-

nel junction (MTJ) together with the threshold voltage fluctuations of the short channel

access transistor affect the STT-MRAM read error rate. Therefore, the read performance of

STT-MRAM has become a fundamental limiting factor in its applicability. Consequently, a

new family of tunnel junctions, called ferroelectric tunnel junctions (FTJs), have emerged in

literature [ 5 ]–[ 7 ].

An FTJ consists of a ferroelectric insulator sandwiched between two different metal

electrodes, as illustrated in Fig.  1.1 . The information is stored in the electric polarization of

the insulator. The FTJ resistance is a function of the electric polarization of the insulator.

The electric polarization of the ferroelectric insulator modulates the FTJ resistance, and

hence the information can be extracted by sensing the FTJ resistance. The tunneling electro-

resistance (TER) of FTJ is defined as TER = |R→−R←|
min(R→,R←) , where R→ and R← are the

resistance of positive and negative electric polarization states, respectively [ 8 ]. The physical

origin of TER is discussed in detail in section  1.1 . The charge current of FTJ consists of three

main components: Fowler–Nordheim tunneling, direct tunneling, and thermionic emission

[ 9 ].

On the other hand, the multiferroic tunnel junctions (MFTJ) is a nonvolatile tunnel

junction that consists of two ferromagnetic layers separated by a ferroelectric insulator, as

illustrated in Fig.  1.1 . Intuitively, from the structure of an MFTJ, we can predict that an

MFTJ combines the resistive switching mechanism of FTJ and MTJ to constitute a four-

state device. However, it turns out that the MFTJ has more advantages over its constituent

devices due to the magnetoelectric effect (ME). The ME effect at the FM/FE interface
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is observed in LaSrMnO3(LSMO)-LaCaMnO3(LCMO)-BaTiO3(BTO)-LSMO MFTJ [  9 ]. It

originates from the modulation of the screening charges at the LCMO side by the bound

charges at the BTO interface. The change in the electron concentration at the LCMO

interface affects the LCMO magnetic configuration. The magnetic alignment of the LCMO

layer is switched from the ferromagnetic (FM) to the antiferromagnetic (AFM) alignment

due to the change in electron concentration [  10 ], [  11 ]. The transition to the AFM alignment

shifts the density of states (DOS) of the majority spin carriers to higher energy levels, and

hence limits the majority spin current. In brief, the overall influence of the ME effect is to

improve the TER ratio, as explained in detail in section  1.1 and section  2 .

A detailed review of the state of the art in FTJs and MFTJs could be found in [ 6 ],

[ 7 ]. However, a brief review of the progress in FTJs and MFTJs literature is provided in

the following discussion. Although the FTJ has been predicted by Esaki et al. [ 8 ] in 1971

with the name ”polar switch”, the FTJ has not been realized until recently. The lack of the

knowledge of fabrication techniques of ferroelectric ultra-thin films had prevented the FTJ

realization. However, due to the breakthrough that has been achieved by Zembilgotov et al.

[ 12 ], the ferroelectric ultra-thin film has been realized followed by many other experimental

studies [  13 ], [  14 ]. Zhuravlev et al. [ 15 ], [  16 ] have explained the dependence of the barrier

height on electric polarization with the help of Thomas-Fermi equation and Landau tunneling

current formula [  17 ]. The Wenzel-Kramer-Brillouin (WKB) approximation and one-band

model [  17 ]–[ 19 ] have been used to calculate the tunneling current through the FE insulator

in [ 20 ]. Hinsche et al. have used Landauer-Büttiker formula and the WKB approximation

together with ab initio calculation to model the FTJ characteristics [ 21 ]. Fechner et al. have

used the ab initio method to study the electric polarization dependent phase transition in

Fe/ATiO3 interface [ 22 ]. On the other hand, the non-equilibrium Green’s function (NEGF)

method along with Landau-Khalatnikov (LK) equation have been used to estimate the FTJ

I-V characteristics in [  23 ]. However, the study did not consider the magnetization dynamics

or the Hamiltonian dependence on the magnetization.

To conclude, the scarcity of multi-physics simulation studies that capture the MFTJ

magnetization dynamics, along with TMR, and TER effects motivates the modeling and

simulation framework applied in this study. In this study, the spin-based NEGF is applied
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to model the tunneling current, along with landau-Lifshitz-Gilbert’s (LLG) equation are

applied to model the magnetization dynamics, and the LK equation is applied to describe

the FE motion [ 24 ]. However, the accuracy of these models depends on the parameters used

to model various materials. We use the density functional theory (DFT) to estimate the

electrostatic potential, and hence the screening lengths of the electrode that are used in the

NEGF transport simulations. The simulation results are compared to experimental results

of the MFTJ in [ 5 ], [ 11 ] to confirm the validity of the method.

The quantum transport model adopted by this study is based on the mean field approx-

imation. In addition, the proposed model is based on single-band effective mass approxima-

tion of the complex band structure of the material. A detailed discussion of the advantages

and limitations of the adopted quantum transport model could be found in [ 25 ]. However,

the effective mass approximation is a computationally efficient method compared to other

computationally intensive methods that account for the complex band structure of the ma-

terial. The self-consistent solution of the magnetization dynamics, electric polarization, and

quantum transport requires thousands of evaluations of the quantum transport model.
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Figure 1.1. The layer structure of MTJ, FTJ, and MFTJ.

1.1 Multiferroic Tunnel Junctions

The MFTJ structure combines the FM electrodes of MTJ together with the FE insulator

of FTJ to produce a four-state device. We start by explaining the TMR effect in the MTJ

along with the TER effect in FTJ before describing the MFTJ characteristics. Furthermore,
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the ME effect at the FM/FE interface is a unique property of MFTJs that enhances the

TER effect, as explained in detail in this section and in section  2 .

The TMR effect could be explained in the light of spin dependent transport illustrated

in Fig.  1.2 [ 26 ]–[ 28 ]. In such FM materials, the lower band of the density of states (DOS)

of the majority and minority spin carriers have energy shift, as illustrated in Fig.  1.2 (a).

The energy splitting is dependent on the magnetization direction. Therefore, in the case

of anti-parallel alignment of the electrode magnetization, the majority spin carriers that

migrate from the left electrode are restricted by the shortage of matched spin states at the

right electrode. Consequently, the overall charge current is reduced in the case of anti-

parallel alignment of the electrode magnetization. In the case of parallel alignment of the

magnetization, the majority and minority spin carriers migrate from the left electrode and

are absorbed by the matched spin states that are sufficiently available at the right electrode.

Consequently, the overall charge current is not limited by the availability of the spin states in

the case of parallel alignment of magnetization. In other words, the MTJ resistance changes

according to the magnetization alignment of the electrodes that control the DOS energy

splitting between the majority and the minority spin carriers. Finally, the TMR is defined

as TMR = RAP−RP

RP
, where RAP is the resistance of anti-parallel aligned magnetization state,

and RP is the resistance of parallel aligned magnetization state [ 26 ].

The TER effect of FTJ could be explained by the help of charge screening phenomena in

the metal electrode [  15 ]. The electric polarization of FE insulator induces bound charges at

the metal/FE interface. The bound charges are partially screened by the free electron gas

in the metal side, as illustrated in Fig.  1.2 (b). The uncompensated charges at the interface

result in a constant electric field inside the insulator, and hence linear potential. Moreover,

the polarization direction controls the polarity of the bound charge, and hence the polarity

of the potential drop in the FE insulator (φ1 − φ2), where φ1 and φ2 are the potential at

the left and right metal/FE interfaces, respectively. Therefore, the barrier height increases

by |φ1 + φ2| in the case of positive electric polarization. In contrast, the barrier height is

reduced by |φ1 + φ2| in the case of negative electric polarization. Finally, the large TER

value of FTJ is a natural result of the exponential dependence of tunneling current on the

barrier height. The asymmetry of the electrodes screening lengths is an important factor for
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Figure 1.2. The electrostatics of different tunnel junctions. (a) The electro-
static potential and density of states of MTJ. (b) The charge and electrostatic
potential of FTJ. (c) The electrostatic potential and magnetization dependent
density of states of MFTJ.

MFTJs to exhibit a nonzero TER. It is important to mention that the TER also depends on
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the barrier effective thickness, which can change upon the polarization reversal due to the

change from the insulating to metal phase, and both interface terminations [ 29 ], [ 30 ].

The aforementioned qualitative discussion could be formulated quantitatively, as illus-

trated in [ 15 ]. The screening charges and potential distribution in the metal side is described

by the Thomas-Fermi formalism:

φ(z) =


σsδ1
ε0εr1

e−
|z|
δ1 z ≤ 0

− σsδ2
ε0εr2

e−
|z−d|

δ2 z > 0,

(1.1)

where φ is the electrostatic potential, σs is the surface charge density of free charges, ε0 is

permittivity of free space, εr1 (εr2) is the permittivity of the first (second) electrode, and δ1

(δ2) is the screening length of first (second) electrode. According to Thomas-Fermi relation,

the charge and the potential of any point in the electrodes decrease as an exponential function

of the distance between the point and the interface. Moreover, the potential values at the

interface are defined as φ1 = σsδ1
ε0εr2

and φ2 = −σsδ2
ε0εr2

. By applying the Gauss’s law at the

metal/FE interface, we get the expression

EF E = (σs−P )
ε0

, (1.2)

where P is the polarization vector and EF E is the electric field in the FE layer. The potential

drop φ1 − φ2 is equal to the constant electric field inside the FE insulator multiplied by tF E

as given by

σsδ1
ε0εr1

+ σsδ1
ε0εr2

+ EF EtF E = 0. (1.3)

Finally, from (  1.2 ) and ( 1.3 ), the σs that satisfies the continuity of the potential at the

interface is defined as

σs = P tF E
δ1

εr1
+ δ2

εr2
+tF E

. (1.4)
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However, for the limiting case of tF E � δ1
εr1

+ δ2
εr2

, the free charge density σs is equal to

P , and hence the potential drop is zero which eliminates the TER effect [  15 ]. Therefore, a

mandatory constraint is imposed on the maximum FE thickness that maintains the TER

effect. However, the stability of the ferroelectricity imposes a lower limit on the FE thickness.

Therefore, the FE layer should have an optimal thickness that maintains the ferroelectricity

and provides high TER ratio at the same time.

An MFTJ combines the TER effect of FTJ along with the TMR effect of MTJ to produce

a four-state device as illustrated in Fig.  1.2 (c). However, it has been experimentally observed

that the LCMO electrode of LSMO/LCMO/BTO/LSMO MFTJ [ 11 ] goes through phase

transition from the FM state to the AFM phase by the influence of the electric polarization

switching. To understand the effect of the FM to the AFM phase transition on the TER,

let us assume that both electrodes have the magnetization in the positive z direction. In

the case of positive electric polarization (high resistance state), the LCMO left electrode

has an AFM configuration. The lower band of the DOS of the spin-up carriers shifts to

higher energy levels. Therefore, the spin-up carriers that migrate from the right electrode

are restricted by the shortage of spin-up states at the left electrode. Thus, the MFTJ high

resistance increases, and hence the TER increases. In case of negative electric polarization

(low resistance state), the LCMO has an FM configuration. The spin-up carriers that migrate

from the right electrode are absorbed by the matched spin states without any restriction.

Consequently, the overall TER of the MFTJ improves. The details and origin of this ME

effect are explained in the following section.
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2. THE FIRST PRINCIPLE CALCULATIONS OF THE FM/FE

INTERFACE

Recently, many different forms of magnetoelectric effects have been observed in the litera-

ture such as electric field manipulated magnetization, electric field induced magnetic phase

transition, and voltage controlled magnetic anisotropy [  31 ]–[ 33 ]. In this study, we focus on

the magnetoelectric effect that happens in the interface between La1−xAxMnO3/BaT iO3,

where A is a divalent cation, i.e., Ca, Ba, and Sr and x is the chemical doping concentra-

tion. LAMO’s phase diagram exhibits a phase change between the ferromagnetic state and

antiferromagnetic state as a function of hole carrier concentration x [ 34 ]. The transition

between the FM and AFM phases and its dependence on hole concentration could be ex-

plained by the existence of two competing interactions that happen between the adjacent

Mn sites in LAMO: superexchange interaction and double exchange interaction. In contrast

to superexchange interaction that prefers AFM alignments, the double exchange interaction

favors FM alignment [  35 ]. The doping concentration x, modulates the density of electrons in

Mn eg orbitals that mediate the double exchange interaction. Note, the doping concentration

supports one of the interactions over the other, and hence favors one of the configurations

over the other.

The electrostatic doping created by electric polarization could change the electron con-

centrations similar to chemical doping [  36 ]. Since the bound charges induced by electric

polarization of BTO at the interface modulates the screening charges at the LAMO side,

the electric polarization could control the magnetization phase transition similar to chemi-

cal doping. The magnetoelectric effect in LAMO/BTO interface is illustrated in Fig.  2.1 .

The second Mn site in LAMO exhibits AFM (FM ) alignment in case of positive (negative)

polarization state. However, the chemical doping concentration has to be fixed at the mag-

netic phase transition point (x = 0.5) between the FM and the AFM phases to facilitate the

magnetic phase transition by electrostatic doping [ 37 ].
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Figure 2.1. The atomic structure of LAMO/BTO interface that is used for
supercell simulation. The structure consists of 4.5 unit cells of LAMO and 5.5
unit cells of BTO. The dependence of the magnetic configuration of LAMO on
the electric polarization of BTO is illustrated. At the left interface, the second
Mn site in LAMO exhibits AFM and FM alignment in case of positive and
negative electric polarization of BTO, respectively.

2.1 Simulation Procedure and Parameters

We applied DFT method to extract the electrostatic potential profile of LAMO/BTO

and Co/BTO structures. The screening lengths of LAMO and Co electrodes are estimated

from the electrostatic potential. The generalized gradient approximation (GGA) method

[ 38 ] implemented in Quantum-ESPRESSO package [ 39 ] is used to perform all of the DFT

calculations in this study. The Vanderbilt’s ultrasoft pseudopotential [ 40 ] is used along with

virtual crystal approximation (VCA) [  41 ] to handle the La-A doping. The VCA method is

used by Burton et al. [ 10 ] to perform DFT calculations for typical structure with acceptable

accuracy. The energy cutoff of 400 eV and Monkhorst-Pack grid of 12x12x1 of k-points are

used for all the DFT simulations in this study.

The supercell used to simulate LAMO/BTO interface consists of 4.5 unit cells of LAMO

and 5.5 unit cells of BTO, as illustrated in Fig.  2.1 . The structure is stacked along (001)
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Figure 2.2. The atomic structure of Co/BTO interface that is used for su-
percell simulation. The structure consists of 5.5 unit cells of BTO and 4.5 unit
cells of Co. The Co magnetization exhibits constant magnetization indepen-
dent of the electric polarization of BTO.

direction of the perovskite cell. The stacking sequence at LAMO/BTO interface is AO−BO2

[ 10 ]. The supercell illustrated in Fig.  2.2 is utilized to model the Co/BTO interface. The

structure consists of 4.5 unit cells of Co and 5.5 unit cells BTO along (001) direction and is

rotated 45◦ in the x− y plane. The most stable interface has TiO2 termination as described

in [  42 ]. We did not include any vacuum regions in these structures. As both structures are

epitaxial growth on a SrTiO3 substrate that has a bulk in-plane lattice constant of a = 3.94Å,

the lattice constant in the lateral direction is constrained to a = 3.94Åfor all the layers of

LAMO, Co and BTO. The lateral strain results in tetragonal distortion in the longitudinal

direction (z direction). To estimate the tetragonal distortion, the DFT calculation of a

single LAMO unit cell is repeated with different longitudinal lattice constants c. The lattice

constant that has the minimum total energy is selected for further supercell simulations.

The longitudinal lattice constant of LAMO that has minimum total energy is c/a = 0.99.

Similarly, the longitudinal lattice constant of BTO and Co are estimated to be c/a = 1.05

and c/a = 0.83, respectively. Next, both supercells of LAMO/BTO and Co/BTO with the

in-plane constraint and the corresponding tetragonal distortion are relaxed until the total

force on the atoms is less than 10−3 Ryd/au. As the total force on the atoms reaches the

limit of 10−3 Ryd/au, the atoms reach their equilibrium positions. Further optimization

beyond this limit results in a negligible change in the positions of the atoms.
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Figure 2.3. The atomistic and macroscopic potential of LAMO/BTO structure.
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Figure 2.4. The atomistic and macroscopic potential of Co/BTO structure.
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2.2 DFT Simulation Results

The magnetic configurations that minimize the total energy of the LAMO/BTO interface

are illustrated in Fig.  2.1 . The second Mn site in LAMO (left interface) exhibits AFM

(FM ) alignment in case of positive (negative) polarization state. The magnetic configuration

of LAMO (left interface), that minimize the total energy, is AFM in the case of positive

polarization and FM in the case of negative polarization [  10 ]. The DFT simulation results

for the magnetization of Mn sites are 2.57, -2.66, 2.76, 2.87, and 3.02 µB. In case of positive

polarization state, the magnitude of the magnetization of the Mn atoms is lower at left

interface and increases for the atoms away from that left interface [  10 ]. In contrast, the

magnetic configuration of the Co/BTO interface, that minimizes the total energy, is FM

configuration independent of electric polarization of BTO. The Co/BTO interface exhibits

a constant magnetic configuration independent of the electric polarization of BTO [  42 ], as

illustrated in Fig.  2.2 . The DFT simulation result for the magnetization of bulk Co is 1.74

µB.

The atomistic electrostatic potential of LAMO/BTO and Co/BTO are illustrated in Fig.

 2.3 and Fig.  2.4 , respectively. The macroscopic potential is estimated from the atomistic

potential by a moving window integral [  41 ] and fitted by a spline function. Finally, the

screening lengths δ/ε0εr of La0.7A0.3MO, L0.5A0.5MO, and Co are estimated from electrostatic

potential to be 1.06, 1.05, and 1.14 m2/F , respectively. The estimated screening lengths are

used in the spin dependent transport calculations, as explained in section  3.3 .
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3. MFTJS SIMULATION FRAMEWORK

3.1 The Magnetization Dynamics

The Landau-Lifshitz-Gilbert (LLG) equation formulates the precessional and damped

motion of magnetization induced by the magnetic field and spin current [ 43 ], [  44 ]. The

single domain LLG equation is used along with NEGF self-consistently in many studies

in literature. The single domain solution of LLG equation is not appropriate for LAMO

Because the LAMO material has atoms in the FM order and other atoms in the AFM order

at the same time. Similarly, the solution of the magnetization as a continuum fails as well,

because it requires a second order derivative of the magnetization with respect to space. The

second order derivative appears in the definition of the exchange interaction effective field

Hexch = 2A
µ0MS

∂2m
∂x2 , where A is a constant. However, the abrupt change of the magnetization

at that atomistic scale makes the derivative with respect to space is not possible. The usual

solution in case of AFM material is to replace the magnetization by the total magnetization

l = mj+1 +mj and the AFM Neel field n = mj+1 −mj that are continuous variables in case of

AFM material. However, LAMO has the FM and AFM orders that exist at the same time.

The Neel field will be discontinuous at the area between the FM and the AFM phase.

We adopted a discrete multi-domain version of the LLG equation. The main difference

between the continuum and discrete LLG equation is the definition of the exchange field. The

definition of the exchange field in the discrete LLG equation does not require differentiation

with respect to spatial coordinates. The discrete multi-domain LLG equation is similar to

the atomistic LLG equation [  45 ]. However, the discrete multi-domain LLG equation models

the lateral direction as a single domain to reduce the computational effort. The lateral single

domain assumption does not affect the accuracy of the method because the cross-section area

of the junction is large enough to neglect the effect of edges. The discrete domains have a

thickness equal to a single unit cell in the normal direction.
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3.1.1 The LLG Equation

The LLG equation [ 45 ] can be expressed as

∂mi

∂τ
= −mi ×Heff,i − αmi ×mi ×Heff,i + STTi, (3.1)

where m is a unit vector in direction of magnetization, τ is defined as τ = |γ|
(1+α2)dt, t is the

time, Heff is the effective magnetic field, α is the Gilbert damping constant, γ is the gyro-

magnetic ratio,i is index over the atoms along the x axis, and STT is the spin transfer torque.

The first term of (  3.1 ) is the precessional motion of the magnetization due to the effective

magnetic field. The second term models the damped part of magnetization oscillation. The

third term is the spin torque exerted by the spin current on the magnetization.

LAMO is modeled as a 1D chain of discrete domains with a magnetization variable mi

assigned to each domain. Each mesh cell has a length equal to the lattice constant and cross

section area equals the total cross-section area of the MFTJ. In other words, we assumed

that the MFTJ cross-section area is large enough. Therefore, we can neglect the effect of

the boundary cell on the magnetization dynamics.

3.1.2 The Effective Magnetic Field

The effective magnetic field is given by

Heff,i = Hext +Htherm +Hanis +Hexch,i, (3.2)

where Hext is the external magnetic field, Hexch,i is the exchange interaction effective field,

Htherm models the random thermal variations, and Hanis is the magnetic anisotropy. The

magnetic anisotropy is defined as Hanis = 2KU

Ms
, where KU is the anisotropy constant, and

MS is the saturation magnetization.

The exchange interaction field is defined as Hexch,i = 1
µ0MS

∑N
j J

′
exch,i,jmj [ 45 ], where

J ′exch,i,j is the material magnetic exchange coefficient that is averaged by the FM to AFM

transition probability as explained in section  3.4 , and N is the number of nearest neighbors.
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3.1.3 The Thermal Fluctuations

The random variation in the magnetization due to thermal excitations is modeled by the

effective magnetic field Htherm defined as Htherm = ζ
√

2αKT
|γ|MSVcelldt

, where K is Boltzmann’s

constant, T is the temperature, Vcell is the mesh cell volume that equals to the lattice constant

multiplied by the total cross-section area of the MFTJ, dt is the numerical time step, and ζ

is a vector with random components which are selected from standard normal distribution

[ 46 ].

The thermal fluctuations term makes the LLG equation stochastic differential equation

(SDE). The integration of the thermal fluctuations results in Wiener stochastic process [ 47 ],

[ 48 ] that is not differentiable with respect to time. Therefore, the Stieltjes integral is used

instead of the Riemann integral to integrate the thermal term [  47 ], [  48 ]. The Stieltjes integral

of the thermal term is defined in terms of the differential increments of Wiener process that

has a variance proportional to the integration time step. Therefore, time-step dt appears in

the denominator of the thermal field. The details of the integration of the LLG equation as

a stochastic differential equation is explained in [ 45 ], [ 47 ], [ 49 ].

3.1.4 The spin transfer torque

The STT term is defined as STT = h̄
2µ0Msa

m×(m×Jspin) [ 50 ], where a is lattice constant,

and Jspin is the spin current that is calculated from the quantum transport, as explained in

 3.3 .

3.2 The Ferroelectric Dynamics

The Landau-Devonshire (LD) expression of the free energy of FE material that describes

the dependence of free energy of the FE material on the electric polarization and the electric

field is defined as

F = α1P
2 + α11P

4 + α111P
6− VaP

tF E

, (3.3)
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where α1, α11, and α111 are the free-energy expansion coefficients for bulk material [  51 ], [ 52 ].

The polarization of the material could be determined by minimizing the free energy (F)

with respect to the electric polarization in (  3.3 ). However, the LD expansion describes the

static relation between electric field and polarization. The dynamic behavior of FE and its

dependence on time is described by Landau-Khalatnikov (LK) equation:

λ
∂P

∂t
= −∂F

∂P
, (3.4)

where λ is the viscosity coefficient that represents the resistance of FE polarization motion

toward the free energy minimum state.

3.3 Quantum Transport: Non-equilibrium Green’s Function modeling of MFTJ

The NEGF models the magnetization dependent tunneling current by splitting the de-

vice into two independent channels for the spin-up and spin-down carriers. The schematic

diagram in Fig.  3.1 shows the device meshing and the magnetization dependent DOS. The

spin-based channel Hamiltonian Hch and the left (right) contact Hamiltonian HL(R) [ 50 ], [  53 ]

of the MFTJ are defined as

HL(R) =



(
αL(R) ± qVa

2

)
I ±

(
I − σ.ML(R)(i)

) ∆L(R)
2 , i = j

−tL(R)I, j = i ± 1

0, o.w.

(3.5)

Hch =



(αch + UB)I + (qVa + φBI + φ1 − φ2)(N+1−2i
2N+2 )I, i = j

−tchI, j = i ± 1

0, o.w.

(3.6)
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where a is the length of the mesh element, N is the number of the mesh elements,

q is the electron charge, Va is the applied voltage, φBI is the built-in potential, I is the

identity matrix, i is the horizontal index of the Hamiltonian matrix, j is the vertical index

of the Hamiltonian matrix, σ are the Pauli spin matrices, ∆L(R) is the splitting energy of

the left (right) contact as illustrated in Fig.  3.1 , respectively, and ML(R) is the normalized

magnetization of the left (right) contact. The Hamiltonian tight binding parameters are

defined as αch(Kt) = 2tch + h̄2K2
t

2m∗
ch

, αL(R)(Kt) = 2tL(R) + h̄2K2
t

2m∗
L(R)

, tch = h̄/(2m∗cha
2), and

tL(R) = h̄/(2m∗L(R)a
2), where Kt is the momentum vector in the transverse direction, m∗L(R)

is the electron effective mass of left (right) electrodes, and m∗ch is the electron effective mass

of the channel.
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Figure 3.1. The MFTJ structure with the spin based NEGF meshing pro-
jected. The Hamiltonian definitions along with magnetization directions and
DOS.

The Hamiltonian HL(R) dependence on the magnetization direction is modeled by the

term
(
I − σ.ML(R)(i)

) ∆L(R)
2 . The term (qVa + φBI + φ1 − φ2)(N+1−2i

2N+2 )I in Hch linearly inter-

polates the applied field and built-in potential Va + φBI + φ1 − φ2 over the channel. UB is

the barrier height relative to the conduction band. The term φ1 − φ2, that is estimated by

( 1.1 - 1.4 ), represents the dependence of the potential on the electric polarization of the FE
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insulator. The screening lengths estimated by the DFT method and the electric polarization

estimated by LK equation are plugged in Thomas-Fermi relation ( 1.1 ) to determine |φ1 −φ2|.

The term |φ1 − φ2| is necessary for evaluating the NEGF Hamiltonian ( 3.5 ).

The Green’s function G is defined as

G = [EI −H − ΣL − ΣR]−1 , (3.7)

where H is the full device Hamiltonian, ΣL(R) is the left (right) contact self-energy that is

defined as

ΣL =



−tLeiK↑La 0 0 . . 0

0 −tLeiK↓La 0 . . .

0 0 . . . .

. . . . . .

. . . . . .

0 . . . . 0



, (3.8)

ΣR =



0 . . . . 0

. . . . . .

. . . . . .

. . . . 0 .

. . . 0 −tReiK↑Ra 0

0 . . . 0 −tReiK↓Ra


, (3.9)

where K↑L(R) is the left (right) contact longitudinal wave vector of spin-up electron given by

K↑L(R) = cos−1

1 −
E± qVa

2 −
h2K2

t
2m∗

L(R)
+

∆L(R)
2

2tL(R)

 , (3.10)
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and K↓L(R) is the left (right) contact longitudinal wave vector of spin-down electron given by

K↓L(R) = cos−1

1 −
E± qVa

2 −
(

h2K2
t

2m∗
L(R)

)
−

∆L(R)
2

2tL(R)

 . (3.11)

Finally, the Landau’s current formula is defined as

J = −e
2π2h

∫ ∞
−∞

∫ ∞
−∞

dkxdky

∫
dEt (fL − fR) , (3.12)

where t is the transmission coefficient of the channel given by the expression

t = Trace
(
ΓLGΓRG

†
)
, (3.13)

and ΓL(R) is the left (right) broadening function defined by

ΓL(R) = i
(
ΣL(R) − Σ†L(R)

)
. (3.14)

The Fermi-Dirac distribution fL(R) is defined as

fL(R) = 1
e(E−µL(R))/KBT + 1

. (3.15)

The spin current is defined as [ 53 ]

Jspin = i
2π2h

∫
dkxdky

∫
Trace[σ.(HGn − ...

GnH)j,j]dE, (3.16)

where Gn defined as

Gn = G(ΓLfL + ΓRfR)G†. (3.17)
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3.4 Time-dependent Formulation of Exchange interaction Coefficient based on
Time-dependent Perturbation Theory

In the following discussion, we formulate a time-dependent formulation of the evolution

from the FM to AFM phase induced by electric polarization. The sign of exchange interaction

constant Jexch,i,j is responsible for the magnetic order. The FM to AFM phase transition is

controlled by the electrical polarization of the BTO. The change in the potential results from

polarization switching can be considered as a small perturbation. Therefore we can use the

time-dependent perturbation theory to model the time evolution of the exchange coefficient

due to the perturbation potential [  54 ]. The time-dependent perturbation potential can be

formulated from the Thomas-Fermi relation as

V (z, t) = P (Va, t)tF E

δ1
εr1

+ δ2
εr2

+ tF E

δ1

ε0εr1
e−
|z|
δ1 − V0, (3.18)

V0 = P (Va, t = 0)tF E

δ1
εr1

+ δ2
εr2

+ tF E

δ1

ε0εr1
e−
|z|
δ1 , (3.19)

where V0 is the initial value of the potential. Assuming that the FM to AFM phase transition

results from the transition from wave function ψb to ψa. The time dependent wave function

can be written as Ψ(z, t) = a(t)ψa(z)e−i Ea
h̄

t + b(t)ψb(z)e−i Eb
h̄

t. The time evolution of a(t) can

be formulated as [ 54 ]

a(t) = − i
h̄

tF E

δ1
εr1

+ δ2
εr2

+ tF E

δ1

ε0εr1

〈
ψa|e−

|z|
δ1 |ψb

〉 ∫ t

0
(P (t) − P (t = 0))e−iωtdt, (3.20)

where ω = Eb−Ea

h̄
, Ea is the energy of ψa, and Eb is the energy of ψb. finally, the transition

probability from state ψa to state ψb is Pb→a = |a(t)|2. The term
〈
ψa|e−

|z|
δ1 |ψb

〉
can be

determined from the normalization of the probability density. However, the polarization as

function of time P(t) is not known analytically. Therefore the integration (  3.20 ) has to be
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numerically evaluated. The time evolution of the exchange interaction coefficient can be

formulated as

J ′exch,i,j = |Jexch,i,j|
(
1 − |a(t)|2

)
− |Jexch,i,j||a(t)|2, (3.21)

where Jexch,i,j is the material-dependent magnetic exchange constant.

3.5 Simulation Procedure and Parameters selection
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Figure 3.2. The self-consistent simulation procedure.

In the previous discussion, we explained the quantum transport model, the magnetization

LLG equation, and the LK equation, separately. In the following discussion, we explain the

methodology we used to solve these models together to get the MFTJ characteristics, as

illustrated in Fig.  3.2 . The steady-state characteristic of the MFTJ is calculated by the

following procedure. Given the initial polarization P and the external applied voltage Va,

the term dF
dP

is calculated by differentiating the LD equation analytically. The dF
dP

obtained

in the previous step is substituted in the LK equation to get dP
dt

. Then the forward difference

formula is used to update the polarization P (t+ dt) = P (t) + dP
dt
dt. The previous steps are

repeated iteratively until the electric polarization reaches its steady-state value. After the

steady-state electric polarization is obtained, the electrostatic potential is calculated from

(1) and (4). Next the current is calculated from the quantum transport model. However,

the solution of the transport model is dependent on the magnetization directions of the
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electrodes which are calculated by the LLG equation. At the same time, the solution of the

LLG equation depends on the current obtained from the NEGF equation. This raises the

need for a self-consistent solution of the quantum transport and the LLG equation iteratively

until the steady state current and magnetization are reached. The LLG equation is solved

using Huen’s method [ 45 ], [ 46 ]. The existence of the thermal fluctuation in the LLG equation

makes it a stochastic differential equation (SDE). The integration of the SDE is explained

in [ 45 ]–[ 47 ].

The time-dependent response of the MFTJ is calculated using the following procedure.

Step 1: the term dF
dP

is calculated from the LD equation, given the initial polarization P and

the external applied voltage Va. The dF
dP

obtained in the previous step is substituted in the LK

equation to get dP
dt

. Then the forward difference formula is used to update the polarization

as following P (t+ dt) = P (t) + dP
dt
dt. Step 2: the electrostatic potential is calculated from

(1) and (4). Step 3: The spin current is calculated from the quantum transport model. The

magnetization obtained from the solution of LLG and the electrostatic potential obtained in

the previous step are used to solve the quantum transport. Step 4: the exchange coefficient

J ′exch,i,j is calculated from (  3.20 )-( 3.21 ) using the electric polarization at time t obtained from

the LK equation. Step 5: the LLG equation is solved to get m(t+dt) using the spin current

obtained from the quantum transport. Finally, the steps (Step 1) to (Step 5) are repeated

at each time step.

The transport parameters are usually estimated by fitting the parameters on the exper-

imental I-V characteristic [ 29 ], [  50 ], [  55 ]. However, the estimation process is not straight

forward and more than one solution could produce the same transport properties. In this

study, we try to go beyond that and predict some of the parameters from DFT calculations

to reduce the complexity of the estimation process. On the other hand, some transport

processes cannot be included in the DFT calculation. Note, the DFT by definition describes

the system at the ground minimum energy state. In contrast, the quantum transport model

exhibits nonequilibrium conditions by definition. Therefore, it is better to estimate certain

parameters from experimental data to account for these limitations of DFT. Because of the

aforementioned discussion, we adopted a combination of estimating the parameters directly
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from experimental data and estimating the parameters from DFT to improve the quality of

parameter estimation.

The simulation parameters used in this study are selected according to the following

criterion. The saturation magnetization, magnetic exchange constant are estimated from

DFT calculations. The magnetic anisotropy is selected from the experimental study [ 11 ].

The magnetic damping factor is set within the acceptable range of similar structure. The

screening lengths and the splitting energy are estimated by the DFT calculation. The effec-

tive mass are tuned within the acceptable range in literature to produce the experimental

results. This is a very common procedure for selecting effective mass [  29 ], [ 50 ], [ 53 ], [ 55 ].

The Landau-Devonshire equation parameters α1, α11, and α111 are calculated from the

critical voltage at which the electric polarization is switched and the values of the polarization

at zero voltage. The values of the critical voltage and polarization at zero voltage are known

from the experimental results in [  11 ]. The two values of the polarization at zero voltage

are local minimum points of the free energy. The free energy has a maximum point at

zero polarization. The maximum and minimum points are located at the zeros of the first

derivative of the free energy and impose constraints on the sign of the second derivative

of the free energy. In addition, the coefficient of the highest order term in the free energy

has to be positive because the free energy has to reach positive infinity as the polarization

reaches ±∞. We used a numerical grid search to solve for α1, α11, and α111 that considers

the aforementioned constraints. The viscosity coefficient is estimated by a grid search to

get 5ns switching time. Finally, the energy Ea and Eb in (  3.20 ) are estimated from DFT

calculations.
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4. SIMULATION RESULTS AND ANALYSIS

4.1 Comparison with Experimental MFTJ Characteristics

The main advantage of spin-based NEGF is the ability to model the four resistance states

of the MFTJ. The LSMO-LCMO-BTO-LSMO MFTJ in [  11 ] is the most appropriate device to

demonstrate these physical characteristics. The simulation results of LSMO-LCMO-BTO-

LSMO are illustrated in Fig.  4.1 . The proposed framework can capture the majority of

the MFTJ I-V characteristic for positive (low resistance) and negative (high resistance)

polarization states, as illustrated in Fig.  4.1 . The simulation results for LSMO-BTO-Co

FTJ are in agreement with the experimental results [ 5 ], as illustrated in Fig.  4.2 . The

simulation parameters of the LK and the LLG equations are α1 = −1.0654 × 109 m/F ,

α11 = −6.0878 × 109 m5/(C2.F ), α111 = 5.0499 × 1010 m9/(C4.F ), dt = 1 × 10−14 s,

KU = 7.8×104 erg/cm3, α = 0.05, λ = 1.8 s/F , jexch,i,j = 4.5×105 erg/cm3, |Ea−Eb| = 0.029

eV and Ms = 414.15 emu/cm3.

As explained in section  2 , the LCMO layer goes through a phase transition from the FM

to the AFM alignment by the influence of the electric polarization switching. The phase

transition is confirmed by the following experimental procedure [ 11 ]. Starting by applying

an external magnetic field to the MFTJ, the change in the resistance of the MFTJ due to the

increase of the external magnetic field is measured. In the case of positive polarization, the

device resistance diminishes due to the increase of the external magnetic field. In contrast,

the negative polarization state exhibits a constant resistance independent of the magnetic

field. This behavior of the MFTJ resistance is explained by the influence of the external

magnetic field on the AFM aligned Mn site and the ability of the external magnetic field to

switch the AFM aligned Mn site back to FM alignment [  11 ]. Fig.  4.3 illustrates the effect

of the external magnetic field on the MFTJ resistance that is produced by the quantum

transport and magnetization dynamics. The simulation mimics the same physical device

behavior because the FM electrode Hamiltonian has a magnetization dependent term ( 3.6 ).
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Figure 4.1. The current of LSMO-LCMO-BTO-LSMO MFTJ is illustrated at
different applied bias voltages Va for the four MFTJ states. The experimental
data for the same device is demonstrated in [ 11 ]. The simulation parameters
are m∗ch = 0.8m0, m∗L = 0.9m0, m∗R = 0.9m0, m0 is the free electron mass,
µL = 3 eV , µR = 3 eV ∆L = 2.4, ∆R = 2.4 eV , UB = 3.1 eV , φBI = 1 eV
tF E = 2 nm, T = 80K [ 11 ], and the MFTJ radius is 8.5 µm. The screening
lengths of the electrodes used in NEGF simulation are estimated by DFT, as
illustrated in section  2 .

4.2 Analysis of Various MFTJ Parameters

The TER is estimated at different values of the splitting energy, as illustrated in Fig.

 4.4 . The TER dependence on splitting energy originates from the ME effect that happens

in the LCMO/BTO interface. Moreover, the TMR→ is consistently lower than TMR← as

illustrated in Fig.  4.1 . This asymmetric behavior is due to the antiferromagnetic alignment

of the Mn sites of the LCMO electrode in the case of P→ state that reduces the TMR effect

at that state. In contrast, the LCMO exhibits FM alignment in the case of P← state, and

hence the TMR← is higher compared to TMR→.

The asymmetry in the electrodes screening lengths is necessary for an FTJ to exhibit

a TER effect, as explained in section  1.1 . However, the NEGF transport simulations show
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Figure 4.2. The current of LSMO/BTO/Co FTJ is illustrated at different
applied bias voltages Va. The experimental data for the same device is demon-
strated in [  5 ]. The simulation parameters are m∗ch = 0.8m0, m∗L = 0.9m0,
m∗R = 2m0, µL = 3 eV , µR = 2.9 eV , ∆L = 2.4, ∆R = 1.8 eV , UB = 3.16
eV , φBI = 1.2 eV tF E = 3 nm, m0 is the free electron mass, T = 300K [ 23 ],
and the FTJ radius is 350 nm. The screening lengths of the electrodes used
in NEGF simulation are estimated by DFT, as illustrated in section  2 .

a significant TER ratio for a hypothetical device that has electrodes of identical screening

lengths. Fig.  4.5 shows the TER ratio as a function of the built-in potential φBI along with

the electrostatic potential of the positive and negative polarization states at different values

of φBI . Although the electrodes screening lengths are identical, the TER ratio increases

significantly due to the increase of the built-in potential. The origin of the TER effect

in the case of symmetric electrodes screening lengths could be explained by observing the

potential profile of the positive and negative polarization states. In the case of φBI = 0, the

potential profiles of P→ and P← are symmetric, and hence the TER ratio is zero as expected.

However, as the built-in potential φBI increases, the potential profile of P→ and P← start

to deviate from the symmetric shapes to asymmetric potential profiles that have different

average barrier height, as illustrated in the inset of Fig.  4.5 . In other words, the built-in
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Figure 4.3. The resistance of LSMO/LCMO/BTO/LSMO MFTJ is illus-
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Figure 4.4. The TER of the MFTJ as a function of splitting energy ∆L.

potential introduces another source of asymmetry that allows the modulation of the barrier

average height by the electric polarization.

The exponential dependence of the TER on the left and right electrode screening lengths

ratio is demonstrated in Fig.  4.6 . In order to understand the TER behavior as a function of
δ1
δ2 , we have reordered the TER definition as TER = j←

j→ −1, where j→ and j← are the current

42



0 0.2 0.4 0.6 0.8

BI
 (eV)

0

20

40

60

80

100

120

140

160

T
E

R
 (

%
) BI

=0
BI

=0.3
BI

=0.6
BI

=0.9

P P

Figure 4.5. The TER as a function of the built-in potential φBI

at positive (high resistance) and negative (low resistance) polarization states, respectively.

The strength of the barrier height modulation, induced by polarization switching, is enhanced

by increasing the difference between the screening lengths of the electrodes. Therefore, the

current j→ increases and the current j← decreases, as illustrated in Fig.  4.6 . Consequently,

the TER improves exponentially as the ratio δ1
δ2 reaches zero. The same conclusion can be

quantitatively derived from the Thomas-Fermi relation (  1.1 ) that formulates the potential

at the interface as φ1 = σsδ1
ε0εr1

. Therefore, the potential φ1 decreases as δ1 shrinks, and hence

the the potential difference ||φ1| − |φ2|| rises along with the ratio j←
j→ . As a result of j←

j→

exponential increase, the TER exponentially improves.

Interestingly, the TER shows exponential dependence on the ratio δ1
δ2

, but weaker depen-

dence on the barrier height UB. The rationale behind the difference in the dependence of

TER on δ1
δ2

and UB is explained in the following comparative analysis. The decay of the ratio

δ1/δ2 results in increasing j→ and decreasing j← that exponentially enhance the TER. In con-

trast, the increase in the barrier height UB reduces both j→ and j← but with different rates.

Therefore, the TER changes with a weak rate because it is proportional to j←
j→ , as illustrated

in Fig.  4.7 . However, the TER curve looks approximately linear because of the narrow range

of UB along with the weak exponential dependence of the TER on UB. The MFTJ high and
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Figure 4.7. The current and TER of the MFTJ as a function of barrier height UB.

low resistances is exponentially augmented as UB elevates, as observed from the currents j→
and j← in Fig.  4.7 . The barrier height is dependent on the insulator and electrodes work
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functions. Therefore, the electrodes work functions together with the screening lengths have

a strong influence on the resistance and the TER of MFTJ, respectively.

4.3 MFTJ Dynamic Characteristics

The time-dependent response of the MFTJ switching is illustrated in Fig.  4.8 . The

MFTJ dynamic response is calculated according to the procedure explained in section  3.5 .

The electric polarization takes around 5ns to switch from from negative to positive value and

saturate. The transition probability elevates from zero to one and saturates following the

electric polarization, as illustrated in Fig.  4.8 . The transition probability of the FM phase to

the AFM phase is calculated from (  3.20 ) that is based on the time-dependent perturbation

theory. The exchange coupling coefficient follows the transition probability according to

( 3.21 ). Therefore, the exchange coefficient change from a positive value (FM alignment) to a

negative value (AFM alignment). The magnetization of the second Mn atom switches from

positive to negative magnetization following a magnetic precession motion because of the

change in the exchange coupling. The precession motion of the magnetization causes the

oscillation of the MFTJ current, as illustrated in Fig.  4.9 .

Interestingly, the electric current decreases significantly after 4ns from the start of the

switching process. The large variations of the current are due to the electric polarization

switching. In contrast, the change in magnetic configuration lags the electric polarization

switching, as illustrated in Fig.  4.8 and Fig.  4.9 . During the switching process, the electric

polarization changes from negative to positive direction passing by P = 0. The electrostatic

potential is modulated by the electric polarization as described by Thomas-fermi relation.

The current reaches its minimum value because the tunneling current changes from Nordheim

tunneling to direct tunneling at that point. The current changes back to Nordheim tunneling

after the minimum point. Therefore, the current starts to increase after the minimum current

point. Note, non-ideal contacts are assumed at high switching voltage to allow a constant

voltage drop at each contact of 0.2V during quantum transport.

In contrast, the oscillations that start after the current minimum point are due to the

precession motion of the Mn atoms. The precession motion of the Mn atoms is derived by

the magnetic exchange torque of neighbor atoms. Due to the time-dependent perturbation
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Figure 4.9. The current of the MFTJ as a function of time.

potential caused by electric polarization switching, the probability of magnetization switch-

ing to AFM alignment increases from zero to one. The magnetization switching lags the
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switching probability by hundreds of picoseconds. The reason behind the delay in the mag-

netization switching is that the magnetization and the effective exchange field have almost

an angle of π at the initial position. Therefore, the magnetization motion under the effect of

magnetic torque is slow at the beginning. The thermal fluctuations could assist the switching

process at the slow-starting part of the switching process. However, the thermal fluctuations

are small compared to the magnetic anisotropy due to the large area of the MFTJ.
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5. ANTIFERROELECTRIC TUNNEL JUNCTIONS AS

ENERGY-EFFICIENT COUPLED OSCILLATORS:

MODELING, ANALYSIS, AND APPLICATION TO SOLVING

COMBINATORIAL OPTIMIZATION PROBLEMS

The majority of the combinatorial optimization problems are solved by searching a solution

space that grows as an exponential function of the problem size. Such class of problems scales

inefficiently on the Boolean von Neumann architecture. On the other hand, some alternative

computing techniques like coupled-oscillator networks are efficient in solving combinatorial

optimization problems. In this study, we demonstrate the effectiveness of antiferroelectric

tunnel junctions (AFTJs) in coupled-oscillator networks for solving combinatorial optimiza-

tion problems such as graph coloring. AFTJs are tunnel junctions that show a high on/off

current ratio. The high on/off current ratio of AFTJs allows a higher sense margin at low

bias current. Consequently, AFTJs oscillators are more energy-efficient compared to V O2,

HfTaOx, and TaOx based oscillators. This study explains the origin of the large on/off cur-

rent ratio of AFTJs [  56 ]. A physics-based model is proposed to determine AFTJ current.

The proposed AFTJ model is compared to experimental results to show the ability of the

model to predict AFTJs behavior. The proposed AFTJ model is implemented in Verilog-A

to be used in circuit simulations of the AFTJ based coupled-oscillator network. The AFTJ

based coupled-oscillator network could approximate the solution of graph coloring efficiently.

A large set of combinatorial optimization problems have a non-deterministic polynomial

(NP) time complexity [  57 ]. The class of NP problems scales inefficiently on the conventional

Boolean based von Neumann architecture which is the main computational approach for

modern computers [  58 ]. Many alternative computational models have gained a growing

interest in the literature. One of the interesting alternative computing technique is the

synchronized network of a large number of coupled oscillators [  59 ]. The synchronized network

of coupled oscillators has been used to solve combinatorial optimization problems like graph

coloring [  60 ]. The coupling of such a large number of oscillators inspired the exploration of

new energy-efficient circuit primitives that can pave the path for efficient realization of such

networks. However, to make such coupled oscillatory networks, there is a need to explore
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proper device characteristics with high on-off ratio, simple coupling mechanisms to a couple

(frequency or phase) large number of oscillators, and to have a high frequency of oscillation

for faster operation.

Recently, an antiferroelectric tunnel junction (AFTJ) [  61 ] that has a large on/off current

ratio has been reported in the literature. Such a large on/off ratio provides a large sense

margin. The large sense margin reduces the power needed to amplify/read the device status.

The utilization of the AFTJ as an oscillator can provide an efficient building block for the

network of coupled oscillators compared to other emerging devices e.g., V O2[ 62 ], HfTaOx[ 63 ],

and TaOx[ 64 ].

As an application of the proposed AFTJ based coupled oscillator to solve a combinatorial

optimization problem, we will consider the graph coloring problem. [Note, the graph coloring

problem is also an abstract description of many real-world problems e.g., frequency allocation

in communication networks, resource allocation, and scheduling problems.] The problem can

be stated as finding the minimum number of colors to color graph with the constraint that

every two connected nodes on the graph have different colors. The graph chromatic number

is defined as the minimum number of colors required to color a graph. To solve the graph

coloring problem using the coupled-oscillator network, the solution space has to be mapped

to the energy landscape of the coupled-oscillator network. The mapping is achieved by

shaping the coupling between the oscillators according to the adjacency matrix of the graph.

The minimum energy of the coupled oscillator network overlaps with the optimal coloring of

the graph (chromatic number)[ 60 ], as we will explain in section  5.2 .

In this study, we first consider circuit techniques using AFTJs to efficiently solve the

graph coloring problem. We propose a physics-based model that explains the AFTJ I-V

characteristics. The results of the proposed model are compared to experimental data.

We explain the difference between ferroelectric tunnel junctions (FTJs) and AFTJs current

characteristics and the criterion by which these differences are reflected in the model. We

demonstrate the difference between the proposed model with the state of the art in the

literature of AFTJs [  61 ]. We demonstrate the use of an AFTJ as an oscillator in the coupled

oscillator network. The energy and performance of the AFTJ are compared to other devices
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e.g., V O2[ 62 ], HfTaOx[ 63 ], and TaOx[ 64 ] showing the energy efficiency of AFTJ oscillators.

Finally, we use the coupled oscillator networks to solve the graph coloring problem.

5.1 AFTJ physics

Recently, AFTJ with high tunneling electro-resistance (TER) of 105 has been reported

in literature [  61 ]. The AFTJ consists of antiferroelectric insulating layer and two ferromag-

netic electrodes La0.7Sr0.3MnO3(LSMO)/PbZrO3(PZO)/Co. The epitaxial PZO film is

deposited by pulsed laser deposition. The AFTJ exhibits two different resistance states.

The high resistance state is the ground state at low applied external voltage. The low

resistance state is the state at the high positive/negative applied voltage and hence, the

positive/negative nonzero electric polarization of PZO. The origin of the high TER ratio

is due to the modulation of the barrier height by the electric polarization of the antifer-

roelectric insulator. To explain the physical origin of the AFTJ characteristics, we start

by explaining the antiferroelectric material dynamics. Next, we formulate the electrostatic

potential of AFTJ as a function of the applied voltage and the electric polarization of the

PZO insulator. Finally, we use the formulated electrostatic potential of an AFTJ along with

Wenzel-Kramer-Brillouin (WKB) approximation to model the tunneling current through the

trapezoidal barrier of the AFTJ.

5.1.1 The antiferroelectric dynamics

The antiferroelectric material is defined as a material with two sublattices that are spon-

taneously polarized but in antiparallel direction. Therefore, Kittel [  65 ] formulated the free

energy of antiferroelectric material based on two variables Pa and Pb that are the electric

polarization of the sublattices a and b, respectively. The free energy of antiferroelectric

material is defined by Kittel’s model [ 65 ] as

F = faP
2
a + fbP

2
b + gPaPb + haP

4
a + hbP

4
b − E(Pa + Pb), (5.1)
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where E is the external applied electric field, fa, fb, g, and h are temperature dependent

coefficients. The evolution of the polarization with respect to time is described by the

following relation

γ
∂Pa

∂t
= − ∂F

∂Pa

, (5.2)

γ
∂Pb

∂t
= − ∂F

∂Pb

, (5.3)

where γ is the viscosity coefficient that models the resistance of Pa and Pb polarization motion

toward the free energy minimum state. The antiferroelectric material has zero polarization

at zero applied voltage and nonzero electric polarization at bias voltage that is higher than

the threshold voltage, as illustrated in Fig.  5.1 . The antiferroelectric behavior could be

understood as a superposition of the polarization of the two ferroelectric sublattices aligned

in antiparallel directions. The relations (  5.3 ) and (  5.3 ) describe the motion of the electric

polarization toward the minimum of the free energy of the antiferroelectric material.

 

 

Figure 5.1. The electric polarization of antiferroelectric material.
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5.1.2 The electrostatic potential

At high resistance state (low external voltage), PZO layer has almost zero electric

polarization. The applied external voltage at the metal electrodes generates an electric

field inside the insulator. The insulator does not have any free charge or bound charges

at low external voltage. Therefore, the electric field is constant inside the insulator and

the electrostatic potential is linear. The electrostatic barrier has a trapezoidal shape, as

illustrated in Fig.  5.2 . The trapezoidal-shaped barrier is a sign of Fowler-Nordheim tunneling

current [ 66 ].

At low resistance state (high external voltage), the electric polarization of PZO switch

to ferroelectric state. The PZO insulator layer does not have free charges. However, dielectric

dipoles of PZO are not compensated at the interface and hence a non-zero layer of bound

charges is formed. The free electron gas in the metal electrodes accumulates near the interface

by the influence of the bound charges at the interface. However, the electric field of bound

charges is partially screened by the free electron gas. The uncompensated charges result

in a nonzero electric field inside the insulator that opposes the externally applied voltage.

Therefore, the electrostatic barrier is reduced due to the opposing electric field induced by

the electric polarization of the insulator layer. Consequently, the current increases as the

barrier height decreases. Therefore, the AFTJ resistance reaches its low resistance state.

Now, let us formulate the previous qualitative discussion of the AFTJ operations in formal

mathematical representation. The formulation has been first introduced for FTJ [  15 ], [  20 ].

We start from the Thomas-Fermi [  67 ] and Gauss’s law to formulate the electric potential

profile of the AFTJ. Next, we use the WKB approximation to model the tunneling current

through the trapezoidal barrier [ 68 ]–[ 70 ].

The Thomas-Fermi screening relation [  67 ] (  5.4 ) is a theoretical approximation of the fast

decay of the electric field of positive charges due to the screening by the free electron gas.

The Thomas-Fermi relation is defined as

52



 

P > 0 

𝜑(𝑥) 

𝜎(𝑥) 

 

 

  

  

  Co 

PZO 

LSMO 

− 

+ 
− 

𝜑1 

𝜑2 

− 
+ 

LSMO PZO Co 

P = 0 

+ 

𝑞𝑉𝑎 

𝑈𝐵 

𝐸𝑓2 

𝐸𝑓1 

 

X1 X2 

  

  

Figure 5.2. The layered structure of AFTJ and the electrostatic potential at
different states of electric polarization.

ϕ(x) =


σsδ1
ε0εr1

e−
|x−x1|

δ1 x < x1

− σsδ2
ε0εr2

e−
|x−x2|

δ2 x > x2

(5.4)

where ϕ is the electrostatic potential, σs is the surface charge density of free charges, ε0 is

permittivity of free space, εr1 (εr2) is the permittivity of the left (right) electrode, and δ1

(δ2) is the screening length of the left (right) electrode. The electrostatic potential at the

left and right interface are defined by Thomas-Fermi relation as ϕ1 = σsδ1
ε0εr1

and ϕ2 = −σsδ2
ε0εr2

,

respectively. The potential difference between the electrodes is ϕ1 − ϕ2 = σsδ1
ε0εr1

+ σsδ2
ε0εr2

. The
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potential difference ϕ1 − ϕ2 is proportional to the electric field inside the insulator EAF

according to the relation

σsδ1
ε0εr1

+ σsδ1
ε0εr2

+ EAF td = 0, (5.5)

where td is the thickness of the insulator layer. The electric field inside the insulator is

proportional to the charge density at the interface. By applying Gauss’ law at the interface,

we get

EAF = (σs − P )
ε0

, (5.6)

where P is the electric polarization of antiferroelectric insulator. We rearrange (  5.5 ) and

substitute by the definition of the electric field ( 5.6 ) to formulate σs as

σs = P td
δ1
ε1

+ δ2
ε2

+td

. (5.7)

Finally, the electric potential of the junction is a superposition of the externally applied

field and the potential induced by the electric polarization of the PZO insulator. The PZO

insulator has zero charge density except for the bound charges at the interface. Therefore,

the electric field has to be constant in the insulator layer and the potential is linear. Based

on the previous discussion the electrostatic potential could be formulated as

ϕ(x) =



σsδL

ε0εL
e−
|x−x1|

δL x < x1,

(
σsδL

ε0εL
+ σsδR

ε0εR
+ qVa

)
× ...

(x−x1)
tF E

+ UB x2 < x < x1,

σsδR

ε0εR
e−
|x−x2|

δR x2 < x,

(5.8)

where q is the electron charge, and Va is the applied voltage.
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5.1.3 Tunneling current

In the previous discussion, we could formulate the relation between the electric polariza-

tion of PZO and the potential barrier profile. In this section, we apply the WKB approxima-

tion together with the barrier profile in ( 5.8 ) to model the tunneling current in AFTJs. The

WKB approximation of the transmission through trapezoidal barrier [ 68 ]–[ 70 ] is defined as

T (Ex) = e
−

√
8mβ

h̄

∫ x2
x1

√
(ϕ(x)−Ex)dx

, (5.9)

where Ex is the energy in the transport direction, β is fitting parameter and m is the electron

effective mass. Substituting the potential ( 5.8 ) in (  5.9 ) and integrating with respect to x

direction we get

T (Ex) = e
−

√
32mβ

3h̄A

[
(ϕ(x2)−Ex)

3
2−(ϕ(x1)−Ex)

3
2
]
, (5.10)

where A is defined as A = 1
tF E

(
σsδ1
ε0εr1

+ σsδ2
ε0εr2

+ qVa

)
. In contrast, the low resistance state

barrier is not trapezoidal at certain applied voltages. Therefore, the integration in (  5.9 ) is

evaluated as

T (Ex) = e−
√

8mβ

h̄

√
(ϕ−Ex)td , (5.11)

where ϕ is the average potential height. The electric current density is defined as [  70 ]

j = 4πq

h̄

∑
~kt

∫ ∞
−∞

T (Ex) [f1(Ex) − f2(Ex)] dEx, (5.12)

where h̄ is reduced Planck’s constant, Kt is the transverse momentum, f1(2) is the Fermi-Dirac

distribution. The Fermi-Dirac distribution is defined as

f1(2) = 1
1 + e

(
Ex−µ1(2)

)
/KT

, (5.13)
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where µ1(µ2) is the chemical potential of the left (right) contact, K is the Boltzmann con-

stant, and T is the temperature. By replacing the summation in (  5.12 ) to integration over

the transverse momentum Kt and evaluating the integration analytically, we get

j = 2mβq
h̄3

∫ ∞
−∞

T (Ex) [F1(Ex) − F2(Ex)] dEx, (5.14)

where F1(2) is defined as F1(2) = KTln
(

1 + e
Ex−µ1(2)

KT

)
.

5.1.4 Simulation results and discussion

In the previous section, we explained the relation between the polarization and the elec-

trostatic potential. The formulation in (  5.8 ) is similar to the formulation introduced for FTJ

[ 15 ]. However, Zhuravlev et al [  15 ] explain the TER of FTJs by the asymmetry of screen-

ing length of the electrodes. The asymmetry of screening length results in a difference in

potential-barrier height between the positive and negative polarization states. However, the

resistance of the positive and negative polarization states are equal. Therefore, the asym-

metry of the screening length of electrodes is not an appropriate explanation of the on/off

resistance ratio of AFTJs. The equal resistance of the positive and negative polarization

states of an AFTJ asserts that the screening lengths of the electrodes are equal.

However, the asymmetric screening length of electrodes is not the only explanation of

the TER of FTJs. Many other phenomena are investigated in the literature to explain

the TER of FTJs besides the screening length. For example, there is a class of FTJs that

exhibits a magnetoelectric effect (ME) at the ferroelectric and ferromagnetic interface [ 10 ].

To put it simply, the magnetization alignment at the interface is dependent on the electric

polarization of the ferroelectric insulator. In other words, the LSMO electrode switches from

ferromagnetic to antiferromagnetic alignment according to the direction of the ferroelectric

polarization of the insulator. The relative alignment of the magnetization modulates the

current similar to the tunneling magnetoresistance of magnetic tunnel junctions. However,

this magnetoelectric effect is not an appropriate explanation of the AFTJ characteristic

because of two reasons. First, the magnetoelectric effect results in high resistance in a
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given electric polarization direction and low resistance for the other polarization direction.

In contrast, the AFTJ resistance is equal in the positive and negative polarization states.

Second, the magnetoelectric effect is noticed in La0.5Sr0.5MnO3 which is different than the

La0.7Sr0.3MnO3 electrode of the AFTJ investigated in this study [ 10 ].

Another import factor that improves the TER in the case of FTJs is the built-in potential.

The built-in potential introduces asymmetric electrostatic potential barrier that allows the

modulation of the barrier height by the electric polarization [  24 ]. However, the built-in

potential results in different resistance at the positive and negative polarization states which

is not consistent with the characteristics of AFTJs.

 

E 

P = 0 
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(a) 
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Figure 5.3. The electrostatic potential at P = 0 and P < 0. For the case
of P = 0, the red triangular is added and the green one is subtracted. In the
case of P < 0, the red triangular is subtracted and the green one is added. (a)
Direct tunneling in both polarization states. (b) Direct tunneling in case of
P = 0 and Fowler-Nordheim in case of P < 0. (C) Fowler-Nordheim tunneling
current dominates in both polarization states.

In summary, the phenomena that are responsible for the TER of AFTJs are different from

the phenomena that contribute to the TER of FTJs. As we mentioned before, asymmetric

screening, built-in potential, and magnetoelectric effect could not produce such characteris-

tics of AFTJ. However, the potential profile of the AFTJ has symmetric screening lengths

and a relatively small built-in potential. Next, we show that the direct tunneling current

is not the appropriate tunneling mechanism for the AFTJ investigated in this study. The

only tunneling current that could produce such AFTJ characteristics is Fowler-Nordheim

tunneling current.
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The potential profile of an AFTJ is demonstrated in Fig.  5.3 . An AFTJ has a rectangular

barrier under zero bias conditions and zero ferroelectric polarization. The applied voltage

deforms the rectangular potential and produces a trapezoidal barrier. The trapezoidal bar-

riers of the positive and negative applied voltage are symmetric around the vertical axes.

After applying the positive (negative) voltage by a few nanoseconds the polarization of the

ferroelectric material switch from zero to the positive (negative) direction. The potential

induced by the electric polarization of the insulator opposes the applied voltage. Therefore,

the maximum height of the potential barrier is reduced but the minimum potential height

also increases by the same amount, and hence the total area below the barrier is constant.

In other words, the area removed from the barrier by the polarization induced potential is

equal to the area added because of the symmetry of the potential barrier and the induced

potential, as illustrated in Fig.  5.3 (a). According to the AWK approximation, the tunneling

current is dependent on the area under the barrier. The area under the barrier does not

change in case of direct tunneling. Consequently, direct tunneling is not the appropriate

tunneling mechanism for such large TER of the AFTJ investigated in this study.

In contrast to the direct tunneling current, the Fowler-Nordheim tunneling current could

results in a difference in the area under the potential barrier, as illustrated in Fig.  5.3 (b)

and (c). In the case of Fowler-Nordheim, the area added by polarization-induced potential

is not equal to the area subtracted because of the asymmetric potential profile. Therefore,

the area under the curve in case of positive and negative polarization is less than the area

under the barrier in case of zero polarization. However, the area under the potential barrier

at positive and negative polarization states are equal which complies with the experimental

results.

As demonstrated in Fig.  5.3 (c), the Fowler-Nordheim tunneling is the dominant current

in both polarization states. The modulation of the area under the barrier is enhanced

compared to the case of switching from direct to Nordheim tunneling that is demonstrated

in Fig.  5.3 (b).

Interestingly, M. Alexe et al [ 61 ] estimated the barrier height of AFTJ by fitting the

tunneling current model to experimental data. Their results demonstrate that the Nordheim

tunneling has less area under the potential barrier and is responsible for the low resistance
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state and direct tunneling has a larger area under the potential barrier. In this study,

the Fowler-Nordheim tunneling is associated with the large area under the potential (high

resistance state) and the direct tunneling is associated with the smaller area under the barrier

(low resistance state). The model explained in this study is consistent with the device physics

because we related the electrostatic potential to the free charge distribution and the bounded

charge induced by the electric polarization.

The simulation results of the proposed model are illustrated in Fig.  5.4 . The parameter

used for the simulations of AFTJ current is listed in Table  5.1 . Interestingly, the proposed

model could accurately fit the experimental results.

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
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Figure 5.4. The simulation results and the experimental I-V characteristics
of the AFTJ. The experimental I-V characteristic are published by M. Alexe
et al [ 61 ].

5.2 Biasing AFTJ as an Oscillator

Let us describe the operations of the AFTJ as an oscillator. The AFTJ based oscillator

is illustrated in Fig.  5.5 . The oscillator consists of an AFTJ connected in series with a

MOSFET transistor M1 and a load capacitor CL1. The AFTJ switches to the low resistance
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Table 5.1. The list of the parameters values used for AFTJ simulations.
Parameter Value Parameter Value

γ 0.3333 s/F m 9.11 × 10−31 kg
fa −102666 × 103 m/F T 300 K
fb −153999 × 103 m/F UB 0.9 eV
g 3003 × 105 m/F σsδ1

ε0εr1
0.7 eV

ha 22774 × 104 m5/(C2.F ) σsδ2
ε0εr2

0.7 eV
hb 432706 × 103 m5/(C2.F ) td 6.1nm
Area 1 µm2 β 10

state when the voltage on the AFTJ |VAF T J,1| is higher than Vth,h. The AFTJ switches back

to a high resistant state when the AFTJ voltage is less than Vth,l. Assuming that the initial

voltage |VAF T J,1| is zero, V1 = Vd and the resistance of the AFTJ is high. The capacitor CL1

starts to discharge from Vd to zero because the resistance of the path from V1 to Vd through

the AFTJ is higher than the resistance of the path to the ground through the transistor M1.

When the voltage on the AFTJ is higher than Vth,h the AFTJ switches to low resistance

state. The switching of the AFTJ to the low resistance state makes the resistance of the

path to Vd through the AFTJ lower than the resistance of path to ground through M1.

Therefore, the capacitor CL1 starts charging. The capacitor CL1 charges until the voltage on

AFTJ is lower than the Vth,l. When the AFTJ voltage |VAF T J,1| is less than Vth,l, the AFTJ

switches back to high resistance state and starts discharging the capacitor CL1. Therefore,

the AFTJ oscillates between high and low resistance states as the previous operation are

repeated. Consequently, the voltage V1 oscillates between the two voltage levels Vth,l and

Vth,h.

The previous qualitative discussion of the AFTJ operations as an oscillator could be

explained formally using the terminology of nonlinear dynamics [  71 ]. The I-V characteristics

of the AFTJ and the transistor M1 are projected over the bias voltage of AFTJ VAF T J,1 and

drain voltage V1 in Fig.  5.6 . The transistor M1 and the AFTJ are connected in series. The

AFTJ current and the transistor current have to be equal. Therefore, the intersection point

of the AFTJ current and M1 current are expected to be candidate fixed points of the circuit.

However, the classification of the fixed points as stable or unstable fixed points is dependent

on the transistor biasing voltage Vref,1 as well as the transistor size which is considered as
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Figure 5.5. The AFTJ based coupled-oscillator network.

the bifurcation parameter. Fig.  5.6 illustrates different I-V characteristics at different values

of the bifurcation parameter. The intersection points (fixed points) A and B in Fig.  5.6 (a)

are both saddle points as the direction of the change in the current is the same before and

after these points. The change in the current happens at a constant voltage on these vertical

hysteresis lines. The system state cannot change from charging to discharging or vice versa

because the voltage of the oscillator is constant on these vertical lines. All the intersection

points on the vertical lines VAF T J,1 = Vth,l and VAF T J,1 = Vth,l are saddle points in general.

The two paths connecting the points A and B constitute a closed loop that means that the

system oscillates.

As the bifurcation parameter increases, the point B migrates from the vertical line

VAF T J,1 = Vth,l toward the part of the hysteresis loop that has a negative slope, as illus-

trated in Fig.  5.6 (b). Therefore, the intersection point is changed from the saddle point

B to a stable point B because the change in the current before and after B has opposite

directions toward the point B. The loop ACB does not constitute an oscillatory system

because of the stable point B. However, the system could still oscillate under certain tem-

poral conditions. The condition of oscillation is that the charging time of CL1 is much less
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Figure 5.6. The AFTJ and the transistor M1 I-V characteristics at different
values of the bifurcation parameter. (a) The system has a single closed loop.
(b) The system has two different cyclic paths ACD and ACB’. (c) The system
has one stable fixed point.

than the ferroelectric polarization response time. Under this condition, The capacitor CL1

finishes charging before the AFTJ current could change (constant current path). Therefore,

the AFTJ at transient time prefers the constant current charging path CD over the path

CB. In contrast to the loop ACB (blue loop in Fig.  5.6 (b)), the closed loop ACD does not

have a stable fixed point. Consequently, the ACD loop shows the possibility of oscillatory

motion.

At higher values of the bifurcation parameter, the fixed points A and B collide and

annihilate to produce single stable point E, as illustrated in Fig  5.6 (c). In general, the

AFTJ cannot oscillate for any load I-V characteristics that exist above or below the hysteresis

loop. The comparison of different emerging oscillator technology is illustrated in Table  5.2 .

Table 5.2. A comparison of different emerging oscillators with respect to
power, area and frequency.

AFTJ V O2[ 62 ] HfTaOx[ 63 ] TaOx[ 64 ]
Power (µW ) <3 12 <50 <100
Area (µm2) 1 0.89 0.5 0.5
Frequency (MHz) 4 9 350 500

The AFTJ power consumption shows significant improvement compared to other emerging

oscillators. Interestingly, the power and the frequency of different oscillators show strong

proportional relation. The reason behind this proportionality relation is that the device
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with large resistance has lower current, and hence less power consumption. On the other

hand, the large resistance of the device implies larger time constant of the circuit at constant

load capacitance. The large time constant of the oscillator results in longer periodic time

and lower oscillation frequency.

5.3 AFTJ based coupled-oscillator network

Let us explain the mapping between the coupled-oscillator network energy landscape and

the chromatic number of the graph coloring problem. The coupling between different oscil-

lators is done using a capacitor and a series transistor that works as a switch, as illustrated

in Fig.  5.5 . The transistor gate voltage VCi,j is high if the corresponding element of the adja-

cency matrix of the graph Ai,j is set to ’1’ and is grounded otherwise. The coupling capacitor

between the nodes Vi and Vj causes a phase shift between the coupled oscillators. Every pair

of coupled oscillators are assigned a different color because the phase of the capacitively

coupled oscillators is different. The phase shifts between oscillators are redistributed to min-

imize the system energy by assigning a different phase to every pair of coupled oscillators,

and hence a different color.

The previous explanation of the coupled-oscillator network approximation of graph chro-

matic number is demonstrated by the HSPICE circuit simulations. The AFTJ based-coupled

oscillator solutions for different graph coloring optimization problem are illustrated in Fig.

 5.7 . The simulation is done using HSPICE circuit simulator. The physics-based model of

the AFTJ described in section  5.1 is implemented using Verilog-A. The Verilog-A model of

AFTJs is used in all HSPICE circuit simulations in this study.

A fully connected graph of three and four nodes is illustrated in Fig  5.7 (a) and (c).

Interestingly, the oscillator has a phase shift of 2π

3 and 2π

4 for the case of three and four nodes

fully connected graph, respectively. As mentioned before, every pair of coupled oscillator

have to exhibit a phase shift. The phase of the 3 nodes connected graph has a phase shift of
2π

3 . The phase shift between the 3 nodes is redistributed to exhibit the maximum distance

between the oscillators in the phase space to minimize the energy of the network. These

simulation results agree with the previous discussion about mapping the energy landscape

of the coupled-oscillator network and the chromatic number of the graph. Therefore, the
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Figure 5.7. The hspice circuit simulation results for simple graph coloring
problem using AFTJ based coupled-oscillator network. (a) Fully connected
graph of three nodes. (b) Sparse graph of four nodes. (c) Fully connected
graph of four nodes.

coupled-oscillator network could estimate the chromatic number of fully connected networks

as expected.
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For the case of sparse four nodes graph, the coupled-AFTJ network is still able to accu-

rately estimate the chromatic number, as illustrated in Fig.  5.7 (b). However, for higher-

sparsity graphs, the accuracy of the coupled oscillator network is expected to decrease. The

coupled-oscillator simulation results for a sparse pairwise connected graph of eight nodes is

illustrated in Fig.  5.8 (a). Although the chromatic number of the graph is two, the phase

of different oscillators within the same class has significant variance. The reason behind the

large intra-class variance is due to lack of the force that attracts the uncoupled oscillator

to exhibit the same phase due to sparsity. In contrast, the coupled oscillators have a force

that pushes these oscillators away in phase space. Therefore, introducing a resistive coupling

between the oscillators that are not connected in the adjacency matrix of the graph could

reduce the intra-class variance [  60 ]. However, this solution requires N2 resistive pairwise

connection. A more optimal solution is to introduce a single virtual node that has a resistive

coupling to all other nodes. This reduces the number of required connection from N2 to

only N connections, as illustrated in Fig.  5.8 (b). Interestingly, the intra-class variance is

reduced significantly.

The HSPICE circuit simulation for a graph from DIMACS [  72 ] second implementation

challenge is illustrated in Fig.  5.9 . The graph has 11 nodes and 20 edges. The graph

chromatic number is four. The AFTJ-coupled oscillator network could accurately estimate

the chromatic number of the graph.

The HSPICE circuit simulation is not efficient for large graphs. The AFTJ circuit model

requires fine time-step because of the antiferroelectric material response time. In contrast,

the oscillation of AFTJ exhibits much larger periodic time because of the circuit time con-

stant. Therefore, the simulation has a fine time-step and long simulation period. In addition,

the circuit simulation time scales as the square of the number of nodes N2. Consequently,

the circuit simulation is not efficient for large graphs. In the next section, we demonstrate an

approximate version of the circuit model to solve large graphs with a reasonable efficiency.

5.4 The Approximate AFTJ Based coupled-oscillator network model

For large number of nodes, the HSPICE transient simulation is not efficient. Therefore,

we used an approximate model that is appropriate for large graphs. The reduced circuit
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Figure 5.8. Sparse pairwise connected graph of eight nodes. (a) The coupled-
oscillator network solution of the coloring problem. (b) The coupled-oscillator
network solution of the same problem with extra virtual node is added to the
graph.
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Figure 5.9. (a) Graph connections of myciel3. (b) AFTJ based coupled-
oscillator simulation result for the graph myciel3.

model has the same topology as the original AFTJ based coupled-oscillator network, as

illustrated in Fig.  5.10 . However, the AFTJ is replaced by an average RAF T J,i, where

RAF T J,i = rh at the high resistance state of the AFTJ (discharging), and RAF T J,i = rl at

the low resistance state of the AFTJ (charging). The approximate circuit illustrated in Fig.

 5.10 is a linear circuit. Therefore, we can apply the Kirchhoff’s current law at each oscillator

node V1 to VN and formulate N independent linear equations to be solved simultaneously.

The coupled-oscillator network dynamics could be formulated in matrix form as [ 62 ]

dV (t)
dt

= −(Cl + Cc)−1[G(S)V (t) +H(s)], (5.15)

where V(t) is the vector of the voltages of oscillator V (t) = [V1(t), .., Vi(t), .., VN(t)], S is

the vector of the states of the oscillators S = [S1, .., Si, .., SN ], Si = 1 at low state of AFTJ
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Figure 5.10. The approximate coupled-oscillator model. The AFTJ is re-
placed by an average resistance rl and rh for the low and high resistance states,
respectively.

(charging), Si = 0 at high resistance state of AFTJ (discharging), and Cl is a diagonal matrix

with the kth oscillator load capacitance at the kth diagonal element. Cc is the coupling matrix

that is defined as Cc = cc[D − A], where cc is the coupling capacitance, A is the adjacency

matrix of the graph, and D is diagonal matrix with the degree of kth node at the kth diagonal

element of the matrix. G(S) is a diagonal matrix. The diagonal elements of G(S) are defined

as Gi,i = 1
RAF T J,i(Si) + 1

Ri
.

The integration of ( 5.15 ) is done by 4th order Runge-Kutta method with constant time

step. All the voltage are scaled by the Vd voltage. The phase of each oscillator is estimated by

a time average XOR gate. The coupled-oscillator network is applied to a set of graphs from

DIMACS implementation challenge. A sample of the DIMACS implementation challenge

is illustrated in Fig.  5.11 . The results of the coupled-oscillator network solution for a set

of graphs from DIMACS data set is illustrated in Table  5.3 . The results demonstrate the

ability of the coupled-oscillator network to approximate the chromatic number of the graphs.

As the number of nodes increases, the accuracy of the coupled-oscillator network is reduced.

This reduction in accuracy is expected for large graphs because the solution space increases

exponentially with the problem size. The increase in the size of the solution space increases

the probability of settling at local minimum points.
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Figure 5.11. The myciel5 and queen6_6 graphs contain 47 nodes and 36
nodes, respectively.
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Table 5.3. The results of the reduced model for practical graph coloring problem.

Graph Nodes edges Chromatic Number:
Optimal Proposed

huck 74 301 11 14
myciel3 11 20 4 4
myciel4 23 71 5 5
myciel5 47 236 6 7
myciel6 95 755 7 14
david 87 406 11 14
queen5_5 25 160 5 7
Queen6_6 36 290 7 11
Queen7_7 49 476 7 14
Queen8_8 64 728 9 19
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6. A NEW OSCILLATOR COUPLING FUNCTION FOR

IMPROVING THE SOLUTION OF GRAPH COLORING

PROBLEM

Conventional Boolean computational methods are inefficient in solving complex combina-

torial optimization problems such as graph coloring or traveling sales man problem. In

contrast, the dynamics of coupled oscillators could efficiently be used to find an optimal

solution to such a class of problems. Kuramoto model is one of the most popular mathemat-

ical descriptions of coupled oscillators. However, the solution to the graph coloring problem

using the Kuramoto model is not an easy task. The oscillators usually converge to a set

of overlapping clusters. In this section, we mathematically derive a new coupling function

that forces the oscillators to converge to a set of non-overlapping clusters with equal dis-

tance between classes [  73 ]. The proposed coupling function shows significant performance

improvement compared to the original Kuramoto model.

Solving the class of nondeterministic polynomial time (NP) problems have been a chal-

lenging task for Boolean von Neumann computing [  58 ], [  74 ]. The solution space of such

class of problems expands as an exponential function of the problem size. The sequential

exploration of such large space to find an optimal solution is an exhaustive process. On the

other hand, many systems in biology and physics could directly organize a population of

primitive elements e.g., atoms or neurons in a minimum energy state or a set of synchronous

clusters to accomplish certain functions [ 75 ]. These systems have a congenital self-organizing

function that is distributed over the primitive constitutive elements. The distributed nature

of such systems provides robust and parallel capabilities that aid the system to reach its

optimally organized state.

One popular mathematical description of these biological systems is the coupled-population

of oscillators formulated by Kuramoto [ 76 ]–[ 78 ]. Kuramoto model has been originally uti-

lized to explain the behavior of certain chemical and biological systems. Recently, the model

has been found applicable to the optimization of certain combinatorial problems e.g., graph

coloring problem [ 60 ], [ 79 ].
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The graph coloring problem is one of the classical computer science problems that have

NP time complexity [ 80 ]. The graph coloring problem has been found applicable in many

real-world problems [  81 ]–[ 85 ]. The problem is defined as follows. Given a certain number of

nodes that are connected to constitute a graph, determine the minimum number of colors

that label each node in the graph with the constraint that the directly connected nodes have

different colors. The minimum number of colors is the chromatic number of the graph. Al-

though the problem has a short and simple description, the solution has NP time complexity

that makes the problem with hundreds of nodes a challenging task for modern computers.

Wu [  79 ] has shown the ability of a coupled-oscillator network to approximate the solution

of the graph coloring problem. Each oscillator represents a node in the graph. The phase

of the oscillator represents the color of the node. The oscillators have to converge to a set

of clusters in the phase space. Each cluster of oscillators represents a set of nodes that can

be colored with the same color. To approximate the solution of the graph coloring problem,

the oscillator clusters have to satisfy the following properties: First, each cluster has to have

the minimum intra-cluster phase difference between the members of the cluster. Second,

the inter-cluster phase difference has to be maximized. However, these properties are not

always granted by the formulation of the Kuramoto model. The oscillators could converge to

a number of clusters that is different from the chromatic number depending on the strength

of the coupling between oscillator. Moreover, the clusters are not well defined due to the

spread of the cluster members over a wide range of phases. This spread may result in overlap

between clusters.

In this section, we derive an oscillator coupling function that forces the oscillators to

converge to clusters that have minimum intra-cluster spread with maximum inter-cluster

distance. The results show a significant performance improvement compared to the original

Kuramoto model.

The proposed coupling function is formulated as follows. First, we formulate the den-

sity function of the oscillators that has minimum intra-cluster distance and maximum

inter-cluster distance. Second, we formulate the interaction between the oscillators in the

general form. Third, we substitute by the density function from the first step in the
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𝜃0 = 0 

Figure 6.1. The final oscillator density (  6.4 ) relative to a frame of reference
is rotating with angular velocity ω.

general interaction form from second step to derive the corresponding coupling function.

Finally, we discuss the stability of the solution.

We assume a set of N oscillators that have an equal natural frequency ω, and a phase θi,

where i = 1, 2, ..., N . In case of strong coupling condition, the phase shift between oscillators

is constant, and hence we can write the phase of each oscillator as

θi = ωt+ θ0,i, (6.1)

where θ0,i is the constant phase shift between oscillator i and the origin under steady-state

condition. In the case of continuum N → ∞, we can redefine θ as

θ = ωt+ θ0. (6.2)
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Now, we define the steady-state oscillators density function. For a graph that has chromatic

number M, the solution density function has to be a superposition of M delta functions to

achieve zero intra-class distance. The maximum distance between the M classes has to be

2π/M which is the maximum possible distance. Therefore, we can define the density of

oscillators ρ as

ρ(θ0, t) =
M−1∑
J=0

CJδ
(
ωt+ θ0 − 2πJ

M

)
. (6.3)

where CJ is a constant proportional to the number of oscillators in the class J . The density ρ

consists of M delta functions that rotate with a constant angular velocity ω. To simplify the

problem, we transfer the equation to a frame of reference that rotates with angular velocity

ω. The density function ρ is defined relative to the rotating frame of reference as

ρ(θ0) =
M−1∑
J=0

CJδ
(
θ0 − 2πJ

M

)
. (6.4)

The density function ρ(θ0) is illustrated in Fig.  6.1 .

The time derivative of the phase of an oscillator ( 6.2 ) is formulated as

θ̇ = ω + θ̇0, (6.5)

where θ̇ and θ̇0 are the time derivative of θ and θ0, respectively. The term θ̇0 represents

the influence of interaction between oscillators that drives the system to steady-state then

it vanishes. Therefore, we define θ̇0 as

θ̇0 =
∫ 2π

0
ρ(φ0)f(φ0 − θ0)dφ0, (6.6)

where φ0 is an arbitrary integration variable over the phase space, and f(φ0 − θ0) is the

coupling function between the oscillators that have phases φ0 and θ0. We substitute by the

definition ( 6.4 ) in ( 6.6 ) to get

θ̇0 =
∫ 2π

0

M−1∑
J=0

CJδ
(
φ0 − 2πJ

M

)
f (φ0 − θ0) dφ0. (6.7)
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The order of the integration and the summation could be exchanged to evaluate the integra-

tion analytically as follows

θ̇0 =
M−1∑
J=0

CJf
(2πJ

M
− θ0

)
. (6.8)

The steady-state condition is defined as θ̇0 = 0 at θ0 = 2πi
M

for i = 1, 2, ...,M . A possible

ansatz of f that satisfies the steady-state condition for arbitrary value of CJ is

f(φ0 − θ0) =


0, φ0 = θ0

Γ 4π

M
(φ0 − θ0) , o.w.,

(6.9)

where Γ4π/M is a rectangular function of width 4π/M , as illustrated in Fig.  6.2a . The

function f defined in ( 6.9 ) satisfy the steady-state condition θ̇0 = 0 at θ0 = 2πi
M

for i =

1, 2, ...,M that could be confirmed by inspecting equation ( 6.8 ). However, the function

defined in (  6.9 ) is an even function. The even interaction function results in the acceleration

of the coupled oscillators in the same direction, and hence they maintain a constant phase

difference. Therefore, the term θ̇0 does not vanish and the system never reaches the steady-

state. In contrast, an odd interaction function accelerates the coupled oscillators in opposite

directions. Consequently, the distance between the oscillators in the phase space increases

until they reach the steady-state where θ̇0 vanishes, as illustrated in Fig.  6.2b . Therefore,

we define f as

f(φ0 − θ0) = Γ 4π

M
(φ0 − θ0) sin (φ0 − θ0) , (6.10)

We can get the final oscillator coupling equation by substituting (  6.10 ) in (  6.4 ) and convert

the integration to summation as follows

θ̇i = ω + Cik

N∑
k

Γ 4π

M
(θk − θi) sin (θk − θi) . (6.11)
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Figure 6.2. The oscillator density function and the coupling function. (a)
Even coupling function. (b) Odd coupling function.
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The oscillator network has two outputs: the chromatic number and the coloring schema.

The chromatic number is an input parameter of the proposed coupling function M and is an

output parameter at the same time. We estimate M using and iterative procedure discussed

in Section 3.

The circuit-level implementation of the proposed coupling function is simple. According

to the coupling function in equation ( 6.10 ), the coupling between two oscillators has to

be switched off if the phase difference between the two oscillators is higher than 2π

M
. The

phase difference between the oscillators may be measured using an XOR gate followed by an

integrator that consists of a resistor and a shunt capacitor. The output of the integrator is

proportional to the phase difference between the two oscillators. The output of the integrator

controls a switch that could turn off the coupling between the two oscillators.

6.1 Stability analysis

In this section, we discuss the stability of the final state of the oscillators. We assume

that the graph under investigation has a chromatic number M . In the case of steady-state

motion, the oscillators are distributed according to the density function formulated in ( 6.4 ).

First, we substitute the coupling function ( 6.10 ) in ( 6.8 ) as follows

θ̇0 =
M−1∑
J=0

CJΓ π

M

(2πJ

M
− θ0

)
sin

(2πJ

M
− θ0

)
. (6.12)

We focus our investigation on a single oscillator i that belongs to class J . This assumption

does not limit the generality of the analysis because we did not assume any specific properties

of the oscillator i and the class J . The summation in (  6.12 ) can be reduced for specific

oscillator i as follows

θ̇0,i = CJ−1Γ π

M

(
2π(J−1)

M
− θ0.i

)
sin

(
2π(J−1)

M
− θ0,i

)
+ ...

CJΓ π

M

(
2πJ
M

− θ0.i
)
sin

(
2πJ
M

− θ0,i
)

+ ...

CJ+1Γ π

M

(
2π(J+1)

M
− θ0,i

)
sin

(
2π(J+1)

M
− θ0,i

)
. (6.13)
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The oscillator i belongs to the class J , and hence θ0,i ≈ 2πJ
M

. No edge connects the oscillator

i and any oscillator in the class J because they belong to the same class. Therefore, the

second term in ( 6.13 ) that represents the interaction between oscillator i and the oscillators

in the class J has to vanish.

Let us now investigate the behavior of the remaining two terms in (  6.13 ). In the case of

a small positive perturbation +η, the phase of the oscillator i is θ0,i ≈ 2πJ
M

+ η. The first

term in (  6.13 ) is vanishing because of the rectangle function. The third term is negative,

and hence θ0,i decreases toward 2πJ/M . In the case of a small negative perturbation

−η, the first term is positive and the third term is 0, and hence θ0,i increases toward 2πJ/M .

In other word, the points 2πJ/M for J = 1, 2, ..,M are stable points. Note, these points are

stable relative to a rotating frame of reference, as illustrated in Fig.  6.1 . In other words,

The stability of theses points relative to the rotating frame of reference does not contradict

with the oscillatory behavior of the system relative to the original frame of reference.

6.2 Simulation Results and Discussion

In this section, the graphs from DIMACS[ 72 ] second implementation challenge are used

for numerical simulations. The numerical integration of the initial value problem is imple-

mented using the 4th order Runge-Kutta method with a constant time step. The simulation

results of the original Kuramoto model and the proposed coupling function are illustrated in

Fig.  6.3a and Fig.  6.3b , respectively for the graph QUEEN8 from DIMACS[ 72 ]. The graph

QUEEN8 has 64 nodes, 728 edges, and a chromatic number of 9 colors. Interestingly, the

simulation results confirm our theoretical analysis. The proposed model forces the oscilla-

tors to converge to a set of distinct clusters with minimum intra-cluster phase distance and

maximum inter-clusters distance, as illustrated in Fig  6.3b . In contrast, the limits between

clusters are not easy to identify in the case of the original Kuramoto model, as illustrated in

Fig  6.3a .

Although the proposed model results in 9 clusters which is equal to the graph chromatic

number, some of these classes may contain nodes that can not have the same color. In other

words, there are errors in the color assignment schema. The original Kuramuto model also

has errors in the color assignment schema. Therefore, we need to define a criterion that
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Figure 6.3. The graph coloring results for QUEEN8 that contains 64 nodes,
728 edges, and chromatic number of 9 colors. The parameters used are the
same for both results. (a) The Kuramoto model has no clear separation be-
tween classes. (b) The proposed model has a clear 9 distinct classes.
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effectively quantifies the performance of the proposed model. For a fair comparison, we

adopted the criterion suggested in [ 62 ] as we explain in the following discussion.

The results of the original Kuramoto model does not show a distinct limit between classes.

Therefore, a post-processing step is applied to the results. The post-processing is defined

as follows. First, the final phase of the oscillators is sorted in ascending order. Second, the

list of ordered phases is scanned in sequential order. Third, the scanned oscillator is added

to the class l as long as the oscillator does not have a direct connection to the oscillators in

that class. Forth, the third step is repeated until we reach an oscillator that has a direct

connection to any oscillator in class number l. Then, we increment the class index l = l + 1

and add the oscillator to the new class and go back to the third step. The final number

of clusters is considered as an estimate of the chromatic number. The post-processing step

does not affect the performance of the algorithm as it has a polynomial time complexity.

The results of both models are dependent on the initial phase of the oscillators. Therefore,

we selected the initial phases randomly from a uniform distribution. For each graph, we

repeat the simulation for 1000 different initial phases and select the minimum chromatic

number for both models. The same steps are applied to both models for a fair comparison.

The results of the simulation are illustrated in Table  6.1 . The performance of the proposed

model is strictly better than the original model for all graphs. The difference in performance

between the two models is higher in the case of large graphs. The approximate solution could

predict the optimal chromatic number for small size graphs. In contrast, the approximate

chromatic number of both methods is higher than the optimal solution in the case of large

size graphs.

The initial distribution of oscillator phases has a major effect on the final solution. In

general, the initial point of any optimization algorithm is a major factor that may lead

the optimization algorithm to get stuck at local minima or reaches the global minima. On

the other hand, the sparsity of the graph increases the number of valid solutions of the

graph coloring problem. Therefore, some of the oscillators have fewer constraints and may

randomly get stuck at a single phase out of a range of possible phases.

Wu et al proposed a positive nonzero value of the parameter Cik to couple unconnected

nodes on the graph [  60 ]. They used a grid search to find the value of the positive and
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Figure 6.4. The simulation results of the graph myciel3. (a) The results
of the proposed coupling function where Cik = 0 for unconnected nodes and
Cik = −16 for connected nodes. (b) The results of the Kuramoto model where
Cik = 23 for unconnected nodes and Cik = −16 for connected nodes. (c) The
results of the Kuramoto model where Cik = 24 for unconnected nodes and
Cik = −16 for the connected nodes.
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Table 6.1. The results of the proposed model compared to the Kuramoto model.

Graph Nodes edges Chromatic Number:
Optimal Kuramoto Proposed

huck 74 301 11 18 11
myciel3 11 20 4 4 4
myciel4 23 71 5 5 5
myciel5 47 236 6 6 6
myciel6 95 755 7 7 7
david 87 406 11 15 11
Queen5 25 160 5 7 5
Queen6 36 290 7 10 8
Queen7 49 476 7 15 10
Queen8 64 728 9 20 12

negative weights Cik that minimize the intra-class distance. The simulation results of that

grid search algorithm are illustrated in Fig.  6.4 (b). The distance between the classes is not

uniform. The process of finding the optimal value of Cik is not easy. A small change in the

value of Cik forces all the oscillators to have the same phase, as illustrated in Fig.  6.4 (c).

In contrast, our proposed coupling function (  6.10 ) shows 4 distinct classes, as illustrated in

Fig.  6.4 (a). Note, the oscillator 8 marked by the green oval does not constitute a separate

class. However, oscillator 8 could belong to the class that follows it or the one that proceeds

it because of the sparsity of the graph.

Finally, we mentioned earlier that the chromatic number of the graph is an output of the

oscillator network and is an input parameter of the proposed coupling function M . Toward

resolving this conflict, we propose a binary search criterion that starts from an educated

guess of the start and the end of an interval that includes the chromatic number. The initial

guess of the chromatic number has to be tested by solving the problem using the oscillators

network. The algorithm continues testing different values in the interval between these initial

limits using a binary search. A higher (lower) next guess of the chromatic number can be

selected if the classification error is higher (lower) than the required target. The search

process ends if an acceptable classification error is reached.
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7. PROPOSAL FOR AN AREA-EFFICIENT NON-VOLATILE

FLIP-FLOP BASED ON SPIN HALL EFFECT

Recently, systems that rely on energy harvested from ambient sources are gaining increased

attention due to their possible usage in numerous low power applications including Internet of

Things (IoT). Owing to the unreliable nature of such ambient energy sources, these systems

suffer from supply voltage degradations and power-cutoffs. Therefore, the computational

scheme for such energy harvesting systems is divided into small incremental steps along

with non-volatile memory elements that conserve the data between subsequent power-cutoffs.

Towards that end, in this section, we propose a new non-volatile flipflop (NVFF) that exhibits

better energy efficiency and denser area as compared to previous works [  86 ]. The proposed

NVFF utilizes a single spin Hall effect based magnetic tunnel junction (SHE-MTJ) due to

its favorable device characteristics like high spin injection efficiency and decoupled read-

write paths [  86 ]. Furthermore, we also propose a new restore mechanism, wherein a CMOS

inverter is used as a gain element to attain robust restore operation with single SHE-MTJ

per NVFF. A detailed device-circuit simulation including variational analysis is reported to

ascertain the robustness of the proposed NVFF.

Attempts to design energy harvesting systems have relied on the unprecedented progress

in realizing ultra-low power electronics enabled by the CMOS technology [  87 ] and the present

emphasis on applications like smart cities and Internet of Things (IoT) [  88 ]. However, the

fragile nature of the ambient energy sources exposes the underlying circuits to supply voltage

degradations and power cutoffs. Therefore, these systems use an alternative computational

scheme, wherein the computing time is divided into set of small time slots based on the

availability of the ambient power source, along with non-volatile memory elements that hold

the data during power outages. As such, the system has to be equipped with non-volatile

memories like FLASH, resistive RAMs (ReRAMs), phase change memories (PCM) or spin

transfer torque magnetic RAMs (STT-MRAM) [ 89 ].

Besides the inferior performance of these non-volatile memories, the transfer of data

between the computational core and the non-volatile memory storage over a long bus limits

the performance of the system due to the well known von-Neumann bottleneck. Intuitively,
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the von-Neumann bottleneck can be mitigated to certain extent by moving the non-volatile

memory elements close to the computing cores. Towards this goal, a class of non-volatile flip-

flops (NVFF) that are in close proximity with the computing circuits are being extensively

investigated [  90 ]–[ 93 ]. Such NVFFs aim to save and restore the computed data from the

computing cores in-situ in a massively parallel manner through the non-volatile elements.

The most well know conventional non-volatile FLASH memories are based on inject-

ing charges in a floating gate by Fowler-Nordheim tunneling mechanism [ 66 ]. The Fowler-

Nordheim tunneling process requires high voltage in range of 12V that impairs the power

dispassion and slows down the performance. On the other hand, emerging non-volatile tech-

nologies like the STT-MRAM, the ReRAMs etc. exhibits lower read and write voltages

compared to the FLASH memory.

Out of all known emerging non-volatile technologies, STT-MRAM exhibits almost un-

limited endurance which is a key metric for the extreme longevity requirement of energy har-

vesting systems. In addition, the back-end-of-line CMOS process compatibility and higher

areal density of the STT-MRAM adds to its advantages. Consequently, STT-MRAM is con-

templated as future replacement for conventional non-volatile memory [  94 ]. Furthermore,

more efficient MRAM write mechanisms are recently emerging in literature like the Spin

Hall Effect (SHE) mechanism that utilizes the spin Hall phenomena to convert the charge

current to spin-polarized current [  95 ]. At the same time, SHE based Magnetic Tunnel Junc-

tion (MTJ) has separate read and write current paths that allow optimizing both paths in

a decoupled manner to improve the read margin and the write efficiency, simultaneously.

Let us summarize some of the previous works related to NVFFs. NVFFs using ReRAMs

and PCM elements can be found in [  96 ], [  97 ], respectively. The early published work on

NVFF based on STT based magnetic tunnel junction (STT-MTJ) was presented in [ 91 ].

However, STT-MTJ has a write current in range of hundreds of micro-amperes [  98 ] which

is a limiting factor, in addition to its coupled read and write paths that complicate circuit

design. SHE-MTJ based NVFF has been considered recently in literature [  93 ], [  99 ], [  100 ].

SHE-MTJ has higher spin current injection efficiency compared to STT-MRAM which makes

it more attractive. Further, more recently complex complementary polarized magnet MTJ

devices are also considered for NVFF in [  101 ], [  102 ]. Although, the complex stack of the
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complementary polarized magnet MTJ provides attractive and efficient capabilities, they

require complex device structures raising large scale fabrication concerns. Recently, it was

demonstrated in literature that more than 2x areal density improvement could be achieved

for SHE-MTJ based MRAM [ 103 ].

In this section, we propose a new SHE based NVFF that has ∼3.2x energy and ∼1.6x

area improvement compared to the previously published work [  99 ]. The work in [  99 ] can

be considered as a representative work with respect to SHE based NVFF due to its dif-

ferential operation as well as simple circuitry. Majority of the work related to nonvolatile

flipflop in literature utilized differential read and write operations [  104 ]. Instead of utilizing

differential read and write operations that consume extra power, a single SHE-MTJ is used

for the proposed NVFF which improves the power dissipation and area efficiency. Although

the non-differential read has less read margin compared to differential read, the proposed

NVFF uses tightly coupled CMOS inverters as gain element to enhance the robustness of

the read process. The robust behavior of our proposed read mechanism has been confirmed

by extensive Monte-Carlo analysis.

7.1 The SHE-MTJ Device

Spin Hall effect is a phenomena that originates due to spin orbit coupling (SOC) [ 105 ].

A charge current propagating in a heavy metal splits into up-spin and down-spin current

due to spin dependent scattering owing to the SOC phenomenon. If such a heavy metal is

in physical contact with an adjoining ferromagnet, the spin current at the interface between

the heavy metal and ferromagnet junction exerts spin torque on the ferromagent that could

switch its magnetization similar to the STT phenomenon. The spin injection efficiency of

the SHE mechanism is much higher than the conventional STT phenomenon [ 106 ].

The SHE-MTJ that is used for the proposed NVFF has elliptic shaped nanomagnet that

has minor axis diameter of 20 nm, major to minor diameter ratio of 3, and free layer thickness

of 2.4 nm, as shown in Fig.  7.1 . The MTJ stack consists of a free ferromagnet (FL) and

a pinned ferromagnet (PL) separated by a non-magnetic spacer. A parallel (anti-parallel)

orientation of the PL and FL results in low (high) resistance. The dimensions of the free

layer are selected to achieve in-plane anisotropy and an energy barrier of > 60KT that grants
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Figure 7.1. The proposed circuit of the NVFF. The SHE-MTJ is included
as inset. The Vdd is 1.1 V.

more than 10 years retention time. The MTJ stack is based on the experimental study [ 107 ]

for the well-known Ta, CoFeB, and MgO heterostructure that has the following parameters:

saturation magnetization (Ms) is 1257.3 emu/cm3, interfacial anisotropy (Ki) is 1.3 erg/cm2.

Also based on the non-equilibrium Green’s function compact resistance model presented in

[ 108 ], the MgO oxide thickness was chosen to be 1.05 nm, with the tunnel magneto resistance

(TMR) ratio of 170%.

Switching current (57µA) for a switching time of 4ns is estimated by numerical solution of

the Landau-Lifshitz-Gilbert-Slonczweski (LLGS) equation [  43 ] along with stochastic thermal

field [  46 ]. A detailed description of the LLGS equation and the resistance transport model

used in this work can be found in [  108 ], [  109 ]. The write current of 57µA achieves less than

7.95 × 10−7 write error rate at iso-Switching time of 4ns. The stochastic nature of thermal

variations in the nano-magnet is considered by running the LLGS equations over 5000 times,

within each run the thermal variation is randomly chosen from normal distributed population

with zero mean and temperature dependent standard deviation as illustrated in [ 109 ].
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Figure 7.2. (a) The time diagram of the backup operation of ’0’ and ’1’. The
diagram is the result of 1000 samples of Monte Carlo simulations. (b) The
time diagram of the restore operation of ’0’ and ’1’. The diagram is the result
of 1000 samples Hspice Monte Carlo simulations.

7.2 The Proposed SHE-MTJ based NVFF

The proposed circuit is illustrated in Fig.  7.1 . The operation of the proposed NVFF

can be divided into three different modes − normal operation, backup operation and restore

operation. 1) Normal Operation: wherein the NVFF acts as a conventional FF 2) Back-up

Operation: wherein the data stored in the FF is saved into the non-volatile SHE-MTJ 3)

Restore operation: wherein the data saved in the SHE-MTJ is restored back to the FF for

subsequent normal operations.

7.2.1 Normal operation

The NVFF circuit, shown in Fig.  7.1 , consists of the usual cascaded master latch which

is a positive-clock level triggered latch, and a slave latch which is a negative-clock level

triggered latch. The master latch is transparent for input (IN) during positive clock level

which turns off M2 and M3, and opens the closed loop consisting of NOT1/NOT2. The slave
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latch is transparent for the signal D during the negative clock level which turns off M8, and

opens the closed loop consisting of NOT3/NOT4. The overall behavior of the circuit is the

well-known negative edge triggered flipflop. During normal operations, the inputs NVR and

NVW are low to disconnect the SHE-MTJ and the associated circuitry from the rest of the

flipflop.

7.2.2 Backup operation

During the backup operation the data stored as electrical charges in the FF circuit is

written into the associated non-volatile SHE-MTJ. The backup operation starts by turning

the NVW high while keeping the CLK low for 4ns as illustrated in Fig.  7.2 (a). While the

CLK signal is low, the loop connecting NOT1/NOT2 is closed. The SHE metal terminal

LR is connected to VDD/2 during the backup phase. In case of backup of logical ‘0’ (Q =

‘1’ and Q = ‘0’), the SHE metal contact A is connected to VDD by NOT1 PMOS transistor

and M4-M5 transmission gate. Thereby, a charge current flows from node ‘A’ to node ‘LR’.

Transistors M4-M5 are sized such that it provides the required write current for switching

the SHE-MTJ device to anti-parallel (AP) state. Similarly, in case of backup for logical ’1’

(Q = ‘0’ and Q = ‘1’), the SHE-MTJ metal contact A is connected to ground through the

NOT1 NMOS transistor and transmission gate M4-M5. The charge current flow in this case

is in opposite direction (from node ‘LR’ to ‘A’) resulting in switching of the SHE-MTJ to

parallel (P) state. Thus, after the backup operation is completed, the SHE-MTJ ends up in

P state for logical ‘1’ (Q = ‘0’ and Q = ‘1’) and in AP state for logical ‘0’ (Q = ‘1’ and Q

= ‘0’).

7.2.3 Restore operation

During the restore operation, the data stored as P or AP state within the SHE-MTJ

is restored back to the NVFF in form of electrical charges. Once the restore operation is

completed the NVFF is ready to be used as a normal flip-flop. The restore operation starts by

setting HOLD to low and NVR to high (NVW is low) to provide a path from VDD to ground

through the SHE-MTJ - M6 and M7. M7 - M6 and the SHE-MTJ forms a voltage divider.
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Thereby, the voltage at the node D is dictated by the voltage divider effect and depends on

the resistance state of the MTJ. The circuit is designed such that when the SHE-MTJ is at

the low resistance P state, the voltage at node D is less than the switching threshold of the

inverter NOT3. Due to the amplification action of the inverter NOT3, the output at the

node Q will be almost high while the point D2 will be close to zero, as illustrated in Fig.

 7.2 (b). When the transistor M8 is turned on towards the end of the restore operation, the

node D is dragged to zero by the amplified output of the path NOT3/NOT4 (D2), and the

data is held in the slave latch. Note, when the gate of M8 is pulled high, NVR is pulled low

to avoid any contention at node D. The same scenario is valid during the restore of logical ’0’

except that the SHE-MTJ is in high resistance state Rap, the voltage at node D is designed

to be higher than the trip point of the inverter NOT3, the output Q is zero, and node D2

is at VDD. The CLK is kept at logical ’1’ during the restore operation. Thus, the gate of

M8 is controlled by HOLD signal only. In contrast, the gate of M8 will be controlled by

the CLK only during normal operations. The overhead required for this switching between

CLK/Hold at gate of M8 is one extra AND gate that is shared between many flipflops that

do the same operation simultaneously. Therefore, this AND gate is not part of the flipflop

but it is part of the control circuit. The AND gate has two inputs which are CLK and Hold.

The output of the AND gate is connected to the gate of M8.

In summary, the small voltage difference developed at the node D due to the voltage

divider effect is amplified by the inverter NOT3 resulting in higher sense margin and robust

restore operation. It is also worth mentioning that we do not require additional inverter

during the restore operation as a gain element rather we rely on inverter NOT3 which

originally is a part of the slave latch.

7.2.4 Results and analysis

We performed Monte Carlo analysis to ascertain the robustness of the proposed NVFF in

presence of process variations. The transistor threshold voltage variations were modeled by a

normal distribution with standard deviation
(
σ
√

WminLmin
W L

)
, where W,L,Wmin, and Lmin are

the width, length, minimum width, and minimum length of the transistor[  110 ], respectively

and σ was chosen to be 25mV. In the same manner, the MTJ oxide thickness is varied
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Table 7.1. The summary of the simulations results.

NVFF DNVFF [ 99 ] Improvement

Restore Energy (fJ) 6 21.4 3.5x

Backup Energy (fJ) 218 638.8 2.9x

Restore Time (ps) 300 300 -

Backup Time (ns) 4 4 -

Area (µm2) 3.4455 5.796 1.68x

according to a normal distribution with 1.05 nm mean and 1.5% standard deviation [ 111 ].

Simulation results for 1000 Monte Carlo runs for backup and restore operations are shown in

Fig.  7.2 (a)-(b). The circuit simulations are done using MTJ model developed in [  108 ]. The

transistor model used is the predictive technology model (PTM) for high performance 45 nm

node [ 112 ], [  113 ]. The comparison is done using the same SHE-MTJ device for both cases.

The MTJ used has energy barrier higher than 60KT which is more suitable for practical

applications [ 114 ].

The results are summarized in Table  7.1 , where the second column are the results from [  99 ]

for differential SHE based flipflop (DNVFF). The results show a factor of 2.9x improvement

in backup power, due to the use of a single MTJ in NVFF. Although reducing the number

of MTJ by one is expected to give only a factor of 2x improvement, the transistor scaling to

provide the higher current and the overlap of backup and restore paths in case of DNVFF

results in higher energy consumption. The restore power is improved by a factor of 3.5x in

case of NVFF. This energy benefit results from the fact that the proposed NVFF uses only

one SHE-MTJ in addition to the fact that the DNVFF requires a precharge step prior to the

restore operation which consumes additional energy. Further, in contrast to the DNVFF,

the proposed NVFF restore operation only requires two signaling steps − evaluation and

hold and does not require a precharge step, thereby simplifying the requirement for external

control circuitry.

Although the SHE-MTJ has decoupled read and write paths, the circuit topology of

DNVFF can not take advantage of this property as the circuit backup and restore paths are
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overlapped i.e the circuit associated with the slave latch is responsible for both the backup

and the restore operation. In contrast, NVFF uses the master latch for backup and the slave

latch for restore that allows independent sizing of the transistors in the master and the slave

latch as required for proper functioning of the NVFF. As a consequence, the proposed NVFF

has a wider design space and better robustness.

The area is estimated using the layout rules in [ 115 ]. It is clear from the above discussion

that 1.6x area improvement is expected as a result of using a single SHE-MTJ and lesser

number of transistors.

For completeness we compared the proposed NVFF performance to the minimum scaled

CMOS flipflop at the same technology node. The average energy dissipation per bit during

normal operation is 10 (fJ) for NVFF compared to 4.7 (fJ) for minimum scaled flipflop. The

worst case time delay from the CLK falling edge to output ready at Q is 103 (ps) and 71

(ps) for NVFF and minimum scaled flipflop, respectively.
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8. FUNCTIONAL READ ENABLING IN-MEMORY

COMPUTATIONS IN 1TRANSISTOR - 1RESISTOR MEMORY

ARRAYS

In-memory computing is an emerging paradigm that attempts to embed some aspects of

logic computations inside memory arrays leading to higher throughput and lesser energy-

consumption. Consequently, various in-memory compute proposals using emerging non-

volatile technologies based on functional read - wherein multiple word-lines are simultane-

ously activated and a Boolean function of the constituent activated rows is read, is being

extensively investigated. In this section, we first show that the conventional sensing scheme

for such functional reads, operated on 1 Transistor - 1 Resistor (1T-1R) memory arrays, is

limited theoretically by low sense-margin. We demonstrate that the sense-margin does not

improve even if the ON-OFF resistance difference is increased from low values to consider-

ably higher values [  116 ]. Subsequently, we present a new sensing scheme based on skewed

sense-amplifiers and staggered world-line activation as a method for enabling functional read

operations. We show that in-memory XOR, IMP (implication) and bit-wise comparison can

be easily implemented through the proposed scheme.

The unprecedented scaling of the metal oxide semiconductor field effect transistors (MOS-

FETs) have powered the ever increasing compute efficiency and throughput on silicon chips

[ 117 ]. Specifically, the drastic improvement in compute efficiency in past few decades can be

traced back to the availability of larger memory capacity and the speed-up obtained due to

shrinking transistor sizes [  118 ]. However, transistor scaling has slowed down significantly as

the dimensions of the transistors approach their physical limits [  119 ]. Further, the existence

of the well-known ‘memory-bottleneck’ inherent in the state-of-the-art von-Neumann com-

puting model poses a major constrain for energy efficient and high throughput computations.

Researchers are actively investigating a two-pronged solution to keep-up with the com-

pute requirement for future data-intensive tasks. On one hand, beyond CMOS emerging

non-volatile resistive technologies are being widely investigated to achieve high-density, low

stand-by power memory systems [ 120 ], [ 121 ]. While on the other, there is a renewed quest

for embedding computations close to the memory units enabling ‘in-memory’ processing that
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can to some extent mitigate the ‘memory-wall bottleneck’ [ 122 ]. With respect to in-memory

vector Boolean computations, the general approach is to activate two rows of a memory

array, simultaneously. In response to the activated rows, bit-wise Boolean operation of the

data stored in the two individual rows is performed by minimal modification to the memory

array and peripherals.

Intuitively, one would expect that with improvement in ON-OFF resistance ratios of the

constituting memory devices, drastic improvements in read sense-margin for functional read

schemes can be achieved. We start by pointing out that within the constrain of using the

well-known cross-coupled inverter based sense-amplifiers, the conventional sensing scheme

is unsuitable for in-memory operations. Furthermore, the sense-margin does not improve

with improved ON-OFF ratios. As such, whether the ON-OFF ratio is high or low, the

conventional sensing scheme would result is high sensing failure rate with respect to in-

memory computing. Toward that end, we propose a novel sensing scheme suitable for in-

memory computing with the major advantage that the sensing-robustness steadily improves

with improving ON-OFF ratios. Furthermore, we only rely on the well-known cross-coupled

inverted based sense-amplifiers that are used in almost all large-scale chips fabricated based

on emerging devices [ 123 ], [ 124 ].

8.1 Proposed Sensing Scheme for Bit-wise In-Memory operations

We start by first describing that the conventional ‘simultaneous row activation scheme’

is fundamentally limited by low sense-margin irrespective of the ON-OFF resistance ratio of

the constituting resistive memory element.

8.1.1 Simultaneous Row Activation

To understand the conventional sensing involving simultaneous row activation, let us as-

sume we have to compute vector bit-wise Boolean operation corresponding to the bit-stream

stored in two arbitrary rows in a memory-array. The simultaneous activation dictates that

both the rows storing the data to be computed are activated simultaneously by activating the

access transistors through the wordline signals WL1 and WL2 as shown in Fig.  8.1 . With

WL1 and WL2 activated, the two memory elements X1 and X2 effectively form a parallel
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Figure 8.1. The circuit schematic of simultaneous memory activation scheme.

combination (ignoring the presence of the access transistors). This parallel configuration has

three possible resistance states - RH/2, RL/2 and RH ||RL (RH = High Resistance and RL =

Low Resistance). Assuming RH represents a digital ‘1’ and RL a digital ‘0’, if one can sense

the presence of RH/2, it would represent an AND gate, since AND (NAND) is ‘1’ only when

both the inputs are high. Similarly, if RL/2 is sensed OR (NOR) logic can be accomplished,

since OR is zero only when both inputs are zero. The AND (NAND) and OR (NOR) output

thus generated can be combined easily to achieve an XOR gate [ 125 ].

Thereby, in order to sense RH/2 and RL/2 from among RH/2, RL/2 and RH ||RL two

sense-amplifiers can be used as shown in Fig,  8.1 . Each of the sense-amplifiers has one of

its input connected to the bit-line (BL) while the other input is connected to a reference

resistance. As shown in Fig  8.1 , the reference resistance for comparing between RH/2,

RL/2 is set to average of RH/2 and RL/2, while the reference resistance for the other sense-

amplifier is designed to be the average of RL/2 and RH ||RL. As such, the two sense-amplifiers

accomplish two comparisons and ascertain if the parallel combination of the memory elements

X1 and X2 is RH/2 or RL/2.
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Figure 8.2. The time diagram of simultaneous memory activation schema
that is simulated by Hspice Monte Carlo for 1000 samples.

The time sequence of the simultaneous row activation consists of three stages. First, the

sense amplifier outputs are precharged to the same voltage level. Second, the memory word-

lines WL1 and WL2 are enabled while the precharge circuit has been disconnected. Finally,

the memory word-lines WL1 and WL2 are disabled and the Hold signal is enabled to latch

the sense amplifier outputs. The time diagram of the the simultaneous row activation is

illustrated in Fig.  8.2 .

It is important to note that, as a function of the improved ON-OFF ratio between the

resistances of the memory elements the sensing robustness for one of the sense-amplifiers

in Fig.  8.1 would steadily improve, while the sensing-margin for the other sense-amplifier

stays relatively constant irrespective of improvement in the ON-OFF ratio. Specifically, for

the sense amplifier differentiating between RH/2 and RH ||RL, the sense-margin improves

due to improvement in the resistance value RH . In sharp contrast, the sense-margin for

the sense-amplifier sensing between the resistance levels RL/2 and RH ||RL remains almost

constant and independent of the increased RH/RL ratio. This is because the resistance value
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Figure 8.3. The circuit schematic of staggered memory activation schema.

RH ||RL is theoretically bounded by RL, therefore, irrespective of the improved value of RH

the resistance difference that the sense-amplifier has to sense remains constant. In summary,

the conventional scheme wherein both the WLs are simultaneously activated is limited by

the poor sense-margin of one of the sense-amplifiers that is independent of the RH/RL ratio

of the memory element.
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8.1.2 Proposed Staggered Memory Cell Activation

The proposed staggered memory activation scheme dictates that the WL1 should be ac-

tivated first for 1ns with the switch S1 closed and S2 open and VR is pulled low allowing a

voltage-divider to be formed between transistor M5 and the bit-cell. Thereby, the resultant

voltage on BL representing the memory bit-cell X1 is stored on the parasitic capacitances

at the gate of transistor M1 and M3. Subsequently, WL1 is deactivated and WL2 is acti-

vated while switch S2 is closed and S1 is kept open. During this time, the voltage on the

BL corresponding to the memory bit-cell X2 is stored on gates of transistors M2 and M4.

Thereafter, both S1 and S2 are opened and the sense-amplifiers are ready to be activated.

Note, at this stage the two sense-amplifiers have voltages at each of their input terminals

proportional to the data stored in the memory elements X1 and X2, respectively. Four

combinations are possible for X1 and X2 − (0,0), (0,1), (1,0), (1,1). For the case of (0,1)

or (1,0) the voltages developed on the two inputs of the sense-amplifiers will be different.

As such, the sense-amplifiers sense the difference in voltages and results in OUT1 = 1 and

OUT3 = 1 for the case (0,1) and (1,0), respectively, as shown in the table in Fig.  8.3 .

However, for the case (0,0) and (1,1) the voltages on the two sides of the sense-amplifiers

would be same since the data in X1 and X2 are the same. This can lead to an ‘unpredictable

state’ for the sense-amplifier output. We circumvent this issue by asymmetrically sizing the

sense-amplifiers such that M1 is sized greater than M2 and M4 is sized larger than M3.

Because of such asymmetric sizing, for the cases (0,0) and (1,1) i.e. when the voltages

on both the inputs of the sense-amplifiers are the same, the sense-amplifiers will end up

switching according to the in-built skew of the constituting transistors. Accordingly, for

both the cases (0,0) and (1,1) OUT1 = 0 and OUT3 = 1, respectively, as mentioned in the

table in Fig.  8.3 .

The table of Fig.  8.3 implies that, if we OR OUT1 with the NOT of OUT3, XOR logic

can be easily accomplished. Additionally, the logic levels corresponding to OUT3 represents

the truth table for IMP (implication logic). Not only XOR is an important functionality for

various bit-wise operations, it can also be used for ‘in-memory’ ADD operations by including

additional peripheral circuits. Furthermore, XOR and IMP form a universal basis set, hence,
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in general, any bit-wise Boolean functionality can be achieved through repeated use of XOR

and IMP operations. Another, key aspect of the presented proposal as opposed to previous

works is the fact that we can achieve bit-wise Boolean in-memory comparison operation. To

understand how this can be achieved, let us observe the truth table of  8.3 . OUT1 is ‘1’ only

when the input data is (0,1) while OUT4 is ‘1’ only for the input data (1,0). Thereby, OUT1

represent X1 < X2 and OUT4 represents X1 > X2, while if OUT1 and OUT4 are both ‘0’

it indicates X1 = X2. Thus, the proposed sensing scheme allows for in-memory XOR, IMP

as well as bit-wise comparison.

It is important to note that the skewing of the sense-amplifier although helps to avoid the

‘unpredictable state’ for the cases (0,0) and (1,1) it slightly degrades the sense-margin for the

cases (1,0) and (0,1). However, as shown in the next section despite the slight degradation of

the sense-margin the proposed scheme performs better than the conventional simultaneous

activation and the sense-margin notably improves with improvement in RH/RL ratio.

Notably, the most remarkable aspect of the proposed staggered activation is that the

sensing-robustness steadily improves with improvement in the RH/RL ratio. Intuitively, this

is because of the fact that for the staggered activation scheme the sense-amplifiers either

compares same voltages and fall to their ‘default skewed’ state or they compare RH with

RL the difference of which increases significantly with increase in RH/RL ratio. Recall, in

contrast the simultaneous activation is constrained by sensing between RL/2 and RH ||RL

the ratio of which remains constant irrespective of the RH/RL ratio.

8.2 Simulation Results and Discussions

In order to ascertain the resilience of the proposed sensing scheme against process varia-

tions, a Monte Carlo circuit simulation is conducted considering normally distributed resis-

tance of the storage element within 5% standard deviation (STD).

The transistor threshold voltage variations are modeled by a normal distribution with

standard deviation
(
σ

√
WminLmin

W L

)
, where W,L,Wmin, and Lmin are the width, length, min-

imum width, and minimum length of the transistor, respectively and σ was chosen to be

30mV [  86 ], [ 110 ], [ 111 ]. A supply voltage VDD of 1V is used for all simulations in this study.
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A total of 10,000 Monte Carlo samples is used for estimating all the results in this study

using the predictive technology model (PTM) for 45 nm node [ 112 ], [ 113 ].

For a fair comparison, we used similar sizing for all the transistors which is 2wmin for

PMOS and wmin for NMOS, where wmin is the minimum transistor sizing. This sizing is used

for both the simultaneous and staggered sense amplifier except for M1, M2, M3, and M4.

The sizing for M1, M2, M3, and M4 are 1.2wmin, 5wmin, 1.2wmin, and 5wmin, respectively.

Additionally, the supply voltage is 1V. All switches are transmission gates consisting of

NMOS and PMOS transistors. The read error rate is inverse proportional to the time period

of the read operation, we strict all the simulation to iso-switching time of 4ns.

The timing diagram of the staggered memory activation is illustrated in Fig.  8.4 and

 8.5 for the inputs ‘01’ (or ‘10’) and ‘00’ (or ‘11’), respectively. The proposed staggered

read scheme illustrated in Fig.  8.3 starts by connecting the two sense amplifier terminals to

the same BL through two different transmission gates that are enabled in staggered order.

First, while WL1, WL2 and VR are ‘1’, ‘0’ and ‘0’, respectively, the BL is charged by the

transistor M5 and the developed voltage at (BL) is stored in the gate capacitance of M1.

Second, while WL1, WL2 and VR are ‘0’, ‘1’ and ‘0’, respectively, the BL is charged by

the transistor M5 and the developed voltage at (BL) is stored in the gate capacitance of

M2. Intuitively, the stored charges in M1 and M2 gate capacitance are proportional to the

resistance of the first and second memory cell, respectively and hence, to the logical value

stored in the cell. Finally, the charging circuit is disabled to start the evaluation phase to

develop the final values of OUT1 through OUT4 which is the result of the comparison of

the voltage developed by the two memory cells at BL. The values of OUT1 and OUT2 are

retained by the latch that consists of the two cross-coupled NOT gates. It is worth noticing

from the timing waveforms of Fig.  8.5 , OUT1 falls to zero due to in-built skew of the sense-

amplifier. On the other hand the output of Fig. 4 is decided based on the difference in

the voltage levels at the gate of transistors M1 through M4. Note, although not shown,

OUT3 and OUT4 would produce similar timing behavior except that the sense-amplifiers

are skewed in opposite direction.

The comparison of number of failing cases of the staggered and simultaneous memory

cell activation is illustrated in Fig.  8.6 . The results are presented for different RH/RL ratio
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Figure 8.4. The time diagram of staggered memory activation schema for
’01’ simulated by Hspice Monte Carlo for 1000 samples. The charge sharing
and charge injection happen due to switching off the transmission gates are
marked by the green oval.

ratios. Few key observations from Fig.  8.6 are as follows: 1) For all cases the overall error for

staggered activation is better than the conventional simultaneous activation. 2) The overall

error for simultaneous activation remains relatively constant across all RH/RL ratio values.

This is because although OUT1 (i.e. sensing between RH/2 and RH ||RL ) improves due to

increasing RH , OUT3 (i.e. sensing between RH ||RL and RL/2) remains almost constant.

3) In contrast, the number of failing case decreases steadily with the increase in RH/RL

ratio for the proposed staggered sensing scheme. Of particular interest is the fact that

by enabling staggered activations of the word-lines the presented proposal can be used in

conjunction with well-known cross-coupled inverter based sense-amplifiers to accomplish in-

memory XOR, IMP, bit-wise comparison and also more complex operations like ADD as
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Figure 8.5. The time diagram of staggered memory activation schema for
’00’ simulated by Hspice Monte Carlo for 1000 samples. The charge sharing
and charge injection happen due to switching off the transmission gates are
marked by the green oval.

shown in [  126 ]. For comparison the power consumption for both the simultaneous and

staggered are 26.74 µW and 14.56 µW , respectively. The energy of the simultaneous and

staggered activation is 106.9 fJ and 58.24 fJ, respectively. The area of the staggered sense

circuit is 44 µm2. The area of simultaneous activation sense circuit is 22 µm2. To quantify

the temperature variations effect we repeated the same simulation at 50◦. The simulation

results shows almost the same performance for both architectures, as illustrated in Fig.  8.7 .

The performance of the staggered activation is still dominating the simultaneous activation

at 10% lower supply voltage, as illustrated in Fig.  8.8 . The distribution of the threshold
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Figure 8.6. The number of failing cases for staggered and simultaneous mem-
ory activation schemes as a function of different ON-OFF resistance ratios
25◦C.

voltage and sense amplifier inputs for the staggered memory activation are illustrated in Fig.

 8.9 and Fig.  8.10 for on-off ratio of 10.

The voltage stability is determined by two factors the value of gate capacitance and the

leakage current. Based on simulations, the time constant of the gate was found to be 16µs

according to spice simulations. This means that the time needed for 1% change in gate

voltage by leakage current is 100ns. The entire read operation requires 4ns which is 25x

less than the gate retention time. Additionally, such sensing schemes wherein a voltage is

stored as a charge on gate capacitance during sensing has been explored in various fabricated

chips in prior literature (although not in the context of in-memory computing). One such

work is [  94 ] where charges were stored on the gate capacitance of the sense amplifier one

by one to enable robust sensing for VCMA based MRAM cells. Finally, we would like to

mention that the proposed staggered functional read scheme is valid, in general, for any class

of 1T-1R arrays. We evaluated the staggered activation using the filament-based resistive
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RAM variations from [  127 ]. The device in [  127 ] has large variations and a high on-off ratio

of 600. The error rate reaches zero for such a high on-off ratio.

The AND, OR, NAND, and NOR can be supported with slight modifications. In table

in Fig  8.3 , if the input to M2 and M4 is negated then OUT4 is an AND, OUT3 is a NAND,

OUT1 is a NOR, and OUT2 is an OR function. The negation of the memory voltage level

could be achieved by the circuit in [  111 ]. The delay of the negation circuit (NOT gate)

is neglected compared to the memory access time. For all these functions, the memory

cell access is done once. Additionally, IMP and XOR form a complete basis set hence any

Boolean function can be achieved by repeated use of IMP and XOR functionality. If the

input of the second memory cell is replaced by a reference cell that contains a known value

then the proposed scheme becomes similar to a conventional read based sensing scheme.

Furthermore, as long as the ON-OFF ratio is high the in-built skew of the sense-amplifier

would not lead to any read failure concerns since the input voltage to the sense-amplifiers

will be large enough to over-ride the in-built skew.
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9. DESIGN AND COMPARATIVE ANALYSIS OF

SPINTRONIC MEMORIES BASED ON CURRENT AND

VOLTAGE DRIVEN SWITCHING

Spin transfer torque (STT) based switching of magnetic random access memories (MRAMs)

have stimulated considerable research interest in recent years. The non-volatility of STT-

MRAMs, high areal density and low static power dissipation makes them a strong contender

for possible replacement of conventional silicon based memories. However, a major bottleneck

associated with STT-MRAMs is their high write current requirement. Recently, it has been

demonstrated that the high write current of the STT switching mechanism can be improved

by using other magnetic switching techniques like voltage controlled magnetic anisotropy

(VCMA), spin Hall effect (SHE), and magneto-electric effect (ME). Interestingly, each of

these new physics increases the design space to be explored and presents interesting trade-

offs with respect to read and write mechanisms. It is, therefore, important to analyze these

devices with respect to their readability, writability and areal density in a unified framework

that is based on the state-of-the-art experimental results.

Recently, the scaling of SRAM on-chip memory for high-speed low power computing

is facing many challenges. The major obstacles are low areal density, high static power

dissipation and reduced bit-cell stability due to transistor scaling [ 2 ]–[ 4 ]. Spin transfer torque

magnetic random access memory (STT-MRAM) is a promising candidate for future on-

chip cache memory due to its non-volatility, low static power dissipation, and dense bit-cell

integration [  2 ], [  4 ], [  109 ]. Although many STT-MRAM proof-of-concept memory arrays have

been demonstrated in recent years [ 128 ], yet STT-MRAMs are plagued with certain issues

that have to be addressed before they become the next workhorse of on-chip cache memories.

The two major issues concerning STT-MRAM are the high write current (in the or-

der of few hundreds of micro Amperes), and the low sense margin due to limited device

tunnel-magneto-resistance (TMR)[ 129 ]. The high write current not only leads to energy in-

efficient write operations, it also severely constrains the scalability of the driving transistors.

In addition, the limited TMR along with the shared read/write paths of the conventional

STT-MRAM memory bit-cell leads to severely constrained design space. As such, more ef-
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ficient write techniques based on voltage controlled magnetic switching (VCMA), spin Hall

effect (SHE) , and magneto-electric coupling (ME) are being investigated in the literature

to improve the write performance of the memory cells.

Owing to the high spin injection efficiency coupled with the low resistance write path,

SHE based bit-cells are expected, in general, to outperform the standard STT-MRAM with

respect to write energy requirement [  95 ], [  130 ]. VCMA is a single-phase coupling between

the electric field and the interfacial anisotropy, which improves the switching efficiency and

allows precessional switching at a higher voltages leading to fast and energy efficient switching

mechanism [  131 ]. In addition, the magneto-electric coupling is a two-phase coupling between

the electric field and the magnetization that could switch the magnetization by use of electric

field instead of spin-polarized currents [ 132 ]. The main advantage of ME based switching

is that it has zero steady state current leading to ultra-low energy switching mechanism.

Moreover, SHE and ME based devices are three-terminal devices that allow one to have

de-coupled read/write paths and hence have better readability and writability. However,

the three-terminal nature of these devices inevitably leads to larger bit-cell area due to

requirement of multiple transistors and associated contacts.

Given the various aforementioned embodiments of spin devices (STT, SHE, VCMA, ME)

with potentials of replacing the current silicon based cache memories, it is imperative to put

these devices in proper perspective through a detailed comparative power-performance-area

analysis. Prior work on analyzing various aspects of spin devices can be found in the lit-

erature. Chun et. al. [ 4 ], have presented scaling trends for in-plane and perpendicular

anisotropy based STT-MRAM bit-cells. However, the work in [  4 ] use analytical approxima-

tions as opposed to rigorous numerical simulations of magnetization dynamics and resistance

model. Another work that compares in-plane versus perpendicular STT-MRAM can be found

in [  133 ], which uses numerical computations for solving magnetization dynamics. Further,

the work in [  109 ], discusses scaling trends not only for STT-MRAMs but also with respect to

the SHE based bit-cells. In addition, independent works discussing design aspects of specific

devices like the VCMA bit-cell, the ME-MRAM and the SHE based bit-cells can be found

in [  134 ], [  135 ] and [  136 ], respectively. A recent work that compares in detail VCMA bit-cells

with STT-MRAMs has been reported in [ 137 ].
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Despite such works, a comprehensive analysis that discusses all the different genres of

spin devices in a comparative manner in a single work under common design constrains has

been missing in the literature. Towards that end, in this section we analyze bit-cells based

on the aforementioned spin devices using a coupled magnetization dynamics and electron

transport model in a comparative manner [ 138 ]. Our analysis is based on various design

metrics like the write current requirement, layout area, device tunnel-magneto-resistance

(TMR), cell-TMR (CTMR), read disturb margin (RDM), read sensing margin (RSM) etc.

Each or these design metrics are defined in respective sections of the manuscript.

Let us begin by understanding the basic magnetic device called the magnetic tunnel

junction (MTJ) which is a magnetic-heterostructure consisting of a non-magnetic insulating

oxide sandwiched between two ferro-magnets. A ferromagnetic material is a material that

maintains net magnetization in absence of external field. Due to the material property

and the asymmetry in the nanomagnet dimensions, there is a certain axis along which the

magnetization alignment is preferred (easy axis). Along the easy axis, the total energy is

in the minimum state, as shown in Fig.  9.1 . The direction of the easy axis depends on

material, the interface, as well as the dimensions [  139 ]. The energy needed to switch the

magnetization along the easy axis by an angle of 180o is called the energy barrier (EB).

Based on the direction of the easy axis, we can define two categories of magnetic layers:

in-plane magnetic anisotropy (IMA), and perpendicular to the plane magnetic anisotropy

(PMA)[ 107 ].

As explained earlier, the MTJ consists of two layers of ferromagnetic material separated

by an oxide layer. The first layer is a nanomagnet that holds the information stored in

the memory (free layer). The other magnetic layer is a permanent ferromagnetic layer that

works as a current polarizer (pinned layer), as illustrated in Fig.  9.1 . The resistance of the

MTJ is a function of the angle between the magnetization directions of the pinned layer and

the free layer [  26 ], [  28 ]. The high resistance antiparallel state (AP) represents logic ‘1’, and

the low resistance parallel state (P) represents logic ‘0’.

The difference in resistance of the parallel state (Rp), and the antiparallel state (Rap)

could be understood in the light of the band diagram shown in Fig.  9.2 . The spin orbit

coupling in the magnetic layer is modeled by a shift in the energy bands of the majority spin
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Figure 9.1. The energy as function of the angle θ between the pinned layer
and free layer magnetization.

and minority spin carriers [  26 ]–[ 28 ]. In the case of the antiparallel alignment, if the oxide

thickness is much less than the spin flip length, which is a valid assumption, the majority

spin current tunnels from the permanent magnet to the minority states in the free layer.

Simultaneously, the minority spin current in the permanent magnet (shown in red) tunnels

to the majority states in the free layer. The overall current is, thus, limited by the minority

spin density of states (DOS), thereby resulting in low current or high resistance. In the

case of parallel alignment, the majority spin current tunnels to the majority spin states of

the magnetic layer on the other side of the oxide. In contrast to the antiparallel case, this

current will be limited by the majority spin DOS leading to relatively high current or low

resistance.

The widely used 1T-1MTJ bit-cell, which consists of 1 transistor and 1 MTJ, is shown

in Fig. 3. The writing of logical 0 (switching from AP to P state) is accomplished

by applying a positive voltage (VDD) to the bit-line, while the source-line is grounded. The

current flows from the (VDD) to the ground and the electrons flow from the pinned layer to the

free layer in the opposite direction. The electron current is polarized according to the pinned

layer magnetization direction [ 140 ]. The spin current scatters at the free layer interface and

the spin torque is transferred from the pinned layer to the free layer. The torque, which is

exerted on the free layer, switches its magnetization direction so as to be aligned with the
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Figure 9.2. The density of states of MTJ in the case of the parallel alignment
of magnetization and antiparallel alignment of magnetization.

pinned layer which is P state. In contrast, the writing of logic 1 (switching from P

to AP state) is performed by reversing the voltage polarity of the bit-line and source-line.

The electron majority spin current flows from the free layer to pinned layer. The majority

spin current passes through the pinned layer and minority spin current accumulates on the

oxide interface. The excess minority spin carriers that are accumulated on the interface,

exert a torque on the free layer, and switch it to the AP state.

The switching of MTJ state is asymmetric due to two factors: first, the difference in

polarization efficiency of the magnetic layers, second, the source degeneration effect of the

driving transistor. The current needed in switching from P to AP is higher because the

polarization efficiency of the pinned layer is stronger than the free layer. On the other hand,

the source degeneration effect can be understood as follows. In the case of writing ‘0’, the

gate voltage of the transistor VG is equal to VDD and the source voltage is grounded, as

shown in Fig.  9.3 . In contrast, the source voltage is greater than zero in the case of writing

‘1’, and hence (VGS < VDD) which leads to source degeneration and reduces the ON current

of the transistor [ 141 ].

Before we proceed, let us define some useful metrics that would help us to compare

the various spin devices considered in this work. The tunneling magneto resistance ratio
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(TMR) is TMR = (Rap − Rp)/Rp [ 26 ], [  28 ]. The TMR will be used later in this section to

evaluate the read performance of the MTJ. Furthermore, another more realistic estimate of

the bit-cell read performance is the cell tunneling magneto resistance ratio (CTMR) which

is defined as CTMR = (Rcell,p/Rcell,ap − 1), where Rcell,p and Rcell,ap are the AP state and

the P state cell resistances, respectively. In contrast to the TMR, the CTMR includes

the transistor conductance in the calculations of the cell resistance. The TMR and the

CTMR are inversely proportional to the read decision failure. In addition, the read disturb

failure rate is also inversely proportional to read disturb margin (RDM) which is defined as

RDM = (Ic/Ip − 1), where Ic is the critical write current [  142 ], and Ip is the read current

flowing in the low resistance parallel state of the MTJ. The read sensing margin (RSM)

is the worst-case difference in the current or voltage at the input of the sense-amplifier

corresponding to the P and the AP state. These four metrics viz. the TMR, the CTMR, the

RDM and the read sensing margin (RSM) would be used to study the readability of various

memory bit-cells based on different spin devices.

In the next section, a detailed explanation is given about the numerical and circuit models

that are used in the study. Then the physics of each of the devices and the structures of

bit-cells is explained along with the write current requirement and cell-layout area, followed

by the design and performance of the sense amplifier circuit. In the last section, the results of

the simulations with respect to readability and writability will be discussed in a comparative

manner.

9.1 Coupled model for magnetization dynamics and electron transport

Over the last century, magnetic fields have been used to manipulate the magnetization

direction of the ferromagnetic material. Slonczewski [ 140 ], [ 143 ] demonstrated theoretically

that a spin current polarized by a permanent magnetic layer could transfer torque to a

thin layer of ferro-magnet and can switch its magnetization direction. The physics of the

magnetization dynamics in response to an external magnetic field or a spin current can be

described by stochastic-Landau-Lifshitz-Gilbert-Slonczewski (s-LLGS) equation [  43 ], [  44 ].

The s-LLGS equation is written below in ( 9.1 ), where t is time, m is a unit vector in direction

of magnetization, Heff is the effective magnetic field, α is the Gilbert damping constant, and
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Figure 9.3. The schematic of 1T-1MTJ bit-cell at writing logic ‘0’ and writing
logic ‘1’. The source degeneration problem happens in the case of write ‘1’
(switching to antiparallel state).

γ is the gyromagnetic ratio. The s-LLGS equation (  9.1 ) contains three terms: the left term

describes the precessional motion of the magnetization due to the effective magnetic field.

The second term models the damping of the magnetization vector towards the direction of

the effective magnetic field. The third term represents the torque due to the spin transfer

phenomenon.

∂m

∂τ
= −m×Heff − αm×m×Heff + 1

γ
(αm× STT + STT ) (9.1)

τ = |γ|
(1 + α2)dt (9.2)

The Heff consists of a linear summation of the demagnetization field (Hdemag), the thermal

field (Htherm), and the anisotropy field (Hanis) ( 9.3 ). The anisotropy field is defined in (  9.4 ),

[ 144 ], where Ki is the interfacial anisotropy, tfl is the free layer thickness, and µ0 is the free

space permittivity. The demagnetization term is defined by ( 9.5 ) [  145 ], where Nxx, Nyy, and

Nzz are the normalized demagnetization components in x, y and z directions, respectively.

The variables mx, my, and mz are the normalized components of the magnetization. The

random variation in the magnetization due to thermal excitations is modeled by effective

magnetic field Htherm ( 9.6 ) [  46 ], where K is Boltzmann’s constant, T is the temperature, V is
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the free layer volume, dt is the numerical time step, and ζ is a vector with random components

which are selected from standard normal distribution. The thermal term represents the effect

of the thermal excitations [  46 ]. This stochastic process is the main source of randomness in

the switching probability of nanomagnets.

Heff = Hanis +Hdemag +Htherm (9.3)

Hanis = 2Ki

µ0Mstfl

ẑ (9.4)

Hdemag = −Ms (Nxxmxx̂, Nyymyŷ, Nzzmz ẑ) (9.5)

Htherm = ζ

√
2αKT

|γ|MSV dt
(9.6)

The STT term is defined by ( 9.7 ) [  146 ], where P is normalized pinned layer magnetization

vector, J is electronic charge current, and PP L, ΛP L, PF L and ΛF L are fitting parameters

[ 109 ].

STT = |γ|β (m× (εm× P + ὲP )) (9.7)

β = h̄J
2eµ0Mstfl

(9.8)

ε = q+
A++A−(m.P ) + q−

A+−A−(m.P ) (9.9)

q± = PP LΛP L
2
√

ΛF L
2+1

ΛP L
2+1 ± PF LΛF L

2
√

ΛP L
2−1

ΛF L
2−1 (9.10)

A± =
√(

ΛF L
2 ± 1

) (
ΛP L

2 ± 1
)

(9.11)

The atomistic effective mass non-equilibrium Greens function (NEGF) method is usually

used to solve the electron transport in semiconductor and ferromagnetic materials. The high

computational effort of NEGF makes it inappropriate for circuit level simulations. For circuit

level simulation, we used a compact model fitted using data generated by NEGF simulations.

The model is integrated with SPICE circuit simulator. The details of the NEGF model used

in this work can be found in [ 53 ], [ 108 ].

Further, for circuit analysis we used the FinFET model based on the Predictive Technol-

ogy Modeling for Multi-gate devices (PTM-MG) [ 112 ]. The PTM model mainly captures the

FinFET parameters from different vendors to fit the Berkeley Short-channel IGFET Model
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- Common Multi Gate (BSIM-CMG) standard FinFET compact model [  113 ]. The BSIM-

CMG is based on a closed form approximated solution of Poisson equation that is used to

calculate the charge density. A transport model based on Gradual Channel Approximation

(GCA) is used to calculate the drain current. The quantum effects are added to the model as

correction terms. The model is verified against numerical models and experimental data and

used as a standard for the industry. Thus, the magnetization dynamics, the resistance model

and the PTM FinFET model provides us a device-to-circuit level simulation framework for

analysis of various bit-cells considered in this work.

Figure 9.4. The semi-log plot of the WER of PMA based memory cell at iso-
Switching time of 4 ns. The simulation is done for 5000 sample using s-LLGS
and the parameters in Table  9.1 .

9.2 Study overview

The difference between the various MRAM devices discussed in the section is the write

mechanism. As such write power and current are key factors that distinguish the devices.

Write current is strongly dependent on the WER and the switching time. We, therefore,

decided to fix WER and switching time and evaluate other design metrics centered around

these. Fig.  9.6 illustrates the generic overview of the comparative analysis presented later

in the manuscript. The material parameters: saturation magnetization Ms, and interfacial
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Figure 9.5. The in-plane and perpendicular anisotropy versus free layer thick-
ness for PMA (AR =1), and IMA (AR=3). The parameters used in these
calculations are listed in Table  9.1 .

anisotropy (Ki) are selected from recent experimental results [  107 ]. The write current (Iw) is

chosen to achieve iso-write error rate (iso-WER) of less than 7.95×10−7 at iso-switching time

of 4ns [  133 ]. The write current is estimated by running the s-LLGS equation for a sample of

size greater than 5000 samples. The random thermal variations in the initial angle results

in a distribution of switching time for a given write current. The current that achieves

the desired write error probability is estimated by fitting WER after the transformation

log( 1
W ER

− 1)−1. The s-LLGS results and fitted curve are illustrated in Fig.  9.4 .

The bit-cell layout is constructed according to the layout rules in [  115 ]. The area is

calculated in units of the minimum feature (F 2), and the half of the minimum feature

λ = F/2. The minimum number of fins, that achieves the required write current, is selected

using the compact MTJ SPICE model and the PTM FinFET model [  108 ]. Finally, the read

current, the write current, the read power and the write power are estimated using SPICE

simulations.
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The material parameters 𝐾𝑖, 𝑀𝑠, and 𝛼 are selected according to recent experimental study. 

PMA and VCMA aspect ratio are 1 to 

achieve perpendicular anisotropy. 

IMA, SHE, and ME aspect ratio are 3 to 

achieve in-plane anisotropy. 

The MTJ width is aligned with the 20nm technology node. 

The MTJ oxide thickness is selected to achieve 60 KT energy barrier. 

The write current that grants iso-WER of 7.95𝑥10−7 at 4 ns iso-Switching time is selected 

based on 5000 sample s-LLGS simulation. 

The performance is evaluated based on write power, area, TMR, CTMR, Ip-Iap, and read 

energy at constant RDM of 50-60%. 

Figure 9.6. The overview of the study flow and the criterion of selecting the
device parameters.

Table 9.1. Parameters used in s-LLGs simulations.
PMA IMA

Interface Anisotropy (Ki) erg/cm2 1.3 [ 107 ] 1.3 [ 107 ]
Saturation Magnetization (Ms) emu/cm3 1257.3 [ 107 ] 1257.3 [ 107 ]

Damping factor 0.05 0.01
Energy Barrier (EB) KT 65 61.8

Aspect Ratio (AR) 1 3
Free Layer Minimum Diameter nm 20 20

Free Layer Thickness (tfl) nm 0.5 2.4

9.3 PMA and IMA based bit-cells

The basic constraint applied to all the magnetic devices under study is to have an energy

barrier (EB) greater than 60KT [ 114 ]. Recall, the energy barrier is a function of the FL

dimensions and material parameters. Specifically, equations (  9.12 ) − ( 9.14 ) [  147 ], shown

below, were used to estimate the energy barrier.
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K⊥ = Ki
tfl

− 1
2µ0Ms

2 (Nzz −Nxx) (9.12)

K|| = 1
2µ0Ms

2 (Nyy −Nxx) (9.13)

EB =


K⊥V PMA

K||V IMA

(9.14)

As expected, equations ( 9.12 ) − ( 9.14 ) demonstrate that for PMA (IMA) the perpen-

dicular anisotropy (Kperp) should be greater (less) than the in-plane anisotropy (K||) for

establishing the required EB. Using the material parameters shown in Table  9.1 , we have

plotted the Kperp and K|| in Fig.  9.5 . Based on Fig.  9.5 , the selected FL thicknesses and

aspect ratios for PMA and IMA are mentioned in Table  9.1 .

Through our s-LLGS simulations, it was observed that the switching time is strongly

influenced by the initial angle, which in turn, is a function of the random fluctuations caused

due to thermal noise. Therefore, the write current that achieves the desired WER at 4ns

iso-switching time was selected by running the s-LLGS equations over 5000 samples with

different initial angles. The WER was estimated by extrapolation similar to the technique

illustrated in Fig.  9.4 . The write current for P-MTJ and I-MTJ for the required WER was

found to be 117.8µA and 229µA, respectively. The number of fins needed is 4 at VDD = 1.1V .

The MTJ resistance of PMA is higher than IMA based MTJ due to smaller cross-section

area. The high resistance of PMA increases the source degeneration effect and requires the

same number of fins as IMA, although IMA write current is higher than PMA.

The layout of the memory cell is shown in Fig.  9.8 . The layout is for two fingers, four fins,

and one MTJ bit-cell. The SL-Line and BL-line are assigned to metal 2, and 4, respectively.

Metal 1 connects the fins. The two fingered layout is preferred because of the denser area

compared to a single finger layout. The total bit-cell area is 48F 2. Another advantage of

the two fingered layout is the existence of two WL-lines compared to a single WL-line as in

the case of the single finger design. Both WL-lines are raised during the write operation.
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Figure 9.7. The magnetization trajectory of the PMA and IMA. The starting
point is marked by the green plus sign, and the end point is marked by a red
circle. The parameters used in this calculations are listed in Table  9.1 .
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Figure 9.8. The layout of the 1T-1MTJ bit-cell. The width is 2 metal line
limited of 12λ. The total area is 48F 2.

During the read operation, either two WL-lines or single WL-line could be used to control

the read current.

9.4 VCMA based bit-cells

As mentioned in the above sub-section, the typical current requirement for STT based

memories is in range of ∼100µA. Voltage controlled magnetic anisotropy (VCMA) [  94 ], [  131 ],
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[ 134 ] has recently emerged as a viable option for reducing the switching current requirement

for MTJ devices. The VCMA mechanism can be understood as follow, the applied voltage

on the free layer of P-MTJ results in accumulation of charges on the interface between the

magnet and the oxide layer. The accumulation of electrons at the interface changes the

occupation of energy levels. The change in orbital occupation changes the perpendicular

interface anisotropy due to the spin-orbit coupling [ 148 ].

The relation between the change in interfacial anisotropy due to the VCMA effect and the

applied voltage is described in ( 9.15 )[ 149 ], [  150 ], where VMT J is the MTJ voltage, and ζ is the

coupling parameter. If VMT J is increased until it reaches the critical voltage, Vc = toxKi
ζ

then

Hanis(Vc) will be zero and in presence of small in-plane field, the magnetization vector would

start precessing around the in-plane field [  94 ], [  149 ], as shown in Fig.  9.9 . Such precessionally

switched VCMA MTJs have been reported and analyzed in various previous works including

[ 94 ], [ 134 ], [ 137 ]. In addition, other switching mechanisms exploiting the VCMA effect, for

example, as presented in [ 151 ] can be found in the literature. Authors in [  151 ], use the

VCMA effect and a fixed magnetic field to switch from the P to the AP state. For the AP

to P switching, the pulse amplitude is increased, leading to increase in ‘Slonczewski’s STT’

as well as the ‘field like STT’ torque which switches the magnetization direction. However,

proper functioning of the switching mechanism presented in [  151 ] relies on close interplay

between the VCMA and the STT effect. Specifically, for the VCMA dominated P to AP

switching, when the switching probability is close to 1, the STT dominated AP to P switching

should be zero to avoid any inadvertent switching and vice-versa. This requirement highly

constrains the material and device design space for VCMA based bit-cells based on the

switching mechanism proposed in [ 151 ]. We therefore rely on a more robust two step VCMA

based write operation based on precessional magnetization dynamics explained below.

The two step write process is accomplished as follows and was originally proposed in

[ 152 ]. In the first step, we apply a relatively high voltage pulse (Vvcma) to initiate the

precessional motion, when the magnetization has made a half-cycle around the hard-axis we

apply the second voltage pulse of a lower magnitude (VST T ) as shown in Fig.  9.9 . The second

pulse stabilizes the magnetization in the desired direction due to the STT effect. Thus, by

exploiting combined VCMA and STT phenomenon we can achieve 180o switching of the
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Figure 9.9. The VCMA write operation [  134 ]. (a) The magnetization trajec-
tory of the VCMA write mechanism. The blue line is the VCMA dominated
phase. The green line is the STT dominated phase. (b) The supply voltage
during the VCMA and STT dominated pulses.

magnetization direction. Note, the polarity of the second volatge pulse has to be changed

from positive to negative depending whether the magnetization is being switched in P or AP

direction.

However, with the current technology and material parameters, obtaining precessional

switching in small cross-section VCMA-devices is a challenge. This is because at small

dimensions in order to maintain a high EB, the interface anisotropy has to be increased. The

present experimentally demonstrated VCMA coefficients are not large enough to sufficiently

reduce the interface anisotropy within desired voltage range on application of an electric

field with such large interface anisotropy. As such, with the present parameters for smaller

cross-section (20nm in this case), VCMA effect can only reduce the effective EB, it is not able

to sufficiently reduce the interface anisotropy required for precessional switching dynamics.

Therefore, we used a predictive value of ζ = 1100fJ/(V.m) which is the minimum value
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that allows precessional switching at such small free layer dimensions corresponding to the

parameters presented in Table  9.1 .

Hanis(VMT J) = 2
µ0Mstfl

(
Ki − ζVMT J

tox

)
ẑ (9.15)

By incorporating equation (  9.15 ) [  149 ], [  150 ] in the s-LLGS equations, we ran 5000 simula-

tions including both the ‘read-before-write’ and the two step switching process of Fig.  9.9 .

The obtained probability distribution is extrapolated for iso-WER and 4ns iso-switching time

which is divided into 2ns for the read operation and 2ns for the write operation. The write

current is 64µA at a supply voltage of VDD = 1.2V for the first pulse (VCMA dominated)

and 37µA at 1V supply voltage for the second pulse (STT dominated). Note, these current

values are almost half as compared to the STT based MTJs. This low switching current

requirement allows one to increase the oxide thickness for the VCMA MTJ, in order to im-

prove the sense margin, which would be explained in detail in later part of the manuscript.

The chosen oxide thickness for VCMA MTJs is mentioned in Table  9.2 .

Two fins were used to drive the MTJ. The cell layout and transistor connections are same

as in Fig.  9.8 except that the number of fins is reduced to two and they are connected as

one finger. A vertical distance of 3λ has to be added between the cells to separate the metal

lines. The bit-cell area is 42F 2.

Table 9.2. Summary of the bit-cells write bias. The VCMA has two voltage
pulses P1 and P2.

PMA IMA VCMA SHE MEP1 P2
Supply voltage (V) 1.1 1.1 1.2 1 0.7 0.3
Write current (µA) 117.8 229 64 37 54 -

Oxide thickness (nm) 0.95 0.95 1.08 1.13 1.13
Number of fins 4 4 2 2 2
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9.5 SHE based memory

As opposed to the two terminal devices like the STT and the VCMA based MTJs, three

terminal devices with potential of achieving low write current as well as decoupled read and

write ports are being actively investigated. The well-known spin Hall effect (SHE) provides

an efficient mechanism for generating spin-polarized currents. SHE is a phenomenon in

which a charge current can generate a spin current, wherein the spin generation efficiency

can be greater than 1 [  153 ]. SHE was predicted in 1971 by Dyakonov [  154 ] and was later

experimentally demonstrated by Hirsch [ 155 ]. The SHE based switching conventionally was

used mainly for switching magnetization of IMA. Recently, Miron et. al. [ 156 ] observed

experimentally that current in heavy metal could switch PMA as well. Miron et. al. [ 156 ]

initially assumed that SHE is not enough to explain the stable switching of PMA and argued

that the switching is dominated by Rashba effect field-like torque. Later Buhrman et. al. [ 95 ]

could prove that SHE damped-like torque is the dominant driving force in PMA switching.

Although the PMA has many attractive properties compared to IMA, deterministic PMA

switching using SHE requires external magnetic field to break the symmetry [ 130 ]. Recently,

Buhrman et. al. [ 157 ] demonstrated a deterministic switching of PMA using Spin Hall effect

in absence of external magnetic field by engineering the energy landscape. SHE based MTJ

has many attractive advantages compared to STT-MTJ as SHE-MTJ has lower write energy

and lower write path resistance [ 130 ]. We limited this study to SHE-IMTJ as it has low write

current compared to perpendicular SHE-PMTJs. Nevertheless, the trade-offs highlighted in

the results section for SHE-IMTJ are qualitatively valid for SHE-PMTJ as well.

A SHE based MTJ is shown in Fig.  9.10 . It consists of an MTJ stack etched on top of a

heavy metal. When a charge current is passed through the heavy metal, the electron current

splits into spin polarized current as shown in Fig.  9.10 . This spin polarized current can be

used to switch the free layer of the MTJ stack in contact with the heavy metal.
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Figure 9.10. The schematic of SHE based MTJ stack and the schematic of
SHE based memory bit-cell.
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Figure 9.11. The layout of SHE based memory bit-cell. The total area is 66 F 2.

The efficiency of the spin current generation by SHE is defined by equation (  9.16 ), where

PSHE is the spin injection efficiency, ω is the width of the free layer, t is the thickness of the

heavy metal, θSHE is the spin Hall angle and λst is the spin flip length [ 153 ].

PSHE = Ispin
Icharge

= πω
4t
θSHE

(
1 − sech

(
t

λst

))
(9.16)
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Fig.  9.10 shows the circuit schematic for SHE based bit-cell. The circuit contains two

transistors for read and write to avoid sneak paths [  158 ]. The write operation is accomplished

by applying a voltage between the SL-line and the BL-line. Reversing the voltage on the

SL-line and BL-line will reverse the state of the MTJ. The read operation is carried out using

the MTJ stack connected between the BL-line and SL-line through the transistor connected

to the read word line. As the read and write have different paths, we can engineer the two

paths independently to achieve the required write current. At the same time, the read path

could be engineered to achieve higher TMR ratio by increasing the oxide thickness tox. The

write current was estimated by running the s-LLGS equations over 5000 samples as in the

case of STT. The write current that achieves iso-WER at iso-switching time of 4ns is 54µA.

The write supply voltage used is 0.7 V.

The layout of SHE based bit-cell is illustrated in Fig.  9.11 . The BL-line and SL-line are

assigned metal 1, and metal 3, respectively. The width of the cell is two metal limited. The

total area is 66 F 2, which is larger than both the STT and the VCMA based bit-cells due

to the three terminal nature of the SHE device.

9.6 ME based memory

As opposed to current induced switching in case of STT or SHE based MTJs and voltage

assisted switching in case of VCMA MTJs, there have been active investigation of pure volt-

age driven switching of ferro-magnets using the magneto-electric (ME) effect. For example,

a two-phase coupling arises when a voltage is applied to piezoelectric material that is in

contact with a magnetostrictive ferromagnetic layer. The dimensions of piezoelectric mate-

rial change under the effect of the external voltage. This change in dimensions strains the

magnetostrictive material that induces a resulting strain anisotropy which could switch the

magnetization [ 159 ]–[ 161 ]. In addition, materials like BiF eO3 and Cr2O3 are able to couple

the electric field applied across the material to the exchange bias field that could switch a

nanomagnetic layer by switching the exchange bias surface interaction [ 162 ].

In this study, we use a compact model of the magneto-electric coupling phenomena

which is defined in ( 9.17 ) [ 163 ] where, HME is the induced magnetic field, VME is the applied

voltage, αME is the magneto-electric coupling constant, and tME is the thickness of the
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Figure 9.12. ME based memory bit-cell with the read and write paths are
annotated on ME stack.

piezoelectric layer. The magnetic field in (  9.17 ) is added to Heff in ( 9.3 ) during the numerical

solution of the s-LLGS equation. In most of the experimental and numerical studies, the

magneto-electric coupling constant αME is between 40 and 60mV/(cm.Oe). In this study,

αME = 50mV/(cm.Oe) [ 163 ] and tme = 2.4nm are used in all of the simulations.

HME = αMEVME

tME
(9.17)

ME based memory cell is illustrated in Fig.  9.12 with the read and write paths annotated.

The separate read and write paths allow improving the TMR of the memory cell by increasing

the oxide thickness, without affecting the write operation. When a positive (negative) voltage

is applied across the ME oxide, the MTJ switches to P (AP) state. ME switching does not

incur static energy dissipation due the fact that ME oxides are expected to be insulators

and hence would not lead to any static current flow during the write operation. The read

operation is accomplished by passing read current through the MTJ stack as demonstrated

in Fig.  9.12 .
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Figure 9.13. The magnetization trajectory of ME based memory. The start
and end points are marked by the green plus sign and red circle, respectively.
The parameters used for this simulation is listed in Table  9.1 .

The write voltage is selected based on the same criterion that is used for all memory

cells. Based on 5000 samples of different initial angles, the voltage that achieves iso-WER

at iso-switching time of 4ns is 0.2 V. Leaving some margin, the supply voltage was selected

to be 0.3 V. The trajectory of the magnetization during the switching process is illustrated

in Fig.  9.13 .

The layout of ME based memory cell is same as SHE based memory cell Fig.  9.11 . The

bit-line (BL) and source-line (SL) are assigned to metal 1 and metal 3, respectively. The

width of the cell is two metal limited and the total area is 66F 2. As expected, both the

SHE and the ME devices are three terminal devices and need two transistors per bit-cell as

a result they have the same bit-cell area.

In sections  9.3 - 9.6 , we has seen how the various physics of the switching mechanisms

dictate the write current requirement, the device structure, the bit-cell circuit, the transistor

sizes and the layout area. We would now concentrate on the other important aspect of

memory devices i.e. the read operation or the sensing scheme. We would first discuss the

sense amplifier used for our read analysis. Subsequently, we will use some key metrics to

analyze the effectiveness of the read operation for the different spin based devices considered

in this work.
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9.7 Sense amplifier

The sensing of almost all forms of spin based devices exploits the well-known physics

of the tunnel magneto resistance (TMR) phenomenon. Although numerous sense-amplifiers

for spin based memories [ 98 ], [  164 ]–[ 166 ] have been presented in various previous works, the

fundamental principle is to sense the resistance difference of the MTJ using either a current or

a voltage based sense-amplifier. For a realistic evaluation of the read robustness, energy and

performance for various bit-cells discussed in this work, it is imperative to include the sense-

amplifier circuit for proper evaluation of the key sensing metrics. In this section, we would

focus on the well know cross-coupled inverter based current and voltage sense amplifiers.

Although more complex sense amplifiers using voltage boosting [  90 ], negative differential

resistance [  167 ] etc. have been proposed in the literature, but the overhead associated with

such complex sense amplifiers make them unattractive from practical implementation point

of view. In fact, almost all STT-MRAM array level demonstrations use some variant of the

cross-coupled inverter based sense-amplifier [ 168 ], [ 169 ]. In this section, we would describe

voltage based sense-amplifiers used for read analysis of the various bit-cells and we will justify

the rational behind focusing on the voltage sense amplifier.

The operation of the differential voltage amplifier that is illustrated in Fig.  9.14 can be

understood as follows. After charging OUT1 and OUT2 to an equal voltage by the pre-

charge circuit, the charging circuit is disconnected and WL is raised high and SE2 is set low

to drive the voltage at V1 and V2 to its steady state value. After V1 and V2 reach the steady

state, the CL signal will be turned high to connect the memory to the sense amplifier. The

reference and memory cell are connected to VDD_read using pFET. The voltage on V1 and V2

are determined only by the resistance of the memory cell independent of the capacitance at

steady state, as illustrated by the time diagram in Fig.  9.15 . Beside simplicity of the voltage

sense amplifier, the evaluation of the MTJ resistance relies only on the steady state voltage

difference |V 1 − V 2|, which provides immunity against line capacitance difference between

the reference cell and the long metal lines of the memory column. In contrast, the current

sense amplifier relies on discharging the pre-charged (equalized) line capacitance through

the memory MTJ and the reference MTJ. The asymmetry in the the bit-line capacitance
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Figure 9.14. The schematic diagram of the differential voltage sense amplifier.

and the capacitance associated with the reference cell further complicates the functioning

of current based sense amplifiers. On the other hand, the voltage sense amplifier rely on

steady state voltage which is completely independent of the capacitance value. Moreover,

the memory cell and reference cell are driven by a separate voltage level (VDD_read) that is

less than the actual supply voltage (VDD) of the sense amplifier. Therefore, the read disturb

failure probability can be lowered by appropriate choice of VDD_read. A detailed analysis of

the read operation using the sense amplifier described above is presented in the next section.

9.8 Results and analysis

9.8.1 Write Power and Bit-Cell area

We now present, the analysis results for various bit-cells considered in this work in a

comparative manner. The major constrains that are forced for all memory cells, are an

energy barrier over 60 KT, iso-WER lower than 7.95 × 10−7 at 4 ns iso-switching time and
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Figure 9.15. The simulation waveform of the differential voltage sense am-
plifier in case of C1>> C2. The simulation is done using SPICE. The OUT1
and OUT2 have the correct read output.

an RDM (read disturb margin) ratio of 50−60%. The readability of the bit-cells are evaluated

using various performance metrics like, the TMR, CTMR (cell-TMR) and RSM (read sense

margin). The TMR ratios of all the devices are computed at constant supply voltage of

0.25V. The RSM is defined as |Vp − Vap|, where Vp and Vap is the voltage at the input if the

sense-amplifier when the MTJ is in P and AP state, respectively. The CTMR is evaluated
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Figure 9.16. The average write power and layout area for the various bit-cells
in units of (F 2).

at a constant RDM ratio between 50 − 60% for all the bit-cells. The high write current

and the associated source degeneration limits the oxide thickness in case of PMA and IMA

based bit-cells. The oxide thickness and biasing details of all the bit-cells are summarized

in Table  9.2 . Note, the oxide thickness for VCMA bit-cells can be kept higher due to its

low switching curro doent requirement. Higher oxide thickness of 1.13 nm for SHE and ME

bit-cells are chosen due to existence of separate read-write paths. The sense amplifier energy

consumption is included in the read energy calculations.

As shown in Fig.  9.16 , ME based memory has the minimum write power which is less than

SHE based memory and PMA/IMA based STT-MRAM because ME switching mechanism

relies on electric field at zero static current. The ultra-low write power is a very attractive

property of ME based memory compared to other magnetic switching methods. SHE based

memory has a write power of 35µW which is a factor of 4 less than PMA based STT-MRAM

and a factor of 8 less than IMA based STT-MRAM. This write efficiency of SHE is due to the

better spin Hall effect efficiency of converting the charge current to spin current as compared

to the STT based bit-cells. VCMA bit-cell has less write power compared to PMA because

the voltage assisted switching is more efficient than STT based switching. The high write

current and high write power of IMA bit-cell is due to the large volume of I-MTJ free layer

which is elliptic with aspect ratio of 3 compared to the circular PMA cross-section.
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SHE and ME are 3 terminal devices that have same number of fins per cell. As a

consequence, SHE and ME based bit-cell have same area of 66F 2 which is a factor of 1.4

higher than STT-MRAM that has an area of 48F 2. VCMA has the minimum bit-cell area

of 42F 2 because VCMA has only 2 fins compared to 4 fins per bit-cell in case of PMA and

IMA which is a consequence of the VCMA write efficiency. The PMA and IMA based STT-

MRAM bit-cell have the same area and same number of fins because PMA has lower write

current but higher resistance which increases the source degeneration and therefore requires

same number of fins as IMA based bit-cell. The bit-cell areas of different memory cells are

illustrated in Fig.  9.16 . The point to highlight is the fact that the cell area of all the 5

memory technologies is limited by the metal lines and number of fins. In other words, the

bit cell area is independent of the MTJ dimensions.

ME bit-cell has the lowest write power and largest cell area. In contrast, STT-MRAM

(PMA and IMA) bit-cell has a denser bit-cell layout and the highest write power. For SHE

based memory, write power is a compromise between the two extremes of STT-MRAM and

ME based bit-cells. Furthermore, the write power of VCMA based memory is 53µW less

compared to PMA based STT-MRAM and VCMA bit-cell area is slightly less compared to

the STT-MRAM bit-cell. The comparative analysis described above illustrates the write-

power and layout area trade-off presented by the various bit-cells due to difference in their

underlying switching physics.

9.8.2 Read Performance

The TMR ratio for various bit-cells and their corresponding oxide thicknesses are illus-

trated in Fig.  9.17 . Although the TMR of the various bit-cells are in the range of 150%

− 160%, the absolute value of the parallel and anti-parallel resistances are substantially

different. This is due the fact that the increase in oxide thickness increases the overall MTJ

resistance exponentially. The increase in the MTJ resistances would imply higher RC time

constant that would adversely effect the read sensing speed. Therefore, in Fig.  9.17 on the

right hand side axis we have also plotted the the RC time constants for all the bit-cells as a

function of their oxide thicknesses.
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Figure 9.17. The TMR ratio for single fin and single IMA based MTJ versus
oxide thickness at a constant supply voltage of 0.25 V. The time constant of
the memory cell assuming 25 fF column metal line capacitance is plotted on
the secondary axis.

Figure 9.18. The CTMR ratio of a single fin and single IMA based MTJ
versus oxide thickness at constant supply voltage of 0.25 V.

The CTMR, on the other hand, is a function of the oxide thickness as well as the size of

the access (or the read) transistor. Higher the oxide thickness better is the CTMR Fig.  9.18 ,

while a smaller read transistor tends to lower the CTMR ratio. Fig.  9.19 shows the CTMR
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ratio for various bit-cells for a constant RDM in the range of 50%-60%. It can be observed

that the CTMR for IMA, SHE and ME based bit-cells are in the same range. Although,

SHE and ME bit-cells have higher oxide thickness as compared to the IMA bit-cell, yet they

have smaller read transistors due to layout area constrain, thereby leading to comparable

CTMR ratios. The CTMR for VCMA bit-cell is0higher, since, although it has higher oxide

thickness, being a two terminal device the access transistor size is larger as compared to the

SHE and ME bit-cells leading to better CTMR ratio. For PMA bit-cell, the higher MTJ

resistance due to smaller cross-section area coupled with the fact that the driving transistor

size is larger than the SHE and ME devices leads to higher CTMR compared to the IMA,

SHE and ME bit-cells. Thus, the CTMR ratio is dictated by the interplay between the

device TMR, its absolute resistance and the resistance of the series access transistor.
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Figure 9.19. The RDM, and CTMR ratios calculated with RDM is kept
limited between 50-60%.

Let us now consider the absolute difference in the read currents flowing through the

various bit-cells in parallel and anti-parallel state. In Fig.  9.20 , we have plotted the Ip − Iap

as a function of the oxide thickness for a particular device. As the oxide thickness increases

the difference in current increases as well due to increase in device TMR. However, if the

oxide thickness is further increased the rapid increase in the absolute resistance of the the

device degrades the difference in the parallel and anti-parallel read current for constant read

voltage. Thus, for sensing a difference in current there exists an optimum oxide thickness
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Figure 9.20. The parallel and antiparallel read current difference for single fin
and single IMA based MTJ versus oxide thickness at constant supply voltage
0.25 V.
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Figure 9.21. The parallel and antiparallel read current difference, the input
voltage of the differential voltage sense amplifier, and the average read energy
per single bit read using the differential voltage sense amplifier at constant
RDM of 50 − 60%.

which leads to better TMR without degrading the current difference due to increased device

resistance.
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Based on the insights with respect to the CTMR and the Ip − Iap difference, we can

now understand the current difference obtained for various bit-cells as shown in Fig.  9.21 .

SHE and ME based bit-cells have almost same Ip − Iap as the IMA based bit-cells due their

similar CTMR ratios. Note, the Ip − Iap for SHE and ME bit-cells is slightly lower due to

their higher resistances. On the other hand, although VCMA bit-cell has higher CTMR,

the high resistance of the VCMA cell degrades its Ip − Iap difference. As such, PMA device,

which has comparatively higher CTMR and also relatively lower resistance as compared to

the VCMA, SHE and ME devices shows higher Ip − Iap margin. In summary, the read

performance metric like the TMR, CTMR and the Ip − Iap difference is a strong function of

the relative resistances of the magnetic device and the access transistors. In general, devices

having higher absolute resistances, given the limited CTMR ratios, lead to degraded Ip − Iap

that would make current based sensing difficult for such devices. In other words, there is

design trade-off between the CTMR and Ip − Iap.

9.8.3 Sense Amplifier and Read Energy

As discussed earlier, the differential voltage sense amplifier is preferred because it has

two different supply voltages − one can be scaled for full output swing and the other could

be scaled to achieve the required read current and RDM ratio. In addition, the asymmetric

input capacitance is more tolerable in case of differential voltage sense amplifier. Therefore,

we estimated the read energy based on the differential voltage sense amplifier.

The difference in voltage at the differential voltage sense amplifier inputs is shown in

Fig.  9.21 . VCMA has the highest difference of 100 mV because it has a higher oxide

thickness than STT-MRAM and double the number of fins compared to SHE and ME, and

hence higher CTMR as mentioned earlier. PMA based memory has a higher value for the

difference |V 1 −V 2| compared to IMA based memory, because IMA based STT-MRAM has

larger MTJ surface area, and hence less CTMR ratio. SHE and ME have high |V 1 − V 2|

value of 90 mV because they have high oxide thickness of 1.13 nm. In contrast to the case

of PMA and IMA, SHE and ME have different read and write paths which allow increasing

the oxide thickness without degrading the writability.
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The read energy of single bit read operation including the sense amplifier energy dis-

sipation at almost constant RDM between 50 − 60% is illustrated in Fig.  9.21 . IMA has

the least read energy because IMA has the least MTJ resistance, and hence it has the least

read voltage at constant RDM (Ip = Ic/2). Therefore, IMA has the lowest read voltage and

the lowest read energy. In contrast, VCMA, SHE and ME have the highest read energy as

they have higher read voltage and higher MTJ resistance at the same RDM. The contrast

between IMA that has lowest read energy and lowest |V 1 − V 2|, and VCMA/SHE/ME that

has highest read energy and highest |V 1 − V 2| illustrate the expected tradeoff between the

power consumption and readability. PMA readability is a compromise between the two ex-

treme cases of IMA and VCMA/SHE/ME. Finally, it is important to mention that the read

energy of ME is higher than its write energy which reflects the importance of the read energy

in the scaling trend of ME based memories.
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10. SUMMARY

In this thesis, we propose a modeling and simulation framework that captures the behavior

of MFTJ as a four-state device. Furthermore, the DFT method is used to estimate the

screening length of the electrodes that have a strong influence on the TER. The estimated

screening lengths are used in the quantum transport calculations to mimic the realistic device

behavior at different bias voltages. The TER and TMR estimated by the proposed framework

is compared with the experimental results of LSMO/LCMO/BTO/LSMO [ 11 ]. The quantum

transport and magnetization dynamics could show the dependence of the device resistance

on the external applied magnetic field. The dependence of the MFTJ resistance on the

external magnetic field is in agreement with the experimental results in [ 11 ] that confirms

the transition from the FM to the AFM phase in the LCMO electrode.

Our analysis illustrates that not only the TMR but also the TER of the MFTJ depends

on splitting energy because of the magnetoelectric effect at the interface that originates

from the LCMO electrode phase transition from the FM to the AFM phase. On the other

hand, the contrast between the weak and strong exponential dependence of the TER on the

barrier height and electrodes screening length ratio, respectively is analyzed. The barrier

height that is dependent on the electrodes and insulator work functions, could increase the

MFTJ high and low resistance. Consequently, the power and speed of the MFTJ sensing

could be enhanced by choosing the insulator and electrodes that have the appropriate work

functions. However, the ratio of the electrodes screening length δ1/δ2 could exponentially

enhance the TER ratio. Finally, our analysis reveals that the TER effect is improved by

the asymmetry exhibited by the built-in potential that results in average barrier height

modulation by electric polarization.

Based on the time-dependent perturbation theory, we could derive a mathematical for-

mulation that relates the magnetic exchange interaction coefficient to the time evolution of

electric polarization ( 3.20 )-( 3.21 ). This formulation is an important step toward a consistent

model of MFTJs. The formulation emphasizes that the magnetization switching from FM

to AFM alignment induced by polarization reversal follows a precessional motion. The tran-

sient response of the MFTJ exhibits a transition from Nordheim tunneling to direct tunneling
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and back to Nordheim tunneling current during the polarization switching. The transient

response of the MFTJ demonstrates a set of oscillations due to the magnetic precessional

motion. Although the switching from the FM to AFM alignment is induced by the elec-

tric polarization switching, the thermal magnetic fluctuations still assist the magnetization

motion especially at the start of the switching.

In section  5 , we propose a model that explains the physical origin of the AFTJ high

on/off current ratio. The proposed AFTJ model is fitted over experimental results to validate

the ability of the model to predict the AFTJ current characteristics. The AFTJ model is

implemented in Verilog-A. The study demonstrates the different biasing points of the AFTJ

as an oscillator. The AFTJ based coupled-oscillator network is applied to solve the graph

coloring problem. The HSPICE simulation of the AFTJ based coupled-oscillator network

demonstrates the ability of the network to approximate the solution of the graph coloring

problem. The simulations also show a significant improvement in the power dissipation

compared to other emerging oscillators.

In section  6 , we derive an oscillator-coupling function for improving the approximate

solution of the graph coloring problem. The stability of the proposed model is investigated

analytically. The proposed model tries to minimize the intra-cluster distance and maximize

the inter-clusters distance. The proposed model shows a significant improvement compared

to the original Kuramoto model. In section  7 , a new area and energy efficient NVFF is

proposed and investigated based on spin Hall effect magnetic tunnel junction. Our simula-

tion results show 3.2x and 1.6x average power and area improvement, respectively compared

to previous works. Finally, the factors that contribute toward the improvements in area

and energy are analyzed insightfully. The analysis highlighted four factors behind the im-

provements: 1) the use of single SHE-MTJ instead of two SHE-MTJs, 2) the simplicity of

the steady state voltage divider based restore operation, 3) the utilization of NOT gates to

amplify the restore signal, and 4) the decoupled backup and restore circuit and device paths.

In section  8 , we have proposed a new functional sensing scheme for in-memory Boolean

operations based on 1T-1R memory arrays. We rely on the well-known cross-coupled inverter

based sense amplifiers as the basic sensing circuit. We first show that the conventional

scheme with the aforementioned sense-amplifiers are of limited applicability for in-memory
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Boolean operations due to low-sense-margin. Further, the sense-margin does not improve

with improvement in ON-OFF ratios. As such, to exploit high ON-OFF ratios of emerging

memory technologies, we propose use of staggered activation of the word-lines and skewing

the sense-amplifiers for robust read operations. We show in-memory XOR, IMP and bit-wise

comparison can be easily accomplished by the use of presented staggered activation scheme.

A key highlight of the presented proposal is the fact that as opposed to the conventional

scheme, the sensing-robustness of the proposed scheme steadily increases with increase in

the ON-OFF ratio of the constituting memory elements. Keeping in view the extensive

research investigation for improved ON-OFF resistances we believe the presented proposal

is well-suited for future non-volatile in-memory bitwise Boolean operations.

Spin based magnetic memories are front runners for potential replacement of on-chip

silicon based caches. Recently, spin based memories based on various physical switching

mechanisms have been explored in the literature. In section  9 , we do a comprehensive,

comparative analysis of different bit-cells based on the different switching mechanisms viz.

the STT based IMA and PMA memories, VCMA driven bit-cells and bit-cells exploiting

the SHE and the ME effect. Our analysis shows, STT based PMA and IMA memories

offer dense areal integration, however suffer from both high write energy requirement and

comparatively low read sense margins. On the other extreme, SHE and ME memories offer

more energy efficient write operation and higher read sense margin at the cost of increased

bit-cell area. The write energy for VCMA based bit-cells is a compromise between the STT

based memories and the SHE/ME based memories. However, VCMA bit-cells have lowest

layout area and also improved read sense margin. It can thus be observed that there is

no single device that supersedes all the other devices with respect to readability, bit-cell

area and write efficiency, simultaneously. As such, the comparative analysis presented in

this manuscript helps to put the various bit-cells in proper perspective and highlights the

different trade-offs.
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