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ABSTRACT

As the new paradigm of data collection enabled by the advancements in wireless tech-

nology and digital electronics, small sensing devices have started to be used in everyday life.

These devices are capable of sensing, computing, communicating, and forming a wireless

sensor network (WSN) which is necessary to provide sensing services and to monitor various

conditions. In addition to WSNs, the idea of Internet of Things (IoT) has started to draw

more attention. IoT is defined as an interconnection between identifiable devices within the

internet for sensing and monitoring processes. This dissertation addresses the development

of wireless network and process control for two challenging IoT applications, namely smart

agriculture and industrial lyophilization.

Smart agriculture refers to the concept of using modern technology to increase the quan-

tity and quality of agricultural products. This dissertation presents a novel hybrid large-area

IoT network by combining the low-power wide-area network (LPWAN) as well as ultra-

low-power wireless personal area networks (WPAN) that delivers wide-area coverage while

maintaining low-power operation.

Lyophilization is the process of removing water content from a material with the objective

of increasing its stability and, hence, its shelf life. Continuous inline process tracking is im-

perative to a successful lyophilization process in industrial pharmaceuticals. To address this

need, this dissertation presents two wireless sensing systems that are capable of monitoring

lyophilization process with detailed design and demonstration.
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1. INTRODUCTION

1.1 Background

As the recent advancement of the Internet of Things (IoT) technology enables the pos-

sibility of data collection from diverse environments, the Fourth Industrial Revolution have

given rise to IoT-enabled, mistake-proofing sensors that connect numerous devices and sys-

tems[ 1 ]. Industrial IoT sensors are widely used in different industries to monitor equipment,

assets, systems, and overall performance. Real-time data is then analyzed and transmitted

to a centralized system. The applications of IoT rely on the connectivity of physical smart

devices, industrial devices, or other embedded devices. These devices must have some in-

formation sampling capabilities which could come from the sensors, cameras, actuators, etc.

Then with the wireless communication ability, the sampled information can be collected into

the data processing center for additional applications and analytics. Because of the pow-

erful data collection and communication abilities, IoT system is a perfect match for many

applications.

IoT provides the connectivity to physically distributed devices, home appliances, and

even devices in more critical sectors, such as healthcare, public utilities (e.g., electric grids),

environmental monitoring, and transportation. These IoT devices sense, compute, and com-

municate, often in resource-limited deployments, forming a Wireless Sensor Network (WSN).

Low power communication technologies for wireless IoT communication can generally fall

within two categories (Fig.  1.1 ), a more detailed discussion on the technologies can also be

found in Chapter 1:

• Wireless Personal Area Networks (WPANs): typically communicate from 10 meters

to a few hundred meters. This category includes Bluetooth, Bluetooth Low En-

ergy (BLE), ANT, ZigBee, etc., which are applied directly in short-range personal

area networks or if designed in a mesh topology and with higher transmit power,

larger area coverage is possible.

• Low-Power Wide-Area Networks (LPWANs): have a communication range greater

than one kilometer. Each gateway could communicate with thousands of end-devices.

13



This category includes LoRaWAN, Sigfox, NB-IoT, etc. A summary of these technolo-

gies is presented in Chapter  2 [ 2 ]–[ 4 ].

Figure 1.1. A summary of current wireless commutation technologies, where
trades-off between communication range (x-axis) and power/speed (y-axis) are
represented[ 5 ].

In the Industrial context, Industrial Internet of Things (IIoT) refers to interconnected

sensors, instruments, and other devices networked together with computers’ industrial appli-

cations, including manufacturing and energy management. In the digital agriculture context,

these devices may monitor various environmental conditions, such as soil moisture, nutrient

quality, or microbial activity [ 6 ]. The sensor data is collected and routed through the WSN

and sent to the cloud for further analysis and possible closed-loop control. This disserta-

tion addresses the development of IoT WSNs for two challenging areas, namely industrial

lyophilization and smart agriculture. These works are based on real-world deployments and

highlight the practical design challenges and insights that arise from the long-term unat-

tended operation of those IoT systems. They highlight a distinct set of challenges in terms

of wireless networking capabilities and hardware design.

Some analytics can also be run on the back-end cloud-computing resource and derive

actionable knowledge from the raw data, such as, how to fertilize specific parts of the farm

in a localized manner. Such kinds of decisions do not require real-time (or, near real-

14



time) decision making. As an example of where data must be received and analyzed in

approximately real-time, consider the following scenario. When a combine is moving through

the field, it has to decide whether to add a particular type of fertilizer and in what volume.

For this, it would be useful if the sensors are queried, the sensor data is analyzed and the

above decisions are made in real-time. When deciding on sequences of such field operations,

knowledge of soil moisture, distances between fields, the likelihood of negative impacts on

yield from delayed operations, etc. are important. Even the current location of machinery

and workers would be important inputs to a model and can lead to improved efficiency and

safety for time-sensitive tasks such as spraying, planting, harvest, and transport.

1.2 Motivation

One of the most challenging IoT applications is IoT enabled smart agriculture. Agricul-

ture is one of the most important industries in human history. With the explosion of the

human population, its importance is broadened and improving its production rate is essence

to the fast-growing population. The agriculture industry has been adopting information and

communication technologies (ICT). Incorporated with diverse sensors and actuators, auto-

mated farms can monitor the environment and make plans accordingly. Farmers can also

use smart-phones to monitor the environments [  7 ], [  8 ]. A sensor network based automation

system is built to monitor the agriculture environment [ 9 ]. The sensor requirements by farm-

lands are different according to the types of products the farms are planting. For example, a

corn field may need temperature sensors, humidity sensors, nitrate sensors, and soil sensors.

These sensors can give the basic condition of the environment so that farmers can prepare

for the best season of planting.

Furthermore, accurate process condition monitoring is also becoming increasingly critical

in a number of current industrial applications. These are especially required in a vacuum

and cryogenic applications such as pharmaceutical manufacturing (e.g. lyophilization). In

lyophilization which is known to be a slow and lengthy process, the product temperature has

to be accurately maintained below the maximum allowable temperature to avoid product loss.

Temperature sensors (i.e. wired thermocouples) are typically placed in the products in the

processing chamber to monitor the temperature. This is however cumbersome as it leads to
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complex cable management and is sub-optimal in a production environment. Consequently,

wireless IoT sensor networks can play an important role in providing significant advantages

in such environments.

This dissertation addresses the development of IoT WSNs for two challenging areas,

namely smart agriculture and industrial lyophilization. For smart agriculture, a new LoRa-

based hybrid low-power wide-area mesh network is proposed (Chapter 2). This hybrid net-

work structure addresses the development of large-scale WSNs that are suitable for distinct

application areas with real-world deployments. To enable the data collection with vary-

ing sensors as well as to support wide area coverage with low energy consumption, a novel

IoT sensing platform was designed and manufactured integrating a micro-controller, wire-

less communication interfaces, and a hybrid network with short (2.4 GHz) and long-range

(915 MHz) communication links. On the industrial lyophilization side, two novel low-power

temperature sensing systems were proposed for tracking the lyophilization process. A fully

wireless, multi-point temperature sensor system as a Process Analytical Technology (PAT)

for lyophilization is proposed (chapter 3). In addition, a new non-invasive approach for

measuring product temperature, namely virtual thermocouple, that enables non-invasive

measurement of the product temperature by combining flexible multi-point temperature

sensing probe, as well as multi-physics simulation is proposed in chapter 4.

1.3 Dissertation Organization

This dissertation is structured as follows:

Chapter  2 proposes and demonstrates the design and implementation of the based hybrid

low-power wide-area mesh network [ 5 ]. An overview of current IoT technologies for large area

wireless sensing networks for agriculture applications is provided. Some of the “real-world”

challenges in developing such networks, namely the range in urban and rural environment,

deployment cost, as well as power consumption from the deployment perspective were dis-

cussed. A general problem statement was proposed to address the ”real-world” challenges

for developing such large-area wireless sensing network. In the end, the methodology and

design for the novel network topology to overcome this problem was provided. Lastly, the

performance of the hybrid network were demonstrated with two real-world deployments at
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the Purdue University campus and at the university-owned farm. The results suggest that

both networks have superior advantages in terms of cost, coverage, and power consumption

comparing with other existing long-range IoT solutions, like LoRaWAN.

Chapter  3 proposes a fully wireless, multi-point temperature sensing system for moni-

toring the lyophilization process citejiang2018multi. An introduction to the lyophilization

process and its importance was discussed. Some of the main challenges, which includes

the continuous process monitoring for the primary drying process at pilot scale was also

discussed. Then the methodology followed to overcome this problem was stated. A full

design flow for both hardware and software for the multi-point temperature sensor is pro-

vided. Furthermore, to test the performance of the system, freeze dying tests were run with

the wireless sensor system in a lab-scale freeze dryer with practically-important solutions

based on sucrose and d-Mannitol. Moreover, the abilities of the wireless multi-point sensing

system were expanded to track the sublimation process and to simultaneously determine

the sublimation rate and the vial heat trans-fer coefficient. In the end, the possibilities of

using the wireless multi-point temperature sensor system for real-time monitoring, process

verification, and cycle optimization for pharmaceutical lyophilization in laboratory process

development and GMP production were discussed.

Chapter  4 presents the design and implementation of the Virtual Thermocouple, a non-

Invasive temperature measurement approach for controlled lyophilization. Three parts of

this new technology were presented: 1) The flexible non-invasive multi-point sensing probe

that is attached to the vials externally, 2) The low-power wireless electronics that read and

transmits the data wirelessly. 3) The numerical model that translate the temperature profile

measured from the vial wall to the product temperature. In addition, experimental results

are provided to show that the proposed methods can effectively be used for monitoring the

drying dynamics and product temperature during freeze-drying process in real-time and

non-invasively.

Chapter  5 summarizes the contributions of this dissertation and discusses future oppor-

tunities.
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2. HYBRID LOW-POWER WIDE-AREA MESH NETWORK

FOR IOT APPLICATIONS

2.1 Introduction

Developing a large area wireless sensor network (WSN) comes with many challenges,

such as harsh environmental conditions, communication range, quality of service (QoS), de-

ployment cost and energy consumption (battery life). These technical challenges are further

discussed in a technical report by Heng et al [ 10 ].

To handle the above challenges, a new custom wireless IoT hardware platform that

is connected to temperature, humidity, and nitrate soil sensors and additional I/O pins

for enabling the connections to other sensors were designed and fabricated in this work[ 5 ].

LoRa [  11 ] was chosen as the communication protocol because of its long-range and low

power consumption (Section  2.2.3 ). LoRa utilizes chirp spread spectrum (CSS) modulation

and operates in the sub-GHz ISM band to void penetration capability and heavy in-band

interference.

Furthermore, a lightweight, hybrid network was proposed, combining the advantages of

wide-area coverage of LoRa and the ultra-low power consumption of ANT by integrating

them into a mesh network with following design goals:

• Must be low-cost in system level, meaning not only hardware of the node is low-cost,

the receiver (gateway) must be low-cost as well.

• Should be able to cover a large geographic area. For example, in the farming deploy-

ment, the network covers 2.2 km2 of a farm and the campus deployment covers around

1.2 km2 of Purdue campus.

• Has to be robust enough to survive the harsh environmental conditions and the network

should able to handle node failures and recover from it.

• The deployment procedure for the IoT devices should not require any specific domain

knowledge. Regular users should be able to simply install batteries to the IoT device.
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• In addition to LoRa, the proposed network should also incorporate ultra-low power

radio such as ANT to improve the performance and efficiency of the network in dense

deployments.

• The proposed IoT device must be able to adopt to additional sensors.

To evaluate the performance of the proposed hybrid network, a series of experiments

were conducted. First, several in-lab tests were conducted to show the power efficiency,

deployment feasibility as well as the reliability of the network over time. Next, two large-

scale real-world test were deployed in both rural (Throckmorton-Purdue Agricultural Center–

TPAC) and urban areas (West Lafayette campus at Purdue University) .

Figure 2.1. Hybrid Network Architecture. long-range Mesh Network
(LRMN) consists of several Short Range Star Network (SRSN) and a few
LoRa nodes.
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2.2 Background and Related Works

2.2.1 Wireless Personal Area Networks (WPANs)

This section gives a brief overview of three popular WPAN protocols: Bluetooth/LE,

ANT, and Zigbee.

Bluetooth/LE

Bluetooth is a wireless technology standard for exchanging data between devices in prox-

imity over a short distance using short-wavelength UHF radio waves in the industrial, sci-

entific and medical (ISM) bands, from 2.400 to 2.485 GHz. BLE stands for Bluetooth Low

Energy, a low power version of Bluetooth. It provides rapid link establishment functions

(simpler pairing) and 1 Mbit/s over-the-air bit-rate (with an option of 2 Mbit/s mode in

Bluetooth 5). In addition, the maximum transmit power is 10 mW (100 mW in Bluetooth 5)

for lower energy consumption with reduced range (<100 m). It supports a wireless sensor to

run for at least one year with a single coin cell (approximately 200 milliampere hour (mAh)).

ANT

A new legacy protocol ANT [  12 ] is popular because of its robustness and optimum en-

ergy consumption in developing WPAN applications, such as body parameter monitoring,

smart homes, fitness sport services and gathering of the medical data within the range of 20

meters. It has similar performance in terms of power consumption and range with BLE and

ZigBee [  13 ]. This ultra-low power wireless technology supports different kinds of low data

rate network topologies, such as peer-to-peer, star, and mesh. It communicates at 2.4 GHz

frequency.

Zigbee

The ZigBee Alliance [  14 ] is an association of companies working together to develop

standards (and products) for reliable, cost-effective, low-power wireless networks. ZigBee

builds upon the IEEE 802.15.4 standard [ 14 ] which defines the physical and Medium access
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control (MAC) layers for low cost, low rate personal area networks. Zigbee operates in the

ISM radio bands: 2.4 GHz in most jurisdictions worldwide; though some devices also use

784 MHz, 868 or 915 MHz depending on the regions. ZigBee defines the network layer

specifications for star, tree and peer-to-peer network typologies.

2.2.2 Low-Power Wide-Area Network (LPWAN)

This section gives a brief overview and discusses the tradeoffs of the popular LPWANs

technologies to provides perspective on why this work chooses LoRa.

LoRaWAN

LoRaWAN [ 15 ] is one of the most promising LPWAN solutions and is currently gaining

traction to support IoT applications and services based on the LoRa radio modulation tech-

nology. LoRa modulation adpots the M-ary frequency shift keying (FSK) and Chirp Spread

Spectrum (CSS) operating at 868 MHz (Europe) and 915MHz (North America) ISM band

promising ranges up-to 20-25 km[  16 ]. LoRa also supports an Adaptive Data Rate (ADR)

from 300 bps to 50 kbps for a 125 kHz bandwidth and supports configurable chirp duration

(spreading factor) to maximize both the battery life of each device and the overall capacity

available through the system. LoRaWAN defines the MAC communication protocol and the

system architecture for the WSN network that is being standardized by the LoRa Alliance

[ 15 ]. The protocol uses a star-of stars type network topology, in which every Lora node can

communicate directly with the Gateway module.

Sigfox

Sigfox is a proprietary Ultra Narrow Band (UNB) LPWAN solution that operates in

the 869 MHz (Europe) and 915 MHz (North America) bands with an extremely narrow

bandwidth (100 Hz). It is based on Random Frequency and Time Division Multiple Access

(RFTDMA) and achieves a data rate around 100 bps in the uplink, with a maximum packet

payload of 12 Bytes. However, Sigfox limits per amount of data per any device in the network

to 14 packets/day. These limitations, together with a business model where SigFox owns

21



the network, have shifted the interest to LoRaWAN, which is considered more flexible and

open[ 5 ].

NB-IoT

The 3rd Generation Partnership Project (3GPP) is a joint initiative of European, U.S.,

Japanese, and Korean telecommunications standardization organizations to produce global

specifications for the Universal Mobile Telecommunication System (UMTS) [  17 ]. 3GPP stan-

dardized a set of low cost and low complexity devices targeting Machine-Type-Communications

(MTC) in Release 13. In particular, 3GPP addresses the IoT market from a threefold ap-

proach by standardizing the enhanced Machine Type Communications (eMTC), the Narrow

Band IoT (NB-IoT) and the EC-GSM-IoT[  4 ]. The Narrow Band IoT (NB-IoT) is one of

the three IoT approaches standardized by the 3rd Generation Partnership Project (3GPP).

The other two approaches are the enhanced Machine Type Communications (eMTC) and

the EC-GSM-IoT[ 4 ]. Although these approaches reduce the energy consumption and the

cost of the devices, they have not caught up their non-3GPP counterparts. For instance,

the module cost for LoRaWAN and SigFox are both around $2-5 and eMTC is still around

$8-12[ 18 ].

In conclusion, LoRa was used in this work because of the following advantages: i) the

number of LoRa-enabled deployments is increasing continuously while, on the other hand, few

initial NB-IoT deployments have been already performed; ii) LoRa operates in the ISM band

whereas cellular IoT operates in licensed bands; this fact favors the private LoRa networks

without the involvement of mobile operators; iii) LoRaWAN, a cloud-based medium access

control (MAC) layer protocol based on LoRa, has growing backing from industry, e.g., LoRa

Alliance, CISCO, IBM, and HP, among others.

2.2.3 Related Studies in LoRaWAN

The LoRaWAN network relies on the hub-and-spoke topology in which LoRaWAN gate-

ways relay messages between end-devices and a central network server. This approach in-

troduces two main problems: cost and power consumption. Deploying multiple gateways
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for a large LoRaWAN network is expensive, since LoRaWAN gateways normally cost from

hundreds to thousands of dollars. In addition, LoRaWAN gateways require internet access

to communicate with the server, which for many applications, like smart agriculture, might

not be available. In such cases, one needs to rely on cellular connection which increases the

network development cost.

The second issue is the power consumption. To achieve optimal transmission, LoRa

utilises the following configuration parameters: the carrier frequency, the spreading factor,

the bandwidth and the coding rate [ 19 ]. The combination of these parameters affects energy

consumption and transmission ranges. Taoufik et al.[ 20 ] calculated the theoretical maximum

range that can be achieved at a given output power (PT x) level with different spreading

factors (SF). In addition, they also proposed an energy consumption model based on these

parameters as following:

Etx = Pcons(PT x) · (NP ayload + Np + 4.25) · 2SF

8 · PL · BW
(2.1)

where Etx is the energy consumed per bit, Pcons(PT x) is the total consumed power which

depends on transmission power (PT x), PL is the payload size and BW is the bandwidth.

To achieve long communication ranges with LoRaWAN ( > 10 km), high spreading

factors (SF) are required with a transmit power greater than 20 dBm (assuming a path-loss

exponent equal to 3). However, a similar range can be achieved with 3 continuous hops

using 3 different nodes with SF = 7. Lowering the spreading factor consumes significantly

less energy. Total energy consumption for these two scenarios can be calculated based on

Equation  2.1 for SX1262 LoRa transceivers at 20 dBm (Pcons(20dBm) = 389.4 mW [  21 ])

with 8 bytes payload. Figure  2.2 shows the Etx for all spreading factors (6 to 12).

Furthermore, because of the multi-hopping, the energy consumption for RX has to be

considered as well and can be calculated as follows (Prx = 15.2 mW [ 21 ]):

SF = 7, Erx = Prx · Tonair

8 = 15.2 · 36.096
8 ∗ 8 = 8.57uJ/bit (2.2)

Hence, the total energy consumption for 3 hops is:
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ET otal = 3 · Etx + 2 · Erx = 0.67mJ (2.3)

6 7 8 9 10 11 12

Spreading Factor (SF)

0

1

2

3

4

5

6
E

tx
 (

m
J
/b

it
)

Figure 2.2. LoRa Time-on-Air vs different SF with 8 bytes payload (CR =
4/5, BW = 125kHz and 8 preamble symbols).

Similar observations could be found for SF9, SF10, SF11 and SF12. As a conclusion, for

a battery operated LoRa network covering a large range (> 10km), a dynamic multi-hop

mesh network could be much more efficient than LoRaWAN.

The power consumption is also distributed across multiple nodes, resulting in overall

better life span for “battery driven” WSN compared with LoRaWAN.

In addition, LoRaWAN’s asynchronous, ALOHA-based protocol limits its scalability and

reliability[ 22 ]. Capacities of LoRaWAN networks are simulated and discussed in [  23 ], which

indicates that LoRaWAN network has very limited capacity due to desiccation and duty-cycle

restrictions. Varsier and Schwoerer [  24 ] found that PDR reduced to 25% due to packet colli-

sions for a virtual large-scale application with high node densities. To overcome the limita-

tions of LoRaWAN, more recent studies describe time-slot-based medium access mechanisms.
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While Piyare et al.[  25 ] describe an asynchronous time division multiple access (TDMA) with

a separate wake-up radio channel (range of wake-up radio tested in lab environment, not

multi-hop within sub-net), Reynders et al. [  26 ] suggest using lightweight scheduling that

needs an adoption of the LoRaWAN network.

2.2.4 Concurrent Transmission (CT) with LoRa

Chun-Hao Liao et al. [  27 ] developed a concurrent transmission (CT) flooding-based multi-

hop LoRa network with low collision rate by introducing random delay. They demonstrated

a successful deployment of 18 sensors between multiple buildings across 290 m x 195 m area.

However, their approach falls short in the following two design rules of WSN.

Figure 2.3. Demonstration of the LoRa concurrent transmission problem [ 27 ].

First, the CT-flooding approach is not applicable for WSN due to high-power consump-

tion. Figure  2.3 shows a basic relay map of a CT-LoRa network with 18 sensors. For the

sthece node to transmit one data package to the destination node, this CT-LoRa will have

a total of 17 transmission and 17 receiving windows across the network, while in a very

optimized network only 5 transmission and receiving windows are required for transmitting

the same package. This is especially true for any “battery driven” LoRa based network since

LoRa transmission is extremely expensive in terms of power when operating at high SF and

transmission power.
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Second, collision still exists with a high density of end devices. The authors studied the

packet reception rate (PRR) with different numbers of relays for each node. The results show

that the PRR degrades significantly as the number of relays increases. These drawbacks limit

the general scalability of their work in WSN.

2.2.5 Synchronous LoRa Mesh Network

Recently, Ebi et al.[ 28 ] proposed a mesh network approach to extend the capability of

LoRaWAN by integration with a linear mesh network with multi-hopping to monitor under-

ground infrastructure. The key feature of their network is the use of intermediate repeater

nodes (RN) that allow the formation of individual linear multi-hop network with clusters of

sensor nodes (SN). RNs are designed to be placed above ground and have LoRaWAN con-

nectivity to a gateway and act as a root for child (sensor) nodes, which are remotely placed

beyond LoRaWAN coverage (underground). The RNs used two different LoRa transceivers

to handle both LoRaWAN network as well as a linear LoRa mesh network. This concept

was successfully tested and thoroughly evaluated in two full-scale field test with a total of 17

prototype devices. Although this network works for monitoring underground infrastructure,

their implementation comes with some limitations. The bare-bone underlying structure is

still LoRaWAN. As discussed in Section  2.2.3 , the limitations of LoRaWAN still remain

unsolved. In addition, the maximum number of the child-nodes is limited to 5 SNs due to

the inherent payload restriction of the LoRaWAN standard. The authors also observed that

the RNs consume about twice as much energy as SNs because of the additional LoRaWAN

communication with the gateway. This means the RNs will drain faster than SNs in battery

life, resulting in a disproportionate failure rate. When RNs fail, all connected SNs will lose

the network connection. Thus these limitations could result in higher failure rates in certain

nodes and non-optimal power consumption.

2.3 Methods

To enable the data collection with varying sensors as well as to support wide-area coverage

with low energy consumption, a hybrid network was proposed with short and long-range
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communication links and designed the own sensor node by integrating low-power micro-

controller with dual wireless communication interfaces (915MHz and 2.4GHz) to support

the proposed network.

2.3.1 Hybrid Network Architecture

The hybrid network architecture is shown in Figure  2.1 . The proposed network topology

is a mesh of multiple smaller star-topology sub-networks. LoRa was used to build a LRMN

and ANT to build a SRSN for each individual sub-network. SRSN can cover a circular area

of a radius of about 30 meters. SRSN works in the hub-and-spoke mode with a single hub

node receiving data from multiple spoke nodes.

There are two reasons behind the hybrid architecture. First, the IoT network should

enable data collection in a wide-area. Though LoRaWAN is capable of providing end-to-end

communication of several miles, it suffers from high energy cost and the inadaptability of

dynamic environments in applications like agriculture. Therefore, the long communication

ability of LoRa was utilized to design the LRMN while the much more energy efficient SRSN

was used for near-neighbor communication.

Second, for certain applications, there may be some areas with dense deployments of

sensor nodes, in which LoRa is an overkill and will cause network contention. Therefore,

SRSN was designed to collect data in such subareas for energy conservation.

2.3.2 The LoRa Mesh Network

TDMA Scheduling Algorithm

One important requirement for the mesh network is to ensure the data is successfully

uploaded to the cloud, no matter how far the sensor node is from the LoRa gateway. Since

the sensor node that is out of the communication range of a LoRa gateway needs to find a

intermediate node for routing its data, the intermediate nodes and the sensor node need to

coordinate the time window so that the intermediate node is in reception mode while the

sensor node is sending its data. A trivial solution to this coordination problem is to always

open the reception channel of the intermediate node. However, an always-on reception
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channel is energy inefficient (approximately 10 mA current for the device in LoRa reception

mode vs 2 µA in sleep mode, 5000 times increase in power).

Therefore, the TDMA scheduling algorithm [  29 ] was adopted and customized it to the

system. The pseudo-code is shown in Algorithm  1 . The input, nodelist is the list of nodes

in the network sorted in the descending hops to the LoRa gateway. Therefore, the algorithm

starts with the node which is the furthest from the gateway (line 7 in Algorithm  1 ) and ends

with the node which is closest to the gateway. There are three operating modes (Receive

/ Send / Sleep) of LoRa. The scheduling algorithm coordinates the sending and receiving

actions for all nodes in the mesh network so that the data is transmitted without collisions

with any other neighboring nodes that are also sending data at the same time. Additionally,

customization puts the nodes mostly in Sleep mode. The difference between the original

algorithm [ 29 ] and Algorithm  1 is that the original algorithm assumes a node can send all

the data, including its own sensor data as well as the data received from other nodes, in

the same packet in one timeslot. However, each node can only send data with fixed size.

Therefore, if the data to be sent is too large, it has to be fragmented into multiple packets

and sent at multiple timeslots. This customization is due to the packet size limitation in a

single LoRa transmission. SX1262 LoRa transceiver [  21 ], which was used in the deployment,

has only 256 bytes of the transmission buffer. Thus, assuming the size of a single fragmented

data packet is 256 bytes, if a node has received 3 packets from 3 neighbors plus 1 packet

of its own sensor data, it will need to send 4 packets with 1 KB size of data. The 1 KB

data cannot be fulfilled in one timeslot due to the SX1262 buffer limitation. Line 22 of

Algorithm  1 checks the remaining packets (including those received from other nodes as well

as the packets generated by itself) of a node and only after all of its packets have been

scheduled, it will be removed from the node list so that the algorithm will not schedule it

for the future timeslots. Section  2.3.3 gives a concrete example to explain how the mesh

network is built up using Algorithms  1 and  2 .

The Mesh Protocol

The LoRa node in the mesh network has three phases as shown in Figure  2.4 , namely

Setup, Data Passing, and Sleep. The first phase (line 2 to 6 in Algorithm  2 ) is the setup phase
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Algorithm 1 LoRa Communication Mode Scheduling.
1: procedure Build Schedule on the Hub Node

Input: nodelist
Output: schedule

2: do
3: slot = new Slot();
4: send_coll_list = [];
5: recv_coll_list = [];
6: while nodelist.length > 0 do
7: node = nodelist[0];
8: if (node.recv == 0
9: and

10: node.packet > 0
11: and
12: !send_coll_list.contains(node)
13: and
14: !receive_coll_list.contains(node)) then
15: slot[node] = SEND;
16: slot[node.dest] = RECV ;
17: send_coll_list.insert(node.dest.nbrs)
18: send_coll_list.insert(node.dest)
19: recv_coll_list.insert(node.nbrs)
20: node.dest.recv − −;
21: node.packet − −;
22: if (node.packet == 0) then
23: nodelist.remove(node);
24: schedule.insert(slot)
25: while slot.length > 0
26: return schedule

where the nodes build up a routing table and the LoRa hub node builds a communication

schedule that indicates the time window for which nodes to send data (Algorithm  1 ). The

second phase (line 7 in Algorithm  2 ) is the data passing phase where each node follows the

schedule to send or receive data. In the third phase (line 8 in Algorithm  2 ), the node sleeps

to save energy since it knows no one will send data to it.
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Figure 2.4. Three phases of the nodes in LoRa mesh. Duty cycle consists
of the Initial Setup phase and any Data Passing phases. One period cycle
consists of one Data Passing and the followed sleep phase.

Algorithm 2 LoRa Mesh Network Protocol.
1: procedure Operations of Each Node

Setup Phase
2: Each node builds local routing table using distance vector routing protocol.
3: Each node broadcasts its own routing table and forwards others’ routing tables, for

the purpose of gathering all routing tables at the Hub node.
4: Hub node builds the connectivity table for the whole network after collecting all

routing tables from other nodes.
5: Hub node executes Algorithm  1 to build the communication schedule of each node

and floods the schedule out; all the other nodes forward the schedule after receiving it.
Data Passing Phase

6: Each node sends / receives / sleeps based on the schedule.
Sleep Phase

7: All nodes sleep until the next Data Passing Phase.

2.3.3 Centralized Mesh Protocol

The communication in the mesh network must guarantee there is no collision where two

nodes send data to a third node at the same time. Therefore, when creating the schedule

for each node to communicate data, one needs to understand the whole network structure so

as to avoid such communication collisions. Therefore, a centralized approach was designed

where the hub node in the LoRa mesh is in charge of collecting information from other nodes

to understand the whole network structure as well as creates the schedule according to the

network structure. It first collects the routing table from each LRMN node so that, based

on the neighborhood information of each node, it can construct the whole network structure,
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namely the connectivity table referred in line 5 of Algorithm  2 . Therefore, the scheduling

algorithm is centralized and the node closest to the LoRa gateway was empirically chosen

as the LoRa hub to do those jobs.

Build individual routing table

A simple version of routing information protocol [ 30 ] was used to create the routing

table. Figure  2.5 shows how the routing table is built. The LoRa hub node broadcasts a

hello message and whoever receives the hello message will rebroadcast it. The hello message

includes the information of who the sender is and the shortest distance from the sender to

the hub node. Eventually, all nodes will hear the hello message from their neighbors and

build an individual routing table.

Collect individual routing table

The individual routing tables are sent to the hub to create the connectivity table, which is

then referred by the TDMA algorithm to create routing schedules. Every node will broadcast

its routing table to its neighbors. Additionally, when a node receives a routing table that

it has not received yet, it will rebroadcast it. Eventually, after all the routing tables are

collected at the hub node, the hub node will build a connectivity table that reflects the whole

network structure. Figure  2.5 also shows the connectivity table for that mesh network.

Create schedules for all the nodes

The hub node will refer to the connectivity table as well as the customized TDMA

scheduling algorithm in Section  2.3.2 to build the schedule of each node as shown in Table  2.1 .

The schedule is used by each node in the Data Passing phase to either send or receive data.

Recover from node failure

In case of a node failure, the associated nodes that normally receive data from the failed

node will immediately discover the failure (no downlink communication from the failed node)

during the next TDMA cycle, and will switch to reception mode for further instructions.

Eventually, all nodes will not transmit anything, and the hub node detects that there is a

failure. The hub node will issue a reset beacon message and floods it to all node with similar

techniques discussed in Section  2.3.4 . After receiving the beacon, the network will repeat

the setup phase and recovers from the node failure.
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Figure 2.5. Flood hello message to build routing table in each sensor node.
After routing tables are built and collected by Node 1, a connectivity table is
created to reflect the connectivity of the whole network.

Table 2.1. The schedule built for the network in Figure  2.5 . After timeslot
6, all nodes switch to the sleep mode.

Node / Timeslot 1 2 3 4 5 6
1 Rx Rx Rx Tx Tx Tx
2 Rx Tx Tx Sleep Sleep Sleep
3 Tx Sleep Sleep Sleep Sleep Sleep
4 Tx Sleep Sleep Sleep Sleep Sleep

2.3.4 Time Synchronization

Time accuracy is crucial for any TDMA based collision-free network. Unsynchronized

time across the network will result in data loss and network failure. In addition, without

an external time source, the micro-controller often relies on crystal oscillator to record time.

However, the crystal oscillator drifts over time. Therefore, periodic time synchronization

over the network is required for stable operation. Ebi et al [  28 ]. employ an external time

sthece module (GPS) in their network to acquire the coordinated universal time (UTC) at

RNs [  28 ]. This time will transmit to the connected SNs by a ”beacon flooding” with TDMA

scheduling. However, using TDMA in a LoRa mesh network for down-link communication

will significantly increase the overhead of the network. On the other hand, concurrent

flooding addressed the need of the smaller overhead at a cost of higher chances of package
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collision [ 27 ]. Figure  2.6 demonstrates the possible collision that could happen in such

approach. To overcome this issue, a random delay was inserted between the flooding messages

to minimize the possibility of package collision similar to Liao et al.’s work [ 27 ].

Figure 2.6. Left figure represents the possible package collision caused by
time sync with concurrent flooding. Right figure shows the solution of the
time synchronization process with a random delay.

Figure  2.6 shows the detailed time synchronization process, for each synchronization

cycle, the center node (Node 1 in Figure  2.6 ) will initiate a 5 bytes beacon package containing

sthece of this beacon (Nsthece), number of hops (Nhops) from the center node and the random

delay (Tdelay) before transmitting this beacon from the center node. Any node that receives

this beacon will wait for Tdelay that is smaller than the LoRa symbol time Tsymbol and then

immediately re-transmit this beacon. This approach minimizes the package collision as well

as the down-link overhead since the flooding beacon is only 5 bytes. After the beacon

has been received by the nodes, the relative time elapsed Tpast since the previous node’s

transmission can be calculated as follows:

Tpast = Tbeacon + Tnode + Tdelay (2.4)

where Tnode is the time that is needed for node to process and re-transmit the beacon,

Tbeacon is the time on air of the package.
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However, because of the variability of the Tnode due to the SPI communication between the

micro-controller and LoRa transceiver and the imperfect time synchronization, the receiving

windows was manually expanded by 5 ms to compensate for the inconsistency. This process

will synchronize the timing across all the nodes in the network to avoid the time drifts over

a long period of time.

2.3.5 Adaptive LoRa Link (ALL)

One of the benefits of adapting the LoRa technology is the “degrees of freedom” at

the physical layer. Ochoa et al. study suggested that the potential of an adaptive LoRa

solution (i.e., in terms of spreading factor, bandwidth, transmission power, and topology)

could greatly optimize energy consumption without sacrificing the communication range[ 31 ].

In the proposed LoRa mesh network, the proof of such concept by adopting the Adaptive

LoRa Link (ALL) was provided to further improve the energy performance of the network.

Although there are many physical parameters that can affect the energy of the LoRa link, SF

and transmission power have the most impact in terms of the energy consumption. In this

work, as a proof of concept, ALL is designed to only focusing on adjusting the transmission

power of the network. However, similar methodologies will apply for adjusting the SF.

During the setup phase, in addition to building a routing table, each node will note the

Received Signal Strength Indicator (RSSI) which is a estimated measure of the signal power

level from each of the LoRa packages it received. Once the network is stabilized, during the

first TDMA cycle, each node will be aware of the RSSI from its previous transmission. Then

each node will adjust its PT X based on collected RSSI value. After the adjustment, a new

RSSI will be updated to verify the quality of each LoRa link (RSSI -120dBm). This process

will increase the energy efficiency of each LoRa link without degrading link quality.

2.3.6 ANT Hub-and-Spoke Network

ANT was used to build the Short-Range Network (SRSN). ANT auto shared channel

(ASC) is a communication channel specified by ANT [ 12 ], and it is used to build reliable bi-

directional communication in a hub-and-spoke topology. The ASC communication structure
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is shown in Figure  2.7 . An ANT hub node receives data from other spoke nodes. All

spoke nodes share a single channel to communicate with the hub. ASC supports up to 66K

spoke nodes. By default, ASC requires a user specified channel master node to establish

the network, a layer was added on top of that called Adaptive Mode Switching (AMS) to

dynamically select the hub node. AMS is based on a round robin (based-on battery level)

campaign to select the hub node. During the setup phase, each node will broadcast its ID

and battery level and actively listens for other near-by ANT broadcast, node with the highest

battery level will become the hub node. If multiple nodes have the same battery level, the

node with the lowest ID will become the hub node. Once the hub node was selected, the

ASC uses an ANT proprietary shared channel topology to establish the network, with the

hub node being channel master and the rest of the nodes become shared slaves [ 12 ].

Figure 2.7. ANT shared channel hub-and-spoke network structure. H repre-
sents the hub node (Channel Master) and S represents the spoke node (shared
slave).

In each SRSN, all the spoke nodes send data to a hub node via ANT and the hub node is

in charge of uploading the aggregated data to the cloud. The hub node has two methods to

upload the aggregated data. First, if the SRSN is a standalone network and associated with

an ANT gateway, it does not need to enable the AMS functionality but directly sends data to

the ANT gateway. Second, if the SRSN is part of a LRMN (the SRSN clusters in Figure  2.1 ),

the hub node will switch to LoRa mode to route the aggregated data to the LoRa gateway.

Clearly, the hub node consumes more energy than the spoke nodes. Therefore, AMS is used

for balancing the energy consumption. Figure  2.8 demonstrates this idea. When a hub node

drains to a lower-than-threshold battery level, it will issue a AMS message and the spoke
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node with highest battery and within the same SRSN will be selected as the new hub. The

original hub node then works as a spoke. This AMS feature guarantees no single node in

SRSN is significantly drained and ensures the SRSN cluster still remains in the same LRMN

network.

Figure 2.8. Adaptive Mode Switching (AMS) flowchart.

To address the potential failures of the hub node, a heuristic method was used: a timer

(Failure Detection Timer in Figure  2.9 ) to detect the failure of the hub node. As shown

in the left part of Figure  2.9 , during normal operation, the hub node periodically sends an

update request to each spoke node to request for new sensor and battery data. When a spoke

node finishes data upload, the spoke node will reset the failure detection timer. This timer

is set to be much longer than the data upload periodicity (e.g. 5 × periodicity) to count for

any possible data loss. In the scenario of hub node failure (the right part of Figure  2.9 , the

timers on the hub nodes will expire and all the spoke nodes will reset themselves, resulting

in the entire SRSN to be re-initialized. The remaining nodes will form a new SRSN without

the failed node. After the new SRSN is initialized, the new hub node will switch on LoRa

reception mode and wait for the next TDMA cycle to join back to the LoRa mesh network.
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Figure 2.9. SRSN Normal Operations and Failure Tolerance.

2.3.7 Hardware Sensing Platform for the Deployment

There are three main challenges when designing the platform for deployment: building a

sufficiently low weight, low cost and energy efficient hardware capable of mass production,

incorporating numerous subsystems to facilitate various applications (e.g.smart agriculture

and smart city), and protecting the electronics from harsh environmental conditions.

The hardware platform used in this study builds on the hardware platform that was

reported in the earlier work[ 32 ] as shown in Figure  2.10 and Figure  2.11 (a). It utilizes

the HMAA-1220 wireless transceiver module (Figure  2.11 (b)) from HuWoMobility[ 33 ]. The

HMAA-1220 wireless transceiver was powered by nRF52832 chip from Nordic Semiconduc-

tor[ 34 ] and SX1262 LoRa transceiver from Semtech[ 35 ]. nRF52832 features a low power

32-bit ARM Cortex-M4F processor with a built-in-radio that operates in the 2.4 GHz ISM

band and supports ANT, BLE and Bluetooth 5 wireless protocols with up-to +4 dBm trans-

mit power. It is also equipped with 64 kB RAM and 512 kB of flash storage which can be

used for storing data for in-node data analysis.

SX1262 from Semtech [  21 ] is the new sub-GHz radio transceivers which is ideal for long-

range wireless applications. It supports both LoRa modulation for LPWAN applications and
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Figure 2.10. System block diagram of the hardware platform. Adopted from[  32 ].

FSK modulation for legacy use cases. In addition, SX1262 also complies with the physical

layer requirements of the LoRaWAN specification released by the LoRa Alliance[ 36 ] and the

continuous frequency coverage of SX1262 from 150 MHz to 960 MHz allows the support

of all major sub-GHz ISM bands. SX1262 was designed for long battery life with current

consumption of 4.6 mA in active receive mode and 600 nA in sleep mode. With the highly

efficient integrated power amplifiers, SX1262 can transmit up-to +22 dBm while having a

high sensitivity down to -148 dBm. Along with the co-channel rejection of 19 dB in LoRa

mode and 88 dB blocking immunity at 1 MHz offset, SX1262 provides a maximum of 170

dB link budget which is ideal for long distance communication.

Figure  2.11 (a) shows the printed circuit board (PCB) with its packaging. The HMAA-

1220 (Figure  2.11 (b)) module was mounted on a “motherboard” with 4 LEDs and some

pinouts for connecting different “daughter board” (Figure  2.11 (c)). This design choice allow

us to extend the flexibility of the hardware platform to facilitate different applications. The

entire PCB was enclosed in an IP67 packaging for protection against environmental factors.
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Figure 2.11. The hardware platform: (a) Motherboard PCB and battery
holder with its packaging, (b) Motherboard PCB with two daughter boards,
(c) The HMAA-1220 module.

2.4 Results

2.4.1 In-lab Evaluation

To verify the functionality and stability of the network, a series of both in-lab tests as

well as real-world deployments was conducted.

Laboratory experiments was preformed with 9 sensor nodes with 1 node acting purely as

standalone receiver monitoring the entire network to check the stability of the network.

Figure  2.12 shows the configuration of the network structure. All 8 nodes are placed

together on a lab bench along with the receiver. Node 1 is the center node for this test.

Testing the network structure in this condition is nontrivial since all sensors are in close

proximity, the long-range capability of LoRa will not able to form the desired structure since

all node are in range with each others no matter how the LoRa parameters were configured.
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Table 2.2. LoRa configuration for the in-lab test and field deployment.
Parameter In-lab test Field Deployment
Spreading
Factor SF 7 7

Bandwidth BW 125kHz 125kHz
Preamble
length 8 8

Transmission
Power PT x +0dBm Variable

Coding Rate CR 4/5 4/5

CRC checking Head &
Payload

Head &
Payload

To resolve this issue, a filter was created in the low-level firmware (LoRa driver) to block

connections from unwanted sensor nodes. For example, in the structure shown in Figure  2.12 ,

Node 4 should only receive data from Node 3 and Node 5 in the desired structure. However,

in reality, node 4 is able to receive data from all nodes because of the close proximity between

sensors. The firmware filter will filter any data from nodes other than node 3 and node 5. All

other data will be ignored to simulate the desired network structure. The biggest benefit of

the approach is that the mesh-layer of the network is completely untouched, meaning from a

network stack point of view, this lab test will be able to simulate the real-world conditions.

Table  2.2 shows the LoRa configuration of the lab experiment. To fully review the

performance as well as the stability of the network, the network was kept running with

each node programmed to transmit one 64 Bytes data package per minute (1.8 kBps) for

an entire week. As the performance indicator, the receiver records all of the network traffic

from all nodes. RSSI are not evaluated in this test since the TX power of all LoRa nodes

was intentionally lowered. The reliability and stability of data packet delivery was evaluated

for each individual node using the packet deliver rate (PDR), i.e. the ratio between the

number at the center node (# RECEIVED) and the number of packets that should have

been received (# EXPECTED). With the help of the traffic monitoring receiver, two sets of

PDRs can be calculated, PDRi and Total_PDRd:

PDRi =
∑ #RECEIV EDi∑ #EXPECTEDi

(2.5)
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where PDRi is the packet delivery rate of node i during the entire week.

Total_PDRd =
∑

d #RECEIV ED∑
d #EXPECTED

(2.6)

where Total_PDRd is the total packet deliver rate of all the node during the #dth day.

The estimation of the number of expected packets is based on each specific node with

constant transmission interval (1 min). Because of the nature of the multi-hop network,

counting the number of packets arriving at the receiver will count for both node-specific

performance as well as the multi-hop route from that specific node to the center node. In

contrast, Total_PDRd provides an overview of the network stability over time. Instead eval-

uating node-specific parameters, Total_PDRd provides an overview of the system stability

of time synchronization as well as the TDMA routing.

Figure  2.13 (a) shows the results of the PDRi of the one-week test, all nodes show more

than 99% PDR except for node 4. Figure  2.13 (b) shows the results of the Total_PDRd for

the same test, it suggests the network stability is very strong and is not time dependent.

Figure 2.12. Network structure for the in-lab system stability test.

The power consumption was measured for one node under real-life conditions for a net-

work structured with the nodes as shown in Fig  2.14 . In addition, each sensor is connected

with HDC2010 temperature and humidity sensor. For each cycle, each node will transmit

a package of 64 bytes including one temperature and humidity reading. Due to the nature

of the mesh network, energy consumption within the network varies depending on i) the

position of the participating node in the hierarchy of the mesh network, and ii) the topology

type of the network. As shown in Figure  2.14 , node 1, 2, and 3 are connected with the
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Figure 2.13. Results (PDR and Total_PDR) for the in-lab system stability test.

proposed LoRa mesh protocol. Node 3 also communicates with node 4 via ANT. The goal

of this configuration is to route the data from node 4 (ANT), node 3 (ANT + LoRa), and

node 2 (LoRa) to node 1 (LoRa). For each TDMA scheduling cycle, node 4 will transmit

one package via ANT to node 3 and node 3 will forward this package plus its own package

to node 2 via the LoRa. Then, node 2 will transmit 3 packages (2 received + 1 own) to

Node 1. The LoRa configuration for this test is identical to the field deployments with +18

dBm transmission power.

Power consumption was measured using a N6705B DC power analyzer from Agilent

Technology[ 37 ]. Each sensor node is powered with 3.3 V DC by the DC power analyzer.

Figure  2.15 shows part of the current profile of Node 3 where each state of operation is

clearly marked. The hardware consumes around 25 µA during sleep, 10 mA during ANT
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Figure 2.14. Network setup for the energy consumption test.

TX, 12.5 mA during LoRa RX and 72.5 mA during LoRa TX. Therefore, the average current

consumption with 10 minutes TDMA cycle delay for Node 3 is 56 µA which can be translate

to 5.2 years of expected battery life with standard AA alkaline batteries (2500 mAh). Table

 2.3 shows the average current consumption and the expected battery life (with 2 AA alkaline

batteries) of each node. Comparing between nodes 1, 2, and 3, the energy consumption of

different nodes is determined by the number of receive/transmits windows. Note that Node

4 consumes significantly lower power. This shows that ANT radio is superior in terms of

energy efficiency compared with LoRa. In conclusion, even though energy consumption is

highly dependent on the network structure and while some nodes do consume high power,

the network still has a very acceptable expected battery life across all nodes.

Table 2.3. Measured Power profile and Expected Battery Life with 2xAA Battery.
Average Current Draw (Iavg) Expected Battery Life

Node 1 33 µA 9 years
Node 2 74 µA 4 years
Node 3 56 µA 5 years
Node 4 25 µA 11 years

To fully test the performance and durability of the hardware platform against harsh envi-

ronments, 4 units equipped with the smart agriculture interface was deployed at Throckmorton-

Purdue Agricultural Center (TPAC) at Purdue University. All units were equipped with tem-

perature and humidity sensors to monitor the environmental conditions at the farm and were

placed 1 meter above the ground. The deployment locations are shown in Figure  2.17 . Two
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Figure 2.15. Measured current profile for Node 3 during one transmission
cycle where blue region represents LoRa’s Tx and Rx windows and red region
represents the ANT transmission window.

of the units with printed thin-film nitrate sensors were installed in the stream to measure the

nitrate pollutants from fertilizer runoffs in the stream. The other two units were interfaced

with the independent ECH2O 5TE Soil sensors to monitor the soil temperature, conductiv-

ity, moisture, and dielectric at the different depths[ 38 ]. All the units were programmed to

send data every 10 minutes and the data received at the receiver is uploaded to the data

server and displayed on the web. As of January 2020, these units have been continuously

operating for more than a year without major failure. The highest temperature recorded is

above 110 oF and the lowest temperature is -40 oF . This proves the hardware is capable of
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withstanding harsh environmental conditions while being in situ in an unmonitored outdoor

environment.

2.4.2 Large-scale Deployment
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Figure 2.16. TDMA schedule of the campus deployed network, each Hop is
clearly marked. Path 1 to 3 corresponds to the path from Figure  2.19 . The
total length represents the total overhead of the corresponding path.

The proposed network was first tested in TPAC to evaluate the multi-hop performance

of the mesh network for covering long-ranges. Five mesh nodes were deployed in linear hop

formation in addition to the existing 4 sensing nodes equipped with soil moisture sensors and

flexible nitrate sensors. The newly deployed mesh nodes were equipped with temperature

and humidity sensors as well as nitrate sensors and powered with 4 AA batteries. Figure  2.17 

shows the map of the farm deployment: The green dot represents the receiving computer;

the red dot represents the center node of the mesh network; the blue dots represents the 5

mesh nodes; the yellow dots represent the the previously deployed sensor nodes that were

not part of the mesh network. The LoRa configuration of each node is shown in Table  2.2 

with SF7 and TX power = 15 dBm. Each node was programmed to send one 64-byte packet

every 10 minutes. Once each cycle is complete, the center node will forward the packages

to the receiver for upload. With 4 linear hops, the proposed mesh network is able to cover

3 km in farmland with more than 98% PDR across all nodes with SF7. This experiment
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Figure 2.17. Deployment of the proposed mesh network at TPAC. Each blue
dot represents a LoRa mesh node and the black line represent a stable LoRa
link.

confirmed that the mesh network is able to cover long distances with low spreading factor

(SF7).

In the campus-scale deployment, 13 LoRa nodes were placed, distributed in a 1.1 km

by 1.8 km area of Purdue University campus. All 13 nodes were deployed and continuously

operated for a period of two weeks. Figure  2.19 shows the complete map of the campus-

scale experiment where a complete mesh network is established. Each blue dot represents

a network node which is randomly and evenly distributed across the entire Purdue campus

(Figure  2.18 (a)). The red node represents the location of the center node. The green dot

represents the receiver, a laptop connected with SX1272DV K1CAS (LoRa development

kit) from Semtech[ 39 ]. Each solid line represents the actual LoRa link for the deployed

network and the dotted line represents available LoRa links that were not being used. The

node junction represents two nodes (node 12 and node 13) that were deployed on purpose at

close range and were communicating via ANT instead of LoRa (Figure  2.18 (b)). In addition,

three paths that are highlighted in Figure  2.19 represent three distinguished data flows that
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Figure 2.18. Deployment at Purdue campus. (a) node 7 installed on a street
lamp post, (b) node junction consisting node 12 and 13 next to a campus
building.

are formed by the mesh network. For instance, path number 1 represents the path 9 → 8

→ 7 → 1. All nodes (including the center node) are located 1 meter above ground level as

shown in Figure  2.18 and the receiver is placed on the 3rd floor inside of an office building

facing south-east. The furthest node is placed 1.5 km away from the receiver and across

more than 18 buildings in between.

Each node was programmed to transmit 64 Byte package at a fixed time interval (2

minute) with the LoRa configuration shown in Table  2.2 . In addition, two furthest nodes 6

and 9 will send an additional package with SF12 outside of the TDMA cycle as comparison

with transitional ALOHA based network such as LoRaWAN. Furthermore, since the LoRa

radio of node 13 in the node junction was not active (it only communicates to node 12

via ANT), it was enabled to broadcast (in parallel with the mesh network, acting like a

LoRaWAN node) with SF12 directly to the receiver used as the comparison for evaluation.

After each transmission cycle, the center node will forward all incoming packages to the

receiver which will upload all data to the cloud for future analysis. All data packages are

checked with 16-bit Cyclic Redundancy Check (CRC) to verify their integrity, corrupted data

package will be marked and stored. Figure  2.16 shows the TDMA schedule of the deployed
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Figure 2.19. Map of the network deployment on Purdue campus with 13
nodes. The red dot represents the center node (CN), the network nodes are
represented as blue dots, the blue square represents the node junction (Node
12 and 13) and the green dots represent the receiver.

network with each slot set to 125 ms for transmitting a 64 Byte package. The three paths

represent the three continuous LoRa links as shown in Figure  2.19 . Each section represents

one different LoRa hop and are color coded for clarity. The delay inserted after the 3rd hop

is required to avoid package collision with node 7 from path 1. SF12 reference represents the

time it took for one 64 Bytes transmission with SF12 as comparison. It is clear that even for

the longest path (Path #2) with 5 hops in between, the overhead of the furthest mesh node

(Node 6) is smaller than the single-hop LoRaWAN node. However, it is worth noticing that

the overheads are greater for the nodes that were closer to the center node (node 7, 10, and

2) and it is a necessary trade-off between power efficiency and network robustness.
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Figure 2.20. Packet Delivery Rate (PDR). Blue bars represent nodes 1 to
13 across the network. Orange bar represents the SF12 LoRaWAN reference
from node 6, 9, and 13 respectively.
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Figure 2.21. Package Error Rate (PER). Blue bars represent nodes 1 to 13
across the network. Orange bar represents the SF12 LoRaWAN reference from
node 6, 9, and 13 respectively.

Over the entire evaluation period of two weeks, each node transmitted one 64 Byte pack-

age every two minutes, which means a total of 9360 packages were expected from each node

(13 days of operation were considered, network was taken down by one day for evaluation).

As in the previous section, the network integrity is evaluated by analyzing PDR of all nodes.

In addition, the Package Miss Rate (PMR) and Package Error Rate (PER) are analyzed

as well. Similar to PDR, PER is calculated based on the number of the package that were

marked as corrupted and PMR are calculated based on number of missed packages:

[ht]PERi =
∑ #ERRORi∑ #EXPECTEDi

(2.7)
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Figure 2.22. Package Miss Rate (PMR). Blue bars represent nodes 1 to 13
across the network. Orange bar represents the SF12 LoRaWAN reference from
node 6, 9, and 13 respectively.

[ht]PMRi =
∑ #EXPECTEDi − ∑ #RECEIV EDi∑ #EXPECTEDi

(2.8)

Figure  2.20 ,  2.21 , and  2.22 show the end-to-end PDR, PMR and PER based on the total

expected number of packages and received packages for all 13 nodes including the SF12

reference, where the blue bars represent all nodes in the mesh network, and the orange bar

represents the SF12 reference. Over the entire deployment period of two weeks, the proposed

mesh network achieves more than 96% PDR except for node 12 and node 13 comparing to

51.5% of the SF12 reference node. In addition, from Figure  2.21 and  2.22 , both the PMR

and PER for all nodes are significantly lower than the SF12 reference node. This confirms

that the proposed network provides much better quality of service particularly for large area

networks. Where higher spreading factors are necessary for transitional star network to cover

such as in the ALOHA protocol in LoRaWAN’s approach, it is worth noticing that the PMR

increases as the number of hops increases. This is expected since the time flooding will

degrade as the number of hops increases. Imperfect time synchronization will cause time

slot mismatch and therefore results in either missed packages (TX/RX window mismatch)

or package collision (TXs windows miss match). However, from the observation based on

the results from Figure  2.20 ,  2.21 , and  2.22 , although both of the PMR and PER did trend

to increase as number of hops increased, these effects are minimal comparing with the PDR.

Furthermore, node 12 and 13 showed much higher PER (> 4%); This might be due to higher
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interference in the sub-GHz ISM band since both of those two nodes were located in one

of the most populated areas on campus. On the other hand, the LoRaWAN reference node

13* shows a very low PDR (51.5%) and very high PER and PMR, when compared to the

mesh node deployed at the same location (node 12). This confirms that the mesh is able to

provide better quality of service which further supports the proposed network structure.

2.5 Limitations

As Ochoa et al. [  31 ] point out, the energy consumption of LoRa mesh nodes can be

further optimized by exploiting different radio configurations and the network topology (e.g.,

the number of hops, the network density, the cell coverage). For sparse networks, higher SF

is necessary along with higher transmitted power. The Adaptive LoRa Link in the imple-

mentation did not include the functionality to change the spreading factor as the network

topology in the deployment did not change over time. One aspect of the future work is to

include such adaptivity in the implementation.

Another important limitation of the network occurs during the flooding for the TDMA

scheduling. In the current configuration, one TDMA schedule table for the entire network

is flooded to each node for the simplicity of the design. However, there are two inherent

problems with this approach. First, flooding the entire table requires transmitting multiple

LoRa packages throughout the entire network. Not only is this approach inefficient, but it

also increases the overhead for the setup phase. Second, due to the limitation of the maximum

data package (255 bytes at SF7) of LoRa, the maximum number of nodes in the network

will be limited. Although, this limitation can be patched with flooding multiple schedule

tables throughout the network, this approach will still be inefficient and will significantly

impact the overhead during the setup phase. For the future work, instead of flooding a

entire network table to every node, the table will be divided, based on the routing path.

Only the necessary TDMA schedule will be flooded to each multi-hop path in the network.

This approach will significantly reduce the overhead time during the setup phase without

sacrificing the network performance.

While LoRaWAN allows for AES 128-bit encryption, in the current phase of the work, no

encryption mechanisms have been deployed. While the plan is to deploy AES-128 encryption
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in future LoRaWAN deployments, a caveat of introducing secure network channels will be the

reduction of the available payload size, which may further limit the number of supportable

nodes in a sub-network. Thus, future work will include look into deploying lightweight

encryption mechanisms for IoT devices, such as ACES [ 40 ], [ 41 ].

As for the sensor data management, there are several other challenges about network

latency and data analytics, which are discussed in more details in [ 10 ].

2.6 Conclusion

The recent advancement of the Internet of Things (IoT) enables the possibility of data

collection from diverse environments using IoT/mobile devices. However, despite the rapid

advancement of low-power communication technologies, the deployment of IoT network still

faces many challenges. In particular, large-scale WSN such as digital agriculture and smart

and connected cities remains a major challenge in terms of communication range, quality of

service and power consumption.

This chapter presents the design of a hybrid LPWAN mesh network for IoT applica-

tion that delivers data across several-kilometers with only low-power nodes while provides

excellent QoS. the work addresses the development of large-scale WSN that is suitable for

distinct application areas with real world deployments. To enable the data collection with

varying sensors as well as to support wide-area coverage with low energy consumption, a

sensor node was designed and manufactured integrating a micro-controller, wireless commu-

nication interfaces, and a hybrid network with short (2.4 GHz) and long-range (915 MHz)

communication links.

With the hybrid mesh network, a significant improvement was shown in both power

consumption as well as communication range while comparing with traditional single hop

network like LoRaWAN. In addition, full-scale real-world experiments on both Purdue Cam-

pus and agricultural farms with more than 20 nodes further suggested that the proposed

network significantly improves the quality of service while maintain long-term stability. Sev-

eral areas of future work motivated by the design and experiments on these large scale IoT

testbeds was provided, including sophisticated anomaly detection, on-device computation,

and network synchronization. Therefore, the proposed hybrid network makes a valuable con-
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tribution in WSN related research and enables the possibility of data collection from diverse

environments using IoT devices.
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3. WIRELESS MULTI-POINT TEMPERATURE SENSOR FOR

PHARMACEUTICAL LYOPHILIZATION

3.1 Introduction

Accurate process condition monitoring is also becoming increasingly critical in a number

of current industrial applications. These are especially required in a vacuum and cryogenic

applications such as pharmaceutical manufacturing (e.g.lyophilization). Lyophilization, or

freeze-drying, is a commonly used and well-established process to preserve the original struc-

ture of a heat sensitive biological and/or pharmaceutical product (e.g. Anti-body, peptides,

vaccines, etc.) during drying and, moreover, during long-term storage (extending the shelf

life of pharmaceutical formulations. Freeze-drying involves ice removal from a frozen product

at low pressure through a sublimation process. It was reported by the Food and Drug Ad-

ministration (FDA) that about 50% of over 300 FDA and EMA approved biopharmaceutical

products are freeze-dried[ 42 ].

A typical freeze-drying cycle consists of three steps. First, the solution is completely

solidified during the freezing step. In the following step, denoted as primary drying, the

pressure in the drying chamber is reduced and the shelf temperature is elevated to allow

sustaining ice sublimation. After the initial ramping phase to the desired shelf set-point,

the heat supplied by the shelves and the removal of heat by sublimation is balanced and

the system is in steady state. In this initial drying phase, the majority of the water in the

material is sublimated. The last step, denoted as secondary drying, aims to remove unfrozen

water molecules, since the ice was removed in the primary drying phase. In this phase, the

shelf temperature is raised higher than in the primary drying phase to break any physico-

chemical interactions that have formed between the water molecules and the frozen material.

During the primary drying phase, as the ice sublimation is a process that requires energy,

heat has to be supplied to the product, and its temperature increases with respect to the

value achieved at the end of the freezing stage. This drying process is particularly suitable

for pharmaceutical products, in particular when it is required to process a liquid formulation

containing the active pharmaceutical ingredient (and the excipients), and water removal is

required to increase the shelf life of the product[ 43 ], [ 44 ].
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3.1.1 Main Challenges

Aiming to preserve product quality it is necessary that product temperature does not

trespass a threshold value throughout the process and, in particular, during the primary

drying stage. This threshold value is a characteristic of the product being freeze-dried, and

for amorphous products, it is usually related to the glass transition temperature of the dried

product. This aims to avoid the collapse of the dried product, that could result in a higher

moisture content in the final product, in a longer reconstitution time, and in an unacceptable

appearance of the product[ 45 ]–[ 47 ].

In addition to the temperature, sublimation rate is also an important indicator for op-

timizing shelf temperature and chamber pressure during primary drying. In addition, the

vial heat transfer coefficient (Kv) is also critical particularly for understanding differences

between laboratory and commercial production-level freeze dryers. It is also useful when

studying heat transfer rates derived from glass vials. Conventional techniques for evaluat-

ing the sublimation rate and the vial heat transfer coefficient in lyophilization runs employ

the gravimetric method which measures the solution weight before and after freeze dry-

ing (Hottot et al., 2005). However, the gravimetric method is a complicated operation and

needs extra-batches for measuring these quantities. Furthermore, to perform the gravimetric

analysis, the primary drying process must be stopped before the end of the primary drying

process. Such partial runs do not allow us to evaluate the endpoint of primary drying time,

cake appearance, and water content in the same batch.

Therefore, the first step for a careful monitoring of the process is thus to check if product

temperature has remained below the threshold value, thus discarding those products whose

final quality could have been jeopardized. Besides, the monitoring system has to be able

to properly identify the ending point of the primary drying stage, thus avoiding prolonging

unnecessarily this stage. The second step is to monitoring the sublimation rate and the vial

heat transfer coefficient for better characterize the process. Finally, as process optimization,

using a mathematical model of the process, is required to minimize the duration of the drying

stages, the monitoring system should be able to provide estimates of model parameters, either

in-line or off-line, depending on the type of approach selected [9], [10].
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3.1.2 Current Solutions

Various systems were proposed in the past to achieve the previously listed goals: an

extensive review of them can be found in [9]. A first group of systems is based on measuring

the temperature of the product of individual vials during freeze drying cycle. The next group

based on measuring the chamber conditions such as chamber pressure and Tunable Diode

Laser Absorption Spectroscopy (TDLAS) which will be discussed below [16]-[18].

Temperature Monitoring Solutions

Product temperature monitoring during a freeze-drying cycle is traditionally performed

using a single-point sensor such as thin wire thermocouples and resistance thermal detec-

tors (RTD, PT-1000) in a lab environment. Variations across freeze dryers as well as the

spatial distribution of vials inside a given freeze dryer often result in substantial differences

in the vialsâ€™ heat transfer coefficients and temperature profiles. While such differences

may be tolerable in laboratory-scale experiments, they can cause considerable complications

in production-level machines. Therefore, accurate process condition monitoring is becom-

ing increasingly critical in the freeze drying industry. However, the product temperature

monitoring of thermocouples is limited because the wired thermocouples operation for tem-

perature mapping (particularity in center position) on shelves is complicated at a production

scale freeze dryer. In 2008, an innovative wireless sensor was reported [  48 ] which has great

potential PAT tool in a large scale freeze dryer.

A number of commercial temperature solutions are available and are summarized with

their features and operating technologies in Table  3.1 . Tempris [ 49 ], [ 50 ] and WTMplus [ 51 ]

sensors are battery-free but can support up to to 8-16 sensors and only a single temperature

measurement per sensor. Ellabs[  52 ] and Madgetech[ 53 ] sensors are capable of multipoint

measurements but are battery-operated.

Other Solutions

A number of other systems that didn’t rely on measuring product temperature are also

available. The first kind of such system is based on the pressure rise test: the chamber
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Table 3.1. Comparison of Industrial Temperature monitoring systems.
Company Frequency Operation Capabilities

Tempris [ 49 ], [ 50 ] 2.4 GHz Quartz shift 8-16 sensors &
single point

WTMplus [ 51 ] 2.4 GHz Quartz shift 8-16 sensors &
single point

Ellabs [ 52 ] NA Thermocouples Logger
MadgeTech [ 53 ] 2.4 GHz RTD Battery operated
T and D [ 54 ] 902-928 MHz RTD

Thermocouple
Battery operated

This work[ 55 ] 2.4 GHz Capacitive 216 sensors

where the product is located is isolated from the vacuum system for a short time interval,

and the pressure increases due to water vapor accumulation. A mathematical model is used

to calculate the pressure rise, and variables like product temperature, the residual moisture,

and the parameters of the model used to simulate the process are retrieved looking for the

best fit between the calculated and the measured values of chamber pressure [11]-[15]. The

pressure rise test can be used in every freeze-dryer, provided that a fast system for chamber

isolation is available. A less invasive system (with respect to product dynamics) is based on

TDLAS [16]-[18]. Unfortunately, the use of TDLAS requires an expensive hardware, with a

tricky calibration procedure.

Another relevant drawback of TDLAS and of the pressure rise test based systems is

that they provide “mean” values of the desired variables, but it is well known that product

temperature, as well as the residual amount of water and model parameters, may vary

according to the position of the product on the shelf as a consequence of the different heat

transfer mechanisms (e.g., the product at the edges of the shelf may be heated also by

radiation from chamber walls, ”edge vial effects” ) [19].

3.1.3 Problem Statement

Currently in lyophilization, temperature monitoring is conducted using the systems above

have two major drawbacks. First, most of the sensor in those systems only employ one

temperature sensing element at the bottom of the product(vial) and are not efficient for
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tracking the freezing drying process (freezing and primary drying). Second, most of the

system requires an expensive hardware and can only operate a limit number of sensors.

Therefore, it is required for efficient temperature monitoring to be wireless and multi-point.

In addition, the systems has to be completely battery-free with low power consumption

operation and with a small footprint to fit in any vials. Thus, it is required to design a

multi-point wireless temperature sensing system that has the following properties:

• The ability to monitor/estimate product temperature,thus evidencing if the threshold

value is trespassed.

• The ability to track nucleation and primary drying phase.

• The ability to monitor/estimate the residual amount of ice,thus identifying the ending

point of the main drying stage.

• The ability to quickly estimate the sublimation rate and Vial Heat Transfer Coefficient.

3.1.4 Methods

To develop an wireless multi-point temperature sensor with all of the capabilities men-

tioned above, a noval multi-point temperature sensor system was developed and tested.

Furthermore, the performance of the wireless sensor system was evaluated with practically-

important solutions based on sucrose and d-Mannitol. These are representative bulking

agents constituting different characteristic cakes[ 56 ]. Moreover, the abilities of the wireless

multi-point sensors was expanded to track the sublimation process and to simultaneously

determine the sublimation rate and the vial heat transfer coefficient by utilizing the Multi-

point temperature sensing system�. In addition, the potential of the wireless multi-point

sensors for real-time monitoring, process verification and cycle optimization for pharmaceu-

tical lyophilization in laboratory process development as well as when scaling to pilot or

production scale is studied and discussed.
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3.2 Sensor Operation Principle

The wireless multi-point temperature sensor system used in this [ 55 ] was similar to the

system designed by [  57 ], [  58 ] with some functionality upgrades including both sensor hard-

ware design changes as well as software improvements. The tested system consisted of 8

sensors, a PC base station, and an Radio frequency (RF) signal generator (Mini-Circuits®,

USA). Figure  3.1 shows the block diagram of the multi-point wireless sensor system.
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Figure 3.1. Block diagram of the multi-point wireless sensor system.

Each sensor was comprised of three printed circuit boards (PCBs): 1) Capacitive Tem-

perature Sensing probe 2) Micro-controller and Wireless Transceiver Module 3) RF energy

harvester module for wireless powering. The sensing probe and PCB with microcontroller

was connected by a board-to-board connector and the RF energy harvester was connected

via a ribbon cable. This modular design increases the sensor’s compatibility with different
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sensor probes. The whole sensor assembly occupies a footprint of 10.30 mm x 28.75 mm and

the footprint of the RF harvester module was 21.84 mm x 21.72 mm.

3.2.1 Capacitive Temperature Sensing Probe

In order to effectively monitor the product temperature during lyophilization process,

a probe with seven temperature sensing elements was designed to capture the temperature

profiles at different levels of the product (Figure  3.4 A). The sensing elements were the GRM

series ceramic chip capacitors with a base capacitance of 1200 pF with U2J dielectric that

exhibits a linear temperature coefficient characteristic of −750±120 ppm/K in free space [  59 ].

The capacitive sensors were read using the PCap01 capacitance measurement circuit [ 60 ].

PCap01 utilizes an RC discharge measurement circuit (TDC) to measure seven temperature

sensing capacitors and one reference capacitor with attofarad (aF) resolution. The measured

values were recorded as a ratio of the discharge times of the sense capacitors and a known

reference capacitor. For this application, the reference capacitor was chosen to be a 1200

pF, NP0-dielectric-based capacitor, which has a temperature coefficient of ± 30ppm/K. The

recorded values were read via a serial interface to the micro-controller.

Each of the sensing probes was encapsulated with 15 micrometer parylene-C coating to

electrically insulate and protect it from cryogenic shocks (Figure  3.4 ). A layer of sliver Radio-

frequency interference (RFI) shield coating [  61 ] was also applied to the sensor probe to protect

the sensor from RF interference . The sensors were the individually calibrated using thin

wire thermocouples (36-gauge, Omega, Newport, CT, USA) in an environmental chamber

from 20oC to −55oC. Figure  3.2 shows the measured capacitance versus temperature for each

of the sensing elements in air indicating each of the elements has a predictable monotonic

response. The general temperature-capacitance relationship is given by:

T = A × Cx
2 − B × Cx + D (3.1)

where Cx is the capacitance of each of the sensing elements in picoFarad (pF), and T

represents temperature in Celsius (oC). The coefficients (A,B and D) of sensing elements

#1 are shown in Figure  3.2 and the other elements can be extracted in a similar fashion.
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The calibration equations were stored in the micro-controller for direct transmission of the

temperature to the base station.
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Figure 3.2. Measured capacitance versus temperature for each of the sensing
elements where sensing elements 1-7 represent the capacitive sensing elements
shown in Figure  3.4 A.

3.2.2 Micro-controller and Wireless Transceiver Module

Similar to previous work, the nRF52832 system on chip [ 62 ] was employed to process

and transmit the measurements from PCap01. It features a very low power 32-bit ARM

Cortex-M4F processor with a built-in-radio that operates in the 2.4 GHz ISM band which

can output up to +4dBm power and 512kB flash storage for data-logging when the sensor

is disconnected from the network. The ANT wireless communication protocol was used
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for communication between sensors and the base station. ANT is an ultra low power RF

protocol implementing short range (20-30 feet in free space) and low data rate (up to 1

Mb/s). For this application, the bi-directional ANT shared channel topology was used with

the capability to connect 60 leaf-nodes (sensors) with one tree- node (base station).

3.2.3 RF Energy Harvester

An RF to DC to energy harvester was used to ensure a battery free operation. The

energy harvester device used is the P2110B [  63 ] interfaced with a 915 MHz surface-mount

technology (SMT) antenna. The device harvests 915 MHz RF energy and stores it in a

external capacitor. In this system, an 85-mF super-capacitor with low discharge current

and low equivalent series resistance (ESR) of 80 Ω was used [  64 ]. The capacitor’s compact

size (20 × 18 × 1 mm3) also made it an ideal selection for this application. The harvester

outputs a user-defined voltage on the output pin once the capacitor charging threshold has

been reached. The output voltage is maintained until the voltage falls below the internally

set low-voltage threshold for the capacitor. The system operates down to -15 dBm of input

power with an output current of 50 mA with 55% RF to DC conversion efficiency.

3.2.4 Base Station

For this application, a custom PC application (Figure  3.3 ) was developed in C# with

.NET framework which works with an external ANT radio USB stick. The application au-

tomatically adds available devices to the channels and outputs the received data to local

storage. It also features the real-time graphing of the received data. Since ANT is not na-

tively supported by PC, a custom USB stick with an 8-channel ANT Connectivity integrated

circuit (IC) (nRF24AP2-USB) was used to enable the ANT communication.

3.3 Experimental Setup & Post Processing

3.3.1 Freeze Drying Experiment Setup

Freeze-drying was performed in a laboratory-scale freeze-dryer (REVO, Millrock Technol-

ogy, Kingston, NY [  65 ]) equipped with a vacuum capacitance manometer and pirani gauge
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pressure sensor located at Purdue university. A 915 MHz monopole antenna was mounted on

the side of the chamber for wirelessly powering the sensor. In addition, to prevent leaks and

protect the coaxial cable from vacuum during freeze drying, a custom vacuum feed-through

SMA connector was used to pass the RF coaxial cable inside the chamber to power the

antenna. The computer with 2.4 GHz ANT connectivity USB stick for sensor operation and

data collection was placed next to the freeze-dryer.

Five freeze drying runs were performed to evaluate the sensors’ measurement accu-

racy, sublimation tracking ability, determination of sublimation rate and the heat transfer

coefficient(Kv) (Table  3.2 ). Pre-defined freeze drying recipes were used in all of the five

runs based on each product’s properties in 6R SCHOTT® pharmaceutical vials with 4ml fill

volume loaded on one entire shelf (360 vials). D-mannitol and sucrose were purchased from

Sigma (Sigma Chemical Company, Germany) and used as received with ultra pure water.

One of the runs (cycle 1) in partial completion was performed with ultra pure water for mea-

suring the vial heat transfer coefficient (Kv) of the REVO lyophilizer. Two of the runs (cycle

2 and 3) were performed using 5% w/v sucrose solution and two additional runs (cycle 4 and

5) were performed using 3% w/v mannitol solution. In each experiments, 8 wireless sensors

were placed across the entire shelf for a complete shelf mapping. In addition, eight 36-gauge

wire thermocouples were placed in the vials adjacent to vials containing wireless multi-points

sensor for comparison. Each wireless multi-point sensor was placed in the center position

touching the bottom of the vial. Similarly, the thin wire thermocouples were in the “center

bottom” position to ensure adequate comparison of the temperature profiles between sensing

elements of the wireless sensor and the thermocouple. Furthermore, during the freezing step

of all four experiments, controlled nucleation (performed with Millrock FreezeBooster® at

−5oC) was applied to reduce batch to batch as well as vial to vial variabilities.

3.3.2 Sublimation Tracking and End-point Detection

Previous studies suggest that for most vials, the primary drying during the freezing

process is a top-down process with a well-defined sublimation front moving through the

product as it dries and to a lower degree, from the side to the center of the vial [ 66 ]. Above

the ice surface interface is dried product (commonly known as “cake”), below the interface
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Table 3.2. List of all freeze-drying experiments.
Cy-
cle
ID

Description Goal Recipe Kv

(cal/s/K/cm2)

1 pure water run to estimate kv Table  3.3 3.4±0.68E−4

2 5% w/v sucrose
(100% dried run)

the main run for study-
ing the wireless sensor’s
ID capability

Table  3.5 3.3 E−4

3 5% w/v sucrose
(50% dried run)

to estimate the sublima-
tion rate gravimetrically

Table  3.5 * N/A

4 3% w/v mannitol
(100% dried run)

complementary study
for the sublimation
tracking

Table  3.4 3.7 E−4

5 3% w/v mannitol
(50% dried run)

to estimate the sublima-
tion rate gravimetrically

Table  3.4 ** N/A

*:with 9 hours primary drying time
**:with 5 hours primary drying time

Table 3.3. Freeze drying recipe used for pure water.
1 2 3 4 5 6 7 8

Freezing step
Shelf setpoint [oC] 20 20 5 5 -5 -5 -45 -45
Time [min] 0 10 0 90 30 90 180 120
Primary drying
Shelf setpoint [oC] -45 -10 -50 -50
Time [min] 15 180 0 9999
Vaccum setpoint [mTorr] 60 60 60 60

is frozen product with ice crystals still remaining to be sublimed [  67 ]. As the primary drying

process progresses, the different sensing elements on the sensing probe will start to lose

contact with ice as the sublimation front moves from top to bottom, resulting in a sharp

increases in slope in the temperature profile [ 68 ], [  69 ]. End-point of the primary drying can

be detected when the temperature at every sensing points converges together and the rate

of temperature change was below 0.5oC/h.
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Table 3.4. Freeze drying recipe used for 3% w/v mannitol solution.
1 2 3 4 5 6 7 8

Freezing step
Shelf setpoint [oC] 20 20 5 5 -5 -5 -45 -45
Time [min] 0 10 0 90 30 90 180 120
Primary drying
Shelf setpoint [oC] -45 20 20
Time [min] 5 60 1800
Vaccum setpoint [mTorr] 60 60 60

Table 3.5. Freeze drying recipe used for 5% w/v sucrose solution.
1 2 3 4 5 6 7 8

Freezing step
Shelf setpoint [oC] 20 20 5 5 -5 -5 -45 -45
Time [min] 0 10 0 90 30 90 180 120
Primary/ Secondary drying
Shelf setpoint [oC] -45 -10 -10 45 10
Time [min] 15 60 2400 720
Vaccum setpoint [mTorr] 60 60 60 75

3.3.3 Rapid Determination of Sublimation Rate

The sublimation rate is the most important factor for understanding the drying process

and the quality of the freeze drying product. Since the major driving force for ice subli-

mation is the difference in ice vapor pressure between the product and the condenser, the

ice sublimation rate can be influenced by product temperature and chamber pressure[ 70 ].

Traditionally the sublimation rate was measured gravimetrically [ 71 ], [  72 ] by repeatedly

weighting vials before and after the freeze drying process or using tunable diode laser ab-

sorption spectroscopy (TDLAS) in the laboratory scale [  73 ]. This is an added cost to the

production run since additional batch for gravimetric testing is required. However, since

the wireless multi-point sensor is capable of tracking the sublimation front and measuring

drying time up to each sensing element location in the product, the entire primary process

can be decomposed into the consecutive drying of each “layer of frozen product (of 3.26 mm

in thickness, Figure  3.4 A)” between different sensing elements. Then the sublimation rate

could be calculated based on the drying time and theoretical weight loss of ice in each layer
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Figure 3.3. Typical arrangement of the vials with sensors and thermocouples
in the tray and into the freeze dryer.

of the product. The theoretical weight loss can be calculated based on the inner area of the

vial and distance between the sensing elements as described in equation  3.2 :

dm

dt
= Ap · ∆hsensor · ρice · ε

tdrying

(3.2)

where Ap is the cross sectional area of the product, ∆hsensor is the distance between

sensing elements and tdrying is the drying time between sensing elements and ε = (1 - Csolid%)

is the porosity of the cake. Table  3.6 shows the calculated sublimation rate for each drying

layer between the sensing elements of the product during the sucrose experiment.

Table 3.6. Comparison between sublimation rate measured by multi-point
wireless sensor (sen) and gravimetric method (grav) for the center and edge
vials (g/h).

Center (Sucrose) Edge (Sucrose) Center (Mannitol)
Location sen grav sen grav sen grav
Top-Mid to Middle 0.17 0.16 0.21 0.22 0.33 0.39
Middle to Cross 0.18 N/A 0.19 N/A 0.40 N/A
Cross to Bottom 0.14 N/A 0.20 N/A 0.30 N/A
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Figure 3.4. (A) Representation of the wireless multi-point sensor. Seven
sensing elements are labeled. (B) Placement of Wireless multi-point sensor
and thermocouple in the vial.

3.3.4 Rapid Determination of Vial Heat Transfer Coefficient

Vial heat transfer coefficient (Kv) describes the relationship between heat flow and tem-

perature difference during primary drying and needs experimental measurements [  71 ]. There

are three major contributions to Kv: direct conduction from the shelf to the vial bottom,

conduction through the vapor between the vial bottom and the shelf, and radiative heat

transfer. Consequently, heat transfer coefficient will vary from vial to vial for a same batch

and it is a crucial parameter to monitor for successful freeze drying. Traditionally, a separate

trial run is required to evaluate the Kv for commercial production. However, with the ability

to measure the sublimation rate during primary drying, the multi-point wireless sensor is

also capable of estimating the heat transfer coefficient (Kv) using the following equation:

Kv = dm

dt
· ∆Hsub

< Tshelf − Tb > ·Av

(3.3)

where dm
dt

is the calculated sublimation rate between two sensing points, “<...>” denotes

an average over the primary drying phase, ∆Hsub is the latent heat of sublimation for water

and Av is the the cross-sectional vial area.
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3.4 Results and Conclusion

3.4.1 Compatibility Study of the Multi-point Wireless Sensor and Thermocou-
ple

Figure  3.5 illustrates the temperature histories during an entire freeze drying process for

a 5% w/v sucrose solution, monitored by one wireless multi-point sensor placed in a repre-

sentative center vial and one 36-gauge thermocouple placed in an adjacent vial. The shelf

temperature was measured by using a built-in thermocouple that was previously installed

into the freeze dryer. Five out of seven temperature profiles measured by wireless multi-

point sensor are color coded from red to blue lines shown in Figure  3.5 representing sensing

elements from top to bottom. All seven sensing elements showed good agreements with

the adjacent thermocouple during the freezing step with a maximum temperature difference

observed before nucleation (right before 4h) of 1 oC. After the freezing step, at around 10

hours, primary drying started with the ramp up of the shelf temperature to -10 oC. At the

end of the primary drying step, the temperature profiles measured by the wireless multi-point

sensor and the thermocouple are in good agreement and reach a steady state temperature at

the same time at around 45 hours. In addition, it is worth mentioning that the temperature

reading from the bottom sensing elements of the multi-point wireless sensor showed the best

agreement with the thermocouple placed in the bottom center in the adjacent vial during

steady state for the entire process since they were both placed in the bottom center of the

neighboring vials (assuming identical product resistance, Rp, due to controlled nucleation).

Similarly, a more aggressive freeze drying experiment with 3% w/v mannitol solution was

conducted as well, and the results supported the same conclusions. This result suggests that

the multi-point wireless sensor is capable of measuring reliable and accurate temperature.

3.4.2 Sublimation Tracking and End-point Detection

Figure  3.5 and  3.8 show respectively the complete temperature profile of the experiment

with 5% w/v sucrose solution (cycle 2) for center and edge vials containing multi-point

wireless sensors. It can be seen that drying proceeded from top to bottom as each sensing

element’s temperature profile “departed” from the “bottom temperature” in the same order.
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Figure 3.5. Measured temperature and pressure over time profile of 5% w/v
sucrose solution for a center vial.

As seen from Figure  3.6 , a zoom-in figure showing the primary drying step of the center

vial during the experiment mentioned above, the sublimation front was clearly tracked as

each sensing elements lost contact with ice crystals. Therefore, the drying time at the

mid-top, middle, cross and bottom positions in the vial during primary drying could be

determined by the wireless sensor based on the temperature profile measured at different

positions. Specifically, a change in temperature rising rate is identified with the slope of

tangent dashed line for each sensor location as shown in the figure. The “anchor point

(colored circles)” of a tangent line on the bottom location temperature profile is identified as

the end of partial drying for each layer. For the center vial shown in Figure  3.6 , the drying

time from the start of primary drying to each layer were shown in Table  3.7 . Similarly, the

measured drying time for the sensor placed in the edge vial during the same run were also

shown in Table  3.7 . In addition, the end-point of the primary drying were detected at 43
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Figure 3.6. Zoomed-in figure for primary drying phase of Figure  3.5 , where
each colored circle indicates the crossing point for the sublimation front with
corresponding sensing point and the dashed line represents the change of slope.

and 34 hours for center and edge vials respectively, also in excellent agreement with the

adjacent thermocouples. Furthermore, the end-point of primary drying for the center vial

agrees well with the onset of convergence of the capacitance manometer and Pirani gauge

pressure sensors indicating that the center vial was the last to finish the primary drying.

In addition, a heat and mass transfer simulation of the primary drying in a vial with the

same experimental parameters was conducted [  74 ]. Specifically, Kv was obtained from the

gravimetric study of cycle 1. The product resistance, Rp as a function of the cake length is

computed from temperature history of the bottom sensing element in cycle 2 .This is then

fitting to the standard empirical form [ 75 ] of:

Rp(Lck) = R0 + A1 · Lck

1 + A2 · Lck

(cm2-Torr-hr/g) (3.4)
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Figure 3.7. Measured temperature and pressure over time profile of 3% w/v
mannitol solution.

where R0 = 0, A1 = 71.55 (cm-Torr-hr/g), A2 = 34.1 (cm−1) are fitting coefficients found for

the best curve fit. Lck (cm) is the cake length. Finally, these parameters are used to model

the temperature at all the locations of the sensing elements for cycle 2. Table  3.8 shows the

comparison between experimental and simulated results for the drying time between each

layer of the center vial. The results showed excellent agreement between the experimental

and simulated results.

3.4.3 Rapid Determination of Sublimation Rate

As previously discussed in Section 2.4, the sublimation rate can be determined based on

the drying time between each layer. The multi-point wireless sensor is capable of measuring

in real-time the sublimation rate at various positions during the freeze-drying cycle. For
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Figure 3.8. Measured temperature and pressure over time profile of 5% w/v
sucrose solution for an edge vial.

example, the sublimation rates for the center vial between mid-top to middle sensing point

in cycle 2 can be calculated as follows:

dm

dt
= 3.14 cm2 · 0.326 cm · 0.918 g/cm3 · 95%

5.4 h
= 0.17 g/h (3.5)

Similarly, the sublimation rates at the same location in cycle 4 (3%w/v mannitol) can

be calculated as follow:

dm

dt
= 3.14 cm2 · 0.326 cm · 0.918 g/cm3 · 97%

2.8 h
= 0.33 g/h (3.6)

Table  3.6 shows the complete measured sublimation rates for cycle 2 and 4 using the

multi-point wireless sensor. In order to verify this approach of rapid determination of the

sublimation rate, two additional experiments with identical process and product setting (only
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Table 3.7. Primary drying time measured by multi-point wireless sensor.
Center (cycle 2) Edge (cycle 2) Center (cycle 4)

Location Drying
time
(h)

between
layers (h)

Drying
time
(h)

between
layers (h)

Drying
time
(h)

between
layers (h)

Middle-Top 3.9 N/A 3.5 N/A 3.3 N/A
Middle 9.3 5.4 7.7 4.2 6.1 2.8
Cross 14.2 4.9 12.5 4.8 8.4 2.3
Bottom 21 6.8 17 4.5 11.4 3.0

Table 3.8. Comparison between experimental and simulation primary drying
time for cycle 2.

Sensor Location Experimental results (h) Simulation results (h) Difference (%)
Middle-Top 0 0 N/A
Middle 5.4 5.1 4.8
Cross 10.3 10.3 -0.1
Bottom 17.1 15.2 11.1

the primary drying time is 50% shorter for valid gravimetric study) were performed (cycle

3 and 5) using the gravimetric method. Each vial with the muli-point wireless sensor was

weighted before and after the drying. Table  3.6 shows the comparison between sublimation

rates (dm
dt
) calculated using the muli-point wireless sensor and gravimetric method. Compar-

ing the initial stages of the primary drying with the prior completed drying run shows close

agreement in the average sublimation rate for both typical formulation excipients (crystalline

mannitol and amorphous sucrose), which suggests that the multi-point wireless sensor has

great potential for rapidly determinating the sublimation rate. It is noted that the sublima-

tion rate from the sensor is an average quantity over the drying time in each layer. However,

it is sufficiently accurate since heat and mass transfer modeling results suggest that the

sublimation rate changes relatively slowly during primary drying (with the only exception

in the initial fast ramping stage). This additional real-time process monitoring technique

may become instrumental in optimizing the freeze drying process on both laboratory- and

production-scale machines.
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3.4.4 Rapid Determination of Vial Heat Transfer Coefficient

With the demonstrated capability to determine the sublimation rate using the sensor

in the previous section, this work proceed further by combining it with the temperature

data to estimate the vial heat transfer coefficient without the need of any gravimetric study.

The following wireless sensor measurements over the course of drying from the “Mid-top” to

“Middle” sensing element locations from (cycle 2) can be used to estimate the heat transfer

coefficient at the center position as follows:

dm

dt
= 0.17 g/h (3.7)

< Tsh − TTb
>= ((−10 oC) − (−35.1 oC)) = 25.1 oC (3.8)

Kv = 0.165 g/h
3600 s

· 676 cal/g
25.1 K · 3.8 cm2 = 3.3 · 10−4cal/s/K/cm2 (3.9)

Similarly, for the heat transfer coefficient at the center position from the full shelf 3%

w/v mannitol solution run (cycle 4):

dm

dt
= 0.33 g/h (3.10)

< Tsh − Tb >= ((20 oC) − (−24 oC)) = 44 oC (3.11)

Kv = 0.33 g/h
3600 s

· 676 cal/g
44 K · 3.8 cm2 = 3.7 · 10−4cal/s/K/cm2 (3.12)

Compared to the actual Kv = (3.4±0.68) E−4 cal/s/K/cm2 previously measured from

the center of the freeze drying experiment with ultra pure water. These estimations fall in

the range of the actual Kv considering the cycle to cycle variation. A higher Kv measured

in cycle 4 might have been caused by the higher shelf temperature during primary drying

with a non-linear increase of the radiative heat transfer component. Table  3.2 shows the

comparison between the estimated Kv by the wireless sensor (cycle 2 and 4) and the actual

Kv at the center position of the batch. Combined with the results from the determination

of the sublimation rate, the wireless multi-point sensor has great potential for continuous

process verification, with the ability to optimize the process parameters for every batch.

This is crucial especially in production scale, since additional batchs for gravimetric analysis
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are often required, increasing production cost. In some GMP facilities, gravimetric study of

the heat transfer coefficient is unfeasible mostly due to the operational cost and the current

sensor opens up an opportunity to have an estimation of kv along with a normal product

run.

3.5 Conclusion

The measured profile of product temperatures using the new multi-point wireless sensor

during freeze-drying of manntiol and sucrose solutions showed excellent agreement with ther-

mocouple as well as the simulated data. The sublimation progress during primary drying was

clearly tracked by the multi-point wireless sensor. The sublimation rate extracted from the

wireless multi-point sensors’ measurement also showed good match with the actual grametric

measurements. Furthermore, the vial heat transfer coefficient (Kv) calculated from the mea-

sured sublimation rate by the multi-point wireless sensor was in excellent agreement with

the actual gravimetrically measured vial heat transfer coefficient. In addition, the ability of

multi-point sensing endows the wireless sensor with a more elaborate characterization of the

freeze drying profile as demonstrated through the end − point detection and the sublimation

front tracking. These results suggested the wireless multi-point temperature sensor sys-

tem has a potential for real-time monitoring, process verification and cycle optimization for

pharmaceutical lyophilization in laboratory process development and GMP production.
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4. VIRTUAL THERMOCOUPLE: A NON-INVASIVE

TEMPERATURE MEASUREMENT APPROACH FOR

CONTROLLED LYOPHILIZATION

4.1 Introduction

As discussed in chapter 3, a careful monitoring of the product temperature is required to

check if product temperature has violates the threshold value, thus discarding those prod-

ucts whose final quality could have been jeopardized. Moreover, variations across freeze

dryers as well as the spatial distribution of vials inside a given freeze dryer often result in

substantial differences in the vials heat transfer coefficients and temperature profiles. While

such differences may be tolerable in laboratory-scale experiments, they can cause consid-

erable complications in production-level machines. Therefore, accurate process condition

monitoring is becoming increasingly critical in the freeze drying industry.

Traditionally, the best practice to measure product temperature in freeze-drying is by

inserting miniature fine-gauge thermocouples (TCs) inside the solution to be freeze-dried[ 76 ].

However, this technique presents several problems. First of all, TCs inserted inside the vial

may modify the behavior of the monitored vial during drying, since the thermal distribution

inside the product is altered by the high thermal conductivity of the metallic wires with

respect to glass; secondly, TCs in direct contact with the drying material act as a nucleation

site, thus altering the

Besides thermocouples, other techniques have been proposed in the literature or the

market, for monitoring the product temperature of individual vials during the freeze drying

process. For example, a non-invasive temperature monitoring with thin-film thermocouples

(TFTCs) approach was proposed by Oddone et al. [  77 ], that measures vial temperature

with TFTCs printed on the outside of the vials. However, their approach didn’t address

two crucial problems: first of all, the measured temperature of their approach is the vial

wall temperature on the outside, with does not represent the actual temperature of the

product. Second, TFTCs still replies on the wired thermocouples to operates, which still

oppose potential heating to the vial wall, which may alter the drying process. Another fully

wireless solution was proposed by Jiang et al.[ 55 ] that unitizes low-power sensing electron-
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ics to measure the product temperature, solves the problem of TCs heating, and measures

product temperature directly still poses a potential risk that the invasive sensor that may

modify the freeze-drying behavior. Another approach to understanding the freeze-drying

is thought numerical modeling. Ravnik et al. proposed a numerical model for the simula-

tion of a lyophilization process in a vial[ 78 ] and show a good matching with lyophilization

dynamic with experimental results. However, such modeling is highly dependents on pre-

calibration/tuning of parameters(e.g. heat transfer coefficient(kv)) that are different from

vials to vials with multiple experimental runs. Thus, while such an approach might work

with lab-scale-sized experiments with only a few vials, it’s not suitable for larger-scale ex-

periments with hundreds or even thousands of vials.

This chapter presents a new technology that provides non-invasive and fully wireless

methods of measuring the vial and product temperature during the freeze drying process,

overcoming some of the limiting factors of the methods previously described. This technology

consists of three parts: 1)the flexible non-invasive multi-point sensing probe that is attached

to the vials externally, the low-power wireless electronics that read and transmits the data

wirelessly, and the numerical model that translate the temperature profile measured from

the vial wall to the product temperature. In addition, experimental results are provided to

show that the proposedmethods can effectively be used for monitoring the drying dynamics

and product temperature during freeze-drying process in real-time and non-invasively.

4.2 Methods

The non-invasive wireless process tracking system was designed to monitor a freeze-

drying process across the entire chamber with minimum invasion to the actual product by

monitoring the product temperature at various locations, therefore tracking the sublimation

front of the Lyophilization process. The non-invasive monitoring is enabled by attaching the

flexible temperature sensing probe to the side of the vial.
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4.2.1 Flexible Sensing Probe Design

In order to extract information concerning the temperature of product during the lyophiliza-

tion process, a flexible multi-point sensing probe was designed and fabricated using photo-

sensitive lithography patterning and chemical etching.

Figure 4.1. Prototype of the flexible temperature multi-point sensor

Figure  4.1 shows the concept of the proposed sensor and the manufactured sensor mounted

on the test vial respectively. While sputtered thermocouples on vial walls have been explored

by Parvis et al. [ 79 ], they require modifications of the vial structure through a fairly complex

manufacturing method. The proposed flexible sensor is produced using established large-

scale manufacturing methods for common electronic components. Furthermore, it will not

require any vial modifications providing the ability of multiple time use and also it can be

fitted to different vial size. In addition, multiple NTC (Negative temperature coefficient)

thermistor were mounted to the flexible substrate allows measuring temperature at different

heights of the cake within the vial. Taking into consideration the end use of the sensor in

relation to the vial dimensions one can revision the design accordingly.

Figures  4.2 show the proposed fabrication process of creating the flexible temperature

sensor. Sensors are fabricated on copper Kapton laminate Pyralux AP8555R by DuPont us-
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Figure 4.2. Fabrication process of the flexible Kapton sensing probe.

ing photosensitive lithography patterning microfabrication processes. The flexible dielectric

substrate has a thickness of 0.127 mm with a copper thickness of 0.018 mm. The manufac-

tured assembly could be transferred on the outside or inside of the vial depending on the

application as shown in Figure  4.1 .

Photosensitive lithography is a process used in the micro-fabrication of silicon semicon-

ductor components to transfer desired patterns on a thin film or the bulk of a substrate

(also called a wafer). It uses UV light source to transfer a geometric pattern from a pho-

tomask (also called an optical mask) to a photosensitive material (that is, light-sensitive)

photoresist on the substrate. Negative dry film photoresist TentMaster TM200i Series by

DuPont hot rolled was used on the flexible substrate and exposed it to 14 mW/cm2 of UV

light through a photomask using MA6 Karl Suss equipment. Chemical etching refers to the

process of chemically removing excess copper exposed (not masked with photoresist) to the

liquid chemical bath. Copper etchant CE-100 by Transene was used to form the desired

copper traces at the end of the manufacturing step shown in Figure  4.2 (b).
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4.2.2 Temperature Sensing Element

NTC thermistors are used to determine the temperature with small footprint (0.4 x

0.2mm). It is made of the combination of metal oxides which passed through the sintering

process which gives inverse electrical resistance versus temperature (R/T) relationship to it.

Due to the large inverse relationship a small temperature change can causes a huge change

in electrical resistance which is excellent fit for measuring lyophilization since the majority

of the process is in the lower temperature range.

Thermistors have the advantage of very high sensitivity to temperature changes, but the

disadvantage of an aggressively nonlinear characteristic. Each thermistor has to be calibrated

to ensure measurement accuracy. Steinhart-Hart(S-H) Equation the most commonly used

model to describe the nonlinear characteristic of the thermistor:

1
T

= A + B ∗ ln(R) + C ∗ (ln(R))3 (4.1)

where T is the temperature in degrees Kelvin, Ln(R) is the Natural Log of the measured

resistance of the thermistor, A, B, and C are constants.

To obtain the value of A, B, and C, each thermistor is measured at 20oC, 0oC, -40oC

separately. Then, fit the coefficients of a third-order polynomial in the log-resistance values

to best match the inverse-temperature values.

4.2.3 Low-power Wireless Sensing Electronics

Similar to previous work[ 55 ], [  80 ], [  81 ], the nRF52832 system on chip from Nordic semi-

conductor[ 62 ] was employed to process and transmit the measurement via 2.4 GHz ra-

dioant. The sensing electronics were powered by P2110B RF harvester from Powercast[ 82 ]

which stores the harvested RF energy into a super capacitor. The sensing functionality

was achieved by utilizing the built-in 12-bit successive approximation analog-to-digital con-

verter(SAADC). Figure  4.4 shows the block diagram of the low power wireless sensing elec-

tronics. Temperature sensing thermistors were connected with a 97k Ω load resistor. Each

voltage dividing circuits are independent for each thermistor and are independently powered

by General-purpose input/output (GPIOs) pins from micro-controller to save power. The
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Figure 4.3. Resistance response vs temperature of 10K NTC thermocouple.

bridge voltage from each voltage dividing circuits then connected to an 8-to-1 multiplexer, a

pre-gain amplifier, and then measured by the built-in 12-bits ADC (0.6 V reference voltage).

During operation, the micro-controller dynamically adjusting the pre-gain amplifier for each

temperature sensor to counter the aggressively nonlinear characteristic of the thermistor, so

the voltage input won’t overflow and achieve the optimal sensing resolution.

4.2.4 Modeling and Physical Simulation

In order to understand the temperature profile measured by the multi-point temperature

sensor, the numerical model was created for the primary drying stage of the solution in a

vial using COMSOL multiphysics[ 83 ]. The model allows to obtain temperature distribution

on the vial surface as well as inside the vial (product temperature). The simulation results

were compared with the actual measurement for more insights into the process.

The transient heat and mass transfer during primary drying of the product in a glass vial

is performed and numerically investigated. The variation of product and vial temperature as
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Figure 4.4. Block diagram of the Wireless Sensing electronics.

well as the position of the sublimation front is predicted. The geometry and the boundary

conditions are axisymmetric and the model is solved in 2D. For numerical purposes, the

product in a vial filled with frozen mannitol 5% solution is split into frozen zone (96% of

total volume) and the dried zone (4% of total volume).

Several heat transfer mechanisms are involved in the simulation: convective heat fluxes

from ambient, heat exchange between vial, dried/frozen product, and shelf. The system

of equation encompasses the heat transfer equations for porous and media in dried and

frozen domains. The vapor convection is also taken into account in the dried region. The

temperature at the sublimation interface is given by the saturation vapor pressure (Clausius-

Clapeyron equation):

TS = 2.19 × 10−3

28.89 − ln(p) (4.2)

The Stefan condition is applied to get interface velocity:

vS = QS

ερiceLS

(4.3)
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Where QS is the normal heat flux jump at the interface. It is evaluated using Lagrange

multiplier with enabled weak constraints.

Darcy’s law is used to calculate the vapor pressure and velocity in the porous domain.

Material properties for vapor flow in the dried domain are assumed to be constant and the

chamber pressure is set at the top of the vial. The transient analysis with the deformed

geometry interface is then used to track the ice surface inside the vial (Figure  4.5 ). Coupled

mass and heat balances on the moving mesh are computed.

Figure 4.5. Heat transfer mechanisms in a vial.

4.2.5 Experiment Setup

Freeze-drying was performed in a laboratory-scale freeze-dryer (REVO, Millrock Tech-

nology, Kingston, NY [ 65 ]) equipped with a vacuum capacitance manometer and pirani

gauge pressure sensor located at LyoHub center at Purdue University. A 915 MHz monopole

antenna was mounted on the side of the chamber for wirelessly powering the sensor. In ad-
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Figure 4.6. Experiment setups. (a) two isolated vial(glass and plastic) with
a thermal camera (b) 2 center vial equipped with virtual thermocouple that
were placed in the center of a full tray. (c) experimental set-up for testing the
thermocouple heating.

dition, to prevent leaks and protect the coaxial cable from the vacuum during freeze drying,

a custom vacuum feed-through SMA connector was used to pass the RF coaxial cable inside

the chamber to power the antenna. The computer with 2.4 GHz ANT connectivity USB

stick for sensor operation and data collection was placed next to the freeze dryer.

Three sets of freeze drying experiments with different vial placements were preformed to

evaluate the flexible temperature sensor performance and repeated several times to provide

reliable data. Pre-defined freeze drying recipes(table  4.1 ) were used in all of the three runs in

6R SCHOTT ® pharmaceutical vials with 4 ml fill with D-mannitol solution(Sigma Chemical

Company, Germany). Type T thermocouples from Omega were used to measure the shelf

temperature, air temperature, and product temperatures for all three experiments.

Figure  4.6 (a) shows the setup for 1st sets of experiments with two individual vials made

from different material(glass and plastic), in order to evaluate the performance of the multi-

point flexible temperature sensing probe and the ability to monitoring of the freeze-drying
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process.Two vials with different materials(6R glass vial and plastic vial (SiO2)) were used.

Thermocouples were inserted into both vials at the bottom-center location to measure the

product temperature. A Thermal IR camera(FLIR Lepton® 3.5) was used to monitor the

freezing behavior of the product.

Figure  4.6 (b) and (c) show the vial placements for the 2nd and 3rd set of experiments,

where a full shelf(400 vials) loads of vials were used. For the 2nd experiments, two vial

that were equipped with the virtual thermocouples were evenly placed in the center of the

tray. TCs were inserted into the vial and touching the bottom center to measure product

temperature. The purpose of the 2nd experiment was to evaluate the performance of the

proposed virtual thermocouple. For the 3rd experiment, four vials equipped with the virtual

thermocouples were placed next to each other in the center of the tray. Unlike the previous

experiments, only the center vial (red vial in Figure  4.6 (c)) were inserted with TCs. The

purpose of the 3rd experiment was to evaluate the TCs heating effects with the help of the

proposed virtual thermocouple.

Table 4.1. Freeze drying recipe used for 5% w/v mannitol solution.
1 2 3 4

Freezing step
Shelf setpoint [oC] 20 20 -45 -45
Time [min] 0 10 180 120
Primary drying
Shelf setpoint [oC] -45 20 20
Time [min] 5 60 1800
Vaccum setpoint [mTorr] 60 60 60

4.3 Results

4.3.1 Monitoring of Freezing Behavior

Figures  4.7 ,  4.8 show the temperature profile measured by the flexible temperature probe

during the freezing stage as well as thermal camera images for the glass and the plastic vials

during the 1st sets of experiments(figure  4.6 (a)). A clear difference in the captured nucleation

event between glass and plastic vials were observed. Thermal image #1 shows the moment
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where the nucleation event about to happen, the bottom sensor reads the lowest temperature

while the top sensor shows the highest. This is to be expected since the bottom sensor was

placed right at the bottom of the vial and was closest to the shelf. As can be seen in figure

 4.7 and  4.8 , uncontrolled nucleation started right after #1 and resulted in a sharp rise in

temperature (#2), which were captured by the thermal camera for both vials. However,

due to the different thermal conductivity between glass and plastic, the temperature profile

captured by the flexible sensor was different. All sensors quickly raised to -2oC, just a little

below the product temperature for the glass vial, where sensors on plastic vials read much

lower temperature(up to -5oC) in comparison. However, the temperature profile measured

on the glass vial shows a big difference right after the peak caused by the nucleation. As you

can see on point #4 of the glass vial, both sensors and TC show that the vial is cooled from

the bottom, and gradually expands the top of the product. On the contrary, such a cooling

profile was not observed on the plastic vial, as showed by both flexible sensors and TC,

as the product freezes uniformly across the product. These results show that the proposed

flexible sensors effectively measure the freezing dynamics even with vial made with different

materials.

4.3.2 Monitoring of Primary Drying

Multi-physics Simulation

The primary drying stage was modeled and compared with actual experimental data

(the flexible temperature sensing probes and thermocouples readings). A full shelf of 6R

vials (403 units) are filled with 4ml 5% Mannitol solution is freeze-dried in REVO Millrock

lyophilizer. The chamber pressure was set to 70 mTorr and shelf temperature to 20oC.

Figure  4.11 shows the mesh propagation with respect to time. The porous and solid

domains are meshed with a structured mapped grid while the vial domain is meshed with

an unstructured grid. The simulation starts with a uniform initial temperature of 228K

for vial and product and then the front advances downwards. The automatic re-meshing of

the whole geometry occurs when cells’ distortion reaches a certain level. The sublimation

stops when the front touches the bottom of the vial after 15.7hr. During the primary drying

86



1.5 2 2.5

Time [hours]

-20

-15

-10

-5

0

T
em

p
er

at
u
re

 [
o
C

]

Top

Top-Mid

Mid

Mid-Bot

Bot

Shelf Temp

TC

#1 #2 #3 #4 #5

#1

#2
#3

#4

#5

Figure 4.7. Temperature profile measured by the flexible temperature probe
during freezing stage and thermal camera images for the glass vial during
freezing.

process, the vial heats the product making the front convex. The product and the vial

temperature increases as the simulation advances due to several heat transfer mechanisms

including convective heat flux from ambient and shelf.

Non-invasive Multipoint Temperature Sensor

Figure  4.9 illustrates the temperature over time profiles of vial #7 during primary drying

for a 5% w/v mannitol solution, monitored by two non-invasive multi-points temperature

sensor and two 36 gauge thermocouple placed in the same vials respectively. Also, process

data including shelf temperature, air temperature, Pirani/ capacitance manometer pressure
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Figure 4.8. Temperature profile measured by the flexible temperature probe
during freezing stage and thermal camera shots for the SiO2 vial during freez-
ing.

measurement were recorded. As shown in figure  4.1 (a) each flexible sensing probe employs 5

temperature sensors with the bottom sensor mounted at the bottom of the vial wall. During

this run, pre-defined freeze drying recipes(table  3.4 ) were used with primary drying set at

20 oC and 70mtorr. At the beginning of the primary drying, shelf temperature rises from

-45oC to oC results in a sharp increase in vial temperature, as observed in both the sensor

and thermocouple reading. At the beginning, of primary drying (after 8 hours in figure  4.9 ),

as the product temperature raises, the bottom sensor shows the highest reading and the

top sensor shows the lowest. As the primary drying continues and the sublimation front

progresses, this trend starts the reverse and the top sensor starts to overpass the top-mid,

mid, mid-bot, and bottom sensor. As shown in figure  4.9 is clearly captured by multi-points
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temperature sensor. The endpoint of primary drying can be determined based on the Pirani

pressure and capacitance manometer pressure measurements[ 84 ]. The primary drying ends

as the Pirani measurements start to getting closes to capacitance manometer measurement.

Both thermocouples and multi-Points temperature sensors identified the endpoint of primary

drying at identical time marks. All temperature sensing points on the flexible probes showed

very good agreement in the temperature over time profile with the data obtained from the

thermocouples. It is interesting to note that both multi-points temperature sensors indicated

an early increase in temperature at the end of primary drying relative to thermocouple data.

Figure 4.9. Temperature time history profiles for Vial # 7 as well as Pirani
and CM pressure measurements.

Virtual Thermocouple and the Tuning Process.

The performance of the virtual thermocouples was validated using data from the per-

formed freeze-drying experiments as mentioned in previous sections. In order to obtain the
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Figure 4.10. Temperature time history profiles measured by sensors (solid)
vs simulation data (dashed) with separation points indicated.Vial # 7.

product temperature inside the vial, the simulation model (showcased in figure  4.11 ) was

tuned to match the multi-point sensor data shown in figure  4.9 . To simplify the tuning pro-

cess, input parameters were divided into three groups: the first group is the fixed simulation

parameters (table  4.2 ). These are parameters that are not subject to change from run to

run for the same product (such as glass vial properties, material properties (i.e. vial glass)

and ice/vapor characteristics). The 2nd group are the process simulation parameters (table

 4.3 ), these parameters are the real process data including shelf/air temperatures(measured

with build-in thermocouples) and chamber pressure(measured with capacitance manometer)

which are directly imported into the model. The last group are the tuned process param-

eters( 4.3 ), these are the parameters that are different from vial to vials, they are tuned to

match the model output with the actual sensor data. The vapor viscosity was calculated

according to Alexeenko et al. [ 85 ] where the experimentally measured [ 86 ]–[ 89 ] values as well

as the data from International Association for the Properties of Water and Steam Formula-

tion [  90 ] for water vapor viscosity in the range of -23oC to 227 oC. The power law curve fit

is based on Variable Hard Sphere (VHS) molecular model with an effective diameter of 5.78

angstrom:
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Figure 4.11. Mesh propagation in time.

µ = 8.9007 × 10−6
(

T

273.15

)
[Pa × s] (4.4)

The solid lines in figure  4.10 show the temperature profile measured by the non-invasive

temperature probe. The simulation is performed for two vials: vial # 7 and vial # 10 as in-

dicated in figure  4.6 (b). Both vials are surrounded by 6 other vials and can be considered as

center vials. In both cases, the simulation is within 1o of the experiment. The experimental

readings of the air temperature in the vicinity of the vial as well as actual shelf temperature

are used in the simulation. Figure  4.10 shows the sensors’ measurements versus the simula-

tion results for vial #10. Also, the separation points are indicated above the plot in black

frames. Each separation point corresponds to the front position crossing the sensor at a

particular moment of time. For example, the left picture in a frame shows the moment when

the front passes the top-mid sensor. The intersection point of two plots is highlighted for

the simulation curves and experimental curves. Similarly, other intersections are highlighted
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Figure 4.12. Temperature time history profiles measured by sensors (solid)
vs simulation data (dashed) for vial # 10.

(top-mid/mid, mid/mid-bot, mid-bot/bot) and indicate the position of the sublimation front.

The close agreement between the simulation and modeling is demonstrated.

Figure  4.13 , demonstrate the temperature profile that the simulation outputs at the

position of the thermocouple(in the center of the vial bottom) after the model is tuned

to match the non-invasive multi-point sensor data of vial #10. With the heat transfer

coefficients tuned to: 8 and 11 W/m2/K for the center and the edge of the vial bottom

correspondingly. Also, 0.2 W/m2/K heat transfer was applied to the top part of the vial

above the product to model the heat exchange with the ambient. The sensors experimental

temperature readings and simulations results are shown for both vials in Figures  4.14 , 4.12 .

The simulation (dashed lines) are within 2 oC from the experimental data during the whole

period of primary drying. The deviations close to the end of primary drying are due to
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Figure 4.13. Temperature time history measured by thermocouple (solid) vs
simulation data (dashed) for vial # 10.

the artificial criteria of the end of the process in simulation. The process is over when the

minimum distance between the freezing front and the vial bottom is close to zero. Thus,

when the edge of the front reaches the bottom the simulation stops. As shown in figure  4.13 ,

the simulation generated product temperature data shows a great agreement with the actual

thermocouple placed at the same location in the same vial. The same tuning process was

done to vial #7 as well, figure  4.15 shows the simulation generated product temperature

with thermocouple measurement. The heat transfer coefficients equal to 8 and 11 W/m2/K

were set for the center and the edge of the vial’s #7 bottom. These proves that virtual

thermocouple can measure product temperature accurately and non-invasively.
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Figure 4.14. Temperature time history profiles measured by sensors (solid)
vs simulation data (dashed) for vial #7.

Figure  4.16 shows the mass transfer resistance calculated from the current simulation vs

obtained empirically by Pikal et al. [ 91 ] as a function of the dried thickness or cake thickness

Lck as:

Rp = A0 + A1 × Lck

1 + A2 × Lck

(4.5)

where A0 = 1.4, A1 = 16, A2 = 0.

The cake resistance from the current simulation is calculated according to [ 92 ]:

Rp = Ap × (Psub − Pch)
ṁice

(4.6)
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Figure 4.15. Temperature time history measured by thermocouple (solid) vs
simulation data (dashed) for vial # 7

where Ap is a product area in , Psub and Pch are sublimation front and chamber pressures,

ṁice is sublimation rate. Rp is a measure of vapor flow impedance resulting from dried

layer structure. During the primary drying process, the dried layer thickness increases thus

changing Rp. It is worth noting that in the current multiphysics simulation, the product

permeability is the only parameter analogous to Rp which does not depend on cake length.

Given the ability to measure the product temperature of a center vial during primary

drying, virtual thermocouple was utilized to investigate the effects of wire thermocouple

heating. Figure  4.6 (c) shows the experimental setup, 3 vials equipped with virtual thermo-

couple were placed at the center of a full tray (green dots in figure  4.6 (c)), surrounding a

vial equipped with both virtual temperature as well as wire TC (placed inside of the vial).

This effect is demonstrated in Figure  4.17 . The temperature at the walls of four vials in
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Table 4.2. Fixed Simulation Parameters.
Parameter Dimen-

sion
Value

Ice Heat Capacity J/Kg/K 1967.8
Product Heat Capacity J/kg/K 1715
Vapor Heat Capacity J/kg/K 1674.7
Latent Heat of Sublimation J/kg 2.7912e6
Ice Thermal Conductivity W/m/K 2.1
Product Thermal Conductivity W/m/K 0.028
Vapor Thermal Conductivity W/m/K 0.025
Vapor Molar Mass g/mol 18
Vapor Viscosity Pa × s Equa-

tion  4.4 

Ice density kg/m3 913
Product density kg/m3 75
Silica Glass Heat Capacity J/kg/K 830
Silica Glass Density kg/m3 223
Silica Glass Thermal Conductivity W/m/K 1.14

Table 4.3. Process Simulation Parameters.
Parameter Dimen-

sion
Value

Air Temperature K Exp.
Initial Temperature K 228
Shelf Temperature K Exp.
Chamber Pressure mTorr 70

the center of the shelf was measured using the flexible sensors. For each of the vials, the

simulation was performed and heat transfer coefficients were adjusted, so that the best agree-

ment between sensor readings and experimental sensor data is achieved. From Figure  4.17 ,

it can be seen that a good agreement between the vial 10 thermocouple measurement and

simulation is obtained. For other vials, the heat transfer coefficient was reduced to get the

experiment/simulation agreement. Thus, the plot shows that the difference between the

actual product temperature and the one registered by thermocouple can be up to 2o and

is caused by the presence of the thermocouple in a vial. This result suggests in contrast of

the wire thermocouple, the use of virtual thermocouple greatly reduced the risk of measure-
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Table 4.4. Tuned Simulation Parameters.
Parameter Dimen-

sion
Value

Product permeability m2 1.4e − 10
Vial bottom heat transfer
coefficient (in/out)

W/m2/K 8/11

Porosity − 95%

Figure 4.16. Product resistance of Mannitol 5%.

ment errors and able to measures product temperature more accurately during freeze drying

process.

4.4 Conclusion

The development of optimal lyophilization procedures for different formulations in vials

includes a combination of experimental tests and computational approaches for measuring
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Figure 4.17. Product temperature simulation for vials without thermocouple
(6,7,8), vial with thermocouple (10) and thermocouple experimental data.

product temperature. Tight temperature control is essential in both the freezing and primary

drying stage because the structure of the dried product (cake) is highly determined by the

freezing protocol. In particular, to obtain a good uniformity of the properties of the entire

batch. Nucleation of ice and the freezing stage must be completed in a small temperature

interval. It is also critical to control the temperature and the drying time during primary dry-

ing stage, when it is necessary to avoid the collapse of the product. Even though sometimes

freeze-drying is considered a “mild” process, the collapse temperature of some typical phar-

maceutical products can be relatively low. Also, as the residual moisture content typically

affects the product negatively, the product temperature may be very low during primary

drying because, even after the ice sublimation, significant amounts of bound water can be

present in the product. Furthermore, heat is required during the process because the subli-
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mation is endothermic, therefore the shelf temperature has to be optimized to maximize the

drying speed and reduce the process time. Generally speaking, as a manipulated variable,

the shelf temperature is selected based on industrial standards. The control systems are used

to track the temperature of the heat transfer fluid, passing internally through the shelves,

based on the pre-set recipe data. However, the heat transfer control obtained by control

and manipulation of the shelf temperature is quite slow, partly because of the high thermal

inertia of the system, and shelf cooling and heating may results a huge delay in terms of the

response of the product temperature. Alternatively, the chamber pressure of the dryer can

be controlled and manipulated. This is a very responsive way to control the drying process

because the heat flux from shelf to product strongly depends on chamber pressure. However,

this approach can be quite risky, because the product temperature practically follows the

pressure variations, therefore a few pascals change in pressure could risk the product quality.

Since the critical part of any lyophilization procedure is the primary drying stage, special

attention has to be devoted to critical modeling parameters of drying of a porous cake-solid

ice system. In this work, a new technology, virtual thermocouple, based on the use of flex-

ible multi-point temperature sensor and advanced multi-physics simulation was proposed

and investigated as a means for the monitoring of freezing and drying behavior and product

temperature during freeze-drying. The developed virtual thermocouple combining the one-

dimensional model with surface sublimation sub-model can be used as a stand-alone, fast and

accurate computational tool for the prediction of lyophilization dynamics, but can also be

included into a general 3D CFD computational framework as a vital part of the final virtual

lyophilizer model. The proposed virtual thermocouple was also found to give quantitative

accurate results for drying behavior. In particular, the flexible multi-point sensing probe can

give information about both the temperature profile and the position of the sublimating in-

terface, this information then combined with the advanced multi-physics simulation provides

the actual product temperature and shows a great matching with thermocouple measure-

ment. For the first time, the ability to non-invasively monitoring product temperature of

individual vials during primary drying was demonstrated. This proves that the proposed

virtual thermocouple technology can effectively track the profile of temperature within the

volume of the solution of an individual vial during the freeze-drying process.
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5. SUMMARY

5.1 Dissertation Summary

This dissertation addresses the development of IoT WSNs for two challenging areas,

namely smart agriculture and industrial lyophilization. For smart agriculture, a new LoRa-

based hybrid low-power wide-area mesh network is proposed (Chapter 2). This hybrid net-

work structure addresses the development of large-scale WSN that is suitable for distinct

application areas with real-world deployments. To enable the data collection with vary-

ing sensors as well as to support wide-area coverage with low energy consumption, a novel

IoT sensing platform was designed and manufactured integrating a micro-controller, wire-

less communication interfaces, and a hybrid network with short (2.4 GHz) and long-range

(915 MHz) communication links. On the industrial lyophilization side, two novel low-power

sensing systems were proposed for tracking the lyophilization process. A fully wireless, multi-

point temperature sensor system as a Process Analytical Technology (PAT) for lyophilization

is proposed (chapter 3). In addition, a new non-invasive approach, namely virtual thermo-

couple, that enables non-invasive measurement of the product temperature by combining

flexible multi-point temperature sensing probe as well as the multi-physics simulation is

proposed in chapter 4.

5.2 Contributions

The specific contributions of this dissertation are as follows.

Chapter  2 : In this chapter, the design of a hybrid LPWAN mesh network for IoT applica-

tion that delivers several-kilometers with only low-power nodes while provides excellent QoS

was presented. This novel network structure addresses the development of large-scale WSN

that is suitable for distinct application areas with real-world deployments. To enable the

data collection with varying sensors as well as to support wide-area coverage with low energy

consumption, a new sensing platform integrating a micro-controller, wireless communication

interfaces, and a hybrid network with short (2.4 GHz) and long-range (915 MHz) commu-

nication links was designed and manufactured. With the proposed hybrid mesh network,

significant improvements in both power consumption as well as communication range while
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comparing with traditional single-hop networks like LoRaWAN were shown. In addition,

full-scale real-world experiments on both Purdue campus and agricultural farms with more

than 20 nodes further suggested that the proposed network significantly improves the qual-

ity of service while maintaining long-term stability. Several areas of future work motivated

by the design and experiments on these large-scale IoT testbeds, including sophisticated

anomaly detection, on-device computation, and network synchronization were provided.

Chapter  3 : This chapter proposes a fully wireless, multi-point temperature sensing sys-

tem for monitoring the lyophilization process. The measured profile of product temperatures

using the new multi-point wireless sensor during freeze-drying of mannitol and sucrose so-

lutions showed excellent agreement with thermocouple as well as the simulated data. The

sublimation progress during primary drying was clearly tracked by the multipoint wireless

sensor. The sublimation rate extracted from the wireless multi-point sensors’ measurement

also showed a good match with the actual gravimetric measurements. Furthermore, the vial

heat transfer coefficient (Kv) calculated from the measured sublimation rate by the multi-

point wireless sensor was in excellent agreement with the actual gravimetrically measured

vial heat transfer coefficient. In addition, the ability of multi-point sensing endows the

wireless sensor with a more elaborate characterization of the freeze-drying profile as demon-

strated through the end−point detection and the sublimation front tracking. These results

suggested the wireless multi-point temperature sensor system has a potential for real-time

monitoring, process verification, and cycle optimization for pharmaceutical lyophilization in

laboratory process development and GMP production.

Chapter  4 : This chapter presents the design and implementation of virtual thermocouple,

a non-invasive temperature measurement approach for controlled lyophilization. Three parts

of this new technology were presented: 1)the flexible non-invasive multi-point sensing probe

that is attached to the vials externally, the low-power wireless electronics that read and

transmit the data wirelessly, and the numerical model that translate the temperature profile

measured from the vial wall to the product temperature. In addition, experimental results

are provided to show that the proposed methods can effectively be used for monitoring the

drying dynamics and product temperature during the freeze-drying process in real-time and

non-invasively. Due to the limitation on the computational cost, only a one-dimension model
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(axisymmetrical) was used in this work. Although using 1-D axisymmetrical greatly reduces

the computational cost of the multi-physics simulation and the complexity of the tuning

process. It limits the use of virtual thermocouple to only center vials. Future works will

focus on the 3-D simulation model that includes the non-uniform horizontal heat flow, which

is necessary when expanding the use of virtual thermocouple to edge vials where the current

1-D model won’t suffice due to high radiation heats on the edge vials.
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