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ABSTRACT 

Over the last decade, there has been an immense interest in the quest for emerging memory 

technologies which possess distinct advantages over the traditional silicon-based memories. The 

unique opportunities ushered by these technologies such as high integration density, near-zero 

leakage, non-volatility and, in some cases, excellent CMOS compatibility, has triggered the 

development of design techniques, enhancing the computation capabilities of various systems. 

Further, in the era of big data, the emerging memory technologies offer new design opportunities 

to address a pressing need of achieving close integration of logic and memory sub-systems with 

an objective to overcome the von-Neumann bottleneck associated with the humungous cost of data 

transfer between logic and memory. Such a logic-memory coupling not only enables low power 

computation in standard systems, but also promises high energy efficiency in unconventional 

compute platforms such as the brain-inspired deep neural networks (DNNs) which have 

transformed the field of machine learning (ML) in recent years. However, in order to exploit the 

unique properties of the emerging memory technologies for efficient logic-memory integration, 

there exists a strong need to explore cross-layer design solutions which can potentially enable 

efficient computation for current and future generation of systems. Motivated by this, in this 

dissertation, we harness the benefits offered by the emerging technologies and propose novel 

devices and circuits which exhibit an amalgamation of logic and memory functionalities. We 

propose two variants of memory devices: (a) Reconfigurable Ferroelectric transistors (R-FEFET) 

and (b) Valley-Coupled-Spin Hall (VSH) effect based magnetic random-access memory (VSH-

MRAM), which exhibit unique logic-memory unification. Exploiting the intriguing features of the 

proposed devices, we carry out a cross-layer exploration from device-to-circuits-to-systems for 

energy efficient computing. We investigate a wide spectrum of applications for the proposed 

devices including embedded memories, non-volatile logic, compute-in-memory circuits and 

artificial intelligence (AI) systems.  

The first technology of our focus is ferroelectric transistor (FEFET), which is being actively 

explored for logic and memory applications. Experimental studies have showcased volatile (logic) 

or non-volatile (memory) characteristics for FEFET by employing static/design time optimizations. 

However, if run-time tuning of non-volatile and volatile modes can be achieved, several new 
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avenues for circuit design will open. Inspired by this, we propose Reconfigurable FEFET (R-

FEFET), which has the capability to dynamically modulate its operation between volatile and non-

volatile modes, enabling true logic-memory synergy at the device level. Utilizing these unique 

features of the R-FEFET, we propose an embedded non-volatile flip-flop design (R-NVFF) 

featuring a fully automatic backup operation (during power shut down) without the need of any 

external circuitry or signals. Compared to a previously proposed FEFET based NVFF, the 

proposed R-NVFF exhibits 69% lower check-pointing energy (which includes backup and restore 

operation). We also propose non-volatile memory (NVM) with highly energy-efficient read and 

write operations enabled by the dynamic reconfigurability in R-FEFETs. Our proposed NVM 

exhibits 55% lower write power, 37%-72% lower read power and 33% lower area compared to an 

FEFET-NVM. Finally, we implement the proposed NVM and R-NVFF in a state-of-the-art 

intermittently-powered platform and show up to 40% energy savings at the system-level. 

Another technology, which has sparked immense interest in spintronic applications, is the 

Valley-coupled-Spin Hall (VSH) effect in two-dimensional Transition Metal Dichalcogenides (2D 

TMDs). The unique generation of out-of-plane spin currents in monolayer TMDs can potentially 

enable efficient switching of nano-magnets. In this dissertation, we propose an emerging spin-

based memory device featuring close logic-memory integration utilizing the VSH effect in 2D 

TMD transistors, where the information is stored in nano-magnets (which are unified with the 

transistor), for energy efficient computing. We propose two variants of NVM designs, namely 

single-ended VSH-MRAM and differential DVSH-MRAM. We show that the integrated gate 

feature exclusive to 2D TMDs, facilitates access transistor-less memory array designs, resulting in 

ultra-high integration density. We compare the proposed memory designs with the standard Giant 

Spin Hall (GSH) effect-based memories and showcase 35%-67% lower energy consumption at the 

circuit-level and up to 3.14X energy efficiency at the system-level in the context of general-

purpose computing systems as well as targeted system applications such as energy harvesting 

platforms. 

In addition to traditional computing architectures, the logic-memory synergy in the proposed 

device technologies, showcase an immense potential for energy-efficient in-memory computation, 

especially for AI specific hardware running DNN/ML algorithms. We propose R-FEFET and 

DVSH-MRAM based design of novel compute-enabled memory fabrics. We custom design 

memory bit-cells which enable massively parallel Boolean and non-Boolean in-memory 
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computations using minimal array accesses. For example, we propose R-FEFET and DVSH-

MRAM based NVM cells which performs natural and simultaneous computation of bit-wise 

Boolean AND and NOR logics in a single array access. We also propose a compact compute 

module, attached to the array peripherals, for carrying out other logic and arithmetic operations 

such as addition. The proposed in-memory computation technique shows up to 71% lower energy 

consumption compared to existing FEFET and GSH-MRAM based compute-in-memory solutions. 

Moreover, for targeted energy-autonomous system workloads, we propose application-specific, 

FEFET inspired CiM fabric, which demonstrate 32X and 40X improvement in energy 

consumption and performance during edge-sensing, when compared to conventional computing 

architectures. Lastly, for energy-efficient computing in edge devices, we propose compute-enabled 

memory cells with ternary-precision, which achieves a sweet spot between accuracy and energy-

efficiency for DNN workloads. With optimal encoding scheme for the computing elements in 

synergy with device-circuit co-design, we achieve efficient ternary in-memory dot-product 

computation with minimal number of transistors per cell. The proposed ternary compute-in-

memory arrays show up to 3.4X reduction in energy and 7X improvement in performance when 

compared to optimized near-memory DNN accelerators. Overall, evaluation results of the 

proposed CiM techniques in this dissertation, show significant reduction in system energy along 

with system performance improvement over conventional von-Neumann architecture-based 

approaches for a wide range of application workloads, thus addressing the critical need for energy 

efficient logic-memory synergy in future computing platforms. 
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1. INTRODUCTION 

1.1 Data Intensive Computing: Memory Bottleneck and Climate Burden 

The memory and storage system in modern day computers consists of a hierarchy of devices 

with various density, speed, and cost (Fig. 1.1) [1]. The hierarchy includes: registers for holding 

temporary results and variables; caches which act as staging areas for the data and instructions 

stored in the main memory; main memory to stage data stored in large but slow storage entities, 

such as hard disk drives (HDDs) or NAND flash. As we enter the era of big data, many emerging 

data-intensive workloads become pervasive, and mandate very high bandwidth and heavy data 

movement between the computing units and the memory. Storing and manipulating such a 

humungous amount of data raises significant challenges in designing high-performance, energy-

efficient memory hierarchy. This has been a major concern over the recent years as the systems 

are expected to be more compact and powerful with data-intensive computing [2], [3].  

Unfortunately, technology scaling has further aggravated the aforementioned problem of 

memory and storage systems, significantly slowing the performance improvements of computing 

systems. Over the years, it has been observed that microprocessor speeds are increasing, but not at 

the same rate that memory access latencies have decreased. This increasing gap between the pace 

of processor and the memory has created the “memory wall” problem in which the data movement 

between the logic and memory component of a system is becoming the bottleneck in present 

computing architectures (Fig. 1.1-1.2) [4]–[6]. Sources state that the increase in the processing 

 

Fig. 1.1 Memory and storage system in a computing system showcasing the hierarchy of elements 

involved with a wide spectrum of performance, cost and density. 
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speed is around 60% every year, while the rate of memory operation has only improved by less 

than 10% per year, resulting in doubling of the gap between the performance of the processor and 

memory every 1 to 2 years [6], [7]. Moreover, commodity memory technologies, such as SRAM 

and DRAM, are facing scalability challenges due to several constraints. Firstly, both SRAM and 

DRAM are leaky at advanced technology nodes and the leakage power starts dominating for high 

memory capacity. Results in [8], [9] suggests that 25–40% of total power is attributed to the 

memory system [8] and the embedded processor caches consume over 40% of the total chip power 

budget [9]. This can significantly degrade the energy efficiency of systems based on scaled 

technologies when static leakage power is considered. Secondly, the SRAM/DRAM architectures 

are facing many difficulties while being scaling down. One challenge is in regard to the large 

increase in process variations [10], [11]. With the continuous scaling of CMOS devices, variations 

in key parameters such as threshold voltage (VTH), oxide thickness (TOX), etc. are growing at an 

alarming rate [12]. Subsequently, the performance of different die on the same wafer can vary 

widely, resulting in a significant parametric yield loss, which directly translates into higher 

manufacturing costs. Another challenge is that its intrinsically hard to scale down. For example, 

scaling down DRAM below a 20nm process node is extremely challenging due to the difficulty in 

keeping an adequate amount of cell capacitance [13]. Therefore, the memory and storage systems 

are becoming a fundamental performance and energy bottleneck in various advanced generation 

of electronic systems, ranging from cloud servers to end-user devices. 

Another harmful aspect of data-intensive computing is their impact on climate change. The 

current and future generation of computing largely relies on data centers which store and process 

humungous amounts of data. The data centers themselves consume a lot of power and as per recent 

reports, nearly 2% of electrical energy utilization in the U.S alone is from the data centers [14]. It 

 

Fig. 1.2 Processor and Memory speed over time illustrating the memory wall problem. 

 

 

 



 

 

 

26 

 

is expected that the CO2 emissions from information and communication technology (ICT) will 

account for 12% of world-wide emissions by the end of 2020 [15]. These numbers are alarming, 

especially while considering the explosion in the data demands observed over the recent years.   

The energy consumption of data centers may be divided into two categories: computing 

resources and physical resources (Fig. 1.3). The statistics show that the energy consumption of 

computing resources accounts for about 50% of the total energy consumption [15]. On the other 

part, the energy consumption of refrigeration/cooling systems is a major part of energy 

consumption by physical resources, which accounts for about 40% of the total energy consumption. 

Scientists believe that this number would vastly increase in the very near future considering the 

estimate of the 175 zettabytes (175 trillion gigabytes) of data generated by 2025 across the globe 

[16]. Therefore, we can conclude that servers with the processing elements (which fetch, compute 

and store data in the memory) and cooling systems are the most substantial energy draining 

facilities in the data centers. They account for a dominant portion of the total operating costs. 

Therefore, reducing energy consumption for servers and cooling systems is a key issue to address 

the sustainable development of data centers. 

There are two ways to tackle this problem of carbon emissions from the data centers. The 

first approach is by efficiently controlling the heat generated as a result of the high computing 

demands in modern workloads. For example, innovating cooling strategies which consume less 

energy or re-utilization of the thermal energy generated in partially powering towns and cities 

would reduce the carbon footprint of data centers [17]. Another possibility is to build data centers 

in eco-friendly locations (cold regions), thereby partially or completely eliminating the 

requirements of cooling systems [18]–[20]. However, with the increasing demand and stringent 

federal constraints on the privacy of data, which requires it to be stored in the home country of the 

 

Fig. 1.3 (a) Estimated ICT CO2 emissions (b) Energy consumption distribution of data centers 
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institution managing the data center, setting up data centers in remote/distant locations such as, 

Iceland, or even Antarctica, for the entirety of world population, might not be feasible. The second 

approach to overcome the energy inefficiency of the data centers is to intrinsically develop 

materials, devices, circuits and systems which are intrinsically energy-efficient. Several 

researchers across the globe are constantly innovating novel design architectures in this aspect. 

Such an approach can help solve the root cause of the problem and drastically reduce the power 

consumption of the data centers, which in turn will reduce the impact on climate change. One of 

the major constituents of a data center is the memory, which stores the data. Accessing data to-

and-fro, the memory consumes significant component of the server energy. Therefore, in the 

following section, we discuss the importance of exploring emerging memories for future 

generation of electronic systems. 

1.2 Emerging Memories to the Rescue 

With technology scaling the traditional CMOS memories (SRAM/DRAM) exhibit a 

fundamental limitation for high performance, energy-efficient computing as detailed in the 

previous section. To overcome this drawback, various emerging non-volatile memory (NVM) 

technologies have been proposed to replace/complement SRAMs and/or DRAMs because of their 

appealing advantages such as high density, zero standby power, fast access speed, non-volatility, 

etc., [21]. They showcase the potential to efficiently overcome the drawbacks of the traditional 

memory hierarchy design which makes them important technology enablers for high-performance 

and intelligent hardware systems in the near future [22], [23]. 

Both prototypical and emerging non-volatile memories are based on novel materials and 

mechanisms which are drastically different from the traditional CMOS counterparts [24]. In the 

following, we briefly describe the advantages and drawbacks of some of the widely explored 

emerging memories: 

• Phase Change Memories (PCMs) are based on reversible transition between the amorphous 

phase (high resistance) and the crystalline phase (low resistance) of chalcogenides (Fig. 1.4(a)) 

[21]. PCMs use special alloys, including Germanium Antimony Tellurium (GST), which have 

innovative characteristics that enable the non-volatile storage of their material phase by 

manipulating the heat inside the material. Micron’s X100 NVMe SSD [25] and Intel’s Optane 
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technology [26] are few examples of well-established and mass-produced products using PCM. 

They demonstrate desirable characteristics such as longer retention and improved endurance 

compared to NAND Flash and also showcase functionality at scaled dimensions. However, the 

large latency of transition between the two phases (~100ns) and their high write power 

consumption hinder their direct implementation in circuit design [27]. Moreover, the ability of 

Flash to store and detect multiple bits per cell still gives flash a memory capacity advantage 

over PCMs. Although, multi-level storage is a possibility in PCMs, it is yet to be demonstrated 

in the industry products. 

• Spin-Transfer Torque Magnetic RAM (STT-MRAM) is based on a magnetic tunnel junction 

(MTJ) cell with the most popular architecture composed of one transistor and one MTJ-based 

resistor (1T-1R; Fig. 1.4(b)) [23]. The resistance of the MTJ depends on the relative 

magnetization of the free layer (FL) with respect to the pinned layer (PL). They showcase 

faster read/write latencies (~10ns) and very high endurance (~1015) when compared to PCMs, 

and also smaller device footprint for high integration densities, close to that of DRAMs [21]. 

Samsung’s STT-MRAM in 28nm FDSOI platform [28] and Intel’s FinFET based MRAM 

technology [29] are some industrial efforts on the implementation of spintronic memory. 

However, the major disadvantage appears to be the high write current which increases the 

power consumption [21]. Moreover, the resistance-based distinguishability between the two 

logic states is low when compared to other emerging technologies (~orders of magnitude), 

leading to challenges associated with data sensing [30]–[32].  

• Resistive RAMs (RRAMs) are another class of NVM technologies built on the resistance 

changing mechanisms. An example of RRAM is conductive bridge RRAM where the 

switching is generally attributed to the formation and rupture of conductive filaments in 

insulating oxides (Fig. 1.4(c)) [33]. It involves a simple 3-layer memory cell: metallic top 

 

Fig. 1.4 (a) Phase Change Memory cell (b) Magnetic Tunnel Junction used in STT-MRAMs and 

(c) Resistive RAM cell. Figure adapted from [50]. 
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electrode, resistive switching medium and metallic/non-metallic bottom electrode. Both uni-

polar and bi-polar variants of RRAM have been explored in the past. 1T-1R array architectures 

have also been built and explored to demonstrate CMOS compatible, high density memory 

arrays. The P-series from Crossbar Inc. [34], TSMC’s 22nm ReRAM technology [35] and 

Fujitsu’s world’s largest density and mass produced, 8Mb ReRAM product- MB85AS8MT 

[36] are some of the leading industrial endeavor on this technology. However, tradeoffs exist 

among key RRAM parameters, e.g., speed-retention, power-speed, endurance, retention, etc. 

A major challenge of RRAM is reliability and variability [37]. The switching process is not 

controlled microscopically and is intrinsically stochastic, which is reflected in the large 

variation of device resistance and switching voltage from cycle to cycle and from device to 

device [21]. Also, the memory cells might require large forming voltage which might not be 

supported by scaled access transistors.  

• Ferroelectric RAMs (FERAMs) are ferroelectric (FE) capacitor-based memories which have 

been proposed and industrially implemented using the unique property of FE’s polarization 

retention in the absence of an external electric field Fig. 1.5(a) [38]. The memory follows a 

1T-1C architecture, where the binary states are encoded in the polarization state of the 

ferroelectric as shown in Fig. 1.5 (b). They offer high endurance along with high integration 

densities close to DRAMs. Texas Instrument’s FRAM microcontrollers [39] and Cypress’s 

ExcelonTM FRAM [40] are examples of state-of-the-art efforts to leverage the FE properties 

for memory applications. However, their read operation is destructive and requires a write back 

operation, leading to large energy overheads [41]. Also, they employ voltage-based sensing, 

whose speed is limited by the bit line/ plate line capacitance and the low capacitance 

distinguishability between their bi-stable states [31] 

 

Fig. 1.5 (a) Polarization vs voltage hysteresis loop of FE illustrating the bi-stable states (b) FE 

capacitor structure used in FeRAMs and (c) FEFET device structure with FE integrated in the gate 

stack if a transistor. Figure adapted from [50]. 
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• Ferroelectric Transistors (FEFETs) are field-effect transistor that can serve as a form of non-

volatile memory (Fig. 1.5(c)) [42], [43]. The device includes a FE layer being integrated in the 

gate stack of a transistor. The resistance state of the device is defined based on the polarization 

stored in the FE, which can be sensed by applying a drain-to-source voltage. Due to the 

polarization retention in the absence of electric field, even the resistance state of the transistor 

is retained. Such a device offers separation of read and write paths unlike many of the above 

mentioned emerging NVMs, which relaxes several design constraints. They offer a more 

robust sensing compared to FERAMs [31] and come with excellent CMOS compatibility and 

scalability (particularly those based on hafnium zirconium oxide of HZO) [44]. However, gate 

leakage in certain device architectures and interface variability can severely degrade the device 

and memory functionalities [45]. Moreover, large scale realization of this technology in 

memory products is yet to be achieved. 

As mentioned above, every new memory technology comes with its own set of advantages 

and challenges. In order to realize their implementation in the modern-day memory and storage 

systems, there is a pressing need to harness their properties to the maximum extent. Therefore, it 

is important to come up with novel non-volatile memory design solutions using the unique 

attributes of the emerging memories to counter the limitation with the existing technologies. In 

this dissertation, we propose devices and circuits based on ferroelectric and spintronic technologies 

and explore their implications for different classes of applications. Note, the use of emerging 

NVMs might be necessary but not sufficient to over the processor-memory bottleneck in traditional 

computing architectures. Therefore, in addition to designing energy efficiency NVMs, there is a 

need for a radical shift in the computing paradigm to address this issue by enabling tight logic 

memory synergy, as discussed next. 

1.3 Moving Logic Closer to Memory 

The closer integration of compute and memory is another promising approach to alleviate 

the processor-memory bottleneck and reduce the frequent and inefficient memory accesses, 

enabling substantial improvement in system performance and energy [46]–[51]. The idea is partly 

inspired from the human brain where logic and memory elements are synergistically integrated 

with one-another to perform computations in a seamless fashion (Fig. 1.6) [52], [53]. Existing 
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efforts to achieve this may be classified into two broad categories based on the degree of 

integration between logic and memory: (a) Near-Memory Computing [54]–[57] which involves 

logic placed right next to the memory, e.g., within the same package and (b) Computing-in-

Memory (CiM) [58]–[66] which refers to performing computations within a memory array itself. 

Although both near- and in-memory computing alleviate the processor-memory bottleneck, the 

latter blurs the distinction between computation and storage. In-memory computing involves the 

computation of certain tasks to be in the memory itself, which is organized as a computational 

memory unit. Such an approach reduces the number of memory accesses and the amount of data 

transferred between processor and memory, and exploits the wider internal bandwidth available 

within the memory sub-systems to achieve high computing performance and efficiency beyond 

traditional von-Neumann systems. As discussed in detail later, in-memory computing can be 

achieved by exploiting in tandem the physical attributes of the memory devices, their array 

organization, peripheral circuitry and control logic. The concept of integrating the computational 

and storage functions of the chip on one unit was proposed as early as 1969 [56]. However, 

benefited from the monetization of Moore’s Law and the convenience of separate design of 

memory and calculator, people paid no attention beyond the von Neumann structure in those days. 

Only until recently, in-memory logic operations [[58]–[60], [64], [66]] and vector-matrix 

multiplication targeted for artificial intelligence and machine learning workloads [67]–[76], have 

 

Fig. 1.6 Brain-inspired computing involving closer integration of logic and memory.   
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demonstrated the potential for improved power/time efficiency. There is a large body of work 

which involves the development of different schemes to enable in-memory computing for current 

and future technologies. In this dissertation, we focus on in-memory computing using the proposed 

memory technologies, for both general purpose and application specific architectures considering 

arithmetic, Boolean and non-Boolean computations. 

Another aspect discussed as part of this dissertation is the enablement of non-volatile 

computing especially for systems which have severe energy constraints. Non-volatile computing 

is extremely essential for the emerging IoT and edge devices which are resource-constrained and 

are required to perform a wide spectrum of data-intensive tasks [77]–[79]. In this computing 

paradigm, the memory is brought closer to the logic unlike what was discussed earlier for CiM, 

where logic is brought closer to the memory [80]–[85]. Such an approach enables local backup of 

data within the processing elements, resulting in the design of non-volatile logic. This mitigates 

the long-distance data transmission overheads and the complexities of moving computed elements 

from the volatile processor/registers/caches to the non-volatile storage system.  

1.4 Motivation for this Work 

The well-established CMOS transistors are volatile, i.e., they lose their information (in terms 

of their resistance; ON/OFF state) when the power supply and hence, the corresponding gate 

voltage is removed. In order to preserve the information computed by the logic circuits 

(information computed by a set of transistors), there arises a need to store the information in a 

separate memory storage system. The problem with the performance bottleneck as technology 

scales is because of the inefficient data movement between the processor (for logic computation) 

and memory (for non-volatile data storage). But what if we can eliminate the requirement for data 

shuttling between the logic and memory? Can we integrate non-volatility into a transistor to 

overcome the Von-Neumann bottleneck?   

Logic-Memory synergy is the key to alleviate the aforementioned problems with traditional 

and some of the emerging device technologies. If non-volatility can be embedded into the transistor, 

then several new avenues for circuit design will open for energy-efficient computing. To that end, 

in this work, two variants of integrated non-volatile transistor technologies have been proposed 



 

 

 

33 

 

whose intriguing features are enabled by harnessing the potentials of the emerging technology of 

(a) Ferroelectric transistors and (b) Valley-coupled spintronic devices. 

The recent discovery of ferroelectricity in hafnium-based oxides has led to the possibility of 

direct integration of ferroelectric material in the gate stack of a transistor [44], [86]. It has been 

shown that, by changing the capacitance matching between the ferroelectric and the underlying 

transistor, for instance by varying the FE thickness (TFE), one can operate the FEFETs between 

non-volatile or volatile mode [31], [87]. Note that, for either of the operation modes, the device 

structure remains the same. However, if run time modulation between the logic and memory modes 

can be achieved, a true logic-memory synergy element can be achieved which can alleviate the 

above-mentioned issues associated with memory wall problem, technology scaling, big data 

computing, non-volatile computing, etc. 

Another interesting emerging transistor technology is based on two-dimensional Transition 

Metal Dichalcogenides (TMDs) [88]. As an example, monolayer WSe2 based transistor exhibits a 

unique attribute of the generation of out-of-plane spin currents due to the recently discovered 

Valley-coupled Spin hall effect [89]–[94]. They also showcase higher charge to spin conversion 

efficiency compared to the traditional Giant Spin Hall effect-based devices [93]. If the unique 

spintronic properties of these TMD transistors can be effectively harnessed, then logic-memory 

synergy can be enabled with non-volatility integrated in close proximity with the transistor. 

The integrated non-volatile transistors can enable us to explore new computing paradigms 

for data-intensive applications. Computing-in-memory is an attractive technique to eliminate the 

memory bottleneck and thrust the future generation of machine learning workloads. On the other 

hand, non-volatile computing with the help of non-volatile logic can benefit energy-constrained 

systems with in-situ backup of the processing elements. Therefore, general purpose and application 

specific circuits and architectures based on emerging memory technologies are needed which can 

benefit from computing-in-memory and non-volatile computing to drastically push the 

performance and energy efficiency of electronic systems in the modern technological era. The key 

contributions of this dissertation are as follows: 

• We propose a novel Reconfigurable ferroelectric transistor (R-FEFET) which can dynamically 

modulate its operation between the logic and memory modes. We explain the possible device 

geometry of the proposed device using both FinFET and planar technologies. We explain the 
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physics of device operation and the fundamental reason for the reconfigurability. Such inherent 

device level reconfigurability opens several new avenues for circuit designs.  

• Utilizing the unique device level properties of the proposed R-FEFET, we propose energy-

efficient non-volatile memory designs. We discuss the memory operation, stability margins, 

retention and endurance properties, variation analysis, etc. and conduct a energy/performance 

comparison with the traditional FEFET based memory designs based on read-write-area 

metrics.  

• We also propose two variants of R-FEFET based non-volatile flip-flops where memory is 

brought closer to the logic for the design of non-volatile computing systems. RNVFF-1 is 

designed with a completely automatic backup, without the need of any external circuitry, which 

is enabled by the true embedding of the proposed R-FEFET in a flip-flop and RNVFF-2 

involved on-demand backup with a compact and energy-efficient external module. We perform 

a comprehensive circuit level analysis and understand the implication of the proposed NVMs 

and NVFFs when implemented in a state-of-the-art intermittently powered platform which 

performs non-volatile computing.  

• We propose another transistor technology where intrinsic logic-memory coupling is achieved 

by coupling nano-magnets with 2D TMD transistors. We utilize the Valley-coupled-Spin hall 

effect in these devices to energy-efficiently manipulate the magnetization switching dynamics 

of the magnet. We propose two flavors of non-volatile memory design and compare its circuit 

and system-level performance with the traditional giant spin-hall effect-based devices. 

• We propose computing-in-memory fabrics for Boolean and Arithmetic operations using the 

proposed emerging memory devices to alleviate the processor-memory bottleneck in 

traditional von-Neumann architectures. We explore the design of enhanced sense amplifier and 

compute modules to enable rich logic functionalities. We evaluate their energy and 

performance by implementing them for general purpose systems as well as application specific 

platforms such as intermittently powered systems. 

• We also propose low-precision artificial intelligence hardware for accelerating deep neural 

networks (DNN) with the design of novel ternary compute-enabled memory fabrics based on 

the proposed memories. We propose novel encoding schemes and generic designs applicable 
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for a broad range of memory technologies. We evaluate their benefits and trade-offs with 

respect to near-memory DNN accelerators.  

1.5 Organization of the Dissertation 

This dissertation is organized as follows: Chapter-2 familiarizes the reader with the basics 

of ferroelectric transistor technologies. It describes the device structure and explains the two 

possible device variants achieved by the coupling of ferroelectric with the transistor. It also 

discusses the advantages and drawbacks of standard FEFETs. Chapter-3 describes the device 

structure and operation of the proposed reconfigurable ferroelectric transistor with built-in logic-

memory synergy. The device design, analysis and influence of gate leakage is also discussed in 

this chapter. Chapter-4 introduces the non-volatile memory designs based on R-FEFET and their 

performance-energy evaluation.  Non-volatile flip-flops based on R-FEFETs are proposed in 

Chapter-5. This chapter also investigates the implementation of the proposed flip-flops and 

memories in a state-of-the-art intermittently powered platform. In Chapter-6, we propose 

computing-in-memory fabrics based on R-FEFET and FEFET, with the ability to perform Boolean 

and arithmetic operations for general purpose and application specific workloads. Artificial 

intelligence hardware with ternary precision in-memory computing capability is proposed in 

Chapter-7. Chapter-8 introduces to another emerging transistor technology called 2D TMD based 

spin devices which enable inherent coupling of logic and memory. We propose two variants of 

non-volatile memory array designs and compute enabled arrays for performing Boolean and non-

Boolean computing. Chapter-9 concludes this dissertation and provides possible future directions 

for enhancing next-generation computing using the proposed devices, circuits and systems. 
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2. BACKGROUND TO FERROELECTRIC TRANSISTORS 

2.1 Introduction 

Ferroelectrics are ideal for low power digital information storage since they can be switched 

purely using electric field (with significantly lower current consumption compared to current-

driven NVMs [95]–[97]) and at the same time are non-volatile. Ferroelectric materials are 

characterized by at least two stable polarization states at zero electrical field that can be switched 

from one value to the other by applying an electrical field that is larger than the coercive field, EC 

[98]. The coercive field, EC is the field at which the effective ferroelectric polarization is zero. 

Broadly classifying, three generations of ferroelectric memories have been worked on, starting 

from 1950s until now (Fig. 2.1).  

The first generation of ferroelectric memories were based on barium titanate (BaTiO3) 

ferroelectric single crystal, proposed back in the 1950s [99]. The memory arrays were built with 

1C memory cells in a cross-point fashion. This approach resulted in memory matrices that were 

not yet integrated with the selector devices and had very low densities. These memory devices 

were also highly unstable and had a very short life time. Moreover, this simple array of cross-point 

capacitors suffered severe disturb problems, i.e., reading or writing one cell influenced the memory 

state of neighboring cells. To a certain extent, this is an issue similar to what is observed for 

resistive memories which necessitates an additional selector element. Due to the above-mentioned 

issues, the work on first generation ferroelectric memories was discontinued without reaching 

commercialization. 

With the vast advancements in DRAM technology by 1990s, the interest in ferroelectric 

memories revived because 1T-1C architecture could be fabricated using ferroelectric capacitors 

which also offer non-volatility unlike DRAMs. This development led to the second generation of 

ferroelectric memories with the first commercial products released in the early 1990s [100], [101]. 

Polycrystalline lead zirconium titanate (PZT) was the ferroelectric material of choice used in these 

memory devices. PZT exhibited lower processing temperatures, improved reliability and easy 

CMOS integration compared to other ferroelectric materials available back then such as Strontium 

bismuth tantalate (SBT). Its operation differs from the DRAM cell and an additional plate-line has 

to be used for proper functionality. In order to write a ‘0’ or ‘1’ into the capacitor either bit-line or 
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plate-line are driven to a positive potential, while keeping the other line on GND before activating 

the access transistor via the word-line. The read operation is performed by first pre-charging the 

bit-line to GND, activating the word-line and applying a positive pulse to the plate-line. Depending 

on the polarization state of the ferroelectric, either a linear dielectric response is sensed (no 

polarization switching) or a sharp current-spike response is sensed (polarization switching from -

P → +P). Therefore, the read operation is destructive and a write-back is required unlike DRAM 

(which, in contrast, requires timely refresh). Also, the read signal generated by a ferroelectric 

capacitor is limited by the available polarization charge [41]. Traditionally DRAMs have used 3-

dimentional capacitors with technology scaling for increasing charge for sensing. However, doing 

the same for ferroelectric materials like PZT has proven to be an extremely challenging due to its 

complex composition. Consequently, the development work was deprioritized. Therefore, with the 

130 nm technology that is in production today [102], [103], the second generation of ferroelectric 

memories is already close to its scaling limit and will stay limited to niche applications. 

One alternative would be to integrate the ferroelectric into the gate stack of a metal-insulator-

semiconductor (MIS) transistor. The polarization state could then be read using the drain current 

of the transistor rather than sensing the switched charge directly, leading to a non-destructive read 

operation. This concept, the third and current generation of ferroelectric memory is called the 

ferroelectric field effect transistor (FeFET), which actually dates back to the late 1950s [104], 

[105]. However, common ferroelectrics like PZT and SBT are incompatible with CMOS process, 

which led to the decay of the concept. Moreover, they cannot be scaled below 130nm node as also 

observed in the second generation of memories due to low coercive fields and loss in 

ferroelectricity. In 2012, first reports indicated that hafnium oxide, which is a standard dielectric 

  

Fig. 2.1 Three generations of ferroelectric memory technologies 
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material in modern CMOS processes, can be transformed into a ferroelectric phase. Moreover, the 

specific properties such as lower permittivity compared to classical perovskite-based ferroelectrics 

and high coercive fields enabled the realization of scaled ferroelectric field effect transistors that 

show non-volatile retention of the resistance state of the transistor [98]. Therefore, ferroelectric 

hafnium oxide can help to finally fully exploit the potential of ferroelectric memories. In this 

chapter, we discuss the background of FEFET device design and operation followed by their 

existing application in non-volatile circuits and systems for energy-efficient storage and computing. 

2.2 Ferroelectric Field Effect Transistors - FEFETs 

2.2.1 Device design 

Ferroelectric field effect transistors (FEFETs) are structurally similar to a regular MOSFET 

or FinFET, with an additional ferroelectric and an optional metal layer integrated in the gate stack 

[44]. The device structure with and without the metal layer between the FE and dielectric (DE) for 

a FinFET-based architecture is shown in Fig. 2.2(a, b). (The benefits and drawbacks of both these 

device structures are discussed later in Section-2.3). The unique non-linear capacitance of 

ferroelectric [31], [106]–[108] interacts with the underlying MOS capacitance (CMOS) resulting 

in distinctive characteristics as described later. Previously investigated ferroelectric materials such 

as PZT for FERAMs tend to show incompatibility with the CMOS process flow, for its direct 

integration [41]. In 2011, ferroelectric behavior in doped hafnium oxide (HZO) was discovered 

for the first time [44]. Since hafnium oxide was already used as the high-K dielectric in scaled 

transistors, integrating FE in the gate stack became CMOS process flow friendly. Soon, 

preliminary works were published which could verify the functionality of HZO-based ferroelectric 

  

Fig. 2.2 FEFET devices based on FinFET architecture: (a) without an internal metal layer (IML) 

between FE and DE, (b) with IML between FE and DE.   
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field effect transistors (FEFETs) [44]. The FE layer can be employed with both n-type and p-type 

transistors. Hence, depending on the circuit requirements in terms of employing the FEFET in the 

pull-down or pull-up network of the circuit, one or the other type of FEFET can be used. Over the 

years, rigorous research on ferroelectric materials, has led to the possibilities of achieving 

ferroelectric properties at thickness < 2nm, resulting in realization of FEFETs even at scaled 

technologies, such as FinFETs [109], [110]. The high compatibility of HZO with CMOS processes 

has mitigated concerns regarding large-scale demonstrations of FEFETs at scaled technologies, 

which might have impeded industrial-scale realizations earlier. In the following sub-section, let us 

look into the unique device characteristics exhibited by FEFETs. 

2.2.2 Device operation 

(a) Steep-switching operation: Negative-capacitance field-effect transistors (NC-FETs) are 

one of a number of recently developed steep-slope transistor technologies using 

ferroelectrics, which is being explored for lower-power electronics. This steep switching 

mode of FEFET was proposed conceptually in 2008 by Salahuddin et al. [111]. It was 

envisioned that the ferroelectric layer present in the gate stack of transistor follows an ‘S 

curve’ trajectory for polarization switching. The ‘snap back’ of the ‘S curve’ exhibits a 

negative permittivity, and thus a corresponding negative capacitance (dQ/dV) is also 

obtained (due to the negative slope as shown in Fig. 2.3 (a)) [111]. In reality, this NC-

effect is difficult to measure directly as it corresponds to an unstable region of operation 

for ferroelectrics. However, with the capacitive coupling of the underlying transistor, it 

has been argued that this negative capacitance of ferroelectric can be stabilized [112]. This 

  

Fig. 2.3 (a) Polarization vs applied electric field of FE capacitor illustrating the negative 

capacitance region used for steep-switching applications; figure from [108]. (b) Schematic of FE 

capacitor connected to the MOS capacitance of the underlying transistor. 
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is made possible by ensuring that the net gate capacitance, which is the series combination 

of ferroelectric capacitance and the underlying MOS capacitance, is positive (Fig. 2.3 (b)). 

Stabilizing the operation of the ferroelectric in the negative capacitance region, achieves 

a voltage step-up action, which reduces the sub-threshold swing below the theoretical limit 

of 60 mV/ decade limit, enabling low-voltage/low-power operations [111], [112]. Over 

the last decade, various experimental works have showcased the possibility of negative 

capacitance effect with steep <60mV/decade subthreshold slope in the transistor’s transfer 

characteristics [109], [112]–[121]. Most of these works have been achieved with lower FE 

thickness where the FE exhibit a single stable polarization state at VGS=0V. Although, the 

concept has been investigated intensely in recent years, the topic remains controversial 

both theoretically [107], [122]–[124] as well as in the context of experimental 

observations [125], [126]. Further, the experimental device demonstrations, whilst 

suggesting some steep switching, are yet to show the characteristics required for large 

scale deployment of NCFETs [113], [122], [125], [127]–[129], [298]. Nevertheless, the 

concept of NC-FET has elicited an immense interest and besides steep switching, some 

works suggest that if the existing reliability issues can be addressed and the polarization 

characteristics of the ferroelectric can be optimized, then NC-effect in ferroelectrics could 

help mitigate a number of undesirable short-channel effects observed in current 

technologies [130], [131]. 

(b) Non-volatile operation: Apart from the NC-effect based operation, FEFET can also be 

operated in a non-volatile mode with proper optimization of the ferroelectric capacitor and 

the underlying CMOS capacitance [31], [132]. In this mode, the ferroelectric operates with 

  

Fig. 2.4 (a) Schematic of FEFET showing the internal potential and (b) Current-Voltage 

characteristics of an FEFET illustrating the sensed currents, resistance states for the two bi-stable 

states; Drain-to-source voltage, VDS=0.2V. VIS<VTH for -P and VIS>VTH for +P. 
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hysteretic polarization versus gate voltage characteristics spanning over positive and 

negative gate voltages (unlike Negative Capacitance FETs, where the FE is operated in the 

non-hysteretic ‘S curve’/negative capacitance region). It has been shown that in the FEFET 

with the inter-layer metal, the interaction of the MOS capacitance (when FE is placed in 

series with a transistor) leads to a reduction in the effective hysteresis of the polarization 

versus gate voltage of the FEFET when compared to that of a standalone ferroelectric 

capacitor [31], [133]. Nevertheless, sufficiently thick layer of ferroelectric preserves 

sufficient hysteresis and bi-stable polarization states needed for non-volatility. Positive 

polarization in FE corresponds to a positive internal metal potential, VIS, which is greater 

than the transistor threshold voltage (VTH) on an n-channel FEFET. This causes inversion 

of the channel, leading to the FEFET turning ON (low resistance state/ LRS; Fig. 2.4(b) and 

Fig. 2.5(a)). A negative polarization corresponds to a VIS <0 (which is also <VTH), resulting 

in accumulation in the channel of the underlying FET. This corresponds to the OFF state 

(high resistance state/ HRS) of the FEFET as shown in Fig. 2.4(b) and Fig. 2.5(b) [86], [96], 

[134]. In the absence of any electric field, due to the intrinsic property of the ferroelectric 

material, the FE layer retains its polarization [98]. Polarization retention directly 

corresponds to the resistance state of the FEFET also being retained, leading to built-in non-

volatility in the transistor. This non-volatile behavior of FEFETs is extremely appealing for 

designing non-volatile logic and memory circuits, which can potentially eliminate the 

memory-bottleneck discussed before in the context of traditional computing systems. In the 

  

Fig. 2.5 Planar FEFET device structure showing (a) inversion caused in the channel due to positive 

polarization (+P) and (b) accumulation due to negative polarization (-P). 
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following sub-section, we present the existing and ongoing efforts in the design of circuits 

and systems utilizing the unique attributes of the non-volatile FEFETs. 

2.3 FEFET based Circuits and Systems 

2.3.1 Non-volatile memory (NVM) design  

The hysteretic characteristics of FE capacitor naturally leads to its direct application in NVM 

designs [135], [136]. As discussed before, the primitive implementation of FE for memories was 

with FERAMs, where a 1T- 1C architecture was employed with coupled read-write paths (through 

the bit line). This design was widely implemented in the memory industry till the 130nm 

technology node. Scaling below 130nm node posed severe challenges as the FE itself, which was 

based on crystalline materials such as PZT, was difficult to design for polarization retention [98]. 

Apart from this, since the read operation occurs by sensing P stored in FE through capacitive 

coupling between the FE and bit-line, FERAMs exhibit low distinguishability between their bi-

stable states. Moreover, the read is destructive [136]. Now, with the discovery of ferroelectricity 

in doped hafnium oxides, FEFET based memory designs have been explored to mitigate the 

drawbacks of FERAMs [44], [86], [97], [134]. Positive/negative polarization (+P/-P) stored in the 

FE layer corresponds to low/high resistance state (HRS/LRS) of the FEFET. Moreover, the read-

write paths are decoupled leading to robust and disturb free read operation. Also, the currents 

sensed through the FEFET showcases excellent distinguishability (~105-6) [31], [97]. However, 

their write operation at iso-retention results in degradation of energy efficiency compared to 

FERAMs [31], [133]. 

In an attempt to effectively harness the FEFETs in memory arrays, several flavors of bit-

cells have been proposed. The 2T memory (Fig. 2.6(b)) uses a write access transistor in addition 

  

Fig. 2.6 (a) 1T, (b) 2T, (c) 3T and (d) 4T memory designs based on standard FEFETs. 
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to the FEFET to enable selective write in an array [31]. This memory offers excellent 

improvements in power and speed with respect to FERAM but requires negative write voltages, 

which lowers energy efficiency. Also, 2T memory needs unconventional biasing during read. 3T 

memory (Fig. 2.6(c)) employs an additional transistor for read access thereby reducing the 

complexity in the read sensing scheme. However, they face similar energy overheads due to the 

requirement of negative voltages [133]. A 4T memory (Fig. 2.6(d)) avoids the use of negative 

voltages for writing into the bit cell with the help of a fourth transistor connected to the source of 

FEFET [137]. However, large number of switching lines due to additional transistors make them 

energy inefficient. Recently, a highly dense 1T memory using a single FEFET bit cell has been 

proposed (Fig. 2.6(a)) [138], [139]. However, their robustness for scaled technologies with large 

parasitic capacitances affecting the device characteristics needs to be further evaluated [140].  

The aforementioned issues of various cells may further degrade when FEFETs without IML 

are considered in the NVM design. This is due to charge trapping/de-trapping effects which affects 

the endurance and the internal depolarization fields across the FE which degrades the retention 

characteristics [141]. FEFETs with IML (also referred to as FEMFETs [142]) can potentially relax 

such concerns [142], as discussed in detail later. However, FEMFETs may suffer from GL 

triggered loss in the resistance state corresponding to P stored [45]. To overcome the influence of 

GL, a modified memory function with 2-step read operation has been proposed which establishes 

the functionality, albeit at the cost of access energy [45]. 

2.3.2 Non-volatile flip-flop (NVFF) design 

Another class of circuits which have greatly benefitted by the innovation in emerging NVMs 

are non-volatile flip-flops. NVFFs are a crucial element in the design of non-volatile processors 

[77], [79], [143]. They mitigate the need for moving the data from registers all the way to storage 

system, by performing a local backup/restore operation in a non-volatile element. With the 

development of IoT and energy harvesting techniques, power supply disturbance can be frequent 

and such NVFFs are critical to sustain the computation progress with such non-volatile computing 

methodology. Fig. 2.7 (a) illustrates a conceptual non-volatile flip-flop (NVFF) where the backup-

restore module attached to the storage nodes of standard flip-flop stores the information in case of 

a power outage. Several design with various emerging non-volatile elements have been explored 
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to achieve such an operation [80]–[85], [144]–[146]. Most of the designs, contain current driven 

memory elements such as RRAMs, MTJs, etc. which lead to high power consumption. Recently, 

over the last few years, there has been an interest in FEFET based NVFFs which can sustain the 

flip-flop state during power-off periods [80], [145]–[147] (Fig. 2.7(b-d)). Their unique property of 

field driven information storage (unlike current driven storage in other memories) makes them 

promising candidates for energy-efficient computation especially for energy-constrained 

intermittently powered systems [95], [96], [148]. 

Most of the previously proposed NVFFs based on FEFETs (as well as and other emerging 

non-volatile elements) consist of a back-up/restore (B/R) module which backs up the information 

state of the storage nodes, during a power outage and restores storage node voltages when power 

turns back ON [146], [147]. This improves the computation progress in systems by overcoming 

the von Neumann bottle neck. However, the additional backup-restore module attached to every 

flip-flop leads to area overheads. Moreover, since the backup-restore module is directly attached 

to the storage nodes, it becomes challenging to ensure minimal energy-latency overheads during 

  

Fig. 2.7 (a) Concept with in situ NVM as the state backup storage; (b) nvDFF1 [146]; (c) nvDFF2 

[145]; (d) nvDFF3 [147].  
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the normal operation. Hence, there is a need to optimize the B/R module by exploring new device 

technologies that leverage the opportunities offered by FE. 

2.3.3 Artificial intelligence hardware / compute-in-memory (CiM) fabric for brain-inspired 

computing 

Computing in memory (CiM) is an emerging paradigm explored to eliminate the von-

Neumann bottleneck (or memory-bottleneck) in traditional computing systems (Fig. 2.8). Recent 

advances in memory design enable the opportunity for architects to avoid costly data movement 

by performing CiM. The idea of CiM has been proposed for at least four decades [54]–[57], but 

earlier efforts were not widely adopted due to the difficulty of integrating processing elements for 

computation with the main memory, DRAM. Innovations such as three-dimensional (3-D)- 

  

Fig. 2.8 Concept of computing-in-memory using ferroelectric memory technologies. Adapted 

from [156] 
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stacked memory dies that combine a logic layer with DRAM layers [149]–[152], the ability to 

perform logic operations using memory cells themselves inside a memory chip [58], [62], [66]–

[68], and the emergence of potentially more computation-friendly emerging NVM technologies 

[49], [50], [59], [64], [153]–[156] provide new opportunities to embed general purpose 

computation directly within the memory. FEFETs in particular show an immense promise in this 

regard, due to the inherent logic-memory synergy at the device level, with non-volatility integrated 

into a transistor. 

Various FEFET based NVM fabrics have been proposed with the capability of CiM 

operations. [64] proposes FEFET based CiM where computations are enabled with a modified 

sense amplifier. This design utilizes both voltage and current based sensing techniques to achieve 

in-memory operations for Boolean and Arithmetic computations. Although intriguing, the design 

in [64] faces possible challenges with respect to the write disturbs in the unaccessed cells in a 

column. Moreover, the write operation is two-phased and requires dual bias applied to several 

metal lines of an accessed word. This leads to significant energy overheads for current generation 

of workloads. Lastly, the use of both current and voltage-based computing schemes leads to design 

complexity and energy inefficiency mainly due to the constant DC reference current flowing 

during sensing operations.  

FEFET based CiM designs have also been proposed to perform neuromorphic computation 

[142], [157]–[162], using multi-domain switching in FEFETs. For ferroelectric with multiple 

domains, the partial polarization switching - where different portions of domain distribution is 

switched - can be harnessed to realize multiple intermediate polarization states. Those polarization 

states will result in different output conductance in FEFET, which can serve as synaptic weight 

cell to store the neural network weights. Investigation in [161] suggests that by arranging FEFETs 

in a pseudo-crossbar architecture, in-memory multiply-and-accumulate operation (which 

constitutes >90% of operations in modern DNN workloads) can be performed in the analog 

domain, obviating the costly data movement in the conventional von-Neumann systems. 

Ferroelectric based neurons have also been realized using quasi-leaky integrate and fire approach, 

where the leakage rate is determined by the polarization of the ferroelectric [162]. These 

innovations also enable the possibility of realizing an all ferroelectric based biologically inspired 

spiking neural network [161]. Although the concept of utilizing multi-level states of FE is very 

attractive for high density and low energy implementations of deep neural networks (DNNs), 
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experimental studies have shown the degradation in stability of the analog states with geometric 

scaling [163]–[165] due to the challenges with domain control and variability. Therefore, the 

application of such technique requires further exploration.  

Other types of in-memory computing systems have been proposed using FEFETs, for 

example one that harnesses the dynamics of polarization switching for statistical correlation 

detection, which is widely used in signal processing and event detection [166]. Ferroelectric 

ternary content addressable memory (TCAM) is another example, where computations are directly 

performed in the memory [167], [168]. Although TCAMs have been widely realized using CMOS 

based SRAMs (16T cell design), FEFET based approach leads to ultra-high density with 2T cells.  

To conclude, FEFETs showcase enormous potential for the implementation of the 

energy/performance efficient CiM architectures for various classes of applications. FEFET-based 

CiM are being investigated to perform Boolean, non-Boolean and arithmetic operation and 

mitigate the challenge of memory bottleneck in current generation of electronic systems.   

2.4 Drawbacks of Existing Approaches 

2.4.1 Requirement of negative voltages for polarization switching 

One of the major limitations of some of the previously-proposed FEFETs based circuits is 

the requirement of negative voltages for storing negative polarization in the FE layer (‘0’ bit). This 

leads to higher energy consumption for example in non-volatile memory operations (as discussed 

in Chapter-4). Moreover, generation of negative voltage requires additional bias circuits which 

increases the design complexity. Recently, techniques such as drain-erase biasing scheme has been 

proposed where positive voltage at both drain and source terminals (with gate at 0V) are applied 

to store bit-‘0’ in the FEFETs (Fig. 2.9 (a-d)). However, in such a scheme, charging of all the 

unaccessed metal lines (connected in a cross-point fashion) and the requirement of multiple 

voltages lead to energy overheads and design complexities. Another approach involves the use of 

2-phase biasing to overcome the use of negative voltage but comes with performance penalty. Fig. 

2.9(e-h) illustrates and example of 2-phase scheme using 3T FEFET based memory. Therefore, to 

effectively tap the qualities offered by FE based technology, there is a need for novel device and 

circuit designs which can mitigate the requirement of negative voltage at minimal or zero penalty. 
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2.4.2 Retention and endurance tradeoffs 

As mentioned before, FEFETs can be realized with or without the internal metal layer (IML) 

in between the FE and DE layers. However, both the device architectures come with their own 

drawbacks. In FEFETs without IML, the electrostatic interactions lead to constant depolarization 

fields (EDEP) directed opposite to the polarization stored in the ferroelectric layer (Fig. 2.10), 

degrading the retention characteristics [123], [142], [169]. At the same time, trapping/de-trapping 

effects at the ferroelectric-dielectric interface deteriorates the endurance of these devices [141], 

[142]. On the other hand, FEFETs with IML (also referred to as FEMFETs) has an advantage that 

the cross-sectional area of FE and the underlying FET can be independently designed, which helps 

  

                      Fig. 2.10 Depolarization issues in FEFET/FEMFET due to VIS ≠ 0V.  

 

Fig. 2.9 Techniques to mitigate the use of negative bias for polarization switching: (a-d) Drain-

erase bias scheme used for 1T memory cells placed in a cross-point fashion and (e-h) example of 

2-phase scheme used in a 3T memory cell to write bit- ‘0’ and ‘1’ in different phases. 
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in achieving a desired memory window, polarization switching at scaled voltages and lower 

depolarization fields compared to FEFETs without IML [142]. They also alleviate the issues 

corresponding to trapping and de-trapping effects, due to the presence of the intermediate metal 

layer [142]. However, since the IML is floating, its potential can discharge over time due to GL 

(Fig. 2.11 (a)), as discussed later. Therefore, GL can cause degradation of resistance-based 

distinguishability in FEMFETs. Experimental studies have shown (2~3hrs) of retention for FE-

Metal-FET (FEMFET) [142], while ~10 years for FEFET (without IML). On the other hand, 

endurance of ~107 cycles have been reported for HZO based FEFETs (without IML) [170], while 

FEMFETs (FEFETs with IML) showcase higher endurance of ~1011 cycles [142].  

2.4.3 Write voltage Scalability 

A majority of the existing works on FEFETs without IML have shown the requirement of 

large write voltages (~ ±3V-4 V). This is because of the field distribution across the gate stack 

being non-uniform, with most of the voltage dropping across the oxide plus semiconductor channel 

[142]. This increases the write voltage for complete polarization switching in the FE. This 

challenge has been overcome by FEFETs with IML (FEMFETs) because now, the FE and 

transistor can be independently optimized with different geometrical aspect ratios [142]. Such an 

approach can help in achieving maximum of the applied voltage dropping across the FE, which in 

turn reduces the write voltages for polarization switching (~ ±1V-2V). This makes FEMFETs more 

favorable and appealing for CMOS integration in scaled technologies. 

2.4.4 Gate leakage 

Note that, GL through the FE and DE layers in FEFETs with the floating IML, results in 

discharge of VIS over time as shown in Fig. 2.11 (a) and discussed in detail in [45]. If GL can be 

controlled, sensing the bit-information is similar to FEFETs without IML. However, if GL is 

significant, it can have detrimental effects, as the resistance-based distinguishability (determined 

by IML potential) can degrade and eventually disappear with time. Internal metal potential, VIS 

discharge due to GL results in loss of distinguishability between positive polarization (+P; ON 

state) and negative polarization (-P; OFF state). GL also results in polarization-dependent shifting 

of device characteristics with time which reduces the design margins [45], [171]. However, the 
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polarization is still retained which stores the bit information (Fig. 2.11(b)). Therefore, it is 

important to note that the bit-information stored as polarization is still intact and is not lost due to 

GL. However, sensing this polarization is non-trivial, incurring energy/design overheads [45]. 

Note, a positive by-product of IML potential going to 0V due to GL is that the depolarization field 

EDEP goes to zero over time and the polarization retention can be superior to FEFETs (without 

IML) [169].  

Now, as discussed in this chapter, all the previous experimental and theoretical studies have 

shown volatile (i.e., NCFET) or non-volatile characteristics for FEFET by employing static/design 

time optimizations, for instance, low TFE show promise for NCFET-logics while high TFE is more 

suitable for FEFET-NVMs [86], [172]. However, if run-time tuning of non-volatile and volatile 

modes can be achieved, several new avenues for circuit and system design will open.  

2.5 Summary 

We introduced ferroelectric transistors, an emerging device technology which has gained 

immense interest in recent years. We discussed the two variants of device design, i.e., with and 

without an internal metal layer between FE and DE layers. We explained the two possible modes 

of device operation: (a) steep-switching and (b) non-volatile, which is determined by the 

capacitance matching of FE and the underlying transistor. We mentioned the different flavors of 

existing non-volatile memory and flip-flop designs, implemented using the unique characteristics 

of FEFETs. Previously proposed computing-in-memory designs using FEFETs to overcome the 

von-Neumann bottleneck and perform Boolean, non-Boolean and arithmetic operations were also 

 

Fig. 2.11 (a) Gate leakage in FEMFET due to floating IML resulting in (b) loss in resistance based/ 

drain current based distinguishability. 
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mentioned. Finally, we discussed the drawbacks associated with FEFET based circuits in regards 

to the requirement of negative voltages, retention and endurance tradeoffs, scalability of write 

voltages and gate leakage’s negative influence on circuit operation. 
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3. RECONFIGURABLE FERROELECTRIC TRANSISTOR -- R-FEFET: 

A NON-VOLATILE MEMORY DEVICE WITH DYNAMICALLY 

TUNABLE HYSTERESIS 

3.1 Introduction 

As discussed in the previous chapter, experimental studies on FEFETs have shown volatile 

or non-volatile characteristics by employing design time device optimizations, for instance by 

modifying the thickness of the FE layer [31], [87]. However, if run-time tuning of non-volatile and 

volatile modes can be achieved, several new avenues for circuit design will open with logic-

memory synergy. Moreover, such a feature can potentially mitigate the limitations of FEFETs 

discussed in the Chapter-2. Previously, a method was proposed to shift the FEFET device 

characteristics, to achieve dynamic logic programmability [173]. While this method is very 

appealing for such an application, it may not be suitable for reconfigurability between logic and 

memory modes, because of (i) low current distinguishability (~10x) between the ON-OFF states 

and (ii) minimal modulation of hysteresis, requiring large voltages for logic operations. To address 

the need for efficient logic-memory coupling, we propose a reconfigurable FEFET (R-FEFET) 

which has the capability to dynamically modulate its hysteresis and tune its operation between 

volatile and non-volatile modes. In addition to such a unique reconfigurability, R-FEFETs can 

overcome the disadvantages of FEFETs due to gate leakage (GL). In this chapter, we introduce R-

FEFETs and comprehensively analyze their device characteristics. The proposed R-FEFETs are 

then used in several classes of circuits including, non-volatile memory non-volatile logic with data 

back-up capability, logic-in-memory, etc., which are discussed in the following chapters.  

3.2 R-FEFET Device Structure 

The proposed R-FEFET comprises of two sets of FE stacks which are regulated by the Gate 

and the Control terminals. Both the FE stacks are connected by an internal metal layer (IML), 

which also serves as the gate of the underlying transistor (Fig. 3.1(a, b)). The cross section of one 

of the fins of the R-FEFET based on FinFET is shown in Fig. 3.1(c), illustrating the gate stack 

with FE and IML. The equivalent schematic of R-FEFET is shown in Fig. 3.1(d) where the IML 

of the R-FEFET is shown to be connected with Gate and Control terminals through their respective 
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FE capacitors (FEA and FEB). (Note, FEA/B and FEG/C are interchangeably used in this dissertation). 

The Gate terminal (controlling FEA) acts as a regular gate of the transistor, while the Control 

terminal (controlling FEB) dictates the mode of operation, as explained later. Note, both the stacks 

have equal TFE. The Gate and Control signals interact via FEA and FEB with IML whose voltage 

(VIS), in turn, controls the underlying FET. The proposed concept of coupling two FEs with a 

transistor is applicable for FinFET as well as planar technologies [171], [174]. Following are the 

details of transistor technologies used in this work: 

3.2.1 FinFET technologies 

We use 10nm FinFET models [175] with silicon (Si) as the substrate and gate length (LG) 

=14nm, fin thickness=8nm, fin height=21nm for our designs. The gate oxide dielectric used in our 

simulations is high-k (HfO2), in order to be consistent with the advanced technology nodes. The 

 

Fig. 3.1 (a) Proposed R-FEFET with 3 fins (b) R-FEFET realized using planar FET (c) Cross 

Section of (a).  (d)  Schematic and capacitance network of R-FEFET. Process flow for R-FEFET 

based on (e) FinFET and (f) planar structures. Note, spacing between FEA and FEB can be changed 

according to design rules of technology node. 
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fabrication of R-FEFET can be achieved with small changes to the standard FinFET process flow 

(Fig. 3.1(e)). First, the standard process is used to obtain a FinFET with one (or two) of the fins in 

the middle etched (step-I; to provide spacing for a later process). Then, the regular gate stack is 

formed up till the IML (step-II). This is followed by FE and gate metal deposition (step-III), and a 

selective etch process (enabled by the spacing from step-I) to isolate the two FE stacks (step-IV). 

Note that the IML is kept intact during the etch process to enable coupling in-between the two FE 

stacks and the transistor. The structure of R-FEFET is quite different from standard FEFET or 

FinFETs. R-FEFET contains two gate stacks (namely, Gate and Control) unlike only one present 

in FEFETs or FinFETs. The intrinsic coupling between the two FE stacks and the underlying 

transistor leads to unique device characteristics as explained later.  

Due to the sizing constraints in FinFETs (for e.g. width quantization [176]), the design 

flexibility with respect to the FE stacks is reduced. Also, the addition of FE and IML in the gate 

stack, may require an increase in the fin pitch. Therefore, as an alternate method, we can use the 

processing technique used for FE-Metal-FET (FEMFET) [142], where the FE is integrated in the 

back-end with electrical connection to the gate of the conventional FinFET. Such a device structure, 

where the FE sizing is decoupled from the fin geometry, can potentially overcome the 

aforementioned issues with the sizing of FE and also avoid etching of additional fins (for improved 

density). Moreover, FEMFET device architectures also exhibit inherent advantages of lower 

depolarization field and higher endurance (compared to FEFETs), which is explained later. In this 

work, we discuss and analyze circuits with both variants of FinFET based R-FEFETs discussed 

above.  

3.2.2 Planar technologies 

The proposed technique can also be employed for planar technologies in a similar manner 

as FinFETs. We employ 22nm planar MOSFET models [175] with Si as substrate, high-k gate 

oxide (HfO2), and LG=22nm, gate width (W) =110nm. We ensure a spacing of at least 3λ (~33nm) 

between the FE stacks (in accordance with the scalable CMOS rules [177]). Note, the planar 

devices offer much larger design flexibility due to the absence of width quantization (as in 

FinFETs). The process flow of planar R-FEFETs is illustrated in Fig. 3.1(f). It involves (i) 

fabrication of standard planar transistor (ii) deposition of FE and metal layers on IML (iii) selective 
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etching to form two FE stacks employing flow similar to contact over active gate process [178]. 

Note, selective etching is performed along the width (not along the channel length). 

It may be mentioned that parasitic capacitive (CP) coupling exists between Gate and Control, 

which is considered in our simulations. However, our calculations show that, considering the 

minimum distance between Gate and Control to be 68 nm (33nm) for 10nm (22) nm node (as per 

the layout rules [177]), the capacitance, CP is ~0.3aF, which is much smaller than other 

capacitances (~ fF). Therefore, CP has negligible impact on the device operation and is not shown 

in Fig. 3.1(d) for simplicity. The ratio of the capacitances of FEA and FEB (CFEA:CFEB) is a key 

design knob in device operation (as discussed later).  

We also design R-FEFETs at 45nm node to gain advantages of low leakage power 

consumption while designing circuits to enable in-memory computing paradigms. For this, we 

employ 45nm planar MOSFET models [175] with Si as substrate, HfO2 as gate oxide, and 

LG=45nm, gate width (W) =11λ. We ensure a spacing of at least 3λ (~33nm) between the FE stacks 

(in accordance with the scalable CMOS rules [177]), whose widths are identical and equal to 4λ. 

Identical widths of the FE stacks enable the possibility of eliminating the influence of gate leakage 

on memory operations as discussed later. With the understanding of the device structure, let us 

now discuss the modeling and simulation methodology used in this work. 

3.3 Simulation Methodology  

To analyze the proposed R-FEFETs in this dissertation, we employ a physics-based circuit 

compatible SPICE model for FE based transistors [108], based on the well-established Landau 

Khalatnikov (LK) theory [179]. The underlying transistor is modeled using predictive technology 

[175]. The two FE stacks (FEA and FEB) based on the time-dependent LK model are self-

consistently coupled in SPICE with each other and the underlying transistor, based on the 

equivalent circuit shown in Fig. 3.1(d). The effects of depolarization fields due to non-ideal 

contacts are captured in our model [108]. To model FEFETs, we use a similar approach coupling 

FE and the underlying transistor, as described in detail in [108]. In this work, we perform our 

analysis on R-FEFETs based on FinFETs (10nm node) as well as planar (22nm node, 45nm node) 

technologies [175]. To calibrate our model (Fig. 3.2), we use experimental results for Hf0.7Zr0.3O2 

(remnant polarization =20μC/cm2, coercive field =1MV/cm) [113], which has showcased CMOS 
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process compatibility at scaled technologies [86], [134], [173]. The LK parameters of FE derived 

from calibration are: α=-0.7x109 m/F, β=6x108 m5/F/C2, γ=3x1011m9/F/C4. The kinetic coefficient, 

ρ= 0.025Ω-m, was calculated for polarization switching time of hundreds of picoseconds [180]. 

Note, the results mentioned in this dissertation are obtained using quasi-static simulations, similar 

to the experimental methodology for FEFETs [134]. In the following sub-section, let us discuss 

the device operation and reconfigurability between non-volatile and volatile modes in the proposed 

R-FEFET. 

3.4 Dynamic Reconfigurability in R-FEFETs 

To understand the reconfigurability in R-FEFETs, let us consider the following Equation-

3.1, derived from the capacitance network shown in Fig. 3.1(d). 

𝐴𝐹𝐸𝐴 ∗ (𝑃𝐹𝐸𝐴 + 𝐶0 ∗ 𝑉𝐹𝐸𝐴) + 𝐴𝐹𝐸𝐵 ∗ (𝑃𝐹𝐸𝐵 + 𝐶0 ∗ 𝑉𝐹𝐸𝐵) − (𝐶′
𝐼𝑆 ∗ 𝑉𝐼𝑆) − (𝐶′

𝐼𝐷 ∗ 𝑉𝐼𝐷) = 0         (3.1) 

𝑊ℎ𝑒𝑟𝑒 𝐶′ =
1

𝑉
∫ 𝑑𝑉  ; 𝐶0 = 𝜀𝐹𝐸 ∗ 𝜀0/𝑇𝐹𝐸 

PFEA (B), AFEA (B) and VFEA (B) are the polarization, area and voltage across the FEA (B) 

capacitor respectively. C’IS (D) and VIS (D) are the average capacitance and potential difference 

between IML and source (drain) terminal of the R-FEFET. ε0 and εFE (~20) are the permittivity of 

free space and dielectric constant of FE respectively. Note that the capacitances, CIS and CID (Fig. 

3.1(d)) include the oxide, overlap and fringe capacitances associated with the underlying transistor. 

Equation-3.1 can be simplified further as: 

𝑉𝐼𝑆 =
(𝐴 ∗ 𝑃)𝐹𝐸𝐴

𝐶𝑇
′ +

(𝐴 ∗ 𝑃)𝐹𝐸𝐵

𝐶𝑇
′ +  (𝐴𝐹𝐸𝐴 ∗ 𝑉𝐺𝑆 + 𝐴𝐹𝐸𝐵 ∗ 𝑉𝐶𝑆) ∗ 𝐶0/𝐶𝑇

′ +  𝑉𝐷𝑆 ∗ 𝐶′
𝐼𝐷/𝐶𝑇

′         (3.2) 

   

                                   Fig. 3.2. Calibration of the model with experiments from [113]. 
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𝑊ℎ𝑒𝑟𝑒 𝐶′𝑇 = 𝐶′𝐼𝑆 + 𝐶′𝐼𝐷 + (𝐴𝐹𝐸𝐴 + 𝐴𝐹𝐸𝐵) ∗ 𝐶0 

We will describe the device operation qualitatively with the help of this equation. Note, all 

the results have been obtained from proper simulations as per the model discussed above. We will 

describe the characteristics in context of the n-type device. This discussion can be extended to the 

p-type device as well. 

The control terminal of the R-FEFET interacts with the regular gate to enable the dynamic 

reconfigurability between volatile and non-volatile modes of operation. VIS is designed to be 

affected to a larger extent by the polarization (P) of the regular gate stack (PFEA) compared to P of 

the control stack (PFEB) by ensuring that AFEA is larger than AFEB (CFEA>CFEB). Note that because 

of the presence of the common IML, FEB interacts with FEA, thereby influencing VIS, yielding 

unique characteristics as discussed later. In the volatile mode of the R-FEFET, PFEA in the OFF 

state (‘0’) corresponds to negative polarization (-P), while the ON state (‘1’) corresponds to a 

positive polarization (+P). When switched from the volatile to the non-volatile mode, the bi-stable 

state of the R-FEFET is defined by PFEA. We discuss the volatile and non-volatile modes in detail 

in the following paragraphs. For simplicity, we neglect gate leakage (GL) to illustrate the basic 

concept of device operation. In the subsequent sections, we consider GL and show its impact on 

the characteristics of R-FEFETs. We first start with the discussion on FinFET based R-FEFET, 

with CFEA:CFEB = 2:1.  

3.4.1 Non-volatile (‘NV’) mode 

For the ‘NV’ mode of operation, we drive the control voltage to 0 (VCS = 0V). First, we 

consider drain voltage, VDS = 0V to simplify the discussion. The effect of VDS is considered 

subsequently. Let us begin our analysis by sweeping the gate voltage (VGS) from a negative to 

positive value and back. To start with, application of a negative VGS (-0.8V), yields a negative PFEA 

(-P) and negative VIS (Fig. 3.3(a, c); Fig. 3.4(b)). Negative VIS yields a positive voltage across FEB 

(VFEB =VCS-VIS =-VIS; since VCS=0V). This leads to positive PFEB (+P) (see Fig. 3.3(b); Fig. 3.4(b)). 

As VGS is swept from negative to positive value (-0.8V→0.8V), PFEA switches first from -P→+P 

when voltage across FEA (VFEA=VGS –VIS) exceeds the coercive voltage (VC) of FEA (step-1). Note, 

the gate voltage at which P switches is called the critical (or coercive) gate voltage (VGS,C; point-

A in Fig. 3.3(a)). PFEA switching results in an increase in VIS to a positive value due to capacitive 
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coupling (step-2). Hence, VFEB (= -VIS) becomes negative which yields switching in PFEB from 

+P→-P (Fig. 3.3(b); step-3). Consequently, switching in FEB lowers the magnitude of VIS (Fig. 

3.3(c)-inset (i); step-4). Therefore, a sequential transient process (STP) from step-1 to step-4 

occurs during the device operation as illustrated in Fig. 3.5. Similarly, during the reverse sweep of 

VGS from positive to negative values (0.8V→-0.8V), PFEA switches from +P→-P when VFEA 

reaches -VC (step-1; point-B in Fig. 3.3(a)). This, in turn, yields negative VIS (step-2), such that 

FEB reaches its coercive voltage (VC) for PFEB switching from -P→+P (step-3). PFEB switching 

eventually leads to decrease in the magnitude of VIS (step-4; Fig. 3.3(c)-inset (ii)). Thus, in the 

‘NV’ mode (VCS=0V), PFEB is always opposite to PFEA (Fig. 3.3(a, b)). As a result, FEB reduces 

the effect of FEA on |VIS| in the ‘NV’ mode (due to step-4 of STP; Fig. 3.5). Hence, compared to 

FEFET, lower |VIS| is obtained in R-FEFETs for the same |VGS| (Fig. 3.3(c)). This increases |VGS,C| 

required for PFEA switching (since VC = |VFEA| = |VGS,C–VIS|). Therefore, larger HW is observed in 

R-FEFETs compared to FEFETs, leading to larger VGS margins for holding P (or hold margins). 

 

Fig. 3.3 (a) Polarization of FEA stack, (b) Polarization of FEB stack and (c) internal metal voltage 

versus gate voltage. VDS=0V and TFE=8nm. 
 

 

 

Fig. 3.4 (a) Schematic of R-FEFET. Device operation in (b) non-volatile mode and (c) volatile 

mode. FS: Forward Sweep, RS: Reverse sweep. 
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To describe the device operation in the ‘NV’ mode further, let us consider Equation-3.2. 

Since VCS =0V and considering VDS =0V, the terms corresponding to VCS and VDS vanish and we 

obtain the following expressions for VFEA and VFEB: 

𝑉𝐹𝐸𝐴 = 𝑉𝐺𝑆 − 𝑉𝐼𝑆 = −(𝐴 ∗ 𝑃)𝐹𝐸𝐴/𝐶𝑇
′  − (𝐴 ∗ 𝑃)𝐹𝐸𝐵/𝐶𝑇

′ + (1 − 𝐴𝐹𝐸𝐴 ∗
𝐶0

𝐶𝑇
′ ) ∗ 𝑉𝐺𝑆          (3.3) 

                                         𝑉𝐹𝐸𝐵 = 𝑉𝐶𝑆 − 𝑉𝐼𝑆 = −𝑉𝐼𝑆                           (3.4) 

And the critical VGS for P switching (VGS,C) is given by: 

𝑉𝐺𝑆,𝐶 =
(±𝑉𝐶  + (𝐴 ∗ 𝑃)𝐹𝐸𝐴/𝐶𝑇

′  + (𝐴 ∗ 𝑃)𝐹𝐸𝐵/𝐶𝑇
′ )

(1 − 𝐴𝐹𝐸𝐴 ∗ 𝐶0/𝐶𝑇
′ )

          (3.5) 

Let us first consider PFEA switching from -P→ +P (coercive voltage = +VC) by sweeping 

VGS from a negative to positive value (-0.8→ 0.8V). The application of negative VGS (-0.8V), leads 

to PFEA = -P and PFEB = +P in R-FEFETs (as discussed before). Now, for standard FEFETs, the 

2nd term in the numerator of Equation-3.5 is negative, since initial value of PFEA= -P, while the 

3rd term doesn’t exist. On the other hand, for the proposed R-FEFET, the 2nd term is negative 

along with a positive 3rd term, since the initial value of PFEB= +P. Therefore, because of the 

opposite P in the two FE stacks of the R-FEFET, the magnitude of numerator in Equation-3.5 is 

larger for R-FEFETs compared to FEFETs (in which PFEB is not present), resulting in larger VGS,C 

for PFEA switching from -P → +P. Similarly, during the reverse sweep (VGS = 0.8→-0.8V), VGS,C 

becomes more negative, with respect to FEFETs, for PFEA switching from +P → -P (coercive 

voltage = -VC) due to the presence of the additional term (corresponding to FEB) in Equation-3.5. 

Therefore, higher |VGS,C| for both -P→+P and +P→-P switching results in larger hysteresis (or hold 

margins) in ‘NV’ mode of the proposed R-FEFETs compared to standard FEFETs (~10X for 

 

Fig. 3.5 Illustration of the step-by-step sequential transient process during the non-volatile mode 

of operation in the proposed R-FEFETs. 
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TFE=8nm). Note that switching in PFEA occurs before PFEB (due to STP, Fig. 3.5). This results in a 

transient spike in the VIS versus VGS plots (Fig. 3.3(c)-inset (i, ii)), obtained using quasi-static 

analysis. 

It is also important to note that PFEA exhibits bi-stability in the ‘NV’ mode at VGS=0V, which 

corresponds to the non-volatile state stored in R-FEFET. Even PFEB exhibits bi-stability; however, 

we define the state of R-FEFET with PFEA since CFEA > CFEB. Moreover, PFEA = +P and –P 

corresponds to the ON and OFF state of the R-FEFET, respectively [181]. 

3.4.2 Volatile (‘V’) mode 

To operate R-FEFETs in the ‘V’ mode, we apply VCS=VDD (0.8V). Due to the positive and 

large VCS, PFEB remains at a positive value for the entire range of VGS (-0.8V to 0.8V) as shown in 

Fig. 3.3(b) and Fig. 3.4(c). When VGS is negative (-0.8V), VIS is negative despite positive PFEB. 

This is because CFEA>CFEB, which results in higher influence of FEA on the VIS compared to FEB. 

Negative VGS yields a negative PFEA as show in Fig. 3.4(c). Now, due to the positive PFEB which 

tries to pull VIS up (since VCS = VDD), VIS is slightly less negative than the ‘NV’ mode (Fig. 3.3(c)). 

This results in a slightly larger VGS,C required for PFEA switching from –P→+P compared to the 

‘NV’ mode (since VC of FEA = VGS,C - VIS; point-C in Fig. 3.3(a)). After –P→+P switching (step-

1), VIS increases to a positive value (step-2; similar to ‘NV’ mode). However, absence of PFEB 

switching (due to VCS=VDD as explained before), results in non-occurrence of step-3 and step-4 of 

the STP (Fig. 3.5). Now, both FEA and FEB store +P, which yields significantly higher VIS 

compared to the ‘NV’ mode (Fig. 3.3(c)-inset (iii)). Therefore, during the reverse VGS sweep (from 

0.8V→-0.8V), the coercive voltage (-VC) required for switching PFEA is achieved even for a 

positive value of VGS,C. In other words, at the onset of PFEA switching from +P→-P, VFEA=-VC 

=VGS,C -VIS for VGS,C>0V as shown in Fig. 3.3(a) (point-D). This results in the ‘V’ mode of 

operation with single stable state at VGS=0V. Therefore, in this mode, R-FEFET can be utilized 

for low-power operations with improved disturb margins utilizing the inherent hysteresis. Note, 

PFEA=+P and -P correspond to the states ‘1’ (ON) and ‘0’ (OFF), respectively. 

We can also explain the ‘V’ mode of operation using Equation-3.2. In this mode, the 

simplified equation (considering VDS = 0V) is: 
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𝑉𝐹𝐸𝐴 = −(𝐴 ∗ 𝑃)𝐹𝐸𝐴/𝐶𝑇
′  − (𝐴 ∗ 𝑃)𝐹𝐸𝐵/𝐶𝑇

′ +  (1 − 𝐴𝐹𝐸𝐴 ∗
𝐶0

𝐶𝑇
′ ) ∗ 𝑉𝐺𝑆  − 𝐴𝐹𝐸𝐵 ∗ 𝑉𝐶𝑆  ∗ 𝐶0/𝐶𝑇

′   (3.6) 

𝑉𝐹𝐸𝐵 =  𝑉𝐶𝑆 − 𝑉𝐼𝑆                 (3.7) 

By design (discussed later), we ensure that VCS=VDD corresponds to VFEB > -VC, so that PFEB 

never switches from +P→–P. In other words, PFEB remains at +P for the entire VGS sweep (-

0.8→0.8V). From Equation-3.6, VGS,C for PFEA switching is: 

𝑉𝐺𝑆,𝐶 = (±𝑉𝐶  + (𝐴 ∗ 𝑃)𝐹𝐸𝐴/𝐶𝑇
′ +  𝐴𝐹𝐸𝐵 ∗ (+𝑃)/𝐶𝑇

′ + 𝐴𝐹𝐸𝐵 ∗ 𝑉𝐷𝐷  ∗ 𝐶0/𝐶𝑇
′ )/(1 − 𝐴𝐹𝐸𝐴 ∗ 𝐶0/𝐶𝑇

′ )   (3.8) 

With proper design, the sum of the last 3 terms of the numerator in Equation-3.8 is highly 

positive when compared to |VC|. Hence, VGS,C for +P→-P switching (coercive voltage = -VC) is >0 

(Fig. 3.3(a)). For -P→+P switching (coercive voltage=+VC), VGS,C >0 due to the sum of all terms 

in Equation-3.8 being positive (as discussed for the ‘NV’ mode). Moreover, this VGS,C (for –P→+P 

switching) is slightly larger than its corresponding value for ‘NV’ mode because of the additional 

positive term, VCS (=VDD) in Equation-3.8. Hence, with VGS,C >0 for P switching in both directions, 

‘V’ mode of operation is achieved. 

3.4.3 Effect of drain-to-source voltage 

A positive VDS leads to an increase in VIS because of the capacitive coupling between drain 

and IML [140] (see Equation-3.2). This results in an increase in VGS,C required to reach the 

respective coercive voltages, shifting the ‘V’ and ‘NV’ curves towards the right (Fig. 3.6). Note, 

the proposed R-FEFET shows drain voltage independent reconfigurability between the two modes, 

enhancing the circuit design flexibility. 

 

Fig. 3.6 (a) Polarization of FEA stack, (b) Polarization of FEB stack and (c) internal metal voltage 

versus gate voltage. VDS=0.3V; TFE=8nm. 
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In a similar fashion, planar R-FEFETs with 22nm technology node have also been simulated 

with TFE=7nm, width of FEA (WFEA) and FEB (WFEB) equal to 44nm and 33nm respectively and 

transistor gate width (W) of 110nm (WFEA+WFEB+3λ). Planar R-FEFETs also show similar 

characteristics with respect to the dynamic reconfigurability (Fig. 3.7). We achieve HW 

modulation from 1.1V in ‘NV’ mode to 0.3V in ‘V’ mode. 

It is important to note from the figures above that the R-FEFET is OFF when VGS=0V, 

despite VCS=VDD. Moreover, its ON state (VGS=VDD) is maintained even at VCS=0V. This is 

because VIS is designed to be impacted more by VGS than VCS with CFEA > CFEB (as discussed 

before). Also note, we show all the device characteristics (PFEA, PFEB, VIS) versus VGS, to 

understand the device properties with respect to the applied signal VGS, which will be useful for 

the discussion in Chapter-4. 

The above discussion indicates that the device characteristics are a function of several device 

parameters such as VCS, TFE and capacitance ratio of the FE stacks. To understand how R- FEFETs 

need to be designed, we present device analysis considering the aforementioned parameters, next. 

3.5 Device Design and Analysis 

To carry out the analysis of R-FEFETs in this section, we perform simulations for planar R-

FEFETs. Since FinFETs exhibit width quantization, the analysis of capacitance ratio CFEA:CFEB is 

restricted. Therefore, for a general comprehensive analysis, we focus on planar R-FEFETs. The 

same trends also hold for FinFETs based structures. We look into three important parameters: (a) 

TFE, (b) VCS and (c) AFEB (controlled by WFEB). 

 

Fig. 3.7 (a) Polarization of FEA stack, (b) Polarization of FEB stack and (c) internal metal voltage 

versus gate voltage for planar R-FEFETs. 
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3.5.1 Thickness of ferroelectric (TFE) 

The device characteristics for different TFE are shown in Fig. 3.8. Note, both stacks have the 

same TFE. With increase in TFE from 6nm to 8nm, HW widens for both ‘V’ and ‘NV’ modes due 

to increase in VGS,C [31], [133], resulting in larger VGS margins for holding P (or hold margins; 

discussed further later). TFE optimization in conjunction with proper choice of supply voltage (VDD) 

can be a key design methodology since HW can be tuned as per the circuit needs. 

3.5.2 Control terminal voltage (VCS) 

VCS plays a crucial role in determining the mode of operation as described before. To achieve 

the ‘V’ mode of operation, proper magnitude of VCS is required. To understand the dependency of 

VCS, we show the characteristics of R-FEFETs for different VCS in Fig. 3.9. As VCS is increased, 

VIS also increases (Fig. 3.9(c)-inset). This is because of the pull-up action of FEB due to capacitive 

coupling, as discussed before. For small VCS (<0.5V), R-FEFET does not exhibit ‘V’ mode. This 

is attributed to the fact that PFEB undergoes opposite switching along with PFEA due to low VCS. 

PFEB switching leads to reduction in VIS, as explained by STP (step-4) (Fig. 3.5). The lower VIS, in 

turn, prevents +P→-P switching in FEA for VGS >0V (since VFEA=VGS-VIS), yielding ‘NV’ 

characteristics. As VCS is increased, a point is reached where VFEB remains greater than -VC, thus 

preventing PFEB switching. In other words, PFEB=+P for the entire range of VGS (-0.8→0.8), 

resulting in high VIS (non-occurrence of step-3 and step-4 during STP; Fig. 3.5). Now, due to the 

 

Fig. 3.8 (a) Polarization of FEA stack, (b) Polarization of FEB stack and (c) internal metal voltage 

versus gate voltage for planar R-FEFETs for TFE = 6, 7, 8nm. VDS=0V; WFEA=44nm; 

WFEB=33nm. 
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high VIS, VGS,C required for PFEA switching from +P→-P becomes >0V, i.e., VFEA=-VC=VGS,C -VIS 

for VGS,C >0V. Therefore, at this particular VCS (~0.5V), R-FEFET reconfigures to the ‘V’ mode. 

Hence, for VCS >0.5V, absence of PFEB switching, keeps VIS high enough to achieve PFEA switching 

(+P→-P) at VGS >0V (‘V’ mode). 

3.5.3 Area of control stack (ACS) 

Area of the FEB (controlled by WFEB) can also be used as a design knob for device 

optimization. We discuss its effect in context of (a) VIS (b) HW below: 

(a) Internal Metal Potential (VIS): As described before, the influence of FEB is to decrease 

the effect of the PFEA on IML in the ‘NV’ mode, leading to lowering of |VIS| compared to 

FEFETs. As the area of the FEB is increased by increasing WFEB from 22nm to 44nm 

(maintaining WFEA = 44nm and W=WFEA+WFEB+3λ), the influence of PFEB on VIS also 

increases. Since FEA and FEB always have opposite P in the ‘NV’ mode, |VIS| decreases 

with increase in FEB area as shown in Fig. 3.10(b). In fact, when WFEB is 44nm, due to the 

equal and opposite effect of the control and gate stacks, |VIS| reaches ~0V. If WFEB>WFEA, 

then the roles of the FE stacks change and PFEB dominates the influence on VIS. In the ‘V’ 

mode, since PFEB remains +P over the entire VGS region (-1V to 1V), increase in FEB area 

results in increase in VIS due to higher influence of PFEB (Fig. 3.10(d)). Increase in VIS 

results in the P characteristics shifting to the right similar to the effect of VDS (Fig. 3.10(c)). 

(b) Hysteresis width (HW): As described before, increase in FEB area corresponds to a 

decrease in the influence of PFEA on IML. As a result, R-FEFET requires higher voltage for 

 

Fig. 3.9 (a) Polarization of FEA stack, (b) Polarization of FEB stack and (c) internal metal voltage 

versus gate voltage for VCS varying from 0V→1V. VDS=0V; TFE=7nm; WFEA=44nm; 

WFEB=33nm. 
 

 



 

 

 

65 

 

P switching which leads to widening of the hysteresis (Fig. 3.10(a, c)). This plays an 

important role in determining the stability margins for circuit applications. Our simulation 

analysis indicates that to achieve reconfigurability between the ‘V’ and ‘NV’ modes 

considering WFEA=44nm, CFEA:CFEB (=WFEA:WFEB) must be <44:5 (with, 

W=WFEA+WFEB+3λ). This is because, at capacitance ratios above this limit, FEB is not 

capable of influencing VIS in order to achieve volatile operation. On the other hand, if 

CFEA:CFEB <1 then the roles of FE stacks interchange as explained before. 

3.5.4 Current-voltage characteristics 

With the understanding of the trends above, we optimize R-FEFETs to achieve proper 

reconfigurability (parameters listed later) and present the current-voltage transfer characteristics 

in the ‘V’ mode (Fig. 3.11). Note, the ‘V’ mode will be used for read/write operations in non-

volatile circuits based on R-FEFET. The relevant characteristics (P-V) in the ‘NV’ mode 

illustrating P retention (for hold operation) have already been illustrated in Fig. 3.7. Shifting of 

hysteresis due to VDS is reflected in Fig. 3.11. The ON current (ION) of planar R-FEFET 

(WFEA=44nm, WFEB=33nm, W = 110nm, and TFE=7nm) is 13% higher than standard FET 

(W=110nm; Fig. 3.11(a)). On the other hand, ION of FinFET based R-FEFET (CFEA:CFEB=2:1, and 

 

Fig. 3.10 Polarization of FEA stack and internal metal voltage versus gate voltage for (a, b) ‘NV’ 

and (c, d) ‘V’ mode for WFEB = 22, 33, 44nm. VDS=0V; WFEA=44nm; TFE=7nm; HW: Hysteresis 

Width. 
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TFE=8nm) is 10% higher than standard FinFET (# fins = 3; Fig. 3.11(b)). The increase in ION with 

respect to standard FET (or FinFETs) is because of FEA operating in the negative P-V region 

(VFEA<0, P>0; shaded region in Fig. 3.11(c)) in the ON state, leading to a voltage step-up action, 

i.e., VIS>VGS since VIS=VGS-VFEA [108]. Also, the ION/IOFF ratio for R-FEFETs in the ‘V’ mode is 

~ 106, which indicates excellent distinguishability. Note, during the circuit implementation of R-

FEFETs, we perform a non-destructive sensing of P, which is discussed extensively in Chapter-4 

of this dissertation. 

It may be noteworthy to mention that the retention properties of the FE in the proposed R-

FEFET will be similar to that of standalone FE capacitors. This is due to the presence of IML used 

for coupling the two FE stacks with the transistor. The floating IML undergoes GL (discussed in 

the next section), which brings VIS to 0V during the hold state, over time. This results in minimum 

depolarization fields across the FE, enhancing its retention properties. Experimental studies have 

shown retention of ~10 years for HZO based FE [141]. On the other hand, as discussed in the 

recently proposed HZO based FE-Metal-FET (FEMFET) device architecture, the presence of IML 

result in higher endurance of ~1011 cycles [142]. This is attributed to the lower charge trapping 

effects in FE and IML, when compared to the device structures without IML (~107 cycles [141]). 

The proposed R-FEFETs takes the inherent advantage of the presence of IML (as in FEMFETs) 

and therefore we expect similar benefits with respect to reliability and endurance of the device as 

observed in FEMFETs. 

3.6 Analysis Considering Gate Leakage 

With the understanding of the operation of R-FEFETs, we now discuss the impact of GL on 

R-FEFETs. As in the previous section, we focus on planar R-FEFETs with WFEA=44nm, 

     

Fig. 3.11 Transfer characteristics of (a) planar and (b) FinFET based R-FEFET with VDS=0.5V. 
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WFEB=33nm, TFE=7nm and VCS=1V. Note, we show trends only for a planar technology to avoid 

repetition. However, similar characteristics are achieved for FinFETs as well. 

3.6.1 Gate leakage in standard FEFETs 

As mentioned earlier, FEFETs can be realized with or without an IML in between the FE 

and DE. Recent studies have revealed the pros and cons of each structure. FEFETs without the 

IML are more suitable for steep switching applications but for memory applications they may 

undergo deterioration in performance and retention due to (a) sensitivity to charge trapping effects 

in FE leading to lower endurance [141], [142] and (b) non-zero depolarization field across FE 

affecting the retention properties [169], [182]. On the other hand, as discussed in [142], FEFETs 

with IML are expected to show good endurance due to minimized charge trapping in FE and IML. 

However, they are adversely affected by the GL [45], [183]. GL through the FE and DE layers 

(modeled and captured by RFE and RDE; Fig. 3.12(a)) in FEFETs with the floating IML, results in 

discharge of VIS over time as shown in Fig. 3.12(b) and also discussed in Chapter-2. VIS discharge 

due to GL results in loss of distinguishability between +P (ON state) and –P (OFF state). However, 

P is still retained which stores the bit information. This retained P will be referred to as the hold 

polarization, PHOLD (i.e. the retained P after VIS has discharged to 0V). To read the state of FEFETs, 

unconventional read techniques are required which incur design overheads [45]. GL issue is also 

present in the proposed R-FEFETs due to the requirement of IML. However, the presence of the 

control terminal mitigates the read overheads observed in FEFETs with IML. Moreover, GL 

enhances the retention properties in the stand-by state (similar to standalone FE capacitors) due to 

minimized depolarization fields across the FE, as discussed previously [169], [182]. We discuss 

  

Fig. 3.12 (a) Equivalent circuit representation of the FEFET, showing gate leakage (GL). (b) 

Transient simulations showing polarization retention with VIS discharge due to GL. PHOLD= 

Retained Polarization 
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these aspects later, along with the memory design in Chapter-4. For now, we focus on the impact 

of GL and the benefits that R-FEFETs possess over FEFETs. 

3.6.2 Impact of GL in R-FEFETs 

Before we begin our discussion, it is important to mention that PHOLD in R-FEFETs 

corresponds to PFEA, since PFEA defines state of the R-FEFET, as discussed before. Let us consider 

that GL has discharged VIS to 0V. Two possible cases of PHOLD, (=PFEA) exist: (i) PHOLD = +P 

(PFEB= -P) and (ii) PHOLD = -P (PFEB = +P). In the following, we explain these cases for both ‘NV’ 

and ‘V’ modes: 

(a) PHOLD = +P: Since PHOLD is defined corresponding to the R-FEFET being in the hold state 

for a long time, the bias conditions for this case are: PFEA = +P, PFEB = -P, VIS = 0V at VGS 

= 0V and VCS = 0V. The major difference between a device with GL and the one neglecting 

GL is that the initial VIS for the former is =0V while that of the latter is >0V. This has the 

following consequence: (i) Since VGS,C =VIS-VC (for +P→-P switching), VGS,C considering 

GL is more negative compared to the case neglecting GL (Fig. 3.7). (ii) After +P→-P 

switching VIS is more negative compared to the case neglecting GL. This results in a lower 

VGS,C (=VIS+VC) for the subsequent -P→+P switching (see Figs. 3.7(a), 3.13(a)). Therefore, 

the net effect of GL in this case (PHOLD=+P) is to shift the device characteristics towards the 

left with respect to the case neglecting GL. Note, at VCS =0V, R-FEFET retains non-

volatility despite this shifting. 

Now, let us consider the effect of GL on the ‘V’ mode (VCS=VDD; Fig. 3.13). Similar 

to the ‘NV’ mode GL results in lowering of VIS. This leads to shifting of the ‘V’ 

  

Fig. 3.13 (a) Polarization of FEA, (b) Polarization of FEB and (c) internal metal voltage versus gate 

voltage when PHOLD = +P. VDS=0V; TFE=7nm; WFEA=44nm; WFEB=33nm; HM: Hold Margin. 
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characteristics towards the left (see Figs. 3.7, 3.13). Note, while shifting to the left, ‘V’ 

mode retains its property i.e., single stable state at VGS=0V. 

(b) PHOLD = -P: In this case the initial conditions are: PFEA = -P, PFEB = +P, VIS = 0V at VGS = 

0V and VCS = 0V.  Similar to PHOLD = +P, the main difference between the characteristics 

considering and neglecting GL is in the initial VIS. While initial VIS = 0 with GL, it is <0 

without GL (see Figs. 3.7(c), 3.14(c)). Thus, VGS,C (=VIS+VC) for –P→+P switching 

becomes more positive when GL is considered. Also, after –P→+P switching, VIS is more 

positive for the case with GL. Hence, for subsequent –P→+P switching, VGS,C (=VIS-VC) 

increases. Thus, the effect of GL for PHOLD=-P is to shift the device characteristics towards 

the right. Note, non-volatility is preserved when VCS=0V. Also note, the device 

characteristics further shift towards the right when VDS >0. Our simulations reveal that for 

VDS up to 1V, the R-FEFET still retains its ‘NV’ behavior at VCS=0V. Similarly, in the ‘V’ 

mode (VCS=VDD), VIS increases due to GL resulting in shifting of device characteristics 

towards right (see Figs. 3.7, 3.14). 

In the presence of GL, the proposed R-FEFET retains dynamic reconfigurability between 

‘NV’ mode (two stable states at VGS=0V) and ‘V’ mode (OFF state at VGS=0V) for both PHOLD=+P 

and -P. Moreover, in the presence of GL, VDS dependence remains the same as discussed in the 

previous sections. Also, all the trends with respect to different design parameters (TFE, WFE, AFE) 

holds, except for the shift in the characteristics depending on PHOLD, as mentioned above. It is 

important to mention that, R-FEFETs based on FinFETs also follow similar trends and device 

characteristics in the presence of GL.  

 

Fig. 3.14 (a) Polarization of FEA, (b) Polarization of FEB and (c) internal metal voltage versus gate 

voltage when PHOLD = -P. VDS=0V; TFE=7nm; WFEA=44nm; WFEB=33nm; HM: Hold Margin. 
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From the discussion in this section, we observe that, in the presence of GL, R-FEFET 

exhibits 4 modes of operation in total: 2 ‘V’ and 2 ‘NV’, corresponding to PHOLD = +P and –P. 

Therefore, while designing circuits, we need to ensure correct functionality by design 

optimizations for these 4 corner cases and verify that, for any transient state in between, the 

functionality is retained. The implications of the 4 modes and the transient states on non-volatile 

circuits has been analyzed extensively later. Note that, due to transient effects of GL, the 

application of the proposed R-FEFET (in the ‘V’ mode) is not in generic logic computation. 

However, R-FEFETs have immense potential in the field of energy-efficient non-volatile 

computing as discussed in [174] and Chapter-5 of this dissertation. 

3.6.3 Impact on current-voltage characteristics 

For the case with PHOLD=+P (-P), VIS decreases (increases), resulting in decrease (increase) 

in ION. For planar R-FEFET in ‘V’ mode, ION with PHOLD = +P is similar to standard FETs while 

for the case with PHOLD=-P, is 15% higher (Fig. 3.15(a)). For FinFET based R-FEFET, ION with 

PHOLD = +P (or -P) is 27% lower (or 17% higher) than standard FinFETs (Fig. 3.15(b)). Moreover, 

even in the presence of GL, R-FEFETs exhibits excellent ION/IOFF ratio ~104 in the ‘V’ mode. 

3.6.4 Comparison with standard FEFETs 

The major advantages of R-FEFETs over standard FEFETs are the following: (a) they 

exhibit larger intrinsic hysteresis (P vs VGS) due to additional capacitive coupling of the control 

stack. Therefore, R-FEFETs show more robustness for NV operations in the presence of GL and 

    

Fig. 3.15 Transfer characteristics of (a) planar and (b) FinFET based R-FEFET in the presence of 

gate leakage with VDS=0.5V. 
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variations. (b) Easier distinguishability of the bi-stable P states. Standard FEFETs lose their current 

based distinguishability (depending on P stored) in the presence of GL [45]. Work-function 

engineering along with a 2-step read operation has been proposed to mitigate the effects of GL in 

standard FEFET based memories [45]. However, this leads to higher read power. R-FEFETs 

overcome these challenges utilizing the unique feature of dynamic reconfigurability. These aspects, 

in context of the memory design, are further discussed in Chapter-4. 

3.7 Transition between different Modes during Circuit Operation  

Before discussing the transition between different modes of R-FEFET, let us briefly describe 

a few terminologies. Let us consider that we write a bit (+P or –P) into the R-FEFET. If the R-

FEFET is accessed a short time after the write, GL does not get sufficient time to change VIS. 

However, if the R-FEFET is accessed after a long time, VIS discharges to 0V. We refer to these 

cases as ‘access after short time’ and ‘access after a long time’, respectively. Considering access 

after a long time, we have states 1 and 5 corresponding to PHOLD=PFEA= +P and -P respectively 

(see Fig. 3.16(b, d)). The critical gate voltage (VGS,C) required to switch P from these states is 

  

Fig. 3.16 R-FEFET device characteristics (a) without GL, with GL for (b, c) PHOLD = +P and (d, 

e) PHOLD = -P. Modes A and B are non-volatile (NV; VCS=0V); modes C and D are volatile (V; 

VCS=VDD).  
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±VHM-LT. State 4 (PFEA=-P) and state 8 (PFEA=+P) correspond to the case when the R-FEFET is 

accessed after a short time. For these states, VGS,C for P switching is ±VHM-ST. VHM-LT/ST correspond 

to long/short term hold voltage margins. Note, when we design the memory, we need to ensure 

that the functionality is achieved, irrespective of access after long/short time and we discuss that 

in the subsequent sections. 

As discussed before, GL yields four modes of operation for the R-FEFET. Therefore, from 

a circuit design perspective, it is important to understand the dynamics of the different modes of 

operation, which is discussed in this section. The four modes (two ‘NV’ and two ‘V’) have been 

referred to as A, B, C and D from here on (Fig. 3.16(b-e)). A brief description of these modes is 

given below. Note, the analysis done in this section is generic for R-FEFET implementation in any 

non-volatile circuit design. In the next chapter, we will particularly focus on the memory 

application.  

Mode A represents the ‘NV’ mode with PHOLD = +P and initial VIS = 0V (Fig. 3.16(b)). This 

corresponds to the hold state for bit ‘1’. Mode B corresponds to the ‘NV’ mode with PHOLD = -P 

and initial VIS = 0V (Fig. 3.16(d)). This corresponds to the hold state for bit ‘0’. Mode C and D 

represents the ‘V’ mode corresponding to PHOLD = +P and -P respectively, after the assertion of 

VCS (Fig. 3.16(c, e)). The states 1-8 labeled in Fig. 3.16(b-e) are used in this section to understand 

the transitions between the different modes during circuit operation. In the following subsections, 

we explain the dynamic operation of R-FEFETs with respect to these four modes, which will help 

in understanding the memory operation discussed in the next chapter. 

(a) PHOLD=+P: Let us consider that the device is in the ‘NV’ mode for a long time such that VIS 

discharges to 0V and PHOLD= PFEA =+P (Mode A). As detailed earlier, PFEB is opposite to 

PFEA in the ‘NV’ mode. Therefore, the initial conditions for this state are PFEA=+P, PFEB=-P 

and VIS=0V which is represented as state 1 in Fig. 3.16(b). Now, writing into the R-FEFET 

is achieved by changing its operation to ‘V’ mode (Mode C). Let us consider write ‘1’ and 

‘0’ individually: 

(i) To write ‘1’, we apply VGS=VDD and then assert VCS to VDD. This leads to operation of 

the R-FEFET in mode C (‘V’ mode). Recall, PFEB =+P for the entire range of VGS in the 

‘V’ mode. In other words, PFEB switches from –P→+P with the assertion of VCS. P 

switching in FEB results in VIS increasing to a positive value. This corresponds to state 

2 (in mode C; Fig. 3.16(c)) with the conditions PFEA=+P, PFEB=+P and VIS>0V. After 
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writing ‘1’, let us de-assert VCS to 0 in order to hold the value of PFEA in the ‘NV’ mode. 

During this process, PFEB switches back from +P→-P (since, in ‘NV’ mode PFEA and 

PFEB are always opposite), leading to discharge of VIS to 0V. This corresponds to the 

initial state 1 (in mode A) that we started with, i.e., PHOLD (=PFEA) =+P, PFEB=-P and 

VIS=0V. Further operations from this point would lead to the same steps as explained in 

this sub-section (Fig. 3.16; state 1). 

(ii) To write ‘0’, we keep VGS at 0V and assert VCS to VDD. This yields PFEB switching from 

–P→+P and PFEA from +P→-P. Since, CFEA > CFEB, P switching (dominated by PFEA) 

leads to VIS<0. This corresponds to state 3 (in mode C; Fig. 3.16(c)). Now, consider VCS 

is de-asserted in order to hold the bit information in the ‘NV’ mode i.e., PFEA=-P (‘0’). 

During this process there is no P switching due to both PFEA and PFEB already being 

opposite to each other (which corresponds to ‘NV’ mode), resulting in no charging or 

discharging of VIS. This corresponds to state 4 (in mode A) with the conditions, PFEA=-

P, PFEB=+P and VIS<0. Now, if the device is accessed within a short time such that VIS 

does not discharge to 0V, then writing in the subsequent cycles follow the same steps 

as explained above (see Fig. 3.17; state 4). However, if the R-FEFET is accessed after 

 

Fig. 3.17 Self-consistent dynamic device operation of R-FEFET while transitioning between the 

‘V’ and ‘NV’ modes (A, B, C and D) 
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a long time such that VIS =0V, then the ‘NV’ mode changes from mode A to mode B 

with the conditions PFEA=-P, PFEB=+P and VIS=0V (state 5; Fig. 3.17(d)). Subsequent 

device operation from this point is described in the next. 

(b) PHOLD=-P: Let us consider that the device is in the ‘NV’ mode for a long time such that the 

initial conditions are PHOLD (PFEA) =-P, PFEB=+P and VIS=0V. This corresponds to state 5 in 

mode B (Fig. 3.16(d)). Similar to the previous case (with PHOLD=+P), let us consider the 

following possibilities: 

(i) To write ‘0’ (redundant write), we keep VGS=0V and assert VCS to VDD. Assertion of 

VCS brings the R-FEFET to the ‘V’ mode (mode D). However, this corresponds to the 

same conditions we started with, i.e, PFEA = -P, PFEB=+P and VIS~0V (state 6 in mode 

D; Fig. 3.16(e)). This is because of no P switching in FEA or FEB, and therefore VIS 

remains at ~0V. After writing ‘0’, VCS is de-asserted in order to hold the value of PFEA. 

This leads to the conditions PFEA = -P, PFEB = +P and VIS = 0V which are nothing but 

the initial conditions i.e, state 5 which we started with. Therefore, any further operation 

would follow the same steps as explained this sub-section (state 5). 

(ii) To write ‘1’ we drive VGS to VDD and assert VCS to VDD (mode D). Writing ‘1’ 

corresponds to PFEA switching from -P→+P. However, PFEB remains at +P because of 

the device operating in the ‘V’ mode (as mentioned before). This leads to charging of 

VIS to a positive value, corresponding to the conditions PFEA=+P, PFEB=+P and VIS>0V 

(state 7 in mode D; Fig. 3.16(e)). Now, when VCS is de-asserted to operate the R-FEFET 

in the ‘NV’ mode, PFEB undergoes switching from +P→-P (since PFEA=+P and in ‘NV’ 

mode PFEB is always opposite to PFEA). This P switching corresponds to a slight decrease 

in the magnitude of VIS but it still remains positive due to the higher influence of 

PFEA=+P (CFEA>CFEB). Therefore, the device conditions after de-assertion of VCS are 

PFEA=+P, PFEB=-P and VIS>0V which is state 8 in mode B (Fig. 3.16(d)). Now, if the 

device is accessed within a short time such that VIS doesn’t discharge to 0V, then writing 

in the subsequent cycles follow the same steps as explained above. However, if the R-

FEFET is accessed after a long time such that VIS discharges to 0V, then the ‘NV’ mode 

of operation changes from mode B to mode A with the conditions PHOLD(PFEA)=-P, 

PFEB=+P and VIS=0V (state-1). And, subsequent access of the device follows same steps 

as explained earlier (Fig. 3.17; state 1). 
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From the above discussion, we notice that the R-FEFET device operation considering 

various possibilities of PHOLD (+P/-P), writing bit information (‘1’/’0’) and access after long time 

or short time from a circuit implementation perspective, leads to a self-consistent operation in 

between the four modes A, B, C and D. They also showcase modulating hysteresis in between the 

‘V’ and ‘NV’ modes, even in the presence of GL. This leads to significant advantages over FEFETs 

during their circuit applications. 

3.8 Symmetric R-FEFET (R-FEFETSYM) Design to Mitigate the Influence of Gate 

Leakage  

As discussed in the previous sections, the R-FEFET design can be used in the ‘NV’ mode 

for sensing only if GL can be controlled or mitigated. For example, this can be achieved by 

increasing the dielectric thickness to reduce gate tunneling current as widely done for the NAND 

flash technology [184]. However, this comes at the cost of high depolarization fields since due to 

the presence of an internal metal potential creating an opposing field to the polarization stored. If 

GL cannot be reduced/eliminated, then polarization-dependent hysteresis shifts reduces the design 

margins [171], [185]. Now, to overcome the aforementioned problem, in this section, we propose 

a symmetric R-FEFET (with AFEG = AFEC) which eliminates depolarization fields in the ‘NV’ 

mode and also overcomes the impact of GL on the device characteristics. (Note, FEA/B and FEG/C 

are interchangeably used in this dissertation which corresponds to the gate/control FE stack of R-

FEFET). We explain its operation vis-à-vis the asymmetric R-FEFET (AFEG > AFEC) proposed in 

the previous sub-sections. The following analysis has been caried out using 10-nm FinFET node 

using the harnessing the FEMFET configuration [142]. For the symmetric R-FEFET (referred to 

as R-FEFETSYM) design in this work, we consider FE thickness (TFE) = 9nm (unless stated 

otherwise), width of FEG (WFEG) and FEC (WFEC) = 4λ each (unless stated otherwise), where λ is 

half the gate length and number of fins = 4. For the regular R-FEFET (asymmetric; also referred 

to as R-FEFETASYM) proposed in the previous sections, TFE = 9nm, WFEG = 4λ, WFEC = 3λ and 

number of fins = 4. Fig. 3.18 illustrates the device characteristics of R-FEFETASYM. 

3.8.1 Device design and operation 

The proposed R-FEFETSYM features both Gate and Control FE stacks with equal area (AFEG 

(=WFE*LFE):AFEC (=WFE*LFE) = 1:1) (Fig. 3.19(a)). The device foot-print remains the same for R-
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Fig. 3.18 R-FEFET device design and schematic proposed with AFEG (WFEG*LFE) : AFEC 

(WFEC*LFE) >1. PFEG, PFEC and VIS vs VGS (b, c, d) without GL consideration, (e, f, g) with GL 

and initial PFEG=+P and (h, i, j) with GL and initial PFEG= -P, respectively. 
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FEFETSYM and R-FEFETASYM even though they are designed with different AFEC, since both 

variants are number of fins limited at 4-fins.  Now, during the ‘NV’ mode (VCS=0V), the PFEG is 

always opposite to the polarization of control stack (PFEC), and they exhibit bi-stability at VGS=0V. 

  

Fig. 3.19 (a) R-FEFETSYM device design and schematic with AFEG: AFEC = 1. (b) Elimination of 

depolarization fields in ‘NV’ mode at VGS=0V. (c) PFEG, (d) PFEC, and (e) VIS vs VGS irrespective 

of initial PFEG. (f) PFEG, (g) PFEC, and (h) VIS vs VGS for varying WFE. 
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This is because, VCS=0V always results in opposite sign of voltage across FEC when compared to 

FEG [171] (Fig. 3.11(c, d); similar to the explanation in Section-3.3). The value of PFEG is used to 

store the bit-information in a non-volatile fashion. Now, the symmetric structure of the proposed 

R-FEFETSYM results in equal and opposite induction of charges (Q/cm2) on the IML, unlike the 

R-FEFETASYM. Due to this, the induced IML potential is nullified by both these polarizations, 

which leads to a situation where VIS=0V at VGS=0V (Fig. 3.11(e)). Such a feature has unique 

advantages in NVM applications as discussed later. Moreover, as VGS is swept from 0 to +VDD or 

-VDD (VDD=0.9V), |VIS| increases marginally due to the dielectric response of FE+DE stack. 

However, for -VDD < VGS < +VDD, VIS is mostly < the threshold voltage of the underlying transistor 

(VTH). Note, during the ‘NV’ mode, the device undergoes a sequential transient process of 

polarization switching in FEG and FEC as discussed in Section-3.3, which can lead to |VIS| > VTH, 

momentarily (during PFE switching; Fig. 3.19(e)). However, in the steady-state, VIS is always < 

VTH. In contrast, VIS≠0V (and |VIS| can be > VTH) at VGS=0V in R-FEFETASYM (Fig. 3.18(d)). Also, 

the hysteresis window in ‘NV’ mode (HWNV) is ~1.22X larger in the proposed design due to higher 

AFEC (with constant AFEG) compared to R-FEFETASYM.  

Now, during the ‘V’ mode, VCS=VDD, PFEC is always = +P. This results in single stable state 

corresponding to PFEG=-P at VGS=0V (details in Section-3.3). As a result, polarization can be 

written in FEG stack based on the VGS applied (-P/+P when VGS=0/VDD). This is unlike 

FEFET/FEMFETs which require VGS=-VDD/+VDD to store -P/+P. Moreover, similar to the 

discussion before, the hysteresis window in ‘V’ mode (HWV) is larger (~1.2X) than R-FEFETASYM 

due to higher AFEC. Also note that, VIS in ‘V’ mode is higher across -VDD<VGS<VDD when 

compared to R-FEFETASYM, due to the larger effect of +P in FEC (as a result of higher AFEC). This 

results in larger ON state current, ION (IDS at VGS=VDD), in R-FEFETSYM when compared to R-

FEFETASYM as discussed later. It is important to mention that, the proposed device design inherits 

the reconfigurability between ‘V’ and ‘NV’ modes of operation from R-FEFETASYM (Fig. 3.19(c)), 

which results in energy-efficient NVM design, as discussed in Chapter-4. 

The drain-to-source voltage (VDS) also plays an important role in the device characteristics. 

VDS results in a right shift of the device characteristics, which is also observed in R-FEFETASYM 

[171]. This is attributed to the fringe capacitance between the IML and the drain-terminal, which 

results in the increase of VIS with VDS. We observe similar shifts (by ~80mV) for R-FEFETSYM 

and R-FEFETASYM at an applied VDS of 0.2V.  
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The transfer characteristics in the ‘V’ mode are illustrated in Fig. 3.20 (c, d). While 

considering the worst-case GL-induced shift in R-FEFETASYM, R-FEFETSYM achieve up to 23% 

higher ION. This is because: (a) higher AFEC in R-FEFETSYM leads to larger influence of PFEC=+P 

on increasing VIS (and therefore IDS) and (b) in the worst-case scenario, R-FEFETASYM undergoes 

left shift (initial PFEG=+P - Fig. 3.18(e-g); Fig. 3.20(b, d)), which further degrades ION [171]. On 

an average, i.e., considering both the left and right GL-induced shifts in R-FEFETASYM (initial 

PFEG=+P and -P; Fig. 3.20(c, d)), we observe 12% improvement in ION for R-FEFETSYM. The 

ION/IOFF ratio (i.e. IDS @ VGS=0V/VDD) is ~105 for R-FEFETSYM and ~105-106 for R-FEFETASYM. 

The larger ION/IOFF for the latter is because of its lower AFEC, resulting in lower effect of PFEC = +P 

in increasing VIS (and hence IOFF) during the OFF state. 

3.8.2 Advantages of R-FEFETSYM vs R-FEFETASYM 

Since the proposed R-FEFETSYM exhibits VIS=0V in the hold state (all terminal voltages = 

0V), GL is reduced in the ‘NV’ mode of operation. Thus, GL-induced hysteresis shift no longer 

occurs, which decreases the circuit design complexity. In contrast, in FEFETs and R-FEFETASYM, 

VIS may ≠ 0V at VGS=0V. In such cases, when gate tunneling current becomes significant, we 

observe transient shifting of device characteristic based on the initial value of polarization stored, 

as discussed in the previous section. This results in the consideration of multiple transient states 

and modes for non-volatile circuit design, thereby affecting the design flexibility. The elimination 

of GL also enhances the RDM of the proposed R-FEFETSYM NVM as discussed in Chapter-4.  

The proposed device structure for R-FEFETSYM also inherits the advantage of minimizing 

EDEP across FEs from the spilt-gate architecture proposed in [182]. This is because, in the hold 

 
Fig. 3.20 (a, b) VIS vs VGS and (c, d) IDS vs VGS for R-FEFET and R-FEFETOLD, considering 

initial PFEG dependent shifts. VDS=0.2V. 
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mode when all terminals are biased to 0V, VIS is also =0V. This results in zero EDEP (Fig. 3.19(b)) 

and retention properties can be as high as that of standalone FE capacitors. However, the proposal 

in [182] is limited to improving the retention of polarization/bit stored in FEFET devices. In 

contrast, the proposed R-FEFET utilizes the device structure to also perform dynamic 

reconfigurability between ‘V’ and ‘NV’ modes of operation, which enables high density and 

energy-efficient NVM design.  

It is important to note that the proposed R-FEFETSYM operates in the sub-threshold region 

in the NV mode due to VIS=0V at VGS=0V, resulting in a scenario where the stored data cannot be 

read-out in the ‘NV’ mode. However, the polarization which corresponds to the bit-information is 

retained. We utilize the dynamic reconfigurability offered by R-FEFETSYM and perform sensing 

of bit-information in the ‘V’ mode, as discussed later. Using the unique attributes of the proposed 

R-FEFETSYM design presented in this section, we propose compact, energy-efficient and robust 

NVM design, in Chapter-4. 

3.9 Summary 

We proposed a reconfigurable ferroelectric transistor, a unique device technology which has 

exhibits amalgamation of logic and memory operation modes. We discuss its device structure 

considering FinFET as well as planar architectures. We explained the unique dual-mode device 

characteristics including non-volatile and volatile modes of operation, which can be dynamically 

reconfigured using an external voltage signal. We showed that a hysteresis window modulation 

from 1.1V in ‘NV’ mode to 0.3V in ‘V’ mode can be achieved using the R-FEFETs when designed 

for 22nm technology node. We illustrated the device design and analysis considering different 

parameters such as FE thickness, control gate voltage and area of FE stacks. We also showcased 

the influence of drain voltage on the device characteristics and 10-13% higher ON current achieved 

by the R-FEFETs compared to regular FETs. We extensively discussed the influence of gate 

leakage on the device characteristics, which depends on the initial polarization stored in the 

ferroelectric. We illustrated the multiple modes and states of operation of the R-FEFET in the 

presence of gate leakage. In the end, we also proposed another device topology called symmetric 

R-FEFET which exhibits zero depolarization fields in the ‘NV’ mode and eliminates the issues in 

regards to the complex influence of gate leakage on the device characteristics. We also discussed 
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the advantages and trade-offs associated with R-FEFETSYM vis-a-vis the initially proposed R-

FEFET, and showed that the former achieves 12% higher ON current on average at the cost of 

distinguishability with respect to the latter. In the following chapters, we discuss how the proposed 

R-FEFETs can be utilized for the design of energy efficient non-volatile memories and logic.  
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4. R-FEFET BASED NON-VOLATILE MEMORIES 

4.1 Introduction 

Conventional silicon based static random-access memory (SRAM) has been used for on-chip 

applications for the past few decades. However, they face growing challenges with scaling such as 

short channel effects, increasing leakage and low integration densities [23], [186], [187]. As an 

alternate, NVMs are poised to revolutionize storage systems to enable efficient, high-performance 

computing. NAND flash memory has observed an exponential growth in interest over the last 

decade. This memory technology has partially closed the performance gap that exists between the 

main memory and secondary storage systems. However, these devices have certain shortcomings 

such as slow programming compared to S/DRAMs, requirement of large voltages for memory 

operation and relatively lower endurance. Emerging NVMs such as PCMs, STT-MRAMs and 

RRAMs are very exciting as they all can offer orders of magnitude higher performance and 

endurance than what the Flash based storage systems can deliver. However, their current-driven 

memory operation becomes a bottleneck when considering energy efficient memory-subsystems. 

Ferroelectric based emerging NVM technologies are an attractive alternate due to their field-driven 

polarization switching mechanism being extremely energy efficient. Several FE based NVMs have 

been proposed in the past with their own advantages and drawbacks as discussed in Chapter-2. 

In this chapter, we propose compact NVM designs utilizing the intriguing features of the 

emerging R-FEFET device proposed in Chapter-3. When compared to current-driven memories 

such as STT-MRAM, PCMs and RRAMs, R-FEFET-NVMs exhibit electric-field driven write, 

leading to significant energy efficiency [96], [98], [148]. Moreover, due to the possibility of 

dynamic reconfigurability between the ‘V’ and ‘NV’ modes of operation, the proposed memories 

avoid the use of negative voltages when compared to some existing FEFET-NVM designs, 

resulting in low power operation. Their appealing characteristics also help in simplifying the read 

operation and improve the robustness when compared to the FEFET-NVMs (those with inter-layer 

metal such as FEMFET) in the presence of gate leakage. These aspects are discussed in detail in 

this chapter. 
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4.2 3T-R NVM Design and Operation 

The schematic and layout of the proposed R-FEFET based 3T memory (3T-R) are shown in 

Fig. 4.1(a, b). To begin with, we implement this design employing R-FEFETASYM designed at 

22nm technology node proposed in the previous chapter. The drain and gate of the R-FEFET are 

connected to the read and write access transistors (RA and WA) respectively. The memory array 

is formed by connecting WWL and RWL of the cells in a row and WBL, RBL and GND of the 

cells in a column as shown in Fig. 4.1(c). The control line (CL) shared amongst bits of a word (64-

bit in our analysis) is controlled via an inverter driven by Word Enable (WEN) and Enable Bar 

(ENB). The memory operations are explained below (bias conditions in Table. 4.1). 

4.2.1 Memory operation 

 (a) Write: To write into the cell, the write access transistor (WA; Fig. 4.1(a)) is turned ON 

(WWL=VDD), and WBL=VWRITE = 0/VDD is applied for writing ‘0’/’1’ (HRS/LRS), across 

the bit cells in the same word. After this, all the R-FEFETs in the accessed word are 

configured to the ‘V’ mode by turning ON WEN and setting ENB to 0, which asserts CL of 

 

Fig. 4.1 Proposed 3T-R memory: (a) Schematic, (b) Layout and (c) 256X256 Array with 64-bit 

word. 
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the accessed word. Now, R-FEFETs of the accessed word will either configure into mode 

C or D (‘V’ modes) depending on the initial state of the R-FEFET as explained in in 

Chapter-3. The write voltage (VWRITE) is determined by mode D (considering worst case 

scenario) because of its shift towards the right side due to GL. Depending on the value of 

WBL (0 or VWRITE), PFEA is set to -P (state 3 or 6) or +P (state 2 or 7) in ‘V’ mode (as 

discussed in Chapter-3), which represents the logic state (‘0’ or ‘1’) stored in the bit-cell. 

Note, irrespective of the initial conditions (access after short/long time, PHOLD=+P/-P, etc.) 

the write operation ensures successful programming with simple bias conditions. After 

every write cycle, CL is de-asserted by driving ENB to VDD, in order to operate the R-

FEFET in the ‘NV’ mode and retain the value of its polarization (PFEA). Note that, the 

proposed design does not need negative voltages unlike the standard FEFET based 2T and 

3T memories [31], [133]. 

(b) Hold: For holding the value of the bit cell (stored as P), all the signals in the memory are 

de-asserted which corresponds to the ‘NV’ mode of operation. In the presence of GL, due 

to the shifting of device characteristics, we need to consider the following two scenarios for 

hold stability margin: 

(i) Long term hold stability margin: This is defined as |VGS,C| required to switch P when 

the device has not been accessed for a long time (VIS=0V). From Fig. 3.16, this 

corresponds to VGS required to disturb state 1 (PHOLD=+P; Mode A) and state 5 (PHOLD=- 

P; Mode B), whose magnitudes are equal to VHM-LT. This can be viewed as the best case 

hold margin because, VGS required to switch P is as high as that of a standalone FE 

capacitor (coercive voltage, VC=VFE=VGS,C-VIS=VGS,C; VIS=0V). 

(ii) Short term hold stability margin: This is defined as |VGS,C| required to switch P when a 

bit cell was accessed previously within a short period of time (such that VIS does not 

discharge much). From Fig. 3.16, we observe that the |VGS| required to disturb state 4 

(PFEA=-P; Mode A) and state 8 (PFEA=+P; Mode B) corresponds to the hold margin for 

                                   Table. 4.1 Operating Bias Conditions for 3T-R NVM 
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this case, VHM-ST. Recall, immediately after an access, |VIS| is high. This leads to lower 

VGS,C for P switching, since VFE=±VC=VGS,C -VIS. In other words, VHM-ST<VHM-LT (Fig. 

3.16). Therefore, VHM-ST can be viewed as the worst-case hold stability margin of the 

bit-cell. 

(c) Read: Read operation of the proposed 3T-R memory is performed by sensing the resistance 

state of the R-FEFET. Now, if GL can be controlled, i.e., the internal metal potential doesn’t 

discharge over time, then one can perform the read operation using the non-volatile mode 

of R-FEFETs. However, in the presence of GL and as explained [45], [171], VIS can 

potentially discharge to 0V over time. This results in loss in the resistance-based 

distinguishability of the R-FEFET for PHOLD = +P (‘1’) and -P (‘0’), resulting in R-FEFET 

always operating in HRS in the ‘NV’ mode (VIS = 0V < threshold voltage of the underlying 

transistor, VTH). Therefore, access after a long time is the worst case for read 

distinguishability, which is considered for designing the read biasing scheme. However, 

recall that the bit information in the form of P remains intact. We use the unique property 

of dynamic modulation between the ‘V’ and ‘NV’ modes in the proposed R-FEFETs to re-

establish the resistance-based distinguishability between the states ‘1’ (PFEA = +P) and ‘0’ 

(PFEA = -P) by restoring VIS. We assert WWL and drive WBL to a voltage VGREAD 

(explained later). This is followed by assertion of CL and turning ON the read access 

transistor (RA; Fig. 4.1(a)). First, let us discuss the selection of VGREAD which yields read 

disturb free operation and then we will explain how VIS is restored and distinguishability is 

established. 

Assertion of CL configures the R-FEFETs of the accessed word in either of the two ‘V’ 

modes (C or D) as explained in detail in Chapter-3. The value of VGREAD must be selected 

such that the desired functionality is achieved for both modes C and D without disturbing 

the PFEA stored, in spite of being in the ‘V’ mode. Therefore, for mode C, VGREAD must lie 

in between V1 and V2 (as shown in Fig. 4.2(a)) to enable read disturb free operation and 

avoid any P switching. Similarly, considering mode D, VGREAD must lie in between V3 and 

V4 (Fig. 4.2(a)).  In order to satisfy the above-mentioned requirements for both the ‘V’ 

modes (C and D), we choose VGREAD to lie in between V2 and V3 (V2< VGREAD< V3; see Fig. 

4.2(b, c)).  



 

 

 

86 

 

     Now, it is important to note that, by configuring the R-FEFET in the ‘V’ mode and 

applying VGREAD at the gate terminal, VIS is restored back corresponding to the initial 

resistance state of the R-FEFET in the bit-cell. To understand this, let us consider the four 

extreme cases, States 1 and 5 corresponding to when the memory cell is accessed (read) 

after a long time, such that VIS=0V (due to GL) and States 4 and 8, corresponding to when 

the cell is accessed immediately after a write operation, where |VIS| ≠ 0V (Fig. 3.17). 

(i) State-1; Mode-A and State-8 Mode-B (PFEA=+P, PFEB=-P): When CL is asserted along 

with the application of VGREAD (as discussed before), R-FEFET switches to Mode-C and 

Mode-D with States ‘1r’ and ‘8r’ respectively (as shown in Fig. 3.16 and Fig. 4.2). 

During this process, FEB switches from –P→+P, (due to the ‘V’ mode since PFEB is 

always equal to +P; see Fig. 4.3(b)). PFEB switching leads to charging of VIS to a value > 

VTH, bringing the transistor to LRS corresponding to the bit information stored when 

PFEA=+P (bit state ‘1’). This can now be sensed (ILRS) by turning ON the read access 

transistor and applying a drain voltage (VDS). 

(ii) State-4; Mode-A and State-5; Mode-B (PFEA=-P, PFEB=+P): In this case, assertion of CL 

along with the application of VGREAD brings the R-FEFET to Mode-C and Mode-D with 

State ‘4r’ and ‘5r’ respectively (see Fig. 3.16 and Fig. 4.2). During this process, there is 

no switching in FEB as PFEB is already = +P (Fig. 4.3(a)). Due to the absence of any P 

switching, VIS remains at a value < VTH, corresponding to the bit state ‘0’ (PFEA=-P). 

Therefore, the transistor is in HRS which can be sensed (IHRS) by applying VDS. 

The ratio between the sensed currents, ILRS/IHRS ~ 104, thereby giving excellent 

distinguishability between the bi-stable states. Once read operation in done, we de-assert all 

the signals along with CL (by driving ENB to VDD) in order to bring it back the R-FEFET 

 

Fig. 4.2 (a) Polarization and (b, c) Internal metal potential versus gate voltage for the volatile 

mode of operation with PHOLD=+P and -P 
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to the ‘NV’ mode, thereby retaining the value of polarization (PFEA) after every read cycle. 

Fig. 4.3(a) illustrates the simulation waveforms of 3T-R. The transients of the restoration 

of VIS during read operation is shown in Fig. 4.3(b).  

     For quantifying the robustness of read operation, we define the read disturb margins. 

Similar to the hold stability margins defined in the previous section, read disturb margins 

can be categorized for access after long time and short time. The read disturb margin of 

state ‘1r’ (PFEA=+P) and state ‘5r’ (PFEA=- P) corresponds to access after long time (VRM-LT; 

Fig. 4.2(b)), since VIS=0V before the read operation. For these two States (‘1r’ and ‘5r’) 

VRM-LT is defined as |VGREAD -V1(4)|. The long-term retention properties of the proposed 

device is similar to isolated FE capacitors. This is because of VIS driving to 0V in the 

presence of GL. Therefore, for applications in the context of intermittently powered systems  

(IPS), which operate at low frequencies (~25MHz; [174], [188]), the proposed R-FEFET 

based memory can utilize the FE retention properties to the maximum extent. On the other 

hand, for access after short time, the read disturb margin (VRM-ST; Fig. 4.2(c)) corresponds 

 

Fig. 4.3 (a) Transient waveforms of the proposed 3T-R memory design (b) VIS restoration 

transient when PFEA=+P and initial VIS=0V. 
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to the states ‘4r’ (PFEA=-P) and ‘8r’ (PFEA=+P). Here, VRM-ST =|VGREAD –V2(3)|. Note, it is 

important to consider both VRM-LT and VRM-ST as they represent the two extreme cases 

considering GL. Any transient state in between (i.e., 0<|VIS|<VIS-MAX) will have a read-

disturb margin in between VRM-ST and VRM-LT (VRM-ST<VRM<VRM-LT). In this section we use 

VGREAD = 0.62V to achieve the maximum short term and long term read disturb margins 

(VRM-ST=125mV and VRM-LT=392mV) for FE layer thickness (TFE) =8nm. 

Note, VRM-ST<VRM-LT as illustrated in Fig. 4.2 and therefore short-term margins (worst 

case) should be considered to design the cell for general purpose applications. However, for 

systems such as IPS, which operate at low frequencies, the subsequent read access after a 

write operation may happen when the gate leakage has already discharged VIS to 0V. For 

such systems, LT margins will drive the cell design. Now, recall that the hysteresis window 

(in ‘NV’ and ‘V’ modes) increases with increasing TFE. This property directly improves the 

read disturb margins for higher TFE (as shown in Table. 4.2), which can be used to tackle 

the effects of device dispersion [170]. Moreover, increasing TFE also results in higher VHM-

ST and VHM-LT during the hold operation (‘NV’ mode; Table. 4.2). Another design knob for 

improving margins is the selection of VGREAD bias. For TFE=8nm, we achieve maximum 

read disturb margins for VGREAD=0.62V as mentioned before. Note, CFEA:CFEB =4:3 for the 

results shown in Table. 4.2. Decreasing the capacitance ratio has the same influence on the 

hysteresis width as increasing TFE does (which has been discussed next). 

4.2.2 Probability of failures 

TFE plays an important role in determining the margins of write and read stability. With 

increasing TFE, the hysteresis width increases which allows for a larger window (V2-V3; Fig. 4.2) 

for the selection of VGREAD during the read operation as shown in Fig. 4.4(a). On the other hand, 

increasing TFE also changes the margins associated with the write operation, i.e, VP+= VDD-V4 for 

–P→+P switching and VP-= V1-0V for +P→-P switching (as illustrated for TFE=7nm in Fig. 4.4(a)). 

To quantitatively understand the influence of variations on the functionality of 3T-R, we perform 

a variation analysis to determine the probability of failures (PFAIL), where the failure for write is 

defined as the instance when V4 > VDD (VP+ <0) or V1 < 0V (VP- <0) and read failure is defined as 

the instance when VGREAD lies outside the volatile hysteresis window leading to accidental 
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switching of polarization. We consider: (a) variation in threshold voltage (VTH) of the transistor as 

well as (b) variation in TFE to determine PFAIL (with CFEA: CFEB=4:3). We perform our analysis 

considering a deviation (6σ) of 180mV for the VTH variations (as reported in [189]), and have 

assumed 6σ of 1nm for TFE variations for TFE ranging from 7nm to 8.5nm. (Note, that ferroelectric 

(Hafnium Zirconium Oxide, HZO) layer which is deposited using atomic layer deposition (ALD) 

process, can achieve “angstrom level precision” [190] due to the self-limiting layer-by-layer 

process. Therefore, we have assumed 6σ of 1nm). In our work, we design our R-FEFETs to ensure 

sufficient margins are achieved during the write operation (VP+/VP- ~200mV) for P switching and 

therefore the dominant component of failure mechanism for the proposed 3T-R is associated with 

the read operation. Our analysis shows that for TFE=7nm, due to the small read stability margins 

as shown in Table. 4.2, the PFAIL~0.2 when compared to TFE=8nm which exhibits PFAIL~ 1e-5, due 

to larger stability margins (as a result of larger hysteresis, Fig. 4.4(a, b)). Note, that with increase 

in TFE, we achieve lower PFAIL, however this comes at the cost of higher energy for P switching 

(larger voltage required for P switching [31]). Therefore, while designing memories, the trade-off 

between PFAIL and energy should be considered. 

                                Table. 4.2 Hold and Read stability margins for various TFE 

  
 

 

Fig. 4.4 (a) Polarization of FEA for varying TFE considering PHOLD=+P and –P (b) Probability of 

failure during memory access considering TFE and VTH variations.  
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4.2.3 Endurance and retention 

It may be important to mention that field cycling effects [42] also exist in the proposed R-

FEFETs. As discussed in the recently proposed HZO based FE-Metal-FET (FEMFET), the 

presence of IML enhances the endurance properties of the ferroelectric transistor (~1011 cycles) 

[142]. This is attributed to the minimization of charge trapping in FE and IML, when compared to 

the device structure without IML. The proposed R-FEFET uses the inherent advantage of the 

presence of IML (as in FEMFETs) and therefore we expect similar benefits with respect to the 

endurance of the device as observed in FEMFETs, which is better than HZO based FEFETs 

(without IML) whose endurance has been reported to be around 107-108 cycles [170]. 

Although FEMFETs are very attractive for application in neuromorphic computing as 

discussed in [142], their application in NVM design is hindered by their low retention property 

(~2-3 hours [142]). This is because of the discharge of VIS over time due to GL, leading to loss in 

resistance-based distinguishability as discussed in Chapter-3. To read the bit information stored, 

unconventional read techniques are required which incur design overheads [45]. On the other hand, 

the proposed R-FEFET based memory, overcomes this inefficiency by utilizing the dynamic 

reconfigurability during the read operation. Moreover, the floating IML in the proposed R-FEFET, 

also undergoes GL, which brings VIS to 0V after a while, during the hold state. Therefore, the 

voltage across the ferroelectric (VFE) becomes 0 in the stand-by state, resulting in minimal 

depolarization fields across the FE’s present in R-FEFET [123], [182]. Therefore, we expect the 

retention properties to become as good as that of FE capacitors (since, VFE=0V for FE capacitors 

in the stand-by state [169], [182]). Several experimental results on HZO based FE have showcased 

retention of around 10 years [191]. The impact of dynamic modulation on the retention properties 

and cycling phenomenon requires additional study. 

4.2.4 Advantages over standard FEFET based memories 

Standard FEFETs with IML also showcase shifting of device characteristics, corresponding 

to the value of PHOLD due to GL [45]. With proper device design to mitigate the effect of GL, (for 

instance, designing with higher TFE and/or lower FE capacitor area), standard FEFETs can be used 

for NVM design, as explained earlier and in [45], [171], [185]. Although the write operation is 

relatively straightforward (based on WL assertion and driving BL to appropriate voltages), the 
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read operation can be more complex [45]. Unlike R-FEFETs which uses its unique property of 

dynamic reconfigurability, to switch to the ‘V’ mode, for restoration of VIS (as discussed above), 

FEFETs need a 2-step operation for reading the bit information [45]. Moreover, since the 2-step 

read is destructive, a write-back is required. All these steps lead to energy overheads in FEFET 

based NVMs. On the other hand, read operation in R-FEFETs is disturb free and reconfiguring the 

device in the ‘NV’ mode after reading, retains the P information, thereby mitigating the 

complexities faced by FEFETs. Furthermore, the proposed R-FEFETs offer low VDD operation by 

leveraging gate work-function engineering (GWE) to achieve its ‘V’ mode to operate within 0 to 

VDD window, which can reduce the energy consumption of various non-volatile circuits. However, 

GWE doesn’t improve the energy metrics of FEFET based circuits due to the requirement of bi-

polar voltages for P switching. For instance, reduction in the voltage for –P → +P switching (with 

GWE) results in an increase in the voltage for +P → –P switching. In the next section, we analyze 

the energy metrics of the proposed 3T-R (without GWE for a conservative analysis) and compare 

it with FEFET based memories. 

4.2.5 Memory array analysis 

In this section, we compare the proposed 3T-R memory with 2T, 3T and 4T standard FEFET 

memories [31], [133], [137] with respect to cell area, write power and read power. For fair 

comparison between the various memories, we ensure that the hysteresis widths are equalized for 

FEFETs and R-FEFETs (in ‘NV’ mode). At iso-TFE and iso-gate stack area (determined by width 

of FE stack; WFE), hysteresis width of R-FEFET is larger than FEFET (as explained in [31]). 

Therefore, to equalize the hysteresis width for this analysis, we optimize TFE and WFE for 2T, 3T, 

4T and 3T-R considering iso-width of the underlying transistor, W=110nm (device parameters in 

Table. 4.3). Note, in our simulations, we scale the bit line/ word line capacitances according to the 

array area. The 2T and 3T follow the same write bias as mentioned in [31], [133]. Write bias 

conditions for 4T are mentioned in [137]. Due to GL, the read operation is performed by a 2-step 

process along with a write back for FEFET memories as mentioned in [45]. Table. 4.3 summarizes 

the comparison of the proposed 3T-R with the FEFET based 2T, 3T and 4T memory designs, 

which are discussed as follows. 
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(a) Write Power: 3T-R offers significant improvement in write power over other designs due 

to (a) absence of negative voltages for writing into the bit cells unlike 2T and 3T designs 

and (b) lower number of switching lines compared to 4T memory. Under iso-access time 

conditions of 320ps, write power reduction of 55%-63% is observed compared to 2T, 3T 

and 4T FEFET memories.  

 (b) Read Power: The read operation in 3T-R is a 1-step operation, leading to increase in energy 

efficiency compared to FEFET memories which require 2-step read. The read power of 3T-

R is 37% lower than 4T for reading the state ‘1’. For reading state ‘0’, the read power of 

3T-R achieves 72% improvement over 4T. This is due to the additional energy consumed 

during the write back operation in standard FEFET memory, because of its destructive read 

operation. This corresponds to an overall average read power decrease of 46%-86% for the 

proposed 3T-R compared to the 2T, 3T and 4T memory designs.  

 (c) Cell area: The 3T-R memory shows 33% lower area compared to the 4T memory design 

and similar footprint with respect to 3T. Although 3T-R showcases 50% higher area than 

2T, their advantages in terms of low read/write power are enormous. Moreover, for certain 

applications such as IPS, where the main target is to achieve ultra-low power consumption 

with no major constraint on the hardware footprint [174], the proposed 3T-R can show 

significant advantages over FEFET based memories. 

                       Table. 4.3 Performance metrics of 2T, 3T, 4T and 3T-R memories 

 

Note:  % improvements of 3T-R are mentioned with respect to 4T because both the designs 

require all positive voltages for their memory operations. 

*Write power calculated for a word (32 write-1 and 32 write-0 operations) 
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4.3 2T-R NVM Design and Operation 

The R-FEFET based memory 3T-R proposed in the previous section, consists of two access 

transistors in addition to the R-FEFET. Such a design is most beneficial when GL doesn’t exist so 

that the read operation can be performed using the non-volatile mode. Even in the presence of GL, 

the 3T-R NVM design achieves proper read/write functionalities, but involves stricter and complex 

design considerations as discussed in the previous section. Therefore, to simply the NVM design, 

especially when gate leakage cannot be controlled, we proposed another NVM design, 2T-R, 

which is based on the proposed R-FEFETSYM. 2T-R inherently diminishes the effect of GL leading 

to improved design margins. In addition, we exploit the feature of VIS=0 at VGS=0 in the ‘NV’ 

mode to eliminate the read access transistor, yielding a more compact NVM solution than 3T-R. 

Note, the following evaluations have been considering FinFET based device architecture for R-

FEFETs (see- Chapter-3; Section-3.7). 

4.3.1 Memory design 

We propose an R-FEFETSYM based NVM design, 2T-R, which comprises of one n-type 

standard FET and one n-type R-FEFETSYM device proposed in Section-3.7. The schematic of 2T-

 

Fig. 4.5 Schematic of proposed (a) 3T-R and (b) 2T-R NVMs. (c) Bit-cell area comparison of 

3T-R and 2T-R. (d) 2X2 layout of the 2T-R array. 
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R is shown in Fig. 4.5(b). The gate of the R-FEFETSYM is connected to the write access transistor 

(WA). WA isolates the unaccessed bit-cells in a column and avoids write disturbances. We 

eliminate the requirement of read access transistor compared to 3T-R (Fig. 4.5(a)). This is because, 

during read, VIS is 0V at VGS=0V for all the unaccessed bit-cells of a column which are biased in 

the ‘NV’ mode. This results in no/insignificant contribution to the current being sensing at RBL, 

from the unaccessed cells. This is unlike 3T-R, where a read access transistor is necessary to avoid 

read access failures due to current contribution of the unaccessed cells with VIS > 0V in the ‘NV’ 

mode [185].  

The layout of a 2x2 memory array layout is shown in Fig. 4.5(d). The write bit-lines (WBL), 

read bit-lines (RBL) and sense-lines (SL) are shared along the columns. The write word-lines 

(WWL) are shared along the rows while the control line (CL) is shared for a word using a 

segmented architecture as discussed in [185]. 

4.3.2 Memory operation 

The operating bias conditions of the proposed 2T-R are mentioned in Table. 4.4.  

(a) Read:  For reading the bit-information from 2T-R NVM, we assert CL of the accessed row 

and activate the ‘V’ mode of the R-FEFETSYM. This is because, in the ‘NV’ mode, the 

device operates in the sub-threshold region (VIS<VTH; as discussed before) and therefore, 

the data cannot be read-out using drain current of R-FEFETSYM. Now, while asserting CL, 

it’s important to bias VGS of R-FEFETSYM in-between the HWV (say VGR), in order to avoid 

any disturbance to the bit-stored. This is achieved by turning ON WWL and asserting WBL 

to VGR. Biasing the gate of R-FEFETSYM at VGR also determines VIS based on PFEG/PFEC 

stored in the ‘NV’ mode, before the start of sensing operation. When bit-‘0’ is stored (PFEG=-

P and PFEC=+P), asserting CL and biasing the VGS=VGR does not change any of the FE 

polarizations (because they are already in their desired states), resulting in VIS~0V (<VTH) 

                                 Table. 4.4 Operating bias conditions for 2T-R NVM 
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and R-FEFETSYM in HRS. However, when bit stored is ‘1’ (PFEG=+P and PFEC=-P), 

asserting CL switches the PFEC to +P, resulting in a buildup of VIS to a value > VTH (by 

design). This brings the R-FEFETSYM to the LRS. The PFEG-dependent resistance state thus 

re-established, can be read by applying VREAD at RBL and sensing the current (ILRS (IHRS) 

for PFEG = +P (-P)). This enables a non-destructive read unlike FEFET-NVMs as also 

discussed in the previous sub-section. For the unaccessed cells in the column, we apply 0V 

to CL and WWL, and for the unaccessed cells in the row, we apply 0V to CL and WBLs. 

These bias conditions retain PFEG in the ‘NV’ mode of their R-FEFETSYM from 2T-R NVM, 

we assert CL of the accessed row and activate the ‘V’ mode of the R-FEFETSYM. 

Let us now present a qualitative comparison of the proposed R-FEFETSYM based 2T-

R with R-FEFETASYM based 3T-R NVM. Firstly, the read current in 2T-R is higher than 

3T-R due to the following reasons: 

• R-FEFETSYM intrinsically offers higher ION due to larger AFEC and lack of GL induced 

shift in the hysteresis (as discussed in Chapter-3) when compared to R-FEFETASYM. 

• Only one transistor in the read path of 2T-R versus two transistors present in 3T-R 

NVM. 

• The RBL voltage in 3T-R undergoes a resistive-divider action (due to two transistors in 

series), resulting in the drain-terminal of R-FEFETASYM receiving a voltage <VREAD. In 

contrast, the drain voltage of R-FEFETSYM in 2T-R = VREAD, which also contributes to 

the higher current being sensed. 

The higher read current sensed in 2T-R also translates to higher sense margin (at iso-

VREAD). This allows for lowering of VREAD to achieve read energy savings, as we discuss 

later. Secondly, since the VDS of R-FEFETSYM in 2T-R is higher than that of R-FEFETASYM 

in 3T-R at iso-VREAD applied at RBL, the device characteristics undergo a larger right-shift 

for the former than the latter (see Chapter-3). This results in the requirement of higher VGR 

for 2T-R in comparison with 3T-R (Fig. 4.6). Lastly, the RDM which is defined as the 

minimum margin between VGR and the edge of polarization switching in the ‘V’ mode [185] 

(Fig. 4.6), is larger for 2T-R compared to 3T-R. This is because, in 3T-R, due to GL, the 

overlapped region of ‘V’ modes considering initial PFEG = +P and -P determines the RDM 

(Fig. 4.6(b, c)). While in the proposed 2T-R, the entire ‘V’ mode hysteresis window is 
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considered for RDM evaluation, since GL is zero (Fig. 4.6(a)). In other words, 2T-R 

exhibits a larger window for VGR selection when compared to 3T-R, and therefore exhibits 

improved robustness as discussed quantitatively later. 

(b) Write: The write operation of the proposed 2T-R NVM is similar to 3T-R NVM. We first 

assert CL of the accessed row in order to bring the R-FEFETSYM to the ‘V’ mode. WBL is 

driven to a voltage corresponding to PFEG to be stored in the accessed R-FEFETSYM 

(WBL=0/VDD for PFEG=-P/+P (bit-‘0’/’1’)), followed by WWL assertion. The feature of 

dynamic reconfigurability to the ‘V’ mode of operation enables unipolar write voltages, 

leading to energy efficient write operations for 2T-R (as well as 3T-R), when compared to 

bi-polar voltage requirements/two-phase write in FEFET-NVMs, as discussed 

quantitatively later. For the unaccessed cells in the column, we apply 0V to WWLs and 

CLs, and for the unaccessed cells in the row we apply 0V to CL and WBLs. This results in 

their R-FEFETSYM operating in the ‘NV’ mode and avoids write disturbs. Note, during 

write, all RBLs are driven to 0V.  

In comparison with 3T-R, 2T-R exhibits relaxed design constraints for the selection of 

VDD during write operation. This is because, in 3T-R, minimum VDD depends on the 

maximum of the coercive voltage required for PFEG switching from -P→+P considering the 

worst-case GL-induced hysteresis shifts [171], [185] (Fig. 3.18). On the other hand, in 2T-

R, no hysteresis shifting occurs and hence, (Fig. 3.19) minimum VDD for successful write 

operation is a function of the intrinsic device characteristics only (unaffected by GL). Now, 

considering the worst-case GL-induced hysteresis shift (initial PFEG=-P) of R-FEFETASYM 

in 3T-R and also the larger HWV of R-FEFETSYM in 2T-R (at iso-TFE), we observe that the 

minimum VDD for both the memory designs are similar to each other (Fig. 3.18, 3.19). 

 
Fig. 4.6 PFEG vs VGS in the volatile mode for R-FEFET in (a) 2T-R and (b, c) 3T-R NVMs (for 

both initial PFEG = +P and -P). Shaded region is the VGR selection window. VREAD=0.2V. 
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(c) Hold: In In the hold/stand-by mode of operation, all metal-lines in the 2T-R array are 

brought to 0V. This ensures ‘NV’ mode for R-FEFETSYM of all the bit-cells, with VGS=0V. 

In this condition, PFEG which stores the bit information, is retained in a non-volatile fashion 

as discussed earlier. Also, due to the property of VIS=0V at VGS=0V in the ‘NV’ mode of 

R-FEFETSYM, they experience lower EDEP resulting in improved retention characteristics in 

2T-R. In contrast, 3T-R designed with R-FEFETASYM can experience EDEP until GL (if 

present) reduces VIS to 0V, which impacts the retention properties [182], [185]. 

4.3.3 Comparison with previous FE(M)FET/R-FEFET NVMs 

The proposed NVM has minimal design complexity because of the elimination of GL unlike 

in 3T-R which requires the consideration of multiple intermediate states and operation nodes for 

NVM design as discussed in the previous section, due to GL-induced hysteresis shifts (Fig. 3.18 

(e-j)). Moreover, the RDM of 2T-R has no dependency on the initial PFEG, leading to robust read 

operations when compared to 3T-R. Furthermore, the compact bit-cell footprint of 2T-R leads to 

higher density. When compared to FEMFET-NVMs, which require complex and power hungry 2-

step read operation [45], 2T-R overcomes the challenges with a simple 1-step operation as 

discussed before in this section. Additionally, 2T-R requires unipolar and single-phase write 

operation unlike several other FE(M)FET-NVMs [31], [64], [133], [192]. All these attributes lead 

to significant benefits compared to previously proposed FEFET, FEMFET and R-FEFET based 

NVMs. In the following sections, we present the quantitative analysis of the memory operations, 

robustness of sensing and impact of variation in 2T-R. 

4.3.4 Memory array analysis 

In this section, we evaluate the proposed 2T-R versus 3T-R in terms of performance, energy 

and the robustness of read operation. Following this, we perform the evaluation of 2T-R versus 4T 

FEFET-NVM [137]. 

(a) 2T-R versus 3T-R (Fig. 4.7(b)): The geometry and device parameters used for this analysis 

are illustrated in Fig. 4.7(a). Note, VGR (i.e., WBL voltage during read) is fixed considering 

the maximum RDM (at iso-VREAD) possible for both the designs. (VGR=0.53V for 3T-R and 

0.68V for 2T-R). 32kB NVM array is considered with VDD=0.9V and VREAD=0.2V.  
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Due to the elimination of the read access transistor, 2T-R exhibits 14% lower bit-cell 

area compared to 3T-R (Fig. 4.5(c)). The write delay and energy of 2T-R is 15% and 9% 

lower respectively compared to 3T-R. This is attributed to the reduced energy associated 

with bit-line capacitance charging due to lower NVM array area. The read energy of 2T-R 

is 17% worse than 3T-R (for the same VREAD). This is because of (a) higher VGR (for 

maximum RDM) and (b) larger current during the sensing operation in 2T-R (as explained 

earlier). However, it is important to note that the higher read current also results in 3.1X  

improvement in sense margin for the proposed 2T-R. Therefore, considering iso-sense 

margin analysis, which is achieved by reducing the VREAD for 2T-R, we observe 12% 

improvement in read energy for the proposed NVM. A key point to note is that the RDM of 

the proposed NVM is ~3X larger than 3T-R. This is again attributed to the absence of GL-

induced hysteresis shift, which reduces the RDM in 3T-R. Higher RDM ensures more 

robustness of the bit-cell to unwanted flipping of bit-information, as discussed in more detail 

in the next section. 

 (b) 2T-R versus 4T: The benefits of 3T-R over FEFET-NVMs for planar technology has 

already been discussed eariler. Here, we briefly carry out the analysis for 2T-R vs 4T 

FEFET-NVM in the context of FinFETs. We consider 4T FEFET-NVM for fair comparison 

because of its unipolar voltage-based array design and single-phase write operation similar 

to R-FEFET based NVMs. The following analysis has been performed considering a 32kB 

array with VDD=0.9V, VREAD=0.2V. The geometry/device parameters are illustrated in 

 

Fig. 4.7 (a) Device parameters used for 3T-R and 2T-R NVMs. (b) Array-level results of 3T-R 

and 2T-R for various metrics. 
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Table. 4.5. Note, different geometries are used to obtain the same HW in the ‘NV’ mode of 

R-FEFETSYM and FEFET. 

Due to the dynamic reconfigurability between ‘V’ and ‘NV’ modes exhibited by the 

proposed R-FEFETSYM, which enables a 2T-R design with all positive VGS for polarization 

switching, they present 43% lower area compared to the 4T design. Moreover, 2T-R 

achieves 62% higher write energy efficiency compared to 4T due to (a) lower bit-cell area 

and (b) the dynamic reconfigurability, which enables the possibility of biasing VGS (of R-

FEFETSYM) to 0V for writing bit- ‘0’ in the ‘V’ mode. The write access time remains similar 

for both NVMs (as shown in Table. 4.5). On the other hand, due to the non-destructive, 1-

step read operation in 2T-R, it exhibits 53% lower read energy and 65% lower read access 

time over 4T. 

4.4 Variation Analysis of R-FEFET based NVMs 

The key characteristics of the proposed R-FEFETSYM rely on the fact that there exists equal 

and opposite effect of FEG and FEC on the induction of charge in the IML. Recall, this is because 

the two FE stacks are designed with equal area. However, the question is, what if the effect of these 

two stacks do not cancel each other (i.e., VIS ≠0V at VGS=0V) due to variation in FEG/C stack areas? 

Then, if VIS ≠ 0V, it is important to understand the impact of current contribution from the 

unaccessed (UA) cells of a column during sensing operation. On the other hand, RDM, which 

depends on the selection of VGR and HWV, may get degraded when the device-level variations are 

considered, since variations in VTH and WFEG/C can shift or modify the device characteristics. We 

study all these effects for the proposed 2T-R NVM in this section. Note, we neglect TFE variations 

in HZO since they can be controlled very well with the recent advancement in atomic layer 

deposition (ALD) techniques [190]. 

         Table. 4.5 Array-level comparison of 2T-R vs 4T NVM  
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(a) Leakage from unaccessed cells during read: The advantage of eliminating read access 

transistor in 2T-R and achieving high memory density compared to 3T-R comes from the 

fact that VIS=0 at VGS=0V in the ‘NV’ mode of R-FEFETSYM. This enables us to perform 

read operation without the unwanted contributions to the read current from the UA cells. 

However, if WFEG/C variations are considered then VIS might be > 0V, leading to the 

sullying of the read current due to the contributions from the UA cells. This limits the 

number of bit-cells which can be placed in a column. To understand this, we consider a 

Gaussian distribution of WFEG/C variations with standard deviation (σ) of 15% of its mean 

value (4λ). We also consider VTH variations with σ(VTH) = 20mV (Gaussian; [193]) in the 

following analysis. Fig. 4.8 (a) illustrates the drain current (IDS at VGS=0V and VDS=0.2V) 

of R-FEFETSYM in the ‘NV’ mode for 1000 Monte Carlo samples, with 

maximum/minimum current (IWORST/IBEST) = 0.27nA/ 5.89pA. Fig. 4.8(b) illustrates the 

distinguishability with respect to number of cells in a column (#CC) where 

distinguishability is defined as the ratio of ILRS/IHRS considering the contributions from the 

UA cells (see Equation - 4.1).  

       𝐷𝑖𝑠𝑡𝑖𝑛𝑔𝑢𝑖𝑠ℎ𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = (
𝐼𝐿𝑅𝑆

𝐼𝐻𝑅𝑆 + (#𝐶𝐶 − 1) ∗ 𝐼𝑈𝐴
)      (4.1) 

The shaded region in Fig. 4.8(b) illustrates the range of distinguishability bounded by 

worst- and best-case scenarios of leakage from UA cells (IUA) i.e. IUA=IWORST and IUA=IBEST, 

 
Fig. 4.8 Monte Carlo simulation result of IDS for 1000 R-FEFETSYM device samples with 

σ(VTH)=20mV and σ(WFE)=15% (b) Plot of distinguishability vs #CC depicting the proposed 2T-

R NVM’s span of distinguishability. 
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respectively. Without variations, distinguishability = 825 is obtained. For the worst-case 

scenario, where all UA cells in a column sink in IWORST from RBL, distinguishability 

decreases with increase in #CC. For #CC=128, distinguishability = 770 and for #CC=512, 

distinguishability = 585. Therefore, even in the presence of the variations, the proposed 

design offers sufficient distinguishability and the leakage in the UA cells does not affect 

the read functionality. 

(b) Impact on read disturb margins: Here, focus on the RDM, which is important to 

understand because the read operation critically relies on the WBL biasing to VGR in-

between the ‘V’ mode hysteresis. Firstly, VTH variations can cause the device 

characteristics to shift and reduce RDM (since VGR is fixed). Secondly, as also discussed 

in the previous sub-section, WFEG/C variations can result in a situation where VIS ≠ 0V, 

causing mild GL-induced hysteresis shift and RDM degradation. We evaluate the impact 

of these device-level variations on RDM for 2T-R and compared it with 3T-R, next.  

Fig. 4.9 illustrates the Monte-Carlo analysis performed considering 1000 samples of 

3T-R and 2T-R with variation in VTH of the transistors present in the bit-cell and WFE of 

R-FEFETs. As before, we consider a Gaussian distribution of VTH with σ(VTH) = 20 mV 

and σ(WFE) = 15% of its mean value. We observe that the 2T-R exhibits much higher RDM 

(>124mV) compared to 3T-R (RDM <110mV). This is attributed to (a) the mitigation of  

GL-induced hysteresis shifts and (b) intrinsically larger HWV of R-FEFETSYM (in 2T-R) 

compared to R-FEFETASYM (in 3T-R). Note that, RDM of 3T-R can be increased using 

larger TFE (which increases HWV [31]). However, this comes with the requirement of larger 

 
Fig. 4.9 Monte Carlo simulation results of RDM for 1000 samples of each 2T-R and 3T-R NVMs 

with σ(VTH)=20mV and σ(WFE)=15%. 
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VDD and therefore higher write energy. In contrast, for 2T-R, similar RDM can be achieved 

with lower TFE, leading to reduced constraints on VDD selection and energy costs. 

4.5 Summary 

We proposed two variants of non-volatile memory designs using the proposed R-FEFETs. 

The first design, 3T-R was based on R-FEFETASYM. We described the memory operations of 3T-

R in detail considering the presence of gate leakage. We discussed how 3T-R elegantly overcomes 

the drawbacks of gate leakage in FEFET based NVM using its unique feature of dynamic 

reconfigurability. We showed that 3T-R achieves 55-63% and up to 46-86% lower write and read 

power, respectively, when compared to existing FEFET based 2T, 3T and 4T memory designs.  To 

further enhance the energy efficiency, especially in cases when GL cannot be controlled, we 

proposed another NVM 2T-R using R-FEFETSYM device design. We discussed the unique benefits 

of 2T-R design over 3T-R such as lower depolarization fields in the NV mode of operation and 

diminishing gate leakage effects for less complex read operation. We showed that 2T-R exhibits 

up to 12% higher energy efficiency along with 3X increase in the RDM and 14% lower area 

compared to 3T-R. We also performed a detailed variation analysis and studied the influence of 

threshold voltage and FE width variations on the RDM for both 2T-R and 3T-R, and showcased 

the higher robustness of the former over the latter.  

The appealing attributes of R-FEFETs translated to superior performance of NVMs when 

compared to standard FEFETs. However, their applications can be much broader due to their 

unique logic-memory coupling. With that in mind, let us turn our attention to integrating non-

volatility within logic (specifically, flip-flops) using R-FEFETs in the next chapter. In Chapter 6, 

we will explore how logic computations can be performed within R-FEFET based NVMs.  
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5. R-FEFET BASED NON-VOLATILE FLIP-FLOPS 

5.1 Introduction 

Energy harvesting from ambient sources has been extensively studied as a promising 

candidate to enable energy autonomous systems. In the near future, it is predicted that a number 

of systems will be powered using harvested energy including, toxic gas sensors, portable gadgets 

and medical implants [194], [195]. However, scavenged energy from ambient sources such as solar, 

thermal and vibration exhibits an erratic nature with intermittent power supply (VDD). Such power 

failures have a drastic impact on standard CMOS logic, suffering from inefficient reboots and 

rollbacks [196]. Therefore, it becomes important to back up the state of a logic system to alleviate 

the loss in computation progress. 

Non-volatile computing is an emerging solution to mitigate computation progress loss due 

to unexpected power failures [196]. Systematic consistency-aware check-pointing mechanisms 

have been proposed to avoid data inconsistency and computation errors due to power failures [197]. 

This is achieved by backing up the states of a circuit such as, on-chip memory, flip-flops (FFs) and 

registers into an off-chip non-volatile memory (NVM). However, this incurs significant 

energy/delay overheads due to long distance data transmissions and constrained parallelism.  

Embedded non-volatile computing is an attractive alternate method to backup the 

computation states into a local on-chip NVM, eliminating the transmission overheads. Several 

NVFF designs using memristors [83], magnetic tunnel junctions [81] and resistive RAMs [84] as 

local non-volatile elements have been proposed with on-demand backup/restore (B/R). However, 

they may incur area overheads due to the incorporation of a B/R module[81]. Also, high write 

current during backup increases their power consumption [84]. Ferroelectric (FE) capacitor-based 

designs have also been proposed, utilizing their property of polarization (P) retention in the 

absence of electric field (E) [85]. However, low distinguishability between their non-volatile states 

degrades the robustness during restore operation. 

The recent advent of ferroelectric transistors (FEFETs) with the possibility to integrate FE 

in the gate stack of a transistor has led to a new era for logic-memory synergy [44]. Lately, FEFET 

based NVFFs have been proposed with a potential to overcome the challenges in FE capacitor-

based designs [80], [145]–[147]. The innovation stems from utilizing the three-terminal non-
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volatile transistor to improve distinguishability and simplify the restore operation. However, these 

designs also contain a B/R module driven by control signals, leading to higher switching 

energy/delay. Hence, there is a need to optimize the B/R module by exploring new device 

technologies that leverage the opportunities offered by FE. 

To that end, the R-FEFET we presented in Chapter-3 exhibits a unique characteristic of 

dynamic tuning between volatile and non-volatile modes. Exploiting such distinct features, we 

propose 2 variants of energy-efficient NVFF designs (referred to as RNVFF-1 and RNVFF-2). 

5.2 Intermittently Powered Systems 

An intermittently powered systems (IPS) possess the ability to execute a program across 

multiple power-ON periods in the presence of sporadic and highly unreliable energy supplied from 

the energy harvester [196]. IPS executes long running computations in small increments by 

checkpointing the system state (processor registers, peripheral registers, and program state in local 

on-chip memory) to a non-volatile memory during power loss and later restoring the checkpointed 

 
Fig. 5.1 (a) Conceptual diagram of an intermittently powered system (IPS) (b) MCU core registers 

and unified NVM mapped to R-FEFET-based NVFFs (RNVFF-1 and RNVFF-2) and NVM (3T-

R) respectively (c) Energy profile from an energy harvesting source. 
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system state from the NVM when the system has sufficient supply energy. A high-level conceptual 

diagram of an IPS is shown in Fig. 5.1(a) and Fig. 5.1(c) shows a typical power/voltage profile 

obtained from the energy harvesting source. Here, CSUPP is the input capacitor that stores ambient 

energy. Whenever, the VSUPP reaches VON (ON voltage as show in Fig. 5.1(c)), the system has 

enough energy to begin operation. However, when the VSUPP goes below VOFF, the system switches 

off due to insufficient energy. Note that VCKPT is the supply voltage at which a checkpoint is 

triggered and is conservatively set to a value that can enable checkpointing the least amount of 

system states that is required to enable forward progress. As can be seen in Fig. 5.1(c), a restore 

operation is required to be performed at the beginning of each power ON or execution cycle before 

the system can resume executing from the previously checkpointed state without restarting the 

entire process all over again. Note that the power management block shown in Fig. 5.1(a) has dual 

functions of providing VSUPP to the IPS whenever VSUPP > VON. In addition, it is also responsible 

to initiate the checkpoint operation at VSUPP = VON. A hysteresis is always built into the system 

architecture such that system turns on only whenever there is enough energy for the system to 

restore, execute, and checkpoint successfully. The value of CSUPP is critical design parameter for 

an IPS. CSUPP determines the total amount of energy available in each power cycle, i.e., 

½*CSUPP*(VON
2-VOFF

2). Thus, for a given power profile, a smaller value of CSUPP results in smaller 

energy per power cycle leading to larger number of checkpoints/restores required to execute a 

fixed computational task.  

Fig. 5.1(b) provides a more detailed look within the microcontroller unit (MCU) architecture 

of the IPS. It highlights the elements that needs to be mapped to NVFFs and to NVM for 

checkpointing and restoring of system state. As shown, MCU core registers such as the Program 

Counter (PC), Status Register (SR), Stack Pointer (SP), General Purpose Registers (GPR), Special 

Function Registers (SFR), and Peripheral Registers (PR) are all mapped to NVFFs and the local 

on-chip unified memory is mapped to an NVM to ensure forward progress even in the presence 

unreliable energy supply. Note that, lower the access and the checkpointing/restore energies of 

NVFF and NVM, higher is the forward progress, as the saved energy can be used for execution. 

We already demonstrated low-power NVM design using R-FEFETs in Chapter-4 and in the 

following we propose R-FEFET based non-volatile flip-flops (RNVFFs). The R-FEFET based 

NVFFs and NVMs are then integrated together to build energy-efficient IPS. 
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5.3 NVFF with Auto-Backup: RNVFF-1 

5.3.1 Circuit design 

The ability of R-FEFETs to serve as a switch in the ‘V’ mode, enables its direct embedding 

in logic circuits. RNVFF-1 consists of a standard volatile flip-flop (FF) with transistors M4 and 

M6 (nMOS) replaced by R-FEFETs (Fig. 5.2(a)). Such natural embedding of the non-volatile 

element leads to an automatic backup without any external circuitry or signals. Note that, during 

normal operation, the embedding of R-FEFETs can affect the Clock-to-Q (CLK-Q) delay (TCLK-

Q), since PFE switching time may not be as fast as standard FETs. To mitigate this issue, inverter 

INV2 is used to bypass INV1 and obtain output Q (Fig. 5.2(a)). The RNVFF-1 architecture is 

unlike previous approaches [80]–[85], [145]–[147] where the non-volatile element is in a distinct 

backup/restore (B/R) module. The operation of the RNVFF-1 is discussed next. 

 

Fig. 5.2. (a) Schematic of RNVFF-1 (b) Transient waveforms showcasing auto-backup operation 

with polarization switching along with normal operation, (c) two step restore operation.  
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5.3.2 Circuit operation 

(a) Normal operation: CL=VDD is applied for R-FEFETs, in order to operate them as a switch, 

i.e., R-FEFET is OFF/ON at VGS = 0/VDD (similar to an nMOS FET; see Chapter-3). 

Therefore, the normal operation of RNVFF-1 is similar to the standard volatile FFs. 

Moreover, PFEG follows the voltage at the storage nodes X and XN. As an example, when 

Q = VDD, X and XN are at VDD and 0, and PFEG of M4 and M6 (R-FEFETs) store +P and -

P respectively, corresponding to the state of the FF. This is also illustrated in the transient 

waveforms shown in Fig. 5.2(b). Now as expected, the normal operation energy (EOP) 

increases compared to volatile FFs due to PFE switching in the embedded R-FEFETs. 

However, interestingly, CLK-to-Q delay decreases in the proposed RNVFF-1. This is 

attributed the following two reasons: Firstly, the effective oxide thickness of FE+DE stack 

is higher in R-FEFETs due to the large TFE, resulting in lower gate capacitance (when no 

PFE switching occurs). Secondly, since the PFE switching is much slower than switching of 

logic gates, the total capacitance at X and XN (storage nodes) which drive the gates of the 

R-FEFETs is lower than standard FF, during the time window when the data is being 

propagated to Q. This unique attribute of the proposed RNVFF-1 results to lower CLK-to-

Q delay compared to standard volatile FF. 

(b) Auto backup operation: The most appealing feature of RNVFF-1 is the direct embedding 

of R-FEFETs in the FF architecture, which enables a completely automatic backup, without 

any external B/R module. The value of PFEG in R-FEFETs correspond to the X and XN 

(storage nodes), as discussed above. During a power outage, VCS reduces to 0V and the R-

FEFETs automatically switch from the ‘V’ to ‘NV’ mode of operation. This leads to M4/M6 

retaining PFEG corresponding to the output Q of the FF [174]. 

 (c) Restore operation: The restore operation, similar to backup, occurs without any additional 

signals or external circuitry. As discussed previously, although the storage node information 

is retained as PFEG of the R-FEFETs in the ‘NV’ mode (i.e, when power supply of OFF), 

they cannot be distinguished due to the device optimization performed to eliminate the 

effect of gate leakage (see Chapter-3). Therefore, to sense the information stored in PFEG 

for restoring the state of the FF, we utilize the built-in reconfigurability of R-FEFETs from 

‘NV’ to ‘V’ mode as done for 3T-R NVM and perform the following 2-step operation (Fig. 
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11(c)): Step-1: CLK and VCS are asserted immediately after the power supply is turned ON, 

bringing the R-FEFETs to the ‘V’ mode. Then, VDD of RNVFF-2 is raised till VGR (0.6V) 

to bias the nodes X and XN (gates of the R-FEFETs; M4 and M6) at an intermediate voltage 

within HWV. This brings the R-FEFET storing ‘+1’/’0’ (PFEG=+P/-P) to LRS/HRS, similar 

to the sensing operation performing for 3T-R. Step-2: After the resistance is established in 

R-FEFETs, VDD is raised to 1.1V and the FF state is restored by virtue of the large 

distinguishability (>104) of the two R-FEFETs and cross-coupled action in the slave latch. 

As mentioned above, RNVFF-1 achieves a completely automatic backup without the need of 

any external signals or circuitry. However, this comes with a penalty in EOP due to PFE switching 

in every cycle. As discussed later, such an FF design can be extremely beneficial for 

systems/applications which require frequent check-pointing. However, to overcome the 

operational energy drawbacks for a general class of IPS, we also present another variant of NVFF 

with on-demand backup and restore operations, as discussed next. 

5.4 NVFF with Gated Backup: RNVFF-2 

5.4.1 Circuit design 

RNVFF-2 features a gated backup, and thus involves the use of an external B/R module (Fig. 

5.3(a)). In this design, only when the power supply turns OFF, the back-up is performed and 

therefore it overcomes the large EOP cost observed with RNVFF-1. The B/R module of RNVFF-2 

is designed with 3 standard FETs and 2 R-FEFETs. Transistors M1 and M2 connect/dis-connect 

the slave latch with the B/R module. The state of the flip-flop is stored in M4 and M5 (R-FEFETs). 

M3 is used to ensure that during normal operation, PFEG of M4/M5 is always = -P, as explained in 

the following sub-section. 

5.4.2 Circuit operation 

(a) Normal operation: The B/R module is completely isolated from the FF by turning OFF 

M1 and M2. The CL is asserted for R-FEFETs (M4 and M5 in ‘V’ mode) and M3 is turned 

ON. Now, just before the normal operation (i.e. after restore operation), one of M4/M5 is 

ON (LRS; discussed later). Since M3 is ON during normal operation, the drains/gates of 
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both M4 and M5 are driven to 0V resulting in PFEG=-P (HRS). This is useful during backup 

as discussed later. Note, the B/R module has near-zero impact on the energy/performance 

of RNVFF-2 during normal operation because of the isolation of capacitances of the B/R 

module from X and XN (due to M1 and M2 being OFF). The transient waveforms of 

RNVFF-2 are illustrated in Fig. 5.3(b)). 

(b) Backup operation: For backup, we turn ON M1 and M2 and connect the B/R module to 

the slave latch. M3 is turned OFF and CL is driven to 0V to configure the R-FEFETs in the 

‘NV’ mode. At the onset of backup (i.e. just after normal operation), both M4 and M5 are 

in the HRS (discussed above). Now, corresponding to the storage nodes (X and XN) 

voltage, one of the R-FEFETs obtains VGS=0 and the other obtains VGS=VDD. For example, 

when X=0 and XN=VDD (Q=0), VGS = 0/VDD for M4/M5). This leads to M4 remaining in 

HRS (PFEG=-P); while M5 switches to LRS (PFEG =+P). The opposite occurs when the FF 

output, Q=VDD. Therefore, the state of the flip-flop is as PFEG of the R-FEFETs before a 

power shut down. 

(c) Restore operation: When power supply is re-established, the B/R module is connected to 

slave latch by turning ON M1 and M2. After which, a 2-step restore scheme is employed 

 

Fig. 5.3 (a) Schematic and (b) transient waveforms of RNVFF-2 illustrating the normal, backup 

and restore operations. 
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similar to RNVFF-1 (Fig. 5.2(c)). The large distinguishability between the bit-stable states 

stored in R-FEFETs, along with cross-coupled action in slave latch, restores the output, Q. 

5.5 Circuit-Level Analysis 

In this section, we analyze the proposed RNVFFs and compare them to the NVFF in [146]. 

Since the design in [80] employs a different mechanism for B/R (independent of FF topology), we 

focus on comparison with [146] (which uses FEFETs in conjunction with cross-coupled inverter 

action similar to our RNVFFs). We perform our analysis for 45nm node and the results are 

tabulated in Table. 5.1.  

 (a) Clock-to-Q delay (TCLK-Q) and operation energy (EOP): Due to the minimal capacitance 

overheads at X and XN due to no external B/R module, TCLK-Q of RNVFF-1 is 8% lower, 

compared to [146]. TCLK-Q of RNVFF-2 is similar to NVFF due to both designs containing 

a B/R module. Compared to standard volatile FF (STD FF), TCLK-Q of RNVFF-2 is similar 

but that of RNVFF-1 is lower by 5%. This is due to the fact that, nodes XN and Q transitions 

before the switching of PFEG in M6. And before PFEG switching, R-FEFETs exhibit lower 

capacitance than standard FETs. EOP of RNVFF-1 includes PFEG switching energy, which 

results in 10% higher EOP with respect to [146]. RNVFF-2 mitigates the EOP overheads of 

RNVFF-1 with no PFEG switching during normal operation and achieving EOP mildly lower 

than [146] (Table. 5.1). 

(b) Check-pointing delay (TCKPT) and energy (ECKPT): A check-pointing operation involves 

one backup and one restore operation. RNVFF-1 exhibits 69% lower ECKPT compared to 

NVFF. This is mainly attributed to the automatic backup enabled by the direct embedding 

of R-FEFETs, resulting in ~0 backup energy. Although, the restore energy is higher due to 

      Table. 5.1 Comparison of energy-delay metrics for flip-flop designs 
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the 2-step operation, ECKPT (sum of backup and restore energy) is collectively lower than 

NVFF. RNVFF-2 exhibits 15% lower ECKPT, due to only one PFEG switching involved 

during backup, unlike two FE switching in NVFF. ~52% lower TCKPT is observed for 

RNVFF-1 due to the complete automatic backup while for RNVFF-2, 2.2X increase is 

observed, mainly attributed to 2-step restore scheme. (Note, the comparison is made with 

NVFF [146]; FEFET w/o IML). However, higher restore time, TR of RNVFF-2 might not 

be much of a concern for IPS, which operates at low frequencies (~ MHz) [188], [197], 

[198]. 

The R-FEFET based NVM presented in Chapter-4 and NVFFs presented in this chapter, 

exhibits unique characteristics which make them suitable for IPS which are energy-constrained 

platforms. The 3T-R exhibits lower write and read energy attributed to the unipolar write voltages 

and non-destructive read operation respectively, unlike FEFET (with IML) based NVMs [45]. The 

RNVFFs exhibit energy-efficient check-pointing operation for storing/re-storing the state of the 

FFs. However, this comes with certain tradeoffs, such as, high operational energy of RNVFF-1 

and slower check-pointing operation in RNVFF-2 compared to FEFET based NVFFs. In the 

following section we design intermittently powered systems using the R-FEFET based NVMs and 

NVFFs and evaluate their benefits and trade-offs for a wide range of benchmarks. 

5.6 Implementation in Intermittently Powered Systems 

5.6.1 System-level simulation methodology 

In order to evaluate the system-level energy benefits of the proposed R-FEFET-based NVFF 

and NVM designs in the context of an intermittently powered system, we collaborated with Prof. 

Vijay Raghunathan and Dr. Arnab Raha, and use the device/circuit/architecture/system co-design 

simulation framework presented in [198]. The simulation setup is shown in detail in Fig. 5.4. Our 

system-level experiments are based on the TI MSP430FR5739 microcontroller [39] (MCU)-based 

edge device that runs at 24 MHz [198] and uses a unified NVM of 32KB based on 3T-R. The R-

FEFET NVFFs are used for implementing the volatile MCU core registers as shown in Fig. 5.1. 

The system is powered using an energy harvesting source that charges a supply capacitor, CSUPP 

(we evaluate the system for two different values of CSUPP, 10 nF and 1 nF). In this section, we re-
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design the proposed R-FEFET-based NVFFs and NVM as well as the baseline FEFET-based 

NVFF [146] and 2T-FEFET NVM [31] at 45nm, as that also enables us to synthesize the MSP430 

microcontroller core (soft IP core obtained from OpenMSP430 [199]) using OpenNangate 45nm 

technology logic library [200]. Note, we use a unified NVM for our simulation studies as compared 

to a conventional SRAM+NVM for this case. As described in detail in previous works such as 

[188], [197], [198], the checkpointing operation in unified NVM is performed in situ that avoids 

any explicit transfer of program state data (data, bss, stack) in the NVM which forms a major 

portion of the overall checkpointing state. However, this still requires us to checkpoint (backup 

and restore) the MCU processor and peripheral states such as the program counter (PC), Status 

Register (SR), Stack Pointer (SP), General Purpose Registers (GPR), Special Function Registers 

(SFR), and Peripheral Registers (PR) as shown in Fig. 5.1 using the RNVFF-based registers. 

Therefore, the unified NVM requires much smaller checkpointing energy overhead compared to 

the conventional SRAM+NVM configuration. 

Without any loss of generality, we calculate the energy savings with respect to either the 

total NVFF-based register (Reg) energy consumption, the total memory energy (Mem+Reg) 

consumption, or the total system energy consumption (Proc+Mem+Reg). Note that the Reg energy 

includes both the read and writes to the NVFFs as well as the backing up and restore energies due 

to checkpointing. In this work, we consider the total memory consumption (represented by tot 

mem) to be the sum of register energy consumption (represented by Reg) and the NVM energy 

 
Fig. 5.4 Experimental Methodology for IPS evaluation 
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consumption (represented by Mem). The total system energy consumption (represented by tot sys) 

is assumed to be the sum of the total memory energy (tot mem = Reg+Mem) consumption, and the 

MSP430 microcontroller execution energy (represented by Proc) [thus, tot sys = Reg+Mem+Proc]. 

The average power consumption of the MSP430 microcontroller is calculated by synthesizing the 

OpenMSP430 microcontroller RTL [200] using Synopsys Design Compiler and taking the 

synthesized RTL through Synopsys Power Compiler and then the total execution energy was 

calculated by multiplying the average power with the total number of execution cycles for the 

program. Note that for all the cases, the energy consumption is normalized with respect to the 

system that consists of the existing FEFET-NVFF presented in [146] and the 2T-FEFET NVM 

[31]. In this work, most energy improvement and consumption numbers are represented as a range 

as they vary due to the change in supply capacitance value from 10 nF (lower energy savings due 

to lower number of checkpoints) to 1 nF (higher energy savings due to larger number of 

checkpoints). Note that the amount of energy improvement is directly proportional to the forward 

progress of the IPS, an alternative metric that is used to show the improvement in the 

lifetime/energy consumption in an IPS. 

5.6.2 System-level simulation results 

In this sub-section, we first quantitatively compare just the register-level energy 

consumption of RNVFF-1, RNVFF-2, and FEFET-NVFF [146], based on application-level energy 

consumption while running various real and synthetic benchmarks in 45 nm technology. Note that 

for this work, we omitted comparing against the standard volatile FF (STD) as it performed 

significantly worse under all conditions in [174]. We show the relative impact of improving the 

NVFFs and NVM separately on the total memory as well as the total system energy consumption. 

We show these energy savings for both set of real and synthetic benchmarks. 

 

 (a) Register-level energy results: The register-level energy consumption is shown in Figs. 5.5 

-5.6 where we see that both RNVFF-1 and RNVFF-2 outperform the baseline FEFET- 

NVFF [146]. RNVFF-1 show significantly higher energy savings compared to RNVFF-2. 

With smaller values of CSUPP, the register-level energy savings increases for RNVFF-1 but 

decreases for RNVFF-2 since the checkpoint energy becomes the most prominent register 
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energy component at larger number of checkpoints. Note that for all these results, the 

register energy consumption is normalized with respect to baseline [146]. The details area 

as follows. 

(i) Synthetic Benchmarks: Since the energy benefits of using RNVFF-1, RNVFF-2 over 

NVFF [146] depend significantly on the total number of system-checkpoints while 

executing a specific application, we constructed a synthetic application benchmark that 

has 25% of all instructions to be register reads, 25% to be register writes, and the 

 
Fig. 5.6. Normalized core register energy consumption of different NVFF designs for synthetic 

benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 

 
Fig. 5.5 Normalized core register energy consumption of the different NVFF designs for 

synthetic benchmarks generated by varying the number of checkpoints. 
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remaining 50% to be memory bound instructions. In addition, we varied the total number 

of checkpoints while keeping the checkpoint size and the total number of instructions 

constant (100K). The results are shown in Fig. 5.5. Note that in Fig. 5.5, the energy 

numbers are normalized with respect to [146]. In this case, we observe that as the number 

of checkpoints per application execution increases, the energy savings due to RNVFF-1, 

RNVFF-2 increase rapidly compared to [146]. This is because as the number of 

checkpoints increases, RNVFF-1 performs exceedingly well compared to either 

RNVFF-2 or NVFF due to a much lower checkpoint/restore energy as seen from the 

circuit results presented in earlier. It is important to note that RNVFF-2 performs better 

than [146] irrespective of the number of checkpoints as it has both lesser 

checkpointing/restore as well as normal read-write energy consumption. Further, the 

energy savings from RNVFF-2 remains almost invariant due to a constant difference in 

the read/write energies and a relatively small benefit in checkpoint/restore energies as 

shown in Table. 5.1. On the other hand, RNVFF-1 outperforms [146] only at higher 

checkpoint sizes (or #checkpoints) due to a significant advantage only in 

checkpoint/restore energy consumption (but energy overheads for normal operation - see 

Table. 5.1) where the energy savings become larger with the number/size of checkpoint. 

Fig. 5.6 shows a second set of synthetic benchmarks where we show the energy benefits 

arising from the variation in the nature of program characteristics, i.e., total number of 

reads and writes during program execution while executing a specific application. We 

constructed a set of synthetic benchmarks where we vary the fraction of total memory 

 
Fig. 5.7 Normalized core register energy consumption of different NVFF designs for real 

benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 
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read and write instructions subject to CSUPP = 10 nF and 1 nF with a constant checkpoint 

size of 896 B and total number of instructions (100K). Here, the expression {r:0.25, 

w:0.25} represents that 25% of the total instructions are non-volatile memory reads, 25% 

are non-volatile memory writes, and the rest are normal computational operations. The 

latter 50% computational operations have a fixed 25% each of register reads and writes 

and the rest 50% of compute instructions does not involve any registers. Irrespective of 

the program characteristics, we see that RNVFF-1 and RNVFF-2 outperforms [146] for 

various benchmark types. Note that RNVFF-1 performs better than RNVFF-2 due to the 

low cost of checkpointing and restore. Fig. 5.6 also shows larger energy benefits of 

RNVFF-1 compared to RNVFF-2 and NVFF with higher memory read instructions as 

well as smaller CSUPP that results in higher number of checkpoints. This is in accordance 

to the different circuit-level energy values show in Table. 5.1. As seen earlier, we observe 

that RNVFF-2 always perform better than [146] irrespective of the program 

characteristics and CSUPP value. However, RNVFF-1 perform worse than the FEFET-

NVFF at larger CSUPP values when checkpointing and restoring energies are small 

compared to the access energies. However, at moderate to smaller CSUPP values, RNVFF-

1 will have significant lower energy consumption compared to either RNVFF-2 or 

FEFET-NVFF [146]. 

(ii) Real benchmarks: For real application benchmarks, Fig. 5.7 shows the core register 

energy savings (normalized to the FEFET-NVFF) achieved by the RNVFF-1 and 

RNVFF-2 designs over the existing NVFF [146] design using real benchmarks for two 

different CSUPP values. Fig. 5.7(a) demonstrates register-level energy savings for 

RNVFF-1 and RNVFF-2 of 55% and 18.3% on average, compared to [146] for CSUPP = 

10 nF. Fig. 5.7(b) shows that RNVFF-1 and RNVFF-2 result in 67% and 15.3% on 

average register-level energy savings, respectively, compared to [146] for CSUPP = 1 nF 

(the savings are higher in this case because the smaller capacitor leads to higher system 

checkpoints). As mentioned previously, RNVFF-2 will always perform better than [146] 

irrespective of the benchmark or CSUPP value as it has both lower checkpoint/restore and 

operation energies compared to [146]. 
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 (b) Memory and system-level energy results: The system-level energy results demonstrate 

the impact of integrating the proposed 3T-R NVM along with the R-FEFET-based NVFFs 

on system-level energy consumption. 

(i) Real benchmarks: For real application benchmarks, we present the total memory energy 

in Fig. 5.8 and the total system energy in Fig. 5.9 corresponding to CSUPP values of 10 

nF and 1 nF, respectively. Fig. 5.10 summarizes the energy savings achieved by the 

RNVFF-1 and RNVFF-2 +3T-R NVM designs (represented as 3T-R+RNVFF) over the 

existing FEFET-based NVFF [146] and NVM [31] (represented as 2T+NVFF) design 

using real benchmarks for these two different CSUPP values. It demonstrates the 

maximum energy savings achieved by either combination (NVFF+NVM) of the 

proposed RNVFF-1+3T-R or RNVFF-2+3T-R over the baseline FEFET-NVFF +2T-

FEFET NVM combination.  

 
Fig. 5.8 Normalized total memory (tot mem) energy consumption of different NVFF+NVM 

designs for real benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 
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As we can see, our proposed RNVFF-1/RNVFF-2+ 3TR memory combination 

results in memory-level and system-level energy savings around 37% and 20% on 

average, compared to [146] for CSUPP = 10 nF. For CSUPP = 1 nF, these energy savings 

 
Fig. 5.9 Normalized system energy (tot sys) consumption of different NVFF+NVM designs for 

real benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 

 

 

 

 
Fig. 5.10 Register, memory and system-level energy improvements of different NVFF+NVM 

designs for real benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 
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increase to be 40% and 22%, respectively due to higher number of checkpoints. As Figs. 

5.8 and 5.9 show, the majority of the energy benefits arise from integrating a better NVM 

(3T-R) as compared to the RNVFFs. Compared to the case where we just improved the 

NVFFs, the proposed RNVFF-1/RNVFF-2+3TR combination provides almost 63X and 

7X more system-level energy savings for CSUPP = 10 nF and 1 nF, respectively. These 

are significant improvements over the 2T-FEFET based NVM design [31]. As stated 

before, the system-level energy consumption of IPS is indirectly proportional to its 

relative forward progress that is metric to measure IPS energy-efficiency [31]. In this 

case, the system-level energy savings stemming due to the use of 3T-R NVM results in 

a forward progress of 1.25X-1.29X for CSUPP = 10 nF-1nF.  

(ii) Synthetic benchmarks: In this sub-section, we demonstrate that the benefits of 

improving the NVM are significant irrespective of the benchmark characteristics or the 

supply energy (that determines the number of checkpoints). This is mainly due to the 

significant improvements in the proposed NVM (3T-R compared to 2T-FEFET NVM 

 
Fig. 5.11 Memory and system-level energy improvement of the proposed NVFF+NVM design for 

synthetic benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 

 



 

 

 

120 

 

[31]) energy consumption. Fig. 5.11 shows that across different program characteristics, 

we achieve memory and system-level energy savings in the range of 37-42% and 21-

29%, respectively for CSUPP = 10 nF. This increases to a range of 39-44% and 24-31%, 

respectively, for CSUPP = 1 nF. The split of the different energy contributions in Fig. 

5.12 shows that the proposed 3T-R NVM is the primary reason for this energy 

improvement. Note that RNVFFs also demonstrate decent memory/system-level energy 

savings at a smaller CSUPP that result in a larger number of system checkpoints as evident 

from Fig. 5.12. Even in the case where we vary the number of checkpoints, Fig. 5.13 

shows that we obtain significant system-level energy savings about 28% on average. 

Note that for Fig. 5.13, where we vary the number of checkpoints, i) the memory energy 

consumption almost remain the same the NVM checkpoint is performed in situ due to 

the unified NVM architecture that results in a very small size of checkpoint data (only 

the very small MCU state needs to be checkpointed as mentioned before); ii) the energy 

savings vary and are higher at larger checkpoints as there the energy  consumption due 

to NVFF (Reg) checkpoints start to be more prominent than before. To conclude, the 

experimental results obtained from both real and synthetic benchmarks demonstrate a 

significant boost in memory and system-level energy savings due to the use of 3T-R. 

 
Fig. 5.12 Normalized system energy consumption of different NVFF+NVM designs for synthetic 

benchmarks using (a) CSUPP = 10 nF and (b) CSUPP = 1 nF. 
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5.7 Summary 

We proposed two variants of non-volatile flip-flop designs utilizing the dynamic tunability 

offered by R-FEFETs. We presented (a) RNVFF-1, which exhibited a completely automatic 

backup without the need of any external circuity or signals and (b) RNVFF-2 which involved an 

on-demand based backup operation enabled by a backup/restore module. When compared to 

existing FEFET based NVFF, we showed that RNVFF-1 exhibited high backup energy efficiency, 

resulting in 69% lower total checkpointing energy, RNVFF-2 had 15% lower checkpointing 

energy due to its low-power, compact backup/restore module. We also discussed how RNVFF-2 

overcomes the high operational energy costs of RNVFF-1. In the end, using the proposed R-

FEFET based NVMs in Chapter-4 and NVFFs in this chapter, we explored the design of energy 

efficient intermittently powered system in the context of TI MSP430 microcontroller. We 

performed our analysis, considering real and synthetic benchmarks, considering different supply 

capacitances powering the system. We showed the different components of energy being spent on 

processor, memory and register operations.  Our simulations demonstrated a total system-level 

energy savings in the range of 37-40% and 20-22% for synthetic and real benchmarks, respectively. 

 
Fig. 5.13 Normalized system energy consumption of different NVFF+NVM designs for synthetic 

benchmarks generated by varying the number of checkpoints. 
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6. R-FEFET/FEFET BASED ARCHITECTURES FOR 

BOOLEAN/ARITHMETIC COMPUTING-IN-MEMORY 

6.1 Introduction 

Memory speed has not kept up with processor speed over the last few decades leading to the 

so-called Memory Wall problem [4], [6]. It is estimated that the gap between the improvement in 

processor and memory speeds is increasing by more than 50% every year [5], [7]. Furthermore, in 

the era of big data, cloud computing and artificial intelligence, data-intensive applications have 

come to the forefront. This has led to restricted processor-memory bandwidth, resulting in overall 

performance/energy degradation in modern day systems [201].  

One solution to this problem is to perform Computing-in-Memory (CiM), which can 

mitigate the aforementioned issues [201] (Fig. 6.1). Despite CiM being a decades old concept, 

interest in it has been rekindled in recent years. This is largely driven by advances in non-volatile 

memory (NVM) [23] and 3D monolithic technologies [149]–[151], [202], but also to the meet the 

demands of extensive data processing for current/next generation computing.  

Various CiM architectures have been proposed to enable array level compute operations 

within memories. Several works on SRAM based CiM have shown bit-wise Boolean functions 

[59], [60], [64], [66], [203] and dot-product computations [58], [62], [68]–[70], [73], [159], [161], 

[204]–[206]. However, the fundamental challenge with these designs is the robustness of data 

storage during compute operations due to multi-word-line assertions [59], [66]. Monolithic 3D 

integration of SRAMs has been proposed for enhancing the stability of in-memory computation 

 
Fig. 6.1 (a) Memory bottleneck in tradition von-Neumann computing systems (b) Memory wall 

problem 
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[202]. However, such an approach requires multiple references and a two-phase compute operation 

scheme, leading to performance/energy penalty. 

Efforts have been made to design CiM architectures using NVM technologies such as 

RRAMs [60], [203], STT-MRAMs [59] and FEFETs [64] to overcome the inefficiencies and 

robustness issues associated with SRAM based CiM. Memristor-Aided Logic (MAGIC) based on 

RRAMs enables computation in cross-bar arrays [203]. However, such an architecture requires 

large number of intermediate access cycles leading to performance and energy inefficiencies [64], 

[203]. In contrast, the approach based on assertion of multiple word-lines, such as in STT-CiM 

[59], overcomes the energy/delay bottleneck of MAGIC by performing a range of compute 

operations using a single memory access. However, a major challenge in STT-CiM is the reliable 

sensing due to low distinguishability of its bi-stable states [23], [59], which is further aggravated 

during compute due to the assertion of multiple wordlines. Moreover, the requirement of two 

current-based references for computation, leads to significant design overheads in STT-CiM.  

Recently, FEFET-CiM [64] was proposed to overcome the drawbacks of MAGIC and STT-

CiM. The large distinguishability between the bi-stable states achieved by storing the bit 

information as polarization, enables improved robustness while asserting single/multiple word-

lines. Moreover, due to electric field driven write in the FEFET, along with the voltage based read 

sensing, FEFET-CiM outperforms STT-CiM design, albeit at the cost of area. However, FEFET 

based memory requires bi-polar voltages in order to encode the bit with a single-phase operation, 

resulting in energy-inefficiency. Although, recent studies have shown the possibility of using 

positive voltages with a two-phase write [192], such an approach leads to ~2X performance penalty. 

Moreover, similar to the other emerging NVM-CiM designs [59], [64], FEFET-CiM also requires 

a current based compute scheme and multiple references for sensing and logic functions, leading 

to design/energy overheads.  

To address the issues with existing FEFET based CiM designs, in the first part of the chapter, 

we propose R-FEFET based CiM architecture utilizing its unique characteristics of dynamic 

reconfigurability in the modes of operation. We look at general purpose computing to evaluate the 

proposed CiM technique using R-FEFET, and compare it with FEFET based design for a wide 

range of application workloads. In the second part of the chapter, we explore the opportunities of 

designing a CiM engine specifically targeted for intermittently powered systems (IPS) performing 

edge computing. Since these platforms are extremely energy-constrained, they can benefit largely 
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from the integration of richer functions into the memory arrays which is enabled by the novel IPS-

CiM technique proposed in this chapter. IPS-CiM can be implemented using a wide range of 

memory technologies, and in this work, we focus on using ferroelectric transistors due to their 

benefits of low power electric field driven memory operations.  

6.2 R-FEFET based Energy-Efficient CiM Engine using Differential NVM 

Utilizing the intriguing features of R-FEFET, we propose a novel non-volatile memory, 4T-

R, based on cross-coupled R-FEFETs featuring (a) differential read, (b) positive write voltages for 

both write-0 and write-1 and (c) low power in-memory computing. To the best of our knowledge, 

4T-R is the first differential memory based on cross-coupled ferroelectric transistors using unipolar 

voltages, and therefore, is able to embrace the best features of SRAM and NVM, synergistically 

coupling them and mitigating the existing issues of CiM. 

6.2.1 Differential 4T-R NVM 

In this sub-section, we present our 4T differential NVM cell based on R-FEFETs (4T-R 

NVM). Two access transistors (standard FETs) are used to drive the cross coupled R-FEFETs to 

design the 4T cell as shown in Fig. 6.2(a). (Note, R-FEFETs used in this section is based on 45nm 

node R-FEFETSYM device architecture). The inherent reconfigurability between ‘V’ and ‘NV’ 

modes (and the resultant all-positive write voltages) enable the possibility of cross-coupling of the      

 
Fig. 6.2. (a) Proposed 4T-R memory cell schematic with cross-coupled R-FEFETs. Schematic with 

biasing for (b) Write, (c) Read and (d) Hold operations of the proposed 4T-R memory.  
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R-FEFETs. This may not be feasible with standard FEFETs which need negative gate-to-source 

voltages for +P→-P switching [31], [133]. Our proposed bit cell design requires just one additional 

transistor to achieve differential operation compared to standard FEFET based 3T memory [64]. 

Although, previous attempts have been made to achieve differential storage using standard 

FEFETs by duplicating the 3T cells [168], i.e., by using two de-coupled single ended bit cells, they 

lead to ~2X area overhead with respect to 3T design. On the other hand, the proposed 4T-R NVM 

(layout in Fig. 6.3(a)) yields only ~1.6X penalty in footprint compared to minimum sized 3T. Note, 

the mirroring of 3T cells to achieve differential storage with FEFETs still requires bi-polar voltages 

for their operation [168]. However, the proposed 4T-R cell design uses uni-polar voltages, leading 

to significant improvement in energy savings during memory operations (as discussed extensively 

earlier). The array organization consists of the bit-lines (BL and BLB) shared amongst the cells in 

the same column. The word-lines (WL) and control-lines (CL, which drives the control terminal 

of both R-FEFETs, see Fig. 6.2(a)) are shared amongst the cells in the same row. As discussed 

before, CL determines the mode of operation of the R-FEFETs (‘NV’: VCL=0V; ‘V’: VCL=VDD). 

The FEG polarizations stored as PR in the right-side R-FEFET (TR), is driven by BL and that as 

PL, in the left-side R-FEFET (TL), is driven by BLB (Fig. 6.2(a)), as we discuss later. The cross-

coupled R-FEFETs always store opposite PFEG (similar to SRAMs storing complementary 

voltages), enabling fast and low power differential access. We discuss these aspects in the 4T-R 

memory operations, next (bias conditions in Fig. 6.3(b)). 

6.2.2 Memory operations 

 (a) Write operation: To perform write, we use the ‘V’ mode of R-FEFETs. In the ‘V’ mode, 

VGS of the R-FEFET =0V (VDD) corresponds to PFEG= -P (+P). We use this feature to 

 
                Fig. 6.3 (a) Layout and (b) Bias conditions for the proposed 4T-R memory 
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simultaneously write the true and complementary values in our differential memory. To 

write ‘0’ (‘1’), BL and BLB are driven to 0V (VDD) and VDD (0V) respectively (VDD=1.1V 

in this work). (Note that, VDD can be scaled with material-device co-design, for example by 

tuning TFE [31] or performing work-function engineering). After this, the corresponding 

WL and CL of the accessed row are asserted. Now, during the write ‘0’ (‘1’) operation, PFEG 

stored in the R-FEFETs are PR= -P (+P) and PL= +P (-P) (Fig. 6.2(b)). Therefore, PR stores 

the bit information and PL stores the complement of bit information. In order to ensure full 

voltage swing at the gate of the R-FEFETs we boost WL voltage, a technique used in 

common [31]. Since, the memory access is performed for a word (32/64 bits), which has a 

shared WL, the dominant factor of energy consumption comes from the driving of bit-lines 

(32/64). Therefore, the increase in energy due to word-line boosting is negligible when 

compared to the total energy. The unaccessed cells in the same column are isolated by 

driving the WLs and CLs to 0V (R-FEFETs in ‘NV’ mode). The BL and BLB of the 

unaccessed cells in the same row are driven to VR, so that we operate the R-FEFETs within 

the volatile hysteresis window (HWV), in order to avoid accidental switching of polarization 

(Fig. 6.4(b)). After the write operation, WL and CL are de-asserted, which brings all R-

FEFETs to the ‘NV’ mode and by virtue of bi-stability at VGS=0V (Fig. 6.4(a)), the bit 

information is stored as PFEG (PR and PL), in a non-volatile fashion. 

 (b) Read operation: As mentioned before, the bit information is encoded as PFEG of the R-

FEFETs (PR and PL). To perform read (as well as CiM operations), we choose a voltage-

based sensing scheme for better energy efficiency than current sensing (as claimed in [64]), 

using RSA [66]. To read, we first pre-charge the bit-lines to VR (=0.7V). Next, the R-

  
Fig. 6.4. (a) Polarization of FEG (PFEG) and (b) Drain Current (IDS) vs Gate voltage (VGS) for Non-

volatile and Volatile modes of operation. 
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FEFETs are configured to the ‘V’ mode by asserting CL along with WL (boosted). This 

results in VR to appear as VGS of the R-FEFETs. Now, depending on the PFEG stored, the 

resistance state of the R-FEFET is re-established to either LRS (PFEG=+P) or HRS (PFEG=-

P) (Fig. 6.4(b)). Subsequently, we use the high magnitude difference in the resistance states 

(>104) for sensing the bit information as described next. (Note that, the selection of VR is 

critical for the stability of read operations which is discussed later.) 

In order to read the bit/word information, differential sensing is used. BL and BLB are 

initially precharged to VREAD=0.7V. Let us consider the case when the bit information stored 

is ‘1’ i.e., PR= +P (TR: LRS - Fig. 6.2(c)) and PL= -P (TL: HRS). Now, during read, BLB 

starts discharging (TR in LRS), while BL remains at the pre-charged value (TL in HRS) as 

shown in Fig. 6.2(c). After BLB discharges by ~50mV, the sense amplifier (SA) amplifies 

the difference and brings the nodes OUT1 to 0V and OUT2 to 0.7V (transients in Fig. 6.5(a)). 

Similarly, when the bit is ‘0’ (PR=-P and PL=+P), the read operation brings OUT1 to 0.7V 

and OUT2 to 0V. 

It is noteworthy that, during the ‘V’ mode of operation, the R-FEFETs exhibits bi-

stability only within HWV (Fig. 6.4(b)). Therefore, the choice of VR should be within HWV 

in order to avoid accidental switching of the bit stored. In this work, we design our R-

 
Fig. 6.5. (a) Transient waveforms during read. (b) PFEG vs VGS in the ‘V’ mode for various TFE. (c) 

Probability of failure for the 4T-R memory, considering VTH variations (inset shows the VTH 

variation histogram).  
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FEFETs such that HWV is sufficiently high (~300mV; Fig. 6.4(b)). We also perform 

variation analysis, in the next sub-section to determine the probability of failures for the 

proposed 4T-R. Moreover, note that bit-line discharging during the read does not disturb 

the state of the cell. This is because the discharging bit-line is connected to the gate of the 

R-FEFET storing PFEG= -P. Therefore, discharging bit-line (reducing VGS of R-FEFET) is 

conducive for –P in the FE and reinforces the stored polarization. This ensures high 

robustness during read, in the proposed 4T-R. 

(c) Hold operation: For the hold mode, i.e., when the memory is not being accessed, the power 

supply is completely shut down (all signals are de-asserted; Fig. 6.2(d)). This brings VCS of 

the R-FEFETs to 0V leading to storage of the bit information (PFEG) in the bi-stable ‘NV’ 

mode. As a result, the proposed 4T-R exhibits zero stand-by leakage. However, before 

shutting OFF the supply, we pre-charge the bit-lines to VR (=0.7V; Fig. 6.2(d)), and let them 

float. This reduces the energy associated with bit-line charging during the subsequent access 

(similar to SRAMs). Since no current is drawn from the supply, the advantage of zero 

standby leakage remains. 

6.2.3 Variation analysis 

In order to understand the influence of variations on the 4T-R memory operation, we analyze 

the probability of failure (PFAIL), considering variation in VTH of the transistor for TFE ranging from 

5nm to 6nm (Fig. 6.5(b, c)). We consider a probability distribution function with standard 

deviation (σ) of 30mV for the VTH variations. Note that, ferroelectrics such as HZO are deposited 

using atomic layer deposition, which achieves high precisions [190]. Therefore, we do not consider 

the variations in TFE in our analysis.  

For the write operations, failure is defined as the instance when VC+ >VDD or VC- <0V (see 

Fig. 6.4(a)). On the other hand, read disturb failure occurs when VR lies outside HWV (Fig. 6.4(b)). 

In this work, we design the R-FEFETs to ensure that during write, VDD -VC+ and VC- both are > 

300mV (see Fig. 6.4(a)). Therefore, the probability of write failures is minimal with VTH variations 

(as validated by our analysis). Moreover, read decision failures are also minimal due to the large 

distinguishability of the bi-stable states (>104). On the other hand, due to the selection of VR being 

critical to ensure read stability (as mentioned before), the dominant factor of failure mechanism 
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associated with 4T-R is the read disturb failure. It is well understood that increase in TFE leads to 

larger HWV which can lead to higher read-disturb margins (VRDM; Fig. 6.5(b)) as discussed in 

Chapter-4 [171], and therefore lower PFAIL. Our results show that for TFE ~ 5.5nm to 6nm, PFAIL as 

low as ~10-4 to 10-7 can be achieved for the proposed 4T-R (Fig. 6.5(c)). Based on this analysis 

and to ensure good cell stability, we use TFE=6nm for our evaluations and results in this work. 

6.2.4 Computation-in-memory using 4T-R NVM 

In this section, we utilize the simultaneous true and complementary bit storage of the 

proposed 4T-R to enable energy efficient in-memory computation. The differential storage in 4T-

R leads rise to the natural generation of bit-wise AND and NOR logic functions, by using the 

single ended configuration of the RSA. Utilizing the outputs of these logics in conjunction with 

CMOS logic gates, we propose a low power compact compute module to perform Boolean logic 

functions as well as arithmetic operations. 

(a) Reconfigurable sense amplifier (RSA): As with previous CiM designs, the proposed CiM 

requires a modified sense amplifier (SA). In our work, we use a reconfigurable sense 

amplifier (RSA) proposed in [66] (Fig. 6.6) and integrate it with the proposed low power  

compact compute module (discussed later) to realize our R-FEFET-CiM. The RSA achieves 

 

Fig. 6.6. (a) Reconfigurable sense amplifier design proposed in [66]. (b) Example of multi-word 

line assertion and currents through R-FEFETs during compute operations (c) Truth tables for the 

naturally generated NOR (OUT1) and AND (OUT2) functions. 
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run-time reconfigurability between the differential and single-ended sensing. During 

differential mode, the RSA is self-referenced (with differential bit-lines as input), while in 

single-ended mode, a voltage reference, VREF is used for sensing the bit-lines individually. 

 (b) Natural generation of bit-wise NOR and AND logics: The compute operation in the 

proposed architecture is based on the simultaneous assertion of two WLs in order to connect 

multiple bit-cells to the bit-lines (BL and BLB; Fig. 6.6(b)). Similar to the read operation 

of the memory, we first pre-charge the bit-lines to VR=0.7V but now use the single ended 

configuration of the RSA by applying VDIFF=0V (VDIFFB=0.7V; Fig. 6.6(a)). The reference 

voltage for the single ended sensing is VREF=0.65V. Depending on the bit values stored, we 

naturally generate bit-wise NOR (OUT1) and AND (OUT2) logic functions at the two ends 

of the RSA as shown in Fig. 6.6, without any additional circuitry. For example, when the 

two bits stored are X= ‘1’ and Y= ‘0’ (corresponding word-lines are WLi and WLj in Fig. 

6.6(b)), BL and BLB (which are initially pre-charged) start discharging after the assertion 

of the WLs and CLs (since there exists an LRS path; Fig. 6.6(b)). And once they discharge 

to 0.6V, the sense enable is turned ON (VSA-EN=0.7V) and since 0.6V< VREF, the RSA brings 

OUT1 to 0V and OUT2 to 0V. The truth tables considering all other input combinations for 

OUT1 (NOR) and OUT2 (AND) are shown in Fig. 6.6(c). Therefore, we achieve natural 

and simultaneous generation of bit-wise Boolean AND and NOR logic functions with just 

one voltage reference. The generated outputs are then integrated with the compact compute 

module for the computation of other functions as discussed next. 

 (c) Compute module integrated with the RSA: We propose a low power and compact 

compute module (CM) as shown in Fig. 6.7(a), in order to realize in-memory computing, 

which includes bit-wise Boolean operations such as (N)AND, (N)OR, X(N)OR as well as 

arithmetic operations such as addition (ADD). First, the natively generated AND and NOR 

functions are simultaneously inverted (using standard CMOS inverters; Fig. 6.7(a)) to 

compute NAND and OR functions. The XOR functionality is achieved by using a CMOS 

based NOR logic with input operands being the naturally generated AND and NOR 

functions as shown in Fig. 6.7(a). Utilizing the bitwise Boolean operations discussed above, 

we also implement an in-memory ripple carry adder (RCA) using three additional CMOS 

logic gates. The carry-out (COUT) from the previous stage is propagated as carry-in (CIN) to 

the next stage. In our evaluations carried out later, we consider a 32-bit word where the 
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COUT to CIN routing is performed in adjacent bit’s SA within a word. The transient 

waveforms of compute operations for the two bits storing X= ‘1’ and Y= ‘0’ (example in 

Fig. 6.6(b)) are shown in Fig. 6.7(b) with CIN= ‘1’ (0.7V). Note that the area and energy 

overheads associated with CM are minimal, since it constitutes a small fraction of the total 

memory area/energy (total memory area/energy is typically dominated by the core array 

[59]). 

(d) Comparison with other emerging NVM-CiM designs: Our R-FEFET-CiM architecture  

offers many useful features for compute operations compared to previously proposed NVM-

CiMs. With respect to MAGIC based on RRAMs [203], we achieve a wide range of 

compute operations within a single access cycle, which holds true even for STT-CiM [59] 

and FEFET-CiM designs [64]. Compared to STT-CiM, we achieve high robustness while 

enabling two word-lines, due to large distinguishability (>104) between the bi-stable states. 

We also achieve significant energy-savings due to the natural and simultaneous generation 

of AND and NOR logics with one voltage reference, while STT-CiM requires two current 

references to compute (N)AND and (N)OR functions. Moreover, due to electric field driven 

information storage and computation in R-FEFET-CiM (vs. current based in MAGIC and 

STT-CiM), the overall energy efficiency is improved [64]. With respect to FEFET-CiM, 

 
Fig. 6.7. (a) Proposed compute module/CM which is integrated with RSA. (b) Simulation 

waveforms showing various logic functionalities.  
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our R-FEFET-CiM enhances the energy-efficiencies for performing logic operations due to: 

(i) natural and simultaneous generation of AND and NOR logic functions and (ii) low power 

CM with single voltage reference for in-memory computing (along with the other benefits 

achieved during standard memory operation). Moreover, FEFET-CiM requires a mix of 

voltage and current sensing schemes for read and compute (resulting in design overheads). 

On the other hand, R-FEFET-CiM utilizes voltage-based sensing for both read and compute. 

(Note that, although we use voltage-based sensing, the same operations can also be 

accomplished using current-based sensing.) We perform an extensive array and system-

level analysis to quantitatively compare the proposed R-FEFET-CiM with FEFET-CiM, 

next. 

6.2.5 Array-level results 

We consider 1MB array (8 banks, each bank with 1024 rows and 1024 columns) with 32-bit 

words and evaluate the write, read and compute operations metrics for the proposed R-FEFET 

based CiM with standard FEFET-CiM architecture. Note, considering electric field driven memory 

storage (and in the interest of space), we perform our evaluations with respect to FEFET based 

design only. The benefits of FEFET-CiM over other NVM-CiM has already been shown in [64]. 

(a) Write (Fig. 6.8(b)): Due to the unique feature of dynamic reconfigurability in the R-

FEFETs embedded in the proposed 4T-R, which allows the use of uni-polar voltage for the 

write operations, we achieve 50% lower write energy (WE) compared to the standard 

FEFET memory (3T). However, this comes at the cost of 14% higher cycle-to-cycle write 

time (WT). This is due to larger WL capacitance in the proposed 4T-R memory because of 

higher area. Iso-WT analysis (by increasing VDD for 4T-R) shows 33% lower WE for 4T-

R.  

 (b) Read (Fig. 6.8(c)): Due to the differential sensing enabled by the cross-coupling of the R-

FEFETs in the proposed 4T-R, the cycle-to-cycle read time (RT) is 12% lower when 

compared to standard FEFET based 3T, which uses single-ended sensing scheme. Moreover, 

25% lower read energy (RE) is achieved for 4T-R which is attributed to the lower voltage 

drop on the bit-lines (50mV BL discharge) due to differential sensing and self-referencing 
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in 4T-R, compared to the 100mV BL discharge required for single-ended sensing in 3T. At 

iso-RT (achieved by increasing VR for 3T), RE of 4T-R is 27% lower than 3T. 

(c) Compute (Fig. 6.8(d)): We consider the worst-case configuration to analyze the energy and 

delay metrics for compute operations. X=1 and Y=0 (or X=0 and Y=1) is the worst-case 

scenario since in this case both BL and BLB discharge during the compute (Fig. 6.6). 

Therefore, the cycle-to-cycle compute time (CT) is 10% higher than 3T, which requires 

only one bit-line pre-charging after compute operation in the worst case. However, due to  

the proposed low power compact compute module (Fig. 6.7(a)), the proposed 4T-R exhibits 

16% lower compute energy (CE) compared to 3T [64], which requires a more complex 

compute circuitry along with a mix of voltage and current based compute operation schemes. 

At iso-CT (by decreasing VR for 3T), RE of the proposed 4T-R is 12% lower when 

compared to 3T. 

 

Fig. 6.8. (a) R-FEFET-CiM array architecture. Array-level comparison of the normalized delay, 

energy and energy at iso-delay for the (b) write, (c) read and (d) compute operations of the 

proposed R-FEFET-CiM with respect to FEFET-CiM.  
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6.2.6 System-level results 

For the system-level evaluations discussed in this sub-section, we collaborated with Prof. 

Anand Raghunathan and Dr. Shubham Jain to understand the utility of the proposed R-FEFET 

based 4T-R compute enabled NVM, for general purpose computing. 

(a) Simulation framework: Fig. 6.9 shows the system-level framework used for our 

evaluations, wherein the proposed R-FEFET-CiM is integrated as a 1-MB scratchpad for 

the Intel Nios II processor. To expose CiM operations to software, we add custom 

instructions to the Nios II processor’s instruction set. We also extend the Avalon on-chip 

bus to support CiM operations. We perform cycle-accurate RTL simulation to obtain the 

execution time and the memory traces for our benchmark applications [59]. Using these 

traces and the array-level results, we estimate the system-level energy and performance 

benefits. We compare R-FEFET-CiM with two baselines (iso-capacity): (i) a standard 

FEFET memory without CiM support (FEFET-Non-CiM), and (ii) a standard FEFET 

memory with CiM support (FEFET-CiM). Further, we design FEFET-CiM to be iso-latency 

with the proposed R-FEFET-CiM (see iso-WT/RC/CT in Fig. 6.8 (b, c, d)). 

(b) Performance analysis: Fig. 6.10(a) details the normalized execution time for the R-

FEFET-CiM, FEFET-CiM, and FEFET-Non-CiM designs for various applications. We 

observe that CiM designs reduce all facets of execution time, i.e., memory accesses, data 

transfers over the on-chip bus, and instructions executed in the processor, and achieve 5% 

to 23% speedups over the Non-CiM FEFET baseline across our benchmarks. 

(c) Energy analysis: Here, we present the total system energy benefits for various benchmarks 

(Fig. 6.10(b)).  We show all major components of energy, viz., memory, interconnect, and 

processor. R-FEFET-CiM achieves total system energy savings of 17% to 27% over the 

FEFET-Non-CiM baseline and 8% to 24% over FEFET-CiM. The benefits primarily arise 

 
                        Fig. 6.9. Simulation framework used for system-level evaluation 
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due to energy-efficient CiM operations based on the low power CM. CiM operations reduce 

memory accesses, bus transfers and processor instructions leading to savings across all 

energy components. Further, R-FEFET-CiM also benefits from its superior read due to 

differential sensing and improved write due to the uni-polar voltage design. 

6.3 IPS-CiM: FEFET based CiM Hardware for Performing IPS Workloads 

So far, we have looked at utilizing R-FEFETs for enhancing CiM architectures for 

performing general purpose workloads which have their own specific requirements. Next, we turn  

our attention to intermittently powered systems which have gained a lot of traction in recent years 

due to the uprising demands of IoT devices and wearables. Now, applications such as IPS need 

more complex CiM operations, for example: in-memory comparison (as discussed later in this 

section), which requires the design of a novel IPS specific CiM technique. This has largely 

remained unexplored in the community and in this section, we address this challenge with the 

proposal of the IPS-CiM architecture. As mentioned earlier, the techniques proposed in this section 

can be applicable to a wide range of memory technologies and our focus is primarily on evaluating 

the merits of the proposed IPS-CiM. Since these platforms are extremely energy-constrained, we 

 
Fig. 6.10. (a) Execution time and (b) total system energy consumption of the proposed R-FEFET-

CiM in comparison with FEFET-CiM and FEFET-Non-CiM for various application benchmarks. 

Iso-performance for FEFET-CiM and R-FEFET-CiM has been achieved by tuning VDD. 
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use low power, electric field driven FEFETs for the discussion and evaluation in this section. It is 

important to note that, R-FEFETs can further enhance the benefits mainly due to their device-level 

advantages, as discussed in the previous chapters. 

6.3.1 Need for energy-efficiency in IPS 

Energy autonomous systems have gained an immense popularity in recent years due to the 

advent of Internet of Things (IoT) [207] and Body-Area-Networks [208]. These systems are 

battery-less and their operation depends on the energy harvested from ambient sources [194] such 

as solar, thermal, RF, motion, etc. (Fig. 6.11). Compared to systems which run on batteries, energy-

harvesting systems have larger lifetimes and are more environment friendly. However, these 

systems face several challenges such as: (a) sporadic nature of ambient sources leads to frequent 

power failures, (b) low output power due to the small size factor and limited efficiency of the 

harvesters and (c) unpredictable harvested energy pattern. These problems lead to repeated system 

shut-downs, resulting to loss in computation progress [194].  

As discussed in the previous chapter, non-volatile computing enables the system to 

overcome the drawback of loss in computation progress by backing-up the states of the processor 

(stored in flip-flops/ registers) as well as the SRAM (on-chip memory) to a non-volatile memory 

(NVM) before a power shut down occurs [197]. When the power supply is re-established, the states 

of the processor and SRAM data is restored leading to zero loss in the computation progress. Such 

a systematic consistency-aware check-pointing mechanism have been explored to avoid data 

inconsistency and irreversible computation errors due to erratic power failures [209]. However, 

the sequential long-distance data movement between processor and NVM in standard von-

Neumann architectures creates energy and performance bottlenecks [210].  

Another important requirement for IPS is to achieve reduced energy consumption for various 

workloads which is critical for the small power budgets associated with ambient sources. An 

example of a major energy component in IPS is the transmission of data to cloud/ host processor 

for computing [211]. Previous works suggest large inefficiency with wireless transmission for 

computation when compared to in-situ computation [211]. However, with the advent of data-

intensive workloads, which require mammoth processing, the need to reduce computation energy 

in IPS has never been greater. 
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In order to address the needs for mitigating the von-Neumann bottleneck as well as achieving 

low power computation, several works have proposed compute-in-memory (CiM) for energy 

harvesting systems. Resistive RAM based CiM design has been proposed which performs non-

volatile logic and neuromorphic computations [212]. Although intriguing, such a design mainly 

focuses on machine learning based workloads. Similarly, SONIC in [213] introduces compressed 

neural networks in IPS to perform inference of vision-based workloads. This work is significant 

as it improves the error-resiliency of machine-learning workloads on an energy harvesting 

platform. Other CiM designs have been proposed for SRAM with Neural Cache [214], DRAM 

with Compute-DRAM [215], for NVMs with Pianotube [60], FEFET-CiM [64], etc. It is 

noteworthy that these technologies are meant to be integrated into the memory hierarchy of 

traditional CPUs and have not been considered specifically for energy harvesting applications. 

Compute-DRAM and Neural Cache based on DRAM and SRAM may not be preferable for IPS 

due to their volatile storage. Pianotube uses current-driven emerging NVMs, which are energy 

inefficient compared to voltage-based information storage. FEFET-CiM (voltage-driven storage) 

uses both voltage and current based sensing, leading to high energy expenditure and design 

complexity, which may not be suitable for IPS. Hence, there is a need to explore CiM for energy 

harvesting systems, capable of computing a wide range of workloads within an energy efficient 

NVM.  

In this section, we address this critical need by proposing IPS-CiM based on FEFETs to 

enhance the energy efficiency of IPS. To the best of our knowledge, this is the first effort on 

introducing CiM operations in IPS with processing of wireless sensory network (WSN) workloads 

for edge-sensing and error detection using cyclic redundancy check. 

 
Fig. 6.11. (a) Sources for energy harvesting (b) Conceptual diagram of an intermittently powered 

system (IPS) (c) MCU core registers and unified NVM. 
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6.3.2 Transient computing workloads 

In this work, we leverage two of the most popular WSN–based applications to show benefits 

of using IPS-CiM viz., (i) CRC and (ii) SENSE, used frequently during communication and 

sensing [197], [198].  

(a) Error detection using cyclic redundancy check: Cyclic Redundancy Code (CRC) is a 

popular error-detection algorithm that is used to determine the correctness of data 

transmission or storage [216]. The fundamental mathematics behind the CRC is modulo 

polynomial division. In CRC-n code, a message is augmented with n parity bits. The parity 

bits represent the remainder of the division of the message appended with n 0s with a pre-

determined nth-order polynomial. A received code word (original message + parity bits) 

evenly divisible by the same nth-order polynomial implies no single bit transmission errors. 

The native implementation for computing and checking a CRC is bit-based which typically 

makes it suitable for hardware implementation [216]. For ultra-low power MCUs, CRC is 

implemented either using a bitwise algorithm (low memory, low cost) or a table-based 

algorithm (low instructions/second, low power). In this work, we use the table-based CRC 

solution that trades off execution cycles for memory accesses allowing a processor to 

operate on bytes rather than bits. 

(b) Sensing and data aggregation (SENSE): WSN is an ensemble of small computing devices 

whose main task is to acquire data through its various sensors, process it and send it to the 

requestor. Due to their miniature size and frequent remote deployments, these devices have 

very limited energy budget and network bandwidth and may operate using energy harvested 

from the environments, thus functioning as an IPS. One of the most important applications 

of WSNs is in-network sensor data aggregation [217]. Data acquired from one or more 

sensors gets aggregated in a host (sink) node using various statistical methods and the 

aggregated value is sent back to the requestor/user. Since there are hundreds of such 

deployed sensors, any query to the sensors leads to flooding of the entire network with a 

large number of packets from the individual nodes to the host, each containing only a small 

sensor value. This leads to rapid depletion of network energy causing a drastic reduction of 

network lifetime. To conserve both energy and bandwidth, it is essential to filter and 

condition the sensor data within the network itself using in-network aggregation [217] 
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where sensor readings are accumulated at the intermediate nodes. In-network data 

aggregation has been shown to increase the accuracy of results (by eliminating faulty outlier 

sensor values) while reducing the number of packets, the probability of packet collisions 

and data redundancy. Common data aggregation functions that show desirable properties 

such as duplicate sensitivity, summary, monotonicity, and partial state requirements are 

average, min, max, sum, and variance [217]. 

6.3.3 Proposed FEFET based compute enabled memory 

In this section, we present a 3T NVM (Fig. 6.12(a), which utilizes the polarization of FEFET 

to store the bit-information. Our memory utilizes a bit-cell which is inspired from the design 

proposed for NVM storage in [192] and comes with the enablement of CiM. Let us briefly discuss 

the memory design and operations. The bit-cell exhibits separate read-write paths which allows 

for immense design flexibility while performing CiM as discussed later. Read and write access 

transistors are connected to the drain and gate terminal of the FEFET. The schematic and layout 

of the 3T NVM are shown in Fig. 6.12(a) and Fig. 6.12(e) respectively.  The array organization 

consists of the write/read bit-lines (RBL/WBL) connected across cells in a column. The write/read 

word-lines (RWL/WWL) and the plate-line (PL) are shared amongst cells in a row (as in [192]) 

unlike the design in [64] which shares PL in column. This leads to energy efficiency and avoids 

 
Fig. 6.12. (a) 3T FEFET memory cell schematic. Schematic with biasing for (b) Read, (c) Write 

‘0’ in phase-1 and (d) Write ‘1’ in phase-2. (e) Layout and (f) operating bias conditions of 3T 

FEFET NVM.  



 

 

 

140 

 

write disturbs in unaccessed cells as discussed later. Fig. 6.12(f) shows the biasing conditions and 

the array is shown in Fig. 6.14(b). Note, although more compact 1T/2T FEFET-NVMs have been 

proposed previously [192], [218], they require (a) negative voltages (additional bias circuitry) 

or/and (b) charging of all the unaccessed WLs and BLs (connected in a cross-point fashion). These 

lead to energy overheads and design complexities due to the need for multiple voltages, which 

may not be suitable for the energy-constrained IPS, targeted in this work. Therefore, we design 3T 

FEFET-NVM to avoid multiple voltages (as discussed next) and other energy/design costs 

associated with 1T/2T NVMs. 

(a) Standard read-write operations: 

 (i) Write (Fig. 6.12(c,d)): For storing bit-‘0’ or bit-‘1’, we drive the polarization of the 

FEFET to negative (-P) or positive (+P) state respectively. This is achieved by a 2-phase 

operation [192], where the first and second phase is used to write ‘0’ and ‘1’ respectively. 

WWL is asserted and WBLs of the accessed cells are driven to either 0V or VDD to write 

‘0’ or ‘1’ respectively. This is followed by PL being driven to VDD during the 1st phase 

and then to 0V in the 2nd phase.  In the 1st phase, bit-cells with WBL = 0V store -P (‘0’) 

as VGS of FEFET=-VDD. In the 2nd phase, bit-cells with WBL=VDD have VGS of 

FEFET=VDD, which writes +P. Note, VGS of FEFETs which are supposed to store ‘1’ 

and ‘0’ remains at 0V in phase-1 and phase-2 respectively. This avoids write disturbs 

because FEFET exhibits bi-stability at VGS=0V. After write, all the lines are brought to 

0V and the polarization retention in FEFET in the absence of electric field enables non-

volatile storage.  

The unaccessed cells in the column avoid write disturbs with WWL and PL being 

driven to 0V. This might not be true with FEFET-CiM design in [64] where PL is shared 

across a column which can potentially disturb the unaccessed cells. Moreover, the design 

in [64] expends larger write energy compared to the proposed cell due to the requirement 

to drive multiple PLs with the 2-phase voltage scheme. Also, the system which we target 

in this sub-section (IPS) can support write access of all bit-cells in a row at once and 

therefore, we avoid the overheads associated with biasing WBL at an intermediate 

voltage (VDD/2) for unaccessed cells, which is required to eliminate write disturbs in 

standard NVM storage [192]. 
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Although FEFET-NVMs have been proposed with single phase write previously, 

this comes with either the requirement of (a) negative voltages or (b) additional access 

transistor (increase in cell area), both of which lead to energy overheads. Therefore, we 

use of two-phase operation along with a compact bit-cell for the targeted energy-

constrained IPS. Note, a two-phase scheme inherently comes with higher latency 

compared to single-phase for write operation (both of which are in the orders of ~ns). 

However, since the targeted IPS runs at ~MHz, there is no significant impact of two-

phase operation on system performance (discussed later).  

(ii) Read (Fig. 6.12(b): For sensing, RWL is asserted with RBL pre-charged to VDD and PL 

driven to 0V. Depending on the polarization stored, there exists an HRS (-P; ‘0’) or LRS 

(+P; ‘1’) current through the bit-cell. For HRS, the current is negligible [64], [192] and 

RBL remains at VDD (=1V). For LRS, current is significant which discharges RBL to 

VDD-Δ (=0.9V), where Δ is drop in RBL voltage (=100mV in this work). Single-ended 

voltage sensing is performed with a reference voltage, VREF=0.95V to read the bit stored. 

Note, during read, WWL and WBL are de-asserted. 

Both current and voltage-based sensing can be used to read the bit state. In view 

of voltage-based sensing being more efficient, we implement it for both read and 

compute operations as discussed later. This also enables easy integration of the compute 

module with our modified sense amplifier to perform computing-in-memory, which is 

discussed below. 

(b) Compute-in-memory: The computation within memory array is based on the technique of 

multi-wordline assertion, used in several previous works [59], [64], [66], [219]. This 

technique is coupled with our proposed voltage-based modified sense amplifier (MSA) 

design, specifically targeted for the single-ended FEFET NVM. The outputs of the MSA 

are coupled with the low power compute module (CM) capable of performing a wide range 

of Boolean and arithmetic functions. Based on the requirement of the workloads in IPS, we 

(a) implement addition/subtraction/ standard logic operations with the CM and (b) propose 

for the first time a low-power in-memory comparison operation. Before discussing the 

various in-memory computations, we briefly discuss the concept of multi word-line 

assertion in the FEFET NVM, next. 
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(i) Multi-RWL assertion: By simultaneously asserting two read-word lines, bit-wise logic 

operations between the binary states stored in the two bit-cells of the same column can 

be achieved (Fig. 6.13). Similar to read, RBL is initially precharged to VDD (=1V) and 

PL is driven to 0V. Depending on the polarization stored in the two bit-cells, we observe 

either 0, Δ or 2Δ drop in the RBL voltage, where Δ (=100mV) is the voltage drop 

corresponding to activating one bit-cell storing +P (as discussed for read in the previous 

sub-section). An example of RBL discharge from two simultaneously activated bit-cells 

X and Y storing -P and +P, is depicted in Fig. 6.13(a) and the complete truth table is 

shown in Fig. 6.13(b). 

Now, depending on the positioning of the reference voltage for sensing, one can 

achieve either NAND or NOR operation between the two bit-cells activated as shown 

in Fig. 6.13. VREF = VREF-NOR = 0.95V (VDD- Δ/2; same as reference voltage for read 

operation) results in bit-wise NOR operation. On the other hand, VREF = VREF-NAND = 

0.85V (VDD - 3Δ/2) leads to bit-wise NAND operation between bit-cells X and Y (Fig. 

6.13(c)). Previous work on FEFET based CiM require the use of voltage and current 

based sensing to perform (N)AND and (N)OR logic. This requirement of mixed sensing 

schemes leads to design complexity and energy overheads (due to the requirement of 

constant DC current during computations). However, in this work, we present an all 

 
Fig. 6.13 (a) Example of multi RWL assertion for in-memory computation. (b) Truth table for RBL 

discharge during multi-RWL assertion. (c) Voltage reference location for achieving bit-wise 

NAND and NOR logics. 
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voltage-based modified sense amplifier design which performs bit-wise (N)AND and 

(N)OR operations as discussed next. 

(ii) Modified Sense Amplifier: To perform the above-mentioned bit-wise operations, we 

propose to duplicate the RBL voltages across two single ended, cross-coupled inverter-

based SAs as shown in Fig. 6.14(a). The other ends of the two cross-coupled sense 

amplifiers are connected to VREF-NAND and VREF-NOR respectively (Fig. 6.13(c)) during 

the sampling phase (VSAMPLE=VDD - Fig. 6.14(a)). After sampling, the sense amplifiers 

are enabled to obtain the output.   

The final voltages from the MSA correspond to (N)AND and (N)OR operation 

between the activated bit-cells (Fig. 6.14(a)). We use AND along with NOR for 

performing other Boolean logic as well as arithmetic operations with an integrated CM 

(discussed next). Note, during read operation, i.e, when one RWL is asserted, we enable 

only the sense amplifier with VREF=0.95V, to sense the bit stored. The inverted end of 

NOR output is used to achieve READ (or OR) output which corresponds to the bit stored 

(Fig. 6.14(a)). 

(iii) Compute Module (CM): Here, we propose a low power compute peripheral (Fig. 6.14 

(c, d)) which is directly integrated with the above-mentioned MSA outputs: AND, NOR 

and READ. We design two variants of the CM where, Fig. 6.14(c) is implemented for 

the MSB bit of the word while, Fig. 6.14(d) is used for all other bits from LSB to MSB-

1. The requirement of a different CM for MSB is discussed in the next section. The two 

variants exhibit no significant difference in energy /performance (verified by our 

simulations). In the following, we discuss the key arithmetic operations in our CiM 

design. Note that, all the CiM operations discussed below, harness the advantage of 

standard IPS, where an entire row can be read-out simultaneously (due to high access 

granularity [220]). This enables the proposed IPS-CiM to perform parallel computations 

across all columns of the array. 

• Addition and Subtraction: We utilize the approach presented in several previous 

works [59], [64], [66], [155], [219] for in-memory addition and subtraction using 

our proposed MSA and CM. Firstly, in both variants of the afore-mentioned CMs, 

we perform bit-wise XOR between bit-cells X and Y using a CMOS NOR gate with 

input operands being the natively generated AND and NOR logics in the MSA as 
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described before. Now, using the generated Boolean functions we use additional 

CMOS gates to perform 1-bit addition (Fig. 6.14(c, d)). In order to execute the 

addition of two words present in the same column, the COUT and CIN of adjacent CM 

are connected together (COUT  of right bit’s CM to CIN of left bit’s CM; Fig. 6.14(b)) 

to perform a ripple-carry addition. Note, the entire ripple carry addition occurs in 

just a single array access. For in-memory subtraction (say, A-B), we perform in-

memory addition of A and 2’s complement of B. For that, we obtain B’ (i.e., read 

and write-back inverted bits of B) and then perform addition with carry-in initialized 

to ‘1’ at the LSB [214]. Note, select signal of 2:1 MUXs in CM is set to ‘0’ while 

 

Fig. 6.14 Modified sense amplifier used to simultaneously generate AND and NOR logics. (b) 

Schematic of the 3T NVM array (c) Compute module used in the column of (c) MSB bit and (d) 

all other bits of a word. S is the select signal for 2:1 MUXs in the compute modules. 
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performing addition or subtraction ((Fig. 6.14(c, d)). Compared to [64] which 

requires hybrid current- and voltage-based sensing for CiM, the proposed CM 

utilizes an all voltage-based sensing, resulting in simpler and energy-efficient CiM 

design. With respect to bit-serial CiM proposed in [214], [221], the CiM design in 

this sub-section performs bit-parallel computing resulting in performance efficiency. 

• Immediate XOR: The CiM fabric proposed also exhibits the feature of evaluating 

immediate XOR function, where one input operand (A) is stored in the array while 

the other operand (B) is applied directly at CM as an external input (see Fig. 6.14(c, 

d)). We use an XNOR gate in the CM to compute immediate A XOR B. This 

computation is useful for performing intermediate steps during computation of 

algorithms within the memory as discussed next. 

• Comparison (maximum or minimum or equal; Fig. 6.15): We propose a novel 

method for comparison of two numbers and its low power hardware implementation 

using the proposed CiM engine. To achieve in-memory comparison, we define a 

new operation called Pseudo-ADD in which carry propagation takes place from 

MSB to LSB, as discussed later. Conventionally, near-memory standard 

comparators have been employed or multiple memory read/write operations are 

required to perform in-memory comparison [214]. However, this comes with severe 

area/energy-overheads and/or large near-memory peripheral design complexity. We  

overcome such issues by proposing an unconventional method for in-memory 

comparison, with minimal hardware additions to the CM employed for 

addition/subtraction. The proposed in-memory comparison operation is executed in 

 

Fig. 6.15 CiM flow for performing minimum/maximum operations. (a) Bit-wise XOR (b) bit-wise 

NOT of the XOR result (c) pseudo-ADD operation of the NOT result (d) bit-wise AND of XOR 

and pseudo-ADD results (e) Read bit of any word corresponding to the set bit location of the AND 

result.  
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2 cycles. First, the bit-wise XOR of two words is computed (Fig. 6.15(a)). The XOR 

outputs corresponding to 0 indicate that same bit is stored in the respective bit 

indices, while XOR outputs =1 correspond to the locations where there exists a mis-

match. The location of the first mis-match in the direction from MSB to LSB can 

reveal the comparison between the two words. 

Now, to determine the location of the left-most set bit (= 1) in the XOR output 

vector, we first invert all its bits (Fig. 6.15(b)). After this, we perform a Pseudo-

ADD of the resultant vector with another word W (where W is a constant with 

MSB=1 and the rest of the bits = 0; (Fig. 6.15(c))). In contrast to standard addition, 

the proposed Pseudo-ADD corresponds to the ripple-carry progressing from left to 

right instead of right to left [59], [64], [219], which is enabled by setting the select 

signal of the 2:1 MUXs in CM to ‘1’ (Fig. 6.14(c, d)). After this, we perform bit-

wise AND of initial XOR and the result of pseudo-ADD (Fig. 6.15(d)). The resulting 

value will have only one bit set to ‘1’ which corresponds the bit-location of the first 

mismatch (from left to right) between the two words being compared. The pseudo-

ADD operation discussed above, is the reason for having separate CMs for MSB 

and rest of the bits (Fig. 6.14(c, d)). Note, all of the aforementioned computations 

occur in a single cycle with our CM, with pseudo-ADD being performed in the CM 

itself. 

In the second cycle of the comparison process, we read the bit information of 

one of the words corresponding to the left most set bit found in the 1st cycle (Fig. 

6.15(e)). If the sensed value is ‘1’ then the corresponding word is the maximum, 

else, it’s the minimum of the two. If all bits after 1st cycle are 0 then the two words 

are equal.  

  The proposed method for comparison is highly energy- and area- efficient 

compared to traditional approaches (non-CiM) considered in IPS using standard 

16/32-bit CMOS comparators. The proposed in-memory comparison only requires 

an inclusion of 2 or 3 MUXs (depending on CM), 1 NOT and 1 AND gate in the 

CM (Fig. 6.14(c, d)), on top of what is required for addition and subtraction. 

Moreover, we achieve massive parallelism in performing several comparisons 

simultaneously, unlike pipelining performed in standard architectures (non-CiM). 
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When compared to [221] which requires 2N+1 cycles (where N is the word-length) 

to compare two words in a bit-serial fashion, the proposed bit-parallel CiM 

comparison is performed in just 2 cycles (independent of the word-length). The 

performance-energy evaluation has been discussed quantitively further later. 

6.3.4 Enabling transient computing workloads in-memory 

We now propose the application of CiM discussed previously to perform two important 

transient computing workloads: (a) CRC for error detection and (b) edge-sensing in WSNs. 

(a) Cyclic redundancy code (CRC): CRC is commonly used to ensure the correctness of data 

storage and transmission during communication protocols. IoT devices require the 

transmission of data to cloud for intensive computation which cannot be performed at the 

edge due to constrained power budget or for storage in the database because of the limited 

on-chip memory availability. Table. 6.1 depict the algorithm used for CRC.  

  Fig. 6.16 illustrates the CRC implementation on a message of 32-bits. Because the 

message is 4 bytes (4B) long, the computation is performed in 4 iterations. In the following, 

CRCBj-i refers to jth byte of CRC in the ith iteration. Now, in the 1st iteration, we initialize 

CRC to CRCINIT = 0XFFFFFFFF. Then immediate XOR (8-bit) is performed with 1st byte 

of the message (stored in the memory) and the 1st Byte of CRC (=CRCB3-0=11111111). The 

resulting 8-bit output is sent to an address decoder of pre-stored memory with 256 words 

(each with 32-bit width). Thus, the look-up table operation is performed and the 32-bit 

Table. 6.1 Cyclic Redundancy Code: CiM-based Algorithm 
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output undergoes immediate XOR operation with CRC after left shifting by 1B. The 

resultant output is the new CRC which is used in the next iteration.   

 In the 2nd iteration, we start with the CRCB3-1 computed in the previous step which  

undergoes immediate XOR operation with the 2nd byte of the message. The rest of the 

process remains the same as discussed before. Similarly, iteration 3 and 4 are carried out as 

shown in Fig. 6.16. After the 4th iteration, the CRC undergoes another immediate XOR 

(32-bit) with CRCINIT which results in the final 32-bit CRC value for the 32-bit message. 

Along with the CiM of CRC, we also achieve parallelism with computation of multiple 

CRCs at once for messages stored in the same row. This appealing feature enables the 

 

Fig. 6.16 CiM flow for performing cyclic redundancy check. 32-bit message has 4 iterations, each 

corresponding to each byte of the message 
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proposed IPS-CiM in achieving significant performance improvement over traditional IPS 

architectures which have limited processing elements in MCU. 

(b) Edge-sensing (SENSE): Edge-sensing in the IoT era is mainly performed by WSNs. They 

possess some key properties such as ease of deployment and self-organization. In the 

following, we discuss the implementation of the proposed CiM fabric for efficient edge-  

sensing with key tasks after aggregation of data being evaluation of average, maximum, 

minimum and variance. A small fraction of operations needed for SENSE is performed in 

the processor as discussed later. 

 

Fig. 6.17. Example of CiM flow for performing global sum operation which is required for average 

and variance computation.  
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(i) For computing the average of aggregated sensed data stored in the memory, we first 

perform a global sum operation. Fig. 6.17 illustrates an example for computing sum of 

8 words (each of 2-bit length). Note, we consider 2 bits as guard bits for accumulations 

in this example (Fig. 6.17), which can be extended depending on the word length and 

number data points being computed on. We consider 4 pairs of words and perform four 

parallel in-memory additions between 2 words of each pair by activating the 

corresponding RWLs (as discussed earlier). The computed sum of the 4 different 

additions is re-arranged within the memory array as shown in Fig. 6.17. This 

rearrangement can be performed at overlapping addresses of the initial data stored or at 

a different address location depending on the requirement of the re-usability of data. 

After this, in-memory addition is again performed between 2 words in the same column 

and the results are stored back into the array for the final addition to achieve the global 

sum of 8 words as illustrated in Fig. 6.17. In this example, since the number of words 

being added together are 8, we have log2(8) =3 iterations. If N words are being added 

together, we will have log2(N) iterations, considering the memory allows for storing N/2 

pair of words in a row. If not, then we pipeline the in-memory addition operations. After 

global sum is evaluated, we divide by the number of input data points to find the average. 

This is performed in-memory with truncation by right shifting the global sum by log2(N) 

to obtain the average. For this work, we consider a fixed sample space of N=256 

(log2(N)=8) and therefore, we perform a fixed shifting by considering the most 

significant NW-8 bits as output (quotient), where NW is word-length.  

(ii) For finding maximum of several data points from the sensor, we utilize the proposed 

computing fabric to perform in-memory evaluation of comparison operation in 2 cycles. 

We consider an example of 8 words (4-bit each) to discuss the operation as shown in 

Fig. 6.18. Note, we consider four pairs of words and perform four comparisons between 

each pair in parallel (see Fig. 6.18).  Recall that, in the first cycle, we start with finding 

the XOR and its left most set bit (bit = ‘1’) for the two words being compared. After 

finding the left most set bit, the corresponding bit location of word in row-1 is read-out 

in the second cycle. If the read-out=1 then the word in row-1 is maximum else word in 

row-2 is maximum. In the next step, the maximum values found in the previous iteration 

are re-written into the array to perform another iteration. This is followed by the final 
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iteration to produce global maximum of the 8 words. For finding minimum, words with 

read-out = 0 are written back into the array during the iterative process. Similar to 

average, number of iterations for maximum/minimum evaluation depends on memory 

dimension and sample space, as discussed before. 

(iii) For evaluating the variance, a combination of in-memory and in-processor operations  

is used. We first subtract the average (found previously) from the data points in the 

sample space, using in-memory subtraction discussed earlier. Note, we perform this 

efficiently by inverting the average in the array only once and duplicating/storing this 

value in multiple words of a row to enhance parallelism during subtractions. Following 

this, the results are sent to processor to perform square operations and division with the 

number of elements in sample space to achieve the final variance. 

 
Fig. 6.18. Example of CiM flow for performing global maximum operation  
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It is important to mention that IPS powered by harvested energy can have a sporadic power 

supply. This requires checkpointing operations to be performed in between a computation in order 

to have minimal loss in computation progress. Our proposed CiM designs can seamlessly 

implement this feature. For example, in between the iterations being performed during CRC or 

SENSE, if there is a power outage detected, we check-point the intermediate states to NVM and 

recall them when the power supply is restored to carry on with the computations without any loss 

in progress [197]. 

6.3.5 Evaluation 

(a) Simulation framework: 

(i) Device-Circuit-Array: For simulating the FEFET device, as discussed in Chapter-3, we 

employ a SPICE-based circuit compatible model based on time-dependent Landau 

Khalatnikov (LK) equation which is self-consistently coupled with an underlying transistor 

based on 45-nm technology PTM [108]. Thickness of FE used is 15nm and the 

experimentally calibrated LK parameters are α=-0.7x109m/F; β=6x108 m5/F/C2; γ=3x1011 

m9/F/C4 [171]. We design the 3T NVM cell with minimum-sized FEFETs and standard 

access FETs for high density. We perform circuit and array evaluation in SPICE for read/ 

write and CiM operations. We implement an 32kB unified memory array with a line size of 

16B. VDD used is 1V and the bit-lines are kept precharged to VDD in the idle/hold state to 

minimize the bit-line charging energy during read/write/compute. 

(ii) System: For the system-level evaluations discussed here, we collaborated with Prof. Vijay 

Raghunathan and Dr. Arnab Raha to understand the implications of the IPS specific CiM 

techniques proposed in this section, in the context of a state-of-the-art intermittently 

powered platform. We employ the TI MSP430-based MCU architecture (which was also 

used in Chapter-5) as the baseline system due to its extreme low power consumption and 

several features suitable for IPS [188], [197], [198]. In this work, we implement and use a 

modified version of the IPS energy simulation framework that has been previously been 

used in [188], [198]. The overall flow diagram is depicted in Fig. 6.19.  

Note that the memory organization and their sizes (SRAM and NVM) for the system 

are selected empirically based on currently available COTS MSP430 MCU modules. 
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Without any loss in generality, we selected two modes of memory mapping for our 

experiments [188], [197]: (i) 8KB of RAM and 32KB of FEFET-based NVM, and (ii) a 

32KB Unified FEFET-based NVM for our evaluation.  Similar to the previous works [188], 

[222], for the conventional SRAM+NVM mode, we map the various program sections (data 

(heap), bss, stack) of the benchmarks to the SRAM while for the unified NVM mode, all 

parts of the program (data, bss, stack) are mapped to the NVM. Evidently, whenever a 

checkpoint operation is triggered due to power loss, an explicit checkpoint is triggered for 

the SRAM+NVM case that requires a large number of cycles and energy consumption to 

perform data migration from the SRAM to the NVM. On the other hand, the unified NVM 

mode performs in situ checkpointing with almost negligible energy overhead compared to 

SRAM+NVM due to the absence of data migration from the volatile SRAM (although there 

exists the need to migrate minimal processor states) [188], [197], [198]. On the contrary, 

the advantages of SRAM+NVM system are low power writes as well as low read/write 

latencies. Note, depending on the application characteristics, either of these modes can 

outperform the other [188], and hence, we present our results with both baselines. 

• Energy and performance computation engine (EPCEN): For energy estimation, we first 

synthesized the TI MSP430 microcontroller core RTL (soft IP core obtained from 

 

                       Fig. 6.19 IPS-CiM Energy and Performance Simulation Framework 

 



 

 

 

154 

 

OpenMSP430 [199]) using Synopsys Design Compiler and then mapped the design to 45 

nm based on the Nangate OpenCell library. We use Synopsys Power Compiler for 

generating the power numbers corresponding to different types of instructions (except 

memory access energy) as shown in Table. 6.2. For memory instructions, the memory 

operation energies derived from the circuit simulation are added to the base energies in 

Table. 6.2. Note that different types of instructions consume different amounts of energy as 

they use different elements of the MCU core (such as the adder for ADD/SUB operations, 

multiplier for MUL/DIV operations, a relatively simpler ALU core for bitwise operations, 

etc.). In addition, the number of checkpointing (and restore) operations, which is a function 

of the system power and the available energy to the system, also contribute to the final 

energy consumption of IPS. The system energy consumption mainly consists of the power 

of the MCU execution core and associated peripheral energies. For our analysis, the supply 

capacitance, CSUPP, is selected in the range of 10nF - 1µF that supply energies in the range 

of 4.2 × 10−7J to 4.2 × 10-9J per power cycle to the system as given by (1/2)*CSUPP*(VON
2 – 

VOFF
2 ), where VON and VOFF are 2.2V and 2.0V, respectively corresponding to a TI 

MSP430FR5739 based microcontroller. We assume that the frequency of operation is 25 

MHz. Note that the CSUPP for an IPS is generally set at a value that can provide sufficient 

energy to ensure significant forward progress across a variety of workloads while incurring 

a small area footprint. For our experimental system and set of benchmarks in this work, 

CSUPP of 10nF - 1µF proved to be adequate. The MCU energy consumption for each 

instruction type along with the memory read and write energies for SRAM and FEFET-

Table. 6.2 (a) Description of terms used in Table (b). (b): Instr. feature-type energy breakdown 

from MPS430 synthesis at 45 nm. Note, FEFET-NVM atomic read/write energies are excluded 

and are to be added separately. 
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NVM and their corresponding latency numbers are fed into a custom IPS energy and 

performance computation engine (EPCEN) which is a C++-based program that uses 

assembly instruction traces in the form of septuple (7-tuples) of the target application for 

generating the overall system-level energy consumption. We use IAR Embedded 

Workbench-based MSP430 Instruction Set Simulator (ISS) to generate the assembly-level 

instruction traces for an application. As part of the EPCEN framework, we also built a 

custom assembly instruction-level translator that identifies the type of each assembly 

instruction and subsequently, translates each of them to a septuple (7-tuple) having the 

format (cycles, type, mem, rd, wr, regrd, regwr). Here, cycles denote the total number of 

cycles required to execute an instruction, mem denotes whether an instruction accesses 

memory or not. The fields rd and wr denote whether the mem operation is a memory read 

or write operation, respectively, or both. Similarly, regrd and regwr show whether MCU 

general purpose and special registers are used as source or destination, respectively, or both. 

Finally, type defines the type of ALU operation such as bitwise OR, AND, XOR, NOT, 

ADD, SUB, MUL, etc. Note that except MUL, all other operations fall under the type ALU 

in Table. 6.2. Demarcation of these features are essential in calculating the correct energy 

consumption of the instructions for the base-IPS (Table. 6.2) and the IPS-CiM systems. 

Note that EPCEN also takes into the account various system parameters (CSUPP, VON, VOFF, 

fMCU) to evaluate available energy per power cycle and simulates the IPS behavior to 

compute the total number of checkpoints and the energy associated with them based on the 

specified memory mapping used in the IPS. 

  In order to calculate the energy consumption for the IPS-CiM, we use the same EPCEN 

albeit with a modified instruction trace. For CiM, the instruction trace for the application 

consists of sequences of CiM-specific instructions such as CiMRd, CiMWr, CiMComp1, 

CiMComp2 that are used to refer to the CiM reads, writes, and compute operations, 

respectively. Note that there are multiple CiMComp instructions because applications can 

use different types of CiM computations (such as single-step addition and two-step 

comparison) consuming different amounts of energy. We obtain the array-level energy and 

latency values for each of them from circuit-level analysis and feed them to the EPCEN. 

Since these CiM instructions are highly application-specific, IPS-CiM requires the existing 

compiler to be augmented manually with these new instructions based on the applications 
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executed using CiM. Fig. 6.19 shows a snippet of the new CiM-based instruction trace that 

is constructed manually. The EPCEN outputs both the total energy and total cycles required 

to execute target application. 

(iii)Data Mapping:  For IPS-CiM, the MCU has an additional function of organizing the input 

operands in the memory in a format suitable for the CiM to operate. This is achieved either 

after the inputs are acquired through a sensor or are aggregated and stored in the memory. 

Now, since the process of generating sequence of addresses and the storage of input 

operands needs to be performed even for our baseline designs, the only additional 

requirement for IPS-CiM is performing this in a more sequential order (such as writing 

parallel inputs in a single row). And our analysis indicates that this leads to minimal energy 

overhead compared to the baseline cases. Moreover, such a data mapping approach is a 

common requirement for most CiM architectures [59], [60], [215]. Note that, this data 

mapping is accomplished by having a pre-determined address map for storing the input 

values which is fixed for a specific application and is stored as part of the application 

program. 

(b) Results: 

(i) Array-level:  The write, read and compute energy(delay) of the proposed 3T FEFET NVM 

CiM architecture are 15.95pJ (3.41ns), 2.6pJ (2.06ns) and 4.36pJ (2.48ns) respectively. All 

the energy and delays are calculated for 16B operation. The compute energy/delay is 

calculated for ADD/Boolean operations. For the evaluation of the energy/delay of other 

complex CiM operations such as subtraction, comparison etc., the computations are mapped 

to a sequence of ADD and Boolean operations as per the discussions above, which are fed 

into the IPS framework to account for compute energy during each iteration (if any) and 

accumulate them to calculate the total energy consumption. The above-mentioned results 

are integrated with IPS-CiM for system-level evaluation, next. 

 (ii) System-level:  Here, we report the system-level energy and performance improvements of 

using IPS-CiM compared to the two baseline-IPS cases that uses (i) SRAM + FEFET NVM 

and (ii) Unified FEFET-NVM memory organizations. Fig. 6.20 depicts the normalized 

energy consumption (a-b), speedup (c-d), and the number of checkpoints (e-f ) shown by 

IPS-CiM over the baseline IPS systems for CRC and SENSE applications, respectively. Fig. 

6.20 (a) and (b) show energy improvements for the IPS-CiM in the range of 400X – 3275X 
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for CRC application and 32X-71X for SENSE application corresponding to supply 

capacitances (CSUPP) in the range of 10nF - 1μF. The improvements are attributed to (i) the 

reduction in data movement to-and-fro between memory and processor and (ii) massive 

parallelism enabled by IPS-CiM. The energy savings achieved by the proposed IPS-CiM is 

higher with SRAM+NVM baseline (450X-3275X for CRC and 35-71X for SENSE) 

compared to the Unified NVM baseline (400X for CRC and 32X for SENSE) as the former 

performs explicit checkpointing that incurs significantly higher checkpointing overhead 

than the Unified NVM case which performs in situ checkpointing [188], [197], [198]. Note 

that the energy savings of IPS-CiM over the SRAM+NVM baseline system increases for 

smaller value of supply capacitances as it results in larger number of checkpoints due to 

lesser energy delivered per power-ON period (0.5*CSUPP*(VON
2 – VOFF

2)). The increase in 

number of checkpoints leads to higher energy consumption for migrating data from volatile 

SRAM to NVM and vice versa. It also results in large number of active MCU cycles as well 

as memory access energies. Note that the energy savings over the Unified NVM case 

 

Fig. 6.20. (a and b) Normalized system energy consumption, (c and d) Speedup achieved by IPS-

CiM, (e and f) Number of checkpoints for SRAM+NVM, Unified NVM, and IPS-CiM systems 

for CRC and SENSE applications respectively. 
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remains constant (independent of CSUPP) as it performs implicit (in situ) checkpointing 

within the NVM incurring negligible checkpointing overhead due to the absence of data 

migration between memories [188], [197], [198]. The higher energy consumption in both 

the baselines results in a higher number of checkpoints as shown in Fig. 6.20 (d) and (e) 

compared to the IPS-CiM, inhibiting forward progress in computation.  

We also evaluate speedup, which is defined as the ratio of the total number of clock 

cycles used by the baseline IPS to the total number of clock cycles required by the IPS-CiM 

to execute the same application. Fig. 6.20 (c, d) show that for CRC and SENSE, the 

speedups obtained are in the range of 325X- 9100X and 40X-165X, respectively, for 

CSUPP=10nF-1μF. Note that higher the number of checkpoints, larger is the number of 

execution cycles for the baseline systems resulting in higher speedup for IPS-CiM. SENSE 

 

Fig. 6.21 (a, b) Normalized energy consumption and (c, d) Speedup for SRAM+NVM, Unified 

NVM, and their non-parallel versions for (a, c) CRC and (b, d) SENSE applications. All plots are 

in logarithmic scale.  
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results in relatively lesser energy and performance benefits compared to CRC as SENSE 

uses the energy-intensive MUL/DIV operator of the MCU in addition to CiM while 

calculating sensor value statistics. On the other hand, CRC is much simpler and only uses 

bitwise and arithmetic operations such as XOR, ADD, SUB, etc., which are performed in-

memory in the proposed IPS-CiM.  

An inherent reason of achieving order of magnitude higher energy/performance 

benefits in the proposed IPS-CiM is due to the parallelization of computations in the 

memory array. For both CRC and SENSE, IPS-CiM processes 16 and 32 input words (16B 

line size in the NVM array with words of 32-bit each) simultaneously compared to just a 

single compute operation per clock cycle achievable by the single threaded single MCU 

execution core. In order to isolate the benefits of having multiple processing elements 

working simultaneously from other algorithmic and architecture benefits arising due to IPS-

CiM, Fig. 6.21 shows the energy and performance improvements for IPS executing only 

CRC and SENSE operations with and without parallel processing. Fig. 6.21 reports energy 

and performance improvements in the range of 2X-205X and 2X-568X without parallel 

processing for CRC and SENSE applications. It is evident that while a portion of the benefit 

is attributed to parallelism, elimination of data movement between memory and processor 

also contributes to the energy savings. 

6.4 Summary 

In this chapter, we proposed two compute-in-memory architectures for general purpose and 

targeted application workloads. First, we proposed 4T R-FEFET non-volatile memory (4T-R) with 

differential read, energy-efficient write as well as in-memory computation support of performing 

Boolean and arithmetic logic functions using a low power and compact compute module (CM). 

Based on an extensive array analysis, we quantified the performance and energy benefits of the 

proposed R-FEFET-CiM (over existing FEFET-CiM) arising due to (i) uni-polar voltage design, 

(ii) differential sensing and (iii) low power CM. We carried out system-level analysis of the R-

FEFET-CiM using an Intel Nios II processor-based system for various application benchmarks 

and showed up to 27% energy savings can be achieved when compared to FEFET-CiM baseline. 

For addressing the requirement of CiM techniques targeted for IPS specific workloads, we 
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proposed a 3T compute-enabled FEFET NVM featuring voltage-based operations for both data 

reading and computing, making it highly energy efficient. We showed how various Boolean and 

arithmetic in-memory operation can be performed along with a novel technique for energy-

efficient in-memory comparison operation with minimal hardware overheads. Utilizing the 

proposed FEFET based CiM engine designed for IPS, we proposed an architecture to perform two 

major transient computing workloads: (a) cyclic redundancy check (CRC) for error detection and 

(b) edge-sensing (SENSE) in wireless sensory networks. We integrated the proposed CiM engine 

with IPS to build the IPS-CiM architecture. We evaluated the energy and performance of the 

proposed IPS-CiM and compare it to two baselines: (a) hybrid SRAM+NVM and (b) unified NVM 

architectures, both of which perform out-of-memory computing. IPS-CiM system showed 

excellent energy savings in the range of 400X-3275X and 32X-71X with respect to the baseline 

systems for CRC and SENSE applications, respectively. 
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7. FEFET BASED ARTIFICIAL INTELLIGENCE HARDWARE FOR 

TERNARY PERICION COMPUTING-IN-MEMORY TO 

ACCELERATE DEEP NEURAL NETWORKS 

7.1 Introduction 

Deep Neural Networks (DNNs) have gained immense popularity in recent years due to their 

ability to achieve remarkable accuracies in a wide range of cognitive tasks [223]. However, the 

high computation and storage demands pose key challenges to their ubiquitous adoption. An 

important scenario that exemplifies this challenge is low-power inference, wherein DNN models 

are executed on deeply embedded IoT devices and wearables that have severe energy and area 

constraints [224].  

To deploy DNNs on cost-constrained systems, low-precision is of great interest as it lowers 

all aspects of energy usage, viz., compute, interconnect, and memory. Recent studies suggest that 

ternary precision networks are especially promising as they offer accuracy significantly higher 

than binary networks but with a moderate degradation compared to full precision networks [225], 

[226]. Ternary networks drastically reduce the complexity of matrix multiplication which 

constitutes >90% of DNN computations, thereby facilitating reductions in computation time and 

energy. In this work, we explore the design of efficient hardware for ternary DNNs. 

Traditional CPUs, GPUs and specialized DNN accelerators suffer from frequent memory 

accesses, limiting their energy efficiency and performance [227]. To address this issue, various 

works have proposed in-memory computing, wherein computations are performed within the 

memory array, eliminating the memory access overheads associated with traditional von-Neumann 

architectures [66], [68], [157], [214], [228]–[247] (Table. 7.1). Most existing designs perform in-

memory multiplication of binary operands [228]–[230], binary activations with ternary weights 

[229], [234], or target higher-than-ternary precisions for analog vector-matrix multiplication [157], 

[248]. Recently, a CMOS based ternary in-memory DNN (TiM-DNN) architecture was proposed 

for pure signed ternary computation (ternary inputs and weights: ‘-1’, ‘0’, ‘+1’) [233]. Such an 

approach enables massively parallel signed ternary vector-matrix multiplications in a single array 

access, for efficient realization of ternary DNNs.  
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Although CMOS-based in-memory computing designs are promising for achieving energy 

and performance improvements compared to traditional CPU/GPU architectures, they face some 

major drawbacks. For instance, in 6T SRAMs, coupling of read-write paths may lead to cell 

disturbances during computations with multi-word-line assertion [66], [214]. Moreover, static 

leakage due to technology scaling offsets the efficiency gain achieved during in-memory compute 

operations [249]. Lastly, large bit-cell area limits their on-chip capacity and in-memory 

computation bandwidth. Emerging non-volatile memories (NVMs) such as spin-transfer-torque 

magnetic RAM (STT-MRAM), Resistive RAMs (RRAMs) and FEFETs have showcased great 

potential to replace or complement CMOS based memories by overcoming their drawbacks. 

FEFETs, in particular, are extremely promising due to their electric-field-driven low-power write 

operation compared to current-driven write in STT-MRAMs and RRAMs [250]. These desirable 

properties have driven recent interest towards in-memory computing with NVM. However, to the 

best of our knowledge, ternary in-memory computation using any emerging NVM has not been 

previously explored. 

In this work, we propose a non-volatile ternary compute-enabled memory cell (TeC-Cell) 

that can perform massively parallel in-memory matrix multiplication in the signed ternary regime. 

The proposed TeC-Cell is designed by utilizing CMOS compatible FEFETs coupled with a 

judicious selection of input, weight and output encodings, which enable a compact cell design 

compared previous SRAM-based in-memory computing designs. 

Table. 7.1 Related work exploring the synergy between in-memory and low-precision computing 
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7.2 Ternary Precision Networks 

Ternary networks have emerged as an attractive option in the quest for low-precision DNNs. 

However, the performance and energy efficiency of near-memory accelerators for ternary 

networks are bottlenecked by the on-chip memory due to the sequential row-by-row access. The 

closest prior efforts on in-memory computing involve dot product computation of either ternary 

inputs with binary weights [229] or vice-versa [234]. Although these are attractive design choices 

to achieve improved energy efficiency, a pure ternary network with signed ternary weights and 

inputs (‘-1’, ‘0’, ‘+1’) can achieve substantially better accuracy compared to the binary networks 

[225], [226]. Furthermore, techniques presented in [229], [234] can only enable simultaneous 

activation of a limited numbers of rows due to sensing constraints. This limits the parallelism 

achieved in vector-matrix multiplication. A recent CMOS-based design, TiM-DNN [233] 

overcomes such limitations by performing massively parallel in-memory dot product computations 

in the signed ternary regime. 

This chapter proposes a novel compute-enabled ternary cell (TeC-Cell) using emerging NVM 

based on FEFETs, featuring non-volatility, higher integration density and near-zero stand-by 

leakage power compared to SRAMs. Notably, the input, weight and output encodings that we 

propose here enable in-memory dot product computation of weight and input vectors with the 

addition of just two more transistors to a pair of FEFET NVM cells. The compact TeC-Cell design 

enables a higher degree of parallelism for CiM compared to other memories at iso-area (as 

discussed later). The built-in non-volatility of TeC-Cell, along with its low power operation can 

potentially enable energy-efficient realization of DNNs for edge computing devices such as IoT 

sensors. Note that our design technique is not limited to FEFETs but can also be applied to other 

memories with separate read-write paths (such as Spin Orbit Torque MRAMs (SOT-MRAMs) 

[251], eDRAMs [234], etc.), to enable ternary in-memory computation. 

7.3 FEFET based Ternary Compute Enabled Memory 

7.3.1 Memory Design 

To enable ternary in-memory computation, we propose a non-volatile ternary cell (TeC-Cell) 

which consists of 2 FEFETs and 6 standard FETs. The schematic and layout are shown in Fig. 7.1. 
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The core of the TeC-Cell involves two 3T-FEFET based memories [133] (for ternary storage), 

which are cross-coupled with each other using just 2 additional transistors per cell (M5 and M6). 

Transistors M1 and M2 are the write access transistors, which enable selective writing of the data  

in the array as the polarization of the two FEFETs (PA in MA and PB in MB). M3 and M4 are the 

read access transistors, used to sense the data without disturbances from the unaccessed cells. 

Cross-coupled transistors M5 and M6 (along with M3 and M4) enable in-memory ternary scalar 

multiplication as discussed later. The proposed technique of designing a TeC-Cell can also be 

employed in other memories with separate read-write paths (such as SOT-MRAMs [251], 

eDRAMs [234] etc.), using just 2 additional cross-coupled transistors. In this work, we focus our 

discussion on FEFETs since they demonstrate appealing properties such as non-volatility, near-

zero leakage energy and low-power write. Moreover, their high distinguishability (Fig. 7.1(b)) is 

particularly useful for robust in-memory computation, as explained later. 

7.3.2 Ternary read-write operation 

For storing ternary data (storage/weight encoding in Fig. 7.2 (b)), we assert the write word-

line (WWL=VDD=1V) and drive the write bit-lines (WBL1 and WBL2) to appropriate values. To 

write ‘+1’ (‘-1’), WBL1= VDD (-VDD) and WBL2= -VDD (VDD) is applied. This brings the 

 
Fig. 7.1. (a) Circuit design, (b) schematic and (c) layout of ternary compute-enabled non-volatile 

memory cell (TeC-Cell)   
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polarization of the FEFETs to PA= +P (-P) and PB= -P (+P). To write ‘0’, WBL1 and WBL2 are 

driven to -VDD, resulting in PA=PB=-P. After write, WWL is de-asserted with WBL1=WBL2=0V, 

resulting in storage of the bit-information in MA and MB as PA and PB in a non-volatile fashion. 

Note that, polarization stored in the FEFETs corresponds to its resistance states (+P: LRS; -P: 

HRS), which is used for the read operation as discussed next.  

For sensing the bit stored, the read word-line (RWL1) is asserted with the read bit-lines 

(RBL1 and RBL2) pre-charged to VDD. Now, based on the polarization stored, RBL1 and RBL2 

will either discharge or remain at VDD, due to high LRS and low HRS currents, respectively (Fig. 

7.1). For the case when the bit stored is ‘+1’ (PA=+P; PB=-P), RBL1 discharges (MA in LRS), while 

RBL2 remains at VDD (MB in HRS). The opposite occurs when the bit stored is ‘-1’ (PA=-P; PB=+P). 

When the TeC-Cell stores a ‘0’ (PA=-P; PB=-P), both RBL1 and RBL2 remain at VDD. We use a 

voltage sense amplifier to compare the RBL1 and RBL2 voltages with a reference voltage (0.95V 

in our analysis). Note that, during read and write, RWL2 is always de-asserted. Additionally, the 

proposed TeC-Cell can also be used as a 2-bit binary memory where PA and PB correspond to 

independent bits, without any circuit modifications. 

7.3.3 In-memory ternary scalar multiplication using TeC-Cell 

In this section, we propose in-memory scalar multiplication of ternary weight (stored in the 

TeC-Cell) with ternary input to obtain a ternary output. Initially, the read bit-lines (RBL1 and 

RBL2) are pre-charged to VDD. The ternary inputs are encoded as read word-line (RWL1 and 

RWL2) voltages as shown in Fig. 7.2(a). Depending on the ternary weight (encoded as PA and PB; 

see Fig. 7.2(b)), the final RBL1 and RBL2 voltages represent the multiplication output (output 

encoding in Fig. 7.2(c)).  We explain this further with the following examples: 

• When input I= +1 (RWL1=VDD; RWL2=0) and weight W= -1 (A=0; B=1), transistors M3, M4, 

MB are ON and M5, M6 and MA OFF. This condition results in a discharge path for RBL2, 

resulting in a voltage drop of Δ=100mV (which is sensed with the sense amplifier), while 

RBL1 remains pre-charged at VDD. This corresponds to output (O=I*W) = -1. Note that the 

output is inferred with single-ended sensing of RBL1 and RBL2 (see Fig. 7.2(d)). The same 

voltage conditions of RBL1 and RBL2 hold true for the case when I= -1 (RWL1=0; RWL2=1) 

and W= +1 (A=1; B=0) as shown in Fig. 7.2(d). 
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• When I= +1 (RWL1 =VDD; RWL2 =0V) and W= +1 (A=1; B=0), transistors M3, M4, MA are 

ON while M5, M6 and MB remain OFF. This corresponds to a discharge path for RBL1 

(resulting in Δ drop) with RBL2 remaining at its pre-charged voltage, VDD. This voltage 

condition corresponds to O= I*W= +1. This condition also holds true when I= -1 and W= -1. 

• When W or I=0, RBL1 and RBL2 remain pre-charged at VDD, corresponding to O= I*W= 0. 

The truth table for all permutations is shown in Fig. 7.2(e). Note that the proposed TeC-Cell 

exhibits isolation of read-write paths and therefore, in-memory scalar multiplication has no effect 

on the information stored as polarization in the FEFETs. 

7.3.4 Ternary dot-product computation 

We next discuss how TeC-Cells enable in-memory ternary dot product computation for 

vector-matrix multiplication. This is achieved by simultaneously asserting the read word-lines of 

TeC-Cells present in a single column as illustrated in Fig. 7.3(a) [233]. The weight vector with 

ternary elements Wi is stored in the TeC-Cells, while the input vector with elements Ii is encoded 

using the voltages of RWL1i and RWL2i (Fig. 7.2(a). With RBL1 and RBL2 (which are pre-

 

Fig. 7.2 (a) Input, (b) Weight and (c) Output encoding for ternary compute operations. (d) Example 

of scalar multiplication in TeC-Cell. (e) Truth table for all permutation of I.E and W.E.  
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charged to VDD) connected to cells in the same column, the scalar products from each TeC-Cell 

(as discussed in previous sub-section) add up through cumulatively discharge of RBL1 and RBL2, 

resulting in a multiply-and-accumulate (MAC) operation. The final RBL1 (RBL2) voltages 

correspond to the  number of TeC-Cells producing +1 (-1) as the scalar product. For example, if 

‘a’ scalar multiplication produced an output of ‘+1’ and ‘b’ scalar multiplications produced an 

output of ‘-1’, then the final RBL1 and RBL2 voltages are VDD - aΔ and VDD - bΔ respectively. 

Flash analog-to-digital converters (ADCs) are employed to yield the digital value corresponding 

to ‘a’ and ‘b’. The final dot product given by ∑ 𝐼𝑖 ∗ 𝑊𝑖
𝑛
𝑖=1 = 𝑎 − 𝑏, is achieved by subtracting ‘b’ 

from ‘a’ using a digital CMOS subtractor. Fig. 7.3(b) illustrates the sensing circuit required to 

realize the final dot product computation. 

It is important to mention that the sense margin reduces as ‘a’ or ‘b’ increase, due to the 

exponential nature of the bit-line capacitance discharging. For example, if ‘a’ or ‘b’ increase from 

 
Fig. 7.3 (a) Ternary dot-product computation of input vector I and weight vector W (b) MAC 

sensing unit consisting of ADCs and subtractor. (c)  RBL voltage vs number of Δ drops. (d) An 

example of worst-case input-weight scenario for sensing, resulting in a=8. 
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1 to 8, Δ reduces from 100mV to 80mV as shown in Fig. 7.3(c). This limits the number of cells 

that can be simultaneously activated during dot-product computation. Fig. 7.3(d) illustrates an 

example of a worst-case input-weight vector scenario for a stack of eight TeC-Cells. However, the 

statistics of the data, specifically the prevalence of zero values in weights and activations, also 

plays a role in determining the design choice, as discussed later. Before undertaking this discussion, 

we first analyze the implications of process variations on the degradation of sense margins in the 

next sub-section. 

7.3.5 Variation analysis 

We study the impact of transistor threshold voltage (VTH) variation on the in-memory dot-

product operation. We consider 6σ = 120mV for VTH of all the transistors (where σ is the standard 

deviation). We perform Monte-Carlo SPICE simulations considering 1000 samples each, for cases 

ranging from 1Δ discharge to 8Δ discharge (states >8Δ are not considered since they are not 

sufficiently distinguishable). As the amount of discharge increases, the probability of sensing error 

also increases as shown in Fig. 7.4(a) (higher overlapping of RBL voltages between adjacent Δ 

states). However, it is also important to note that the probability of occurrence of the states decrease 

with increasing discharge values [233] (due to data statistics). The probability of an error in the 

dot-product is equal to the product of sensing error probability and the occurrence probability of a 

particular discharge state (number of Δs; #Δ). Fig. 7.4(b) illustrates the dot product error 

probability as a function of #Δ, exhibiting a non-monotonic behavior. Moreover, the total 

probability of error (PT) during the dot-product operation is the sum of errors observed for each 

#Δ (Fig. 7.4(b)), is 3.10e-3. In other words, for every 1000 MAC operations we have ~3 errors with 

 
Fig. 7.4 (a) Variation analysis with 1000 Monte Carlo sample for each state varying from 1Δ to 

8Δ. (b) Probability of MAC error with varying Δs. 
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magnitude ±1 (since only adjacent Δ states overlap, as seen in Fig. 7.4(a)). Our system-level 

evaluations reveal that PT of 3.10e-3 has negligible impact on accuracy of DNNs, attributed to the 

low magnitude of errors and resiliency of DNNs to computational errors [252]. Note that FEFETs 

may encounter variability due to variation in FE parameters such as domain size/distribution [157], 

whose implications on the proposed ternary computation requires additional study. 

7.4 TeC-Array Design 

In this section, we present an array architecture using the proposed TeC-Cells for 

accelerating ternary DNNs. The TeC-Array can perform massively parallel vector-matrix 

multiplication (or in-memory dot product computation) between ternary inputs and weights. The 

maximum number of simultaneously accessed cells in a column is determined by two factors: (a) 

Sensing failure: As discussed in the previous section, increase in ‘a’ or ‘b’ results in reduced sense 

margins and higher errors. (b) Sparsity: At the same time, the occurrence probability of large ‘a’ 

or ‘b’ is also low [233]. This is due to >40% of vector elements being zeros as discussed in [225], 

[226], [233] (known as sparsity in DNNs). Therefore, considering the above-mentioned factors, 

the optimal number of TeC-Cells which can be accessed simultaneously is N=16. It is important 

to note that, although we can only detect a maximum of 8 states reliably (Fig. 7.3(c)), we are able 

to use N=16 by harnessing the advantages of sparsity in DNNs [233]. However, having only N=16 

TeC-Cells in each column of an array may not be practical. Therefore, we designed a blocked 2D 

array with TeC-Cells, grouped into M=16 blocks, with each block containing K=256 columns, and 

each column having N=16 rows of TeC-Cells. Thus, the proposed array consists of N*M*K TeC-

Cells (Fig. 7.5). We use a block decoder to access the N rows of a block simultaneously. WWLs, 

RWL1s and RWL2s of TeC-Cells in a row are connected together, while WBL1s, WBL2s, RBL1s 

and RBL2s of TeC-Cells in the same column are shared. K TeC-Cells in a row are accessed 

together for the read/write operations. On the other hand, in-memory ternary dot product 

computation is achieved at the block granularity where K dot-product operations of vector length 

N are performed in parallel. 3-bit Flash ADCs connected to RBL1 and RBL2 along with a 3-bit 

subtractor are employed for determining the dot-product (since maximum number of detectable 

Δs =8Δ; see Fig. 7.3(c)). Therefore, in one block access, the array can perform ternary 

multiplication of input vector I (with N elements) and weight matrix W (of size N*K).  
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In order to perform ternary dot products on vector lengths N=16, we utilize the technique 

proposed in [233] of storing partial sums in a peripheral compute unit (PCU) using a sample and 

hold circuitry. After multiple block accesses (in the same column), we accumulate all the partial 

sums to determine the final dot products. The dot products are then quantized, and passed through 

an activation function to derive inputs to the next DNN layer. Moreover, as discussed in [233] we 

utilize L=32 PCUs for the entire array (where L<K=256) in order to amortize area energy 

overheads of the peripheral circuits. 

7.5 Results 

7.5.1 Array-level  

In this sub-section, we compare the write, read and MAC performance and energy of the 

proposed TeC-Array with respect to two baselines: 6T-SRAM and 3T-FEFET NVM. We design 

near-memory ternary accelerators for the baselines, where the accelerators access scratchpad 

 
Fig. 7.5.  TeC-Cell array design with N-rows and K-columns in a block and M-blocks in a column. 
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memories row-by-row before performing vector-matrix multiplication. We note that the gains 

shown for our design are pessimistic as we do not include the energy and latency of the processing 

elements in the near-memory compute baselines. All the memory arrays are designed with the 

same capacity (=128Kb). 

(a) Layout Area (Fig. 7.6(a)): The proposed TeC-Cell exhibits 33% lower area compared to 

two 6T-SRAM cells (which can store a ternary bit) due to 4 less transistors. With respect to 

two 3T-FEFET-NVM cells, the proposed TeC-Cell exhibits 34% higher area attributed to 

the additional M5 and M6 transistors (Fig. 7.1) that are added to enable ternary in-memory 

computation. Note that, although two 6T-SRAM or 3T-FEFET cells can store a ternary 

weight, they do not support in-memory ternary compute offered by the proposed TeC-Cells.  

(b) MAC Operation (Fig. 7.6(b)): The major advantage of the proposed TeC-Array is 

massively parallel in-memory computation of ternary dot-products. This results in 91% and 

89% higher performance for the TeC-Array in comparison with the SRAM and 3T-FEFET 

NVM array baselines. At the same time, the MAC operation using TeC-Arrays exhibits 72% 

and 74% improved energy efficiency compared to SRAM and 3T-FEFET NVM, 

respectively. This is attributed to the simultaneous assertion of multiple-word-lines unlike 

the near-memory compute baselines which require row-by-row access. For DNNs, the 

predominant contributor to energy/delay is the MAC operation. Hence, the energy savings 

achieved at array-level are expected to translate to system-level energy efficiency, as 

discussed subsequently.  

 (c) Read/Write Operations (Fig. 7.6(c, d)): The enablement of ternary in-memory 

computation in the proposed TeC-Cells comes at the cost of some overhead for the 

read/write operations. Compared to 3T FEFET-NVM, we observe 19%, 12%, 19% and 

almost similar read delay, write delay, read energy and write energy, respectively, for the 

proposed TeC-Cells. This is mainly attributed to the larger cell area and additional BL 

capacitances due to the drain capacitances of M5 and M6 (Fig. 7.1).  When compared to 

SRAM, we observe similar trends with one exception in read delay which is 7% lower. This 

is due to lower WWL capacitance in TeC-Cell (due to smaller area). Note that write energy 

of FEFET memories is ~2X compared to SRAM, mainly due to the overheads associated 

with negative voltages needed for polarization switching.  
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It is important to note that in DNN applications, more than 90% of operations are 

MACs. Therefore, even in the presence overheads in standard read and write operations, 

the total system performance and energy is drastically improved for ternary DNNs 

implemented using TeC-Arrays, as discussed next. 

7.5.2 System evaluation  

 (a) Simulation framework: In this sub-section, we evaluate the system-level 

performance/energy efficiency of TeC-Cells. We collaborated with Prof. Anand 

Raghunathan and Dr. Shubham Jain to evaluate the TeC-Arrays in the context of a state-of-

the-art ternary DNN accelerator. To that end, we utilize the TiM-DNN accelerator 

architecture proposed in [233] and design an TeC-Cell based system (TeC-System) with 32 

TeC-Arrays (256x256). We compare the TeC-System with near-memory DNN accelerators 

to quantify the system-level benefits due to in-memory operations enabled by the proposed 

TeC-Cell. The baseline accelerators are designed using memories with near-memory 

  
Fig. 7.6. (a) Cell layout area and normalized energy-delay metrics for (b) MAC, (c) Write and (d) 

Read operations for TeC-Cell with in-memory computation, FEFET-NVM and SRAM with near 

memory computation. 
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computation units to execute ternary dot-products. (Note, baseline memories considered 

here cannot perform in-memory computation). We use two memory technologies SRAM 

and FEFET, and design two types of baseline systems: (i) iso-area and (ii) iso-weight 

storage capacity (2 Mega ternary words) as the TeC-System. TeC-Arrays (256x256) are 

0.89X smaller than 6T SRAM arrays (256x512) and 1.5X larger than FEFET arrays 

(256x512) (including the overheads of peripherals). Therefore, the SRAM based iso-area 

design uses 28 arrays and the FEFET based iso-area baseline utilizes 48 arrays. We use an 

in-house architectural simulator to obtain the energy/performance of the TeC-System 

compared to the baselines using a suite of DNN benchmarks [233]. 

(b) Performance benefits: Fig. 7.7(a) shows the normalized execution time for various DNN 

benchmarks executed on the baseline and the proposed designs. We also show the 

breakdown of the execution time into two components – TMAC-Ops (Ternary vector-

matrix multiplication operations) and Non-TMAC-Ops (other DNN operations). On  

 
Fig. 7.7. (a) Normalized execution time and (b) Normalized energy consumption of the proposed 

TeC-System with respect to iso-capacity and iso-area baselines using SRAM and FEFET NVM 

based near-memory compute architectures, for a suite of DNN benchmarks. 
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average, we achieve 7X and 6.3X speedup over SRAM based iso-capacity and iso-area 

baselines, respectively, and 6.1X and 4.3X speedup over FEFET-based iso-capacity and 

iso-area baselines, respectively. Across our baselines, the FEFET-based iso-area design 

achieves the best performance due to the higher-level of parallelism available from the extra 

16 arrays. For the proposed design, the performance benefits arise due to ternary in-memory 

operations in TeC-Arrays, wherein we activate and compute on 16 memory rows 

simultaneously. The application-level speedup depends on the fraction of the execution time 

spent on TMAC-ops, and therefore, benchmark applications with higher TMAC-Ops/Non-

TMAC-Ops ratio achieve higher speedups.  

 (c) Energy benefits: We present the system-level energy benefits of the TeC-System over the 

iso-area SRAM and FEFET baselines. Note that, the iso-capacity baselines will exhibit 

similar energy consumption as iso-area baselines because, the total system energy 

consumption depends on the number of TMAC-Ops and Non-TMAC-Ops, which remains 

constant for an iso-capacity or iso-area baseline. Fig. 7.7(b) shows that the major 

components of energy consumption are TMAC-Ops, programming (writing weights into 

arrays), DRAM accesses, buffer reads and writes, and Non-TMAC-Ops. On an average, we 

achieve 3.3X and 3.4X reduction in the application-level energy over the SRAM and 

FEFET baselines, respectively. Across our benchmark applications, the factors indicating 

higher speedup are also predictive of higher energy savings, i.e., larger fraction of TMAC- 

Ops leads to superior energy benefits. This is because the proposed TeC-Array utilizes 

massively parallel in-memory TMAC-Ops which are more energy efficient than near-

memory computing baselines (Fig. 7.6). We also observe that the FEFET-iso-area baseline 

consumes slightly more energy than the SRAM-iso-area design, due to high write energy 

of FEFETs.  

Table. 7.2 shows the comparison of the proposed architecture with other state-of-the-art 

approaches. With respect to TiM-DNN [233], we achieve ~2X improvement in TOPS/W and 

TOPS/mm2 due to TeC-Cell’s compact layout footprint. With respect to experimental findings in 

XNORBIN [253] and Tesla V100 [227], which are traditional computing architectures (not in-

memory), we observe 2.7X-607X and 35X-813X improvements in TOPS/W and TOPS/mm2, 

respectively. 
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7.6 Summary 

We proposed a ternary compute-enabled NVM cell (TeC-Cell), which can perform scalar 

multiplication of the stored value (weight) and an external input, where both the weight and the 

inputs are signed ternary numbers. Utilizing the TeC-Cell, we designed an array (TeC-Array) that 

performs massively parallel signed ternary dot-products in-memory. We demonstrated that the 

TeC-Array achieves significant energy-delay benefits compared to near-memory designs based on 

FEFET-based NVM and SRAM. Finally, we incorporated the proposed TeC-Array in a ternary 

DNN accelerator to evaluate its performance and energy benefits across a wide range of state-of-

the-art DNN benchmarks including both deep convolutional and recurrent neural networks. We 

achieved 3.3X-3.4X energy efficiency and 4.3X-7X performance boost compared to SRAM and 

FEFET-based near-memory DNN accelerator. 

 

 

 

 

 

 

 

 

 

 

        Table. 7.2 Comparison of TeC-Cell DNN with other state-of-the-art DNN architectures 
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8. 2D TRANSITION METAL DICHALCOGENIDE BASED SPIN-

DEVICES EXHIBITING LOGIC-MEMORY SYNERGY 

8.1 Introduction 

So far, we have considered ferroelectric technologies in the implementation of non-volatile 

memories, non-volatile logic and compute-in-memory architectures for Boolean, Non-Boolean 

and arithmetic operations. They exhibit some unique characteristics and advantages, primarily 

attributed to the energy-efficient electric field driven memory operations. On the other hand, spin-

based memories using magnetic tunnel junctions (MTJs) [254] are equally attractive due to their 

industrial demonstration of extremely high integration densities along with excellent endurance 

and retention properties. Specifically, spin-transfer-torque magnetic RAM (STT-MRAM) has 

attracted immense interest. Samsung’s STT-MRAM in 28nm FDSOI platform [28] and Intel’s 

FinFET based MRAM technology [29] are some industrial efforts on the implementation of 

spintronic memory. Although they have their own application space in a wide-range of systems, 

there are several challenges which still need to be addressed for improving and further advancing 

spin-based technologies.  

STT-MRAMs exhibit low distinguishability between their bi-stable states making them 

prone to sensing failures [255]. Also, due to their two-terminal cell-design, the write and read paths 

are coupled, leading to design challenges. Recent advancements with the possibility of generating 

spin polarized current using charge current in heavy metals has led to the realization of the Giant 

Spin Hall (GSH) effect based MRAM [251], [256], [257] (also known as spin-orbit-torque MRAM; 

SOT-MRAM). Compared to STT-MRAMs, GSH-MRAM showcase significant improvement in 

write energy along with the possibility to independently co-optimize the read and write operations 

due to their decoupled read and write current paths. GSH effect also enables the possibility of 

achieving a differential storage due to the simultaneous generation of opposite polarized spin 

currents [32]. However, both the single ended and differential memory designs based on GSH 

effect require multiple access transistors leading to a significant area penalty [32], [251]. Also, the 

spin injection efficiency which is directly proportional to the spin hall angle (θSH <0.3) is low for 

these heavy metals [256], [258]. This results in performance degradation and energy inefficiency. 

Another drawback with GSH-MRAMs is that they can only switch in-plane magnetic anisotropy 
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(IMA) magnets without the presence of any external magnetic field or geometrical changes to the 

ferromagnet [259], [260]. As perpendicular magnetic anisotropy (PMA) magnets are known to be 

more energy efficient in switching and thermally stable than IMA [261], GSH-MRAMs offer 

limited performance and energy benefits. Therefore, there arises a need to explore new memory 

technologies to harness the full potential of spin-based storage.  

On the application front, as also discussed earlier, data-intensive workloads have come to 

the forefront in recent years. This has led to frequent and humongous number of data accesses 

from the memory system to the processor. As a result, larger amount of storage is required, which 

demands the exploration for high density memory solution. On the other hand, due to the larger 

delay associated with memory access compared to the processing time (also known as memory-

wall problem [4], [6]), the data movement to and from the memory cell (across the bit-lines, 

memory interface and interconnects) is a major performance and energy bottleneck in standard 

computing architectures. Therefore, there is also a need to explore alternate computing paradigms 

such as Computation-in-Memory (CiM), where computations are performed inside the memory 

array [62], [66]–[68], [203], [219]. This reduces the data transfer between memory and processor, 

thereby improving the performance and energy efficiency. 

Most of the prior efforts on CiM designs using spin-based information storage involve the 

use of single ended STT-MRAM or SOT/GSH-MRAMs [59], [262]–[264]. Multi-word-line 

assertion along with a modified sense amplifier and peripheral circuitry enables Boolean and 

arithmetic operations to be performed within the memory array [59]. Although STT-CiM [59] 

benefits form the high density and good endurance of STT-MRAM, and GSH-MRAM based CiM 

[263] overcomes the drawbacks of high write energy consumption in STT-MRAMs, they both 

suffer from degraded robustness during in-memory compute. This is attributed to the poor 

distinguishability between their bi-stable states yielding deteriorated sense margins during 

compute operations [59], [262]–[264]. Therefore, it is important to explore robust and energy-

efficient CiM designs utilizing the benefits offered by spin-based information storage for current 

and future generation of compute systems involving large amount of data. 

To that end, in this chapter, we propose non-volatile memory devices based on Valley-

coupled-Spin Hall (VSH) effect with the ability to naturally switch PMA magnets, leading to 

higher energy efficiency compared to GSH-MRAM. Moreover, exploiting the spin generation 

through a semiconductor (WSe2) rather than a metal (in GSH), we propose an integrated gating in 
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our NVM devices, which enable access transistor less bit-cell design leading to large integration 

density. Furthermore, the proposed devices inherently lead to differential read functionality. 

Leveraging this attribute, we present an array design with energy efficient computation-in-memory 

capabilities, which can potentially alleviate the von-Neumann bottleneck and overcome the 

drawbacks of existing spin-based CiM designs. 

8.2 Background 

8.2.1 Giant spin hall (GSH) effect 

The Giant Spin Hall effect is an efficient mechanism for generating spin polarized currents. 

A charge current passing through a heavy metal layer such as Ta, Pt or W have been experimentally 

demonstrated to generate in-plane spin polarized currents [256], [258] (Fig. 8.1(a)). The GSH 

effect is mainly used for switching magnetization of IMA magnets. Deterministic switching of 

PMA magnets using GSH effect requires externally assisted magnetic field to break the symmetry 

[259] or complex design modifications to the MTJ geometry [260]. The major advantage with 

GSH effect-based magnetization switching is the low write current/energy when compared to the 

STT-based magnetization switching [32], [256], [258], [265], [266].  

The generated spin current (IS) to charge current (IC) ratio which is also known as the spin injection 

efficiency is directly proportional to the spin hall angle, θSH [251]. Experiments have shown θSH ~ 

0.1-0.3 for heavy metals, resulting in low spin injection efficiency [256], [258] . Furthermore, the 

efficiency of GSH effect is impacted by the spin-flip length (λS), which characterizes the mean 

distance between spin-flipping collisions. λS has been calculated to be around ~1-2nm [256], [258] 

for heavy metals with large GSH effect. 

8.2.2 GSH effect based non-volatile memories 

The three terminal device structure of the GSH effect-based spin device (Fig. 8.1(a)) 

mitigates the read-write conflict of the two terminal STT-MRAM due to the separation of read-

write paths. Moreover, such an approach has shown to be promising for energy-efficient storage 

compared to STT-MRAM [32], [251], [256], [258]. Several bit-cell designs have been proposed 

using the GSH effect [32], [251], [265]. Fig. 8.1(b) shows circuit schematic of GSH-MRAM which 
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consist of a read and write access transistor for single-ended memory [251]. Write operation is 

achieved by turning ON the write access transistor and depending on the direction of charge current 

flow (which determines the spin current polarization), the MTJ state is stored. The spin current 

interacting with the MTJ to deterministically switch the magnetization is calculated as: 

                                    𝐼𝑆 =
𝐴𝑀𝑇𝐽

𝐴𝐻𝑀
∗ 𝜃𝑆𝐻 ∗ 𝐼𝐶                        (8.1) 

where AMTJ and AHM are the cross-sectional area of MTJ and heavy metal, respectively [251]. The 

read operation is carried out by turning ON the read access transistor and sensing the resistance 

state of the MTJ (parallel (P) or anti-parallel (AP)). As the read and write paths are decoupled, 

they can be optimized independently [251], [267].  

Utilizing the opposite spin generation at the top and bottom surfaces of the heavy metal, a 

differential GSH-MRAM (DGSH-MRAM) was proposed in [32] with two MTJs placed on either 

side of the heavy metal layer (Fig. 8.1(c)). This leads to true and complimentary bit storage in the 

memory cell. The write operation remains the same as GSH-MRAM while the read is achieved 

using differential sensing, leading to higher sense margins. However, compared to GSH-MRAM, 

two more additional transistors are required to selectively access a bit cell in an array without 

disturbing the unassessed cells. Furthermore, fabrication of true and differential MTJs on the top 

and bottom sides of the heavy metal may increase processing complexities and costs. 

The above mentioned GSH effect-based memory designs have been proposed to switch IMA 

based MTJs. This is because, only in-plane spin polarized currents are generated in the heavy 

metals. IMA magnets are not suitable for ultra-scaled dimensions due the limit on the aspect ratio 

of the free layer as well as low thermal stability [259]–[261]. In comparison, PMA magnets are 

more stable and robust at scaled dimensions with high packing density, which is mainly attributed 

to the absence of in-plane shape magnetic anisotropy [267]. 

 

Fig. 8.1. (a) GSH effect in heavy metal leading to magnetization switching in MTJ. (b) Single 

ended GSH-MRAM and (c) Differential DGSH-MRAM bit-cell schematics. 
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Moreover, due to the absence of de-magnetization fields, lower energy is required for 

magnetization switching in PMA magnets compared to IMA, even at iso-thermal stability [267]. 

Although, GSH effect-based PMA switching has been demonstrated with external magnetic field 

[259], [268], or GSH assisted STT switching [269], [270] or a local di-polar field [271] or 

introducing tilted anisotropy in the ferromagnet [260], the feasibility of achieving such a design 

change in scaled, high density technologies is yet to be explored. Moreover, the requirement of 

additional access transistors for GSH effect-based bit-cell designs leads to large area overheads 

which also increases the energy consumption for bit-line and word-line charging.  

To address the aforementioned challenges associated with GSH-effect based devices, we 

propose to utilize the valley-coupled-Spin Hall (VSH) effect in monolayer WSe2 to design 

MRAMs based on PMA magnets. The VSH effect is naturally suited to switch PMA magnets, 

which promises higher energy efficiency in the proposed designs. Before we discuss our memory 

designs and the associated benefits and trade-offs, let us briefly review the VSH effect, next. 

8.2.3 Valley-coupled-spin hall (VSH) effect 

Monolayer transition metal dichalcogenides (TMDs) are multi-valley 2D semiconductors 

(Fig. 8.2(a)) with inherent broken inversion and preserved time reversal symmetries. Time reversal 

symmetry requires that the spin polarization in the K and K’ valley must be opposite (illustrated 

 

Fig. 8.2 (a) Band structure of WSe2 showcasing spin-valley coupling resulting in VSH Effect (b) 

STT for switching PMA magnet. (c) Proposed idea of coupling VSH effect and spin torque for 

NVM design.  
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as blue and red arrows in Fig. 8.2(a)), which in combination with the large spin splitting (ΔSP) in 

the valence band for TMDs such as WSe2 [272], gives rise to holes in the K and K’ valley with 

opposite signs of spin polarization at the Fermi level. As a result, carriers in the K and K’ valleys 

of the valence band (p-type) possess nonzero Berry curvature (Ω) such that Ω(K)= -Ω(K’). The 

resultant transverse carrier velocity leads to valley-coupled spin currents on the application of 

electric field. This phenomenon is called the VSH effect [93], [273], [274]. VSH effect in WSe2 

generates out-of-plane spin polarized currents (IS+/IS-; Fig. 8.2(a)) which can switch PMA magnets 

without any external magnetic field (BEXT) or complex changes to the MTJ structure, unlike GSH-

effect based memory devices [259], [260], [268]–[271]. It has been experimentally demonstrated 

that monolayer TMDs exhibit a large valley-hall angle, θVH ~1 [93] at 25°C. Now, due to the 

existence of strong spin-valley coupling in monolayer WSe2 [273], [274] (as a result of large ΔSP), 

the θSH is expected to be equal to θVH, i.e., θSH ~1. The large θSH corresponds to high spin injection 

efficiency which can potentially lead to enhanced energy efficiency during magnetization 

switching. In contrast, GSH effect exhibit relatively much smaller θSH ~ 0.1-0.3. Moreover, VSH 

effect resulting in out-of-plane spin generation exhibits λS of 0.5-1µm [93], [273] (unlike GSH 

effect in heavy metals; λS ~ 1-2nm). The large θSH and λS in monolayer WSe2 opens up new 

opportunities for information storage.  

Utilizing the unique attributes of VSH effect in conjunction with spin torque physics (Fig. 

8.2(b, c)), we propose valley-coupled spintronic devices in this chapter and showcase their 

application in (a) high-density non-volatile memories, (b) computation-in-memory for 

Boolean/arithmetic workloads and (c) non-Boolean computing for accelerating neural networks. 

8.2.4 Fabrication and experimental results 

For supporting our exploration in this chapter, we collaborated with Prof. Zhihong Chen and 

Dr. Terry Hung for experimental evaluation of the valley-coupled-spin-hall effect in monolayer 

WSe2 material. The insights from their experimental results (as discussed below) have been used 

in the development of a comprehensive simulation framework (discussed in the next section), 

which is implemented for the evaluation of the proposed non-volatile memory arrays in the context 

of general-purpose systems as well as targeted application platforms, along with the study of 

Boolean and non-Boolean CiM designs for data-intensive computing. 
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(a) Device fabrication: The process flow for the fabrication of a double Hall cross device 

structure (Fig. 8.3(a)) is illustrated in Fig. 8.3(b). Different from a conventional Hall bar 

structure, it has two crosses and that enables the separation of local charge and non-local 

charge for our study. Chemical vapor deposition (CVD) grown WSe2 films were 

transferred to 90nm SiO2 substrates with highly doped silicon on the back side. Doped 

Si serves as the integrated back gate for controlling the flow of IC and IS (as explained 

later). Standard e-beam lithography using PMMA A4 950 resist was employed to pattern 

electric contacts on the CVD WSe2 flakes. Ti/Pd (0.5/50nm) was deposited in an e-beam 

evaporator followed by a lift-off process in acetone. CVD grown BN film was transferred 

from Cu foil onto the devices through a process that involves etching the Cu foil with 

iron chloride (FeCl3) and immersing it in diluted HCl and DI water alternatingly for few 

times before scooping up. This BN layer was inserted to minimize any effect induced by 

PMMA residues due to RIE etching process, but not necessary for general (D)VSH-

MRAM fabrication. RIE etching mask was defined by e-beam lithography using PMMA 

A4 950 resist and BN/WSe2 flakes were etched using Ar/SF6 for 10 seconds. The final 

devices underwent vacuum annealing (∼ 10−8 torr) at 250°C for four hours to remove 

PMMA residue and nitric oxide (NO) furnace annealing at 150°C for two hours to 

achieve p-doping [275].  

 

Fig. 8.3 (a) Optical microscope image of the hall bar device structure (b) Fabrication process flow 

(c) Cartoon of 4-probe measurement setup (d)Total, sheet and contact resistances versus gate 

voltage, VGS.  

 

Integrated 

Back GateCVD-Monolayer WSe2

Transfer to 90nm SiO2

e-beam lithography

Ti/ Pd 0.5/50 (nm)

Acetone lift-off

RIE etching for cross

shape patterning

NO Fur nace annealing

@150C for 2 hrs

(b) Process Flow

(a)

VGS (V)
-40-50

107

106

105

R
e
s
is

ta
n
c
e
 
(Ω

)

104

-60

Rtot ρ RC(d)

(c) VDS

V
VGS

4-probe measurement setup

Cross-section

WSe2

SiO2

Si



 

 

 

183 

 

(b) Parameter extraction: Two types of measurements were performed, as illustrated in 

Fig. 8.3 and 8.4 [93]. A conventional four probe measurement (Fig. 8.3 (c)) was 

conducted to extract sheet resistance (ρ), contact resistance (RC) and total resistance 

(RTOT) (Fig. 8.3(d)). The non-local (NL) measurements were performed to probe the Hall 

voltage induced by any carrier distributions due to the VSH and its reciprocal effect (Fig. 

8.4(a)). Note that only the ON state of the WSe2 device will be considered for valley-

coupled-spin transport in our discussions below, since access to holes in the valence band 

is necessary. It is worth mentioning that the so-called Ohmic contribution was clearly 

excluded [93]. We ensured that by plugging in the channel resistance extracted from 

four-probe measurements in Fig. 8.3 (c) and the device geometry (Fig. 8.4(a)) into 

Equation-8.2 [276]. 

                 𝑉𝑜ℎ𝑚𝑖𝑐 = 𝐼𝐶 ∗ 𝜌 ∗
𝑊

𝑊1
∗ 𝑒−

𝜋𝐿𝐴
𝑊                      (8.2)    

Unambiguously, ohmic contribution (not shown here) is orders of magnitude smaller  

than the non-local signal we measured in the following. Fig. 8.4(b, c) shows gate control 

of charge current (IC) and NL resistance (RNL= VNL/IC) for different device samples with 

arm lengths (LA) equal to 2μm, 3μm and 5μm. RNL vs LA at VGS= -60V was used to 

extract the spin flip length, λS = 550nm from the fitting of RNL ∝ 𝑒 (−𝐿𝐴/λ𝑆) [93], [273] 

(Fig. 8.4(d)). It is important to note that the spin-generator is a p-type device and 

therefore it requires negative gate-to-source voltages to turn it ON. 

  

Fig. 8.4 (a) Non-local measurement setup (b) Charge current (IC) and (c) Non-local resistance (RNL) 

vs VGS for different LA and (d) RNL vs LS to extract spin flip length, λS. 
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8.3 Simulation Framework 

We have built a self-consistent simulation framework in SPICE for the proposed valley-

coupled spintronic memory device/array evaluation (Fig. 8.5(a)) [277], [278]. Monolayer WSe2 

electrostatics is modelled using the capacitance network model suggested in [279], albeit with 

modification for back-gated device used in this work. Further, we model the charge current using 

the continuity equations for drift-diffusion transport as proposed in [279] (calibration in Fig. 

8.5(b)).  The charge current is then used in conjunction with the Valley Spin Hall effect model, 

which calculates the spin current based on the experimental θSH and λS values [93], [273]. IS 

interacting with the free layer of MTJ is calculated as 

                                 𝐼𝑆 =
𝐷𝑀𝑇𝐽

𝐿𝐺
∗ 𝜃𝑆𝐻 ∗ 𝐼𝐶                        (8.3)   

where DMTJ is the diameter of MTJ (circular) and LG is gate length of the transistor (see Fig. 8.6). 

Spin diffusion and interface scattering are considered in the monolayer WSe2 channel while 

calculating the spin current flow as per the method proposed in [93], [269]. Landau-Lifshitz-

Gilbert- Slonczewski (LLGS) equation is used to model the switching dynamics of the PMA 

magnet, which serves as the free layer (FL) of a magnetic tunnel junction (MTJ) formed on top of 

the TMD (as described later). For sensing, the MTJ resistance (RMTJ) model is obtained from [280]. 

Further, as we will discuss in detail later, the read path is ‘T’/ ‘H’ shaped. To properly account for 

 

Fig. 8.5 (a) Self-consistent simulation framework (b) Calibration of the monolayer WSe2 FET (c) 

SPICE-based distributed resistance network for sensing MTJ resistance (d) Material parameters 
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the sensed currents, we use a distributed resistive network (Fig. 8.5(c)) based on the conductance 

of WSe2 layer and the shape of the read path. Therefore, the read path includes the resistance of 

the MTJ as well as that of conducting WSe2 layer. The sensed currents are used to read the bit-

information stored and also perform computation in memory, as discussed extensively later. We 

incorporate contact resistances at the drain terminal, source terminal and MTJ-TMD interface 

based on [281] (accounting for Schottky barrier). The contact resistances play a crucial role and 

require further investigation for performance/energy optimization. The simulations parameters 

used in this chapter are shown in Fig. 8.5(d). Note, in all of our analysis, we evaluate the proposed 

memory devices and circuits considering a minimum gate length (LG) of 45nm (for system 

compatibility). With the understanding of the simulation methodology, let us now present the 

proposed VSH effect based spintronic memory. 

8.4 VSH Effect based Non-Volatile Memories 

We propose single-ended and differential variants of non-volatile memories using the VSH 

effect, namely VSH-MRAM (single-ended) and DVSH-MRAM (differential). We discuss the 

memory device structures and their characteristics followed by array design in this section. 

8.4.1 Structure and operation of VSH memory devices 

Fig. 8.6(a, b) illustrates the proposed single ended and differential memory device structures. 

Single-ended VSH-MRAM consists of only one arm along which the transverse spin current flows. 

On the other hand, the differential DVSH-MRAM contains two arms for complementary spin 

current flow. In the single ended design, a PMA MTJ is integrated on top of the arm of the 

monolayer TMD spin generator as shown in the Fig. 8.6(a, b), whose free layer (FL) is used for 

non-volatile magnetic storage.  In the differential design, two PMA MTJs storing true and 

complementary values are integrated on the two arms of the spin generator. The read terminals of 

the memory devices (connected to the pinned layer of the read MTJs - Fig. 8.6(a, b)) are used to 

sense the bit-information stored. By virtue of VSH-based write and MTJ-based read (discussed in 

detail later), the proposed memory devices feature decoupled read-write paths. 

The VSH effect in monolayer WSe2 generates out-of-plane spin current (IS), which interacts 

with the MTJ through spin torque to switch the FL magnetization (Fig. 8.2). Since VSH effect 
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leads to the flow of opposite spin currents in divergent directions, the proposed DVSH-MRAM is 

able to seamlessly store and switch both true and complementary bits. The direction of the charge 

current (IC) (controlled by the polarity of drain-to-source voltage (VDS)) determines the 

polarization of the spin current (IS+/IS-) flowing towards the MTJ(s) (see- Fig. 8.2 and Fig. 8.6 (c, 

d)). When the current flows from the drain to source terminals, IS+ flows towards the MTJ in VSH-

MRAM and IS+/IS- flow towards the right/left MTJ (MTJR/L) in DVSH-MRAM. These spin 

currents generate spin torque leading to parallel (P) state in the MTJ of VSH-MRAM, and P and 

anti-parallel (AP) states in MTJR and MTJL respectively, in DVSH-MRAM. Current is passed in 

the opposite direction to store the opposite states. This corresponds to the write operation of the 

proposed memory devices. For reading the bit-information, we use the resistance difference 

between the P and AP states of MTJs. The read current flows from the source and drain terminals 

of the transistor to the read terminal of MTJs, in a ‘T’/ ‘H’ shape as illustrated in Fig. 8.6 (c, d), 

for VSH/ DVSH-MRAMs. The biasing conditions to achieve this is explained later. Based on the 

current sensed at the read terminals (which depend on the state of MTJ, P/AP), the bit-information 

stored is retrieved. It is important to note that VSH-MRAM achieves single-ended sensing using a 

reference current source, while DVSH-MRAM enables differential sensing leading to higher sense 

margins and self-referenced operation. These aspects are discussed in detail later. 

 

Fig. 8.6 Proposed (a) single ended (VSH-MRAM) and (b) differential (DVSH-MRAM) non-

volatile memories. Read and write paths for (c) VSH-MRAM and (d) DVSH-MRAM. (e) Legend. 
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A unique feature of our devices is the integrated back gate, which enables modulation of the IC, IS 

and hence the switching characteristics of the PMA magnets (gate controllability quantified later). 

While this feature can be appealing for several applications, in this work, we utilize it for compact 

memory design, as discussed in the subsequent sections. 

8.4.2 Memory device characteristics 

As mentioned previously, charge current flowing through the monolayer WSe2 generates 

transverse spin currents. Fig. 8.7(a) illustrates the simulated gate voltage (VGS) modulated charge 

and spin current flow. The polarity of VDS determines the polarization for the spin current flowing 

towards the MTJ resulting in corresponding magnetization switching as illustrated in Fig. 8.7(b). 

Since, the gate voltage controls the carrier density in the WSe2 layer, the magnetization switching 

time is gate controllable as shown in Fig. 8.7(c). Higher |VGS| corresponds to larger IC (or IS) which 

in turn results in smaller magnetization switching time. For our proposed (D)VSH-MRAM cells, 

we achieve switching time ranging from 3.2ns to 1.5ns for VGS=-1.0V to -1.2V. Note, the 

magnetization switching time for VSH and DVSH-MRAMs devices remain similar because of the 

inherent and concurrent generation of the complementary spin currents (IS+ and IS-) due to VSH 

effect. In comparison, GSH-MRAM cells (Fig. 8.1(b)) exhibit a switching time ranging from 

11.6ns to 4.0ns for VDD = 1.0V to 1.2V. The benefits are attributed to the easier switching of PMA 

magnets in VSH-MRAMs when compared to IMA in GSH-MRAMs, mainly due to lower 

switching current requirement for a given thermal stability [261]. (MTJ parameters in Table. 8.2). 

It is important to mention that when VGS=0V, the VSH memory device is OFF and the 

magnetization state is retained due to the non-volatility of the ferromagnet. To read or change the 

magnetization state stored, the device has to be turned ON (negative VGS). As we discuss later, 

 

Fig. 8.7 (a) VGS modulation of generated spin currents (b) Magnetization (MZ) switching for 

different VDS polarity (inset: magnetization trajectory) (c) Magnetization switching time vs VGS. 
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during read, even though the device is ON, we ensure that no charge current flows from the drain 

to source (to avoid generation of spin current due to VSH effect), thereby safeguarding the 

magnetization state from any VSH-induced disturbance. Let us now discuss the proposed memory 

array design and operation. 

8.4.3 Memory array design and operation 

Utilizing the integrated back-gate of our devices, we propose VSH and DVSH-MRAM 

arrays which feature access-transistor-less cells by virtue of the integrated gate of the proposed 

devices (Fig. 8.8(a, b)). The integrated gates of all the memory cells in the same row are connected 

to the word-line (WL). The source, drain and the read-ports of all the cells in the same column are 

connected to bit-line (BL), bit-line-bar (BLB) and sense-line/sense-line-bar (SL/SLB) respectively. 

The integrated back gate provides selective word access in the array as discussed later. This feature 

leads to compact layouts as shown in Fig. 8.8(c, d). The memory operations are discussed next 

(bias conditions in Table. 8.1). 

 (a) Write: For writing into the proposed memory cell, we apply 0V to WL of the accessed 

word (Recall that the proposed devices are p-type). We then assert BLs and BLBs according 

 

Fig. 8.8 Memory array architecture and bit-cell layout (with LG=45 nm) for the proposed (a, c) 

VSH-MRAM and (b, d) DVSH-MRAM. 
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to the bit-information which is to be stored (direction of charge current determines the bit 

stored). SLs and SLBs are kept pre-charged (and floating) at VDD (1.0V). This creates a high 

impendence path for the charge current to flow through MTJ, avoiding accidental 

magnetization switching due to STT effect. Now, let us first consider the case where we 

write bit- ‘0’. 0V/VDD is applied to BL/BLB in both VSH- and DVSH-MRAMs (VDD=1.1V). 

VSH effect flips the FL of MTJ in VSH-MRAM to positive magnetization state (MZ=+1) 

and the MTJ comes to the P configuration. While for DVSH-MRAM, FL of MTJR and 

MTJL flip to positive and negative magnetization states (MZ =+1 and –1) which brings them 

to P and AP configurations respectively, corresponding to bit-‘0’. On the other hand, for 

writing bit-‘1’, VDD/0V is applied to BL and BLB, and the VSH effect leads to storage of 

MZ=-1 in FL of MTJ (AP) of VSH-MRAM and MZ= -1/+1 in FL of MTJR(AP)/MTJL(P) of 

DVSH-MRAM. Note, in DVSH-MRAM, the true bit value is stored in MTJR while the 

complementary bit is stored in MTJL. After write, all lines are pre-charged to VDD. Note, 

the BLs/BLBs, SLs/SLBs of the unaccessed cells are precharged to VDD, while the WLs are 

driven to VDD to avoid any unintentional MZ switching. This corresponds to VGS=VDS=0V 

in the unaccessed memory devices resulting in insignificant charge/spin current flow (no 

write disturbance). 

 (b) Read: For reading the bit-information, we apply 0V to WL and VDD to BLs and BLBs of 

the accessed word. The SLs and SLBs are driven to VDD-VREAD. This brings the memory 

devices of the accessed word to the ON state and there exists a read current flow between 

the sense line(s) and source/drain terminals of the memory cell (due to the voltage difference, 

VREAD=0.4V). The read current (ISL/ISLB) depends on the resistance of the MTJ storing P or 

AP configuration. For VSH-MRAM, IP is the current sensed at SL when the memory cell 

stores bit-‘0’ (parallel configuration of MTJ) and IAP is the current sensed when bit-‘1’ is 

stored (anti-parallel MTJ), where IP > IAP. For DVSH-MRAM, IP (IAP) and IAP (IP) are the 

             Table. 8.1 Operating bias conditions of VSH-MRAMs and DVSH-MRAMs 
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currents sensed at SL and SLB when the bit stored is ‘0’ (‘1’). VSH-MRAMs employs 

single-ended sensing, where a reference cell current, IREF= (IP+IAP)/2 is used to compare the 

current flowing through SL (ISL). On the other hand, DVSH-MRAM is self-referenced. 

After the read operation, all lines are pre-charged to VDD. Note, similar to the write operation, 

the BLs/BLBs and SLs/SLBs of the unaccessed cells are precharged to VDD and the WLs 

are driven to VDD to avoid any disturbances. 

(c) Hold/Sleep: During the hold operation, all the lines of the memory array are precharged to 

VDD. This process also ensures minimal energy consumption during charging/dis-charging 

of bit-lines for memory’s read/write operations. On the other hand, during the sleep mode, 

i.e., when the power supply is completely shut down for a long time, all lines (BL/BLB, 

SL/SLB and WL) are driven to 0V. In both these cases (hold and sleep modes), the non-

volatility of the magnetization in FL of MTJ ensures storage of the bit-information even in 

the absence of any external power supply leading to zero stand-by leakage power. 

8.4.4 Results 

(a) Array-level analysis: We perform memory array analysis of the proposed VSH/DVSH-

MRAMs in comparison with existing GSH/DGSH-MRAMs [32], [251]. We consider 1MB 

array (8 banks, each bank with 1024 rows and 1024 columns) with 32-bit words and 

evaluate the area, write and read metrics. Iso-energy barrier of ~55KBT (>10 years of 

retention [261]) for PMA MTJs in the proposed VSH/DVSH-MRAMs and IMA MTJs in 

GSH/DGSH-MRAMs is considered for a fair evaluation. This is achieved by tuning the 

                    Table. 8.2 MTJ parameters for (D)VSH-MRAMs and (D)GSH-MRAMs 
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device geometry (MTJ parameters listed in Table. 8.2). Fig. 8.9 illustrates the array level 

comparison of the memory designs. 

(i) Layout (Fig. 8.8(c, d)): The proposed VSH/DVSH-MRAMs achieve 66/62% lower bit-

cell area compared to GSH/DGSH-MRAMs. This is attributed to the access transistor 

less array design (Fig. 8.8), achieved due to the unique integrated back gate feature. 

The lower bit-cell area leads to reduced metal-line capacitances (for word-lines/bit-

lines) in the memory array. This feature, along with other properties of the VSH effect, 

enhances the energy efficiencies for memory operations for VSH/DVSH-MRAM as 

discussed next.  

(ii) Write: The write metrics of the proposed VSH and DVSH-MRAMs remain similar 

because of the inherent and concurrent generation of IS+ and IS- due to the VSH effect. 

However, the same property doesn’t hold true for the GSH and DGSH-MRAMs 

because of different number of access transistors (one and two respectively) driving the 

write operation (Fig. 8.1). Our analysis shows that VSH/DVSH-MRAMs achieve 59%/ 

67% lower write energy (WE) and 50%/ 11% lower write time (WT) compared to the 

GSH/DGSH-MRAM. This is attributed to two factors. First, the unique generation of 

out-of-plane spin currents with VSH-effect enables the switching of PMA magnets, 

unlike GSH effect which can only switch IMA magnets. It is well established that IMA 

switching is relatively less energy-efficient than PMA switching due to 

 

Fig. 8.9 Array level write-read-layout metric comparison of the proposed VSH/DVSH-MRAMs 

with GSH/DGSH-MRAMs (normalized). Note: Iso-SM analysis has been performed individually 

for single-ended and differential designs.  
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demagnetization fields [261]. Second, lower cell area in the proposed memories results 

in reduced time and energy consumption for bit-line charging/dis-charging during the 

write operation.  

(iii) Read: The PMA MTJs in VSH/DVSH-MRAMs exhibit higher resistance due to its 

smaller area compared to IMA MTJs in GSH/DGSH-MRAMs at iso-energy barrier 

(Table. 8.2). Moreover, the WSe2 FET is more resistive than a silicon-based FET used 

in (D)GSH-MRAMs due to lower mobility. This results in lower sensing currents in 

VSH/DVSH-MRAMs during the read operation.  At the same time, lower area of the 

proposed memory array due to the integrated back gate feature reduces the bit-line 

charging/dis-charging energy. Both these factors lead to 74%-77% lower read energy 

consumption in the proposed memories. However, the lower sensed currents result in 

45% lower sense margin for VSH/DVSH-MRAMs compared to GSH/DGSH-MRAMs, 

at VREAD=0.4V. At iso-sense margin (achieved by reducing VREAD for (D)GSH-MRAM 

to 0.15V), 35%/ 41% lower read energy is achieved by VSH/DVSH-MRAMs. The read 

time of VSH/DVSH-MRAMs is 12%/30% lower than GSH/DGSH-MRAMs. Even 

though (D)VSH-MRAMs are more resistive in nature (resulting in lower read currents) 

which leads to longer sensing delays at the sense amplifier, the major benefits come 

from lower metal-line charging delays due to lower area attained by the proposed array 

design, which results in overall reduction of the read time. 

With respect to the single-ended VSH-MRAMs, differential DVSH-MRAMs 

exhibit 50% improved sense margin with a penalty of 64% increase in read energy, 

attributed to the additional sense-line (SLB) charging energy. However, at iso-sense 

margin, achieved by reducing VREAD of DVSH-MRAM to 0.2V, we observe similar 

read energies for VSH and DVSH-MRAMs. 

(b) System-level analysis: With the understanding of the array-level benefits and trade-offs for 

the proposed memories, we now evaluate the application-level memory energy benefits of 

the proposed (D)VSH-MRAMs compared to the existing (D)GSH-MRAMs in the context 

of (a) general purpose processor (in collaboration with Prof. Anand Raghunathan and Dr. 

Shubham Jain) and (b) intermittently-powered system (in collaboration with Prof. Vijay 

Raghunathan and Dr. Arnab Raha). 
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(i) General purpose systems: We evaluate the system-level benefits of the proposed VSH-

MRAM and DVSH-MRAM designs when used as an L2 cache (unified memory) in a 

general-purpose processor. Fig. 8.10(a) details the system configuration, wherein we 

design a 2-MB, 8-way set- associative cache using the baseline (GSH-MRAM and 

DGSH-MRAM) and the proposed (VSH-MRAM and DVSH-MRAM) memory 

designs. We use gem5 [282], a cycle-accurate architecture simulator, to perform the 

full-system simulation and generate memory access traces. We estimate the total L2 

cache energy for baseline and proposed designs using the memory traces and the array-

level energy results discussed in the previous sub-section.  

Fig. 8.10(b) shows the normalized L2 cache energy for the baseline (GSH/DGSH) 

and proposed (VSH/DVSH) designs. It also shows the energy consumed by the major 

L2 cache operations, which are, reads during L2-hits, reads and writes during L2-

replacements, and writes during L2-misses and L2-hits. Across a suite of SPEC2K6 

benchmarks, VSH-MRAM and DVSH-MRAM exhibit similar L2 cache energy due to 

similar write and read energies (at iso-sense margin).  In comparison with DGSH-

 

Fig. 8.10 (a) System configuration used in the general-purpose processor-based system analysis 

(b) Normalized memory energy for various SPEC benchmarks for DGSH, GSH, DVSH and VSH-

MRAMs.  
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MRAM and GSH-MRAM, the proposed VSH-MRAMs and DVSH-MRAMs show 

2.63-3.14X and 2.19-2.50X reduction in the total L2 cache energy, respectively. 

Further, the applications (e.g., milc) with a lower read/write ratio show higher benefits. 

This is because the proposed designs can perform writes far more efficiently compared 

to the baseline designs. 

(ii) Intermittently Powered-Systems: Due to the tight energy constraints of intermittently 

powered systems, we choose the more energy-efficient design for GSH memory for 

this analysis (single ended GSH-MRAM consumes less energy than the differential 

design- Fig. 8.9). Also, for fair comparison, our analysis covers only VSH-MRAM 

(although both VSH and DVSH MRAMs show similar energy efficiency at iso-sense 

 

Fig. 8.11 (a) Simulation framework of IPS to evaluate the memory designs. (b) System 

configuration and (c) application benchmarks used for evaluation. 
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margin as discussed before). We use a simulation framework shown in Fig. 8.11(a), 

similar to the one used in Chapter-5. Our system-level simulations are based on the TI 

MSP430FR5739 microcontroller-based edge platform running at 24MHz [198] and use 

a unified 32kB NVM based on the proposed VSH-MRAM (with iso-sense margin of 

1.85µA compared to the baseline GSH-MRAM; see Fig. 8.9). The system is powered 

using an energy harvesting source that charges a supply capacitor of 10nF. The system 

configuration and set of real benchmarks used are shown in Fig. 8.11(b, c). All results 

discussed below and showcased in Fig. 8.12 depict total memory energy consumption 

for iso-work conditions. Note, the energy numbers in Fig. 8.12 are normalized to GSH-

MRAM energy consumption. 

The energy savings obtained from using VSH-MRAMs compared to GSH-

MRAMs depend primarily on the program characteristics, i.e., total number of reads 

and writes during program execution while executing a specific application. We 

 

Fig. 8.12 Normalized system energy consumption of VSH and GSH-MRAM for (a) synthetic and 

(b) real application benchmarks. 
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constructed a set of synthetic benchmarks where we vary the fraction of total memory 

read and write instructions with a constant checkpoint size of 128B and total number 

of instructions (100K). Here, the expression {rd:0.25, wr:0.25} represents that 25% of 

the total instructions are memory reads, 25% are memory writes, and the rest are normal 

computational operations. In Fig. 8.12(a), we observe that the proposed VSH-MRAMs 

achieve significant energy benefits over GSH-MRAMs, ranging from 35% to 59% for 

a wide spectrum of synthetic memory instructions. This is attributed to the improved 

read-write energy (at iso-sense margins). For real application benchmarks, we observe 

that VHS-MRAMs exhibit energy savings in the range of 40% - 49% (1.66X-1.98X) 

and 45% (1.80X) on an average compared to GSH-MRAMs (Fig. 8.12(b)). 

8.5 Boolean/Arithmetic Computation-in-Memory 

In the previous sections, we discussed how the proposed device-circuit design techniques 

enable single-ended and differential memories which yield significant improvements in area and 

read/write energies compared to their GSH counterparts. In this section, we go beyond the standard 

memory operation and utilize the simultaneous true and complementary bit storage of the proposed 

DVSH-MRAM to enable energy efficient computation in memory (DVSH-MRAM: CiM). As 

discussed later, by utilizing the multi-wordline assertion (as proposed for R-FEFET/FEFET CiM 

proposed in Chapter-6), natural and simultaneous generation of bit-wise AND and NOR logic 

functions is achieved in DVSH MRAMs. Utilizing the outputs of these logics in conjunction with 

other logic gates, we propose a compact compute module to perform computation-in-memory of 

Boolean logic functions and arithmetic addition (ADD). We also evaluate the proposed single-

ended VSH-MRAM for computation in-memory (VSH-MRAM: CiM) based on multi-word-line 

assertion [59]. To enable computations within the memory array along with standard memory 

operations, we present a reconfigurable sense amplifier which switches between memory and 

compute modes as discussed next. 

8.5.1 Reconfigurable current sense amplifier 

We present a current based reconfigurable sense amplifier which can dynamically switch its 

operation between differential sensing mode (for memory-read) and single ended sensing mode 
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(for computation in-memory; discussed later). RCSA is designed for the DVSH-MRAM design 

where the complementary bit-storage can be efficiently harnessed to enable computation in 

memory. For VSH-MRAM, which is single-ended, we use a standard current-mirror based sense 

amplifier along with a reference current generation circuit.  

The circuit diagram of the RCSA is shown in Fig. 8.13(a). It contains a pair of core amplifiers 

(block-A and block-B) based on current-mirroring. During the standard memory-read mode, the 

two amplifiers are connected together by applying VDIFF=VDD and VDIFFB=0. This results in self-

referenced differential sensing of the bit stored, resulting in OUT1 and OUT2 that correspond to 

the currents through SL and SLB. The reference generation circuit (Fig. 8.13(b)) is turned OFF in 

this mode. On the other hand, during the compute-in-memory mode, where bit-wise computations 

are carried out individually at SL and SLB (as discussed later), we apply VDIFF (B) = 0 (VDD) which 

decouples the two amplifiers. This results in individual single-ended sensing of SL and SLB based 

on the reference cell current. 

 

Fig. 8.13 (a) Reconfigurable current sense amplifier along with (b) reference current generation. 

(c) Bias conditions for single ended and differential sensing. (d) Reference current used for in-

memory compute.  
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8.5.2 Bit-wise AND and NOR logics 

The compute operation in the proposed technique is based on the simultaneous assertion of 

two WLs (Fig. 8.14(a)) [64], [66], [219], [262]–[264]. The compute operation follows the same 

bias conditions as read operation of DVSH-MRAM with RCSA being operated in the single-ended 

mode (VDIFF=0V). The reference current for the single-ended sensing during the compute 

operations is IREF=(3*IAP+IP)/2 (Fig. 8.13(d)). Let us consider two bit-cells storing X: bit-‘0’ and 

Y: bit-‘1’. When WLX and WLY are asserted (see Fig. 8.14(a)), the currents through SL, ISL is 

equal to IP+IAP (from MTJR of X (P) and MTJR of Y (AP)) and that through SLB, ISLB is equal to 

IAP+IP (from MTJL of X (AP) and MTJL of Y (P)). Now, since ISL=ISLB>IREF, OUT1 and OUT2 are 

brought to 0V. The truth table for all other input combinations (bit-information stored) is given in 

Fig. 8.14(b). Therefore, we naturally and simultaneously generate bit-wise AND (OUT1) and NOR 

(OUT2) logic functions at the two ends of the RCSA, with only one reference and without any 

additional circuitry. This is similar to previous proposals using SRAMs and ferroelectric NVMs 

for compute-in-memory [66], [219]. The major difference compared to [66], [219] is the use of 

differential spintronic devices for performing CiM operations and the implementation of the RCSA 

which enables dynamic switching between current based standard memory-read mode and 

compute-in-memory operation mode. The generated outputs, OUT1 and OUT2 are integrated with 

the compute module for the computation of other functions as discussed in the next sub-section. 

 

Fig. 8.14 (a) Example of multi-word line assertion (b) Truth tables for the natively generated AND 

(OUT1) and NOR (OUT2) functions (c) compute module attached to RCSA for Boolean logic and 

ADD. 
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For VSH-MRAM: CiM, we use a single ended current sense amplifier as in [59] and utilize 

two reference current schemes i.e., IREF= (3*IAP+IP)/2 and (IAP+3*IP)/2 for achieving the logics 

AND and OR similar to what has been discussed extensively for STT-MRAMs [59].  

The advantages of having a differential memory functionality (like in DVSH-MRAM) 

compared to single- ended design are (a) the use of only one reference current source for 

performing the compute operations and (b) natural and simultaneous generation of AND and NOR 

logic at SL and SLB, as discussed above. These unique attributes lead to significant energy savings 

which is discussed later. 

8.5.3 Compute model integrated with RCSA 

In order to realize computing in-memory (as also discussed in Chapter-6), which includes 

bit-wise Boolean operations such as (N)AND, (N)OR, X(N)OR as well as arithmetic operations 

such as addition (ADD), we present a low power and compact compute module as shown in Fig. 

8.14(c). The naturally generated bit-wise AND and NOR functions of DVSH-MRAM:CiM are 

simultaneously inverted using standard inverter to compute NAND and OR functions. Using AND 

and NOR as the input operands for a standard NOR logic gate, we achieve the bit-wise XOR 

function as shown in Fig. 8.14(c) which is also simultaneously inverted to achieve the XNOR 

function. We also implement an in-memory ripple carry adder (RCA) utilizing the bitwise Boolean 

operations discussed above along with three additional standard logic gates (Fig. 8.14(c)). The 

carry-out (COUT) from the previous stage is propagated as carry-in (CIN) to the next stage. In our 

evaluations (next sub-section), we consider a 32-bit word where the COUT to CIN routing is 

performed in compute module of the adjacent bit. For VSH-MRAM:CiM, we use the approach 

proposed in [59].  In the following sub-section, we evaluate the array and system-level implications 

of the CiM design for VSH and DVSH-MRAMs. For our baselines, we use the same methodology 

for compute-in-memory in GSH and DGSH-MRAMs, as discussed in the previous sub-section 

8.5.4 Results 

 (a) Array-level analysis (Fig. 8.15): Similar to the analysis performed earlier, we evaluate a 

1MB array for CiM. During compute operations, due to (a) lower currents through the sense 

line and (b) lower charging/discharging energy of the bit/sense-lines (similar to read 
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operation discussed earlier) the proposed VSH/DVSH-MRAM: CiM exhibits is 54%/ 71% 

lower compute energy consumption for ADD operation when compared to GSH/DGSH-

MRAM: CiM design. The lower sensed currents for compute operations are attributed to (a) 

the higher resistance of the PMA MTJs over IMA MTJs at iso-thermal energy barrier 

(~55KBT) and (b) higher resistance of 2D TMD channel compared to Silicon FET. 

However, due to this, the sense margin for compute in the proposed VSH/DVSH-MRAMs 

is 45% lower compared to GSH/D-GSH MRAMs. At iso-sense margin (achieved by 

reducing VREAD (to 0.15V) for GSH/DGSH-MRAM: CiM), the compute energy for ADD 

operation is 10%/31% lower for the proposed VSH/DVSH-MRAM: CiM. We also compare 

the proposed differential DVSH-MRAM: CiM design with single-ended VSH-MRAM: 

CiM and observe that the former achieves 43% lower compute energy consumption at iso-

sense margin. This is mainly attributed to (a) natural and simultaneous generation of AND 

and NOR functions and (b) single current reference for all logic operations.  

Due to the superior energy efficiency of differential CiM architectures, we omit the 

analysis of single-ended VSH/GSH-MRAM CiM design in our system level evaluations 

(discussed in the next sub-section). Before, we move on, it is important to establish the 

 

Fig. 8.15 Array-level normalized compute energy for (a) single-ended and (b) differential memory 

designs based on VSH and GSH effect. (c) Normalized compute energy consumption of 

VSH/DVSH-MRAMs.  
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benefits of CiM over a standard near-memory compute (NMC) architecture where we 

perform two read operations and then compute in a near-memory logic module. Fig. 8.16 

illustrates the benefits of CiM design over NMC for addition. DVSH-MRAM: CiM exhibits 

28% energy benefits compared to DVSH-MRAM: NMC. Compared to DGSH-MRAM: 

NMC, the proposed DVSH-MRAM:CiM shows 58% energy benefit. In the following, we 

evaluate the proposed CiM design at the system-level 

 (b) System-level analysis (Fig. 8.17): We follow the system-level framework used in Chapter-

6 (in collaboration with Prof. Anand Raghunathan and Dr. Shubham Jain) for our 

 

Fig. 8.16 Array-level normalized compute energy using near-memory compute (NMC) and 

compute in-memory (CiM) architectures for DGSH-MRAM and DVSH-MRAM.  

 

Fig. 8.17 (a) Simulation framework for system-level evaluation (b) total system energy 

consumption of the proposed DVSH-MRAM: CiM in comparison with DGSH-MRAM: CiM and 

DVSH/DGSH-MRAM: NMC for various application benchmarks.  
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evaluations, wherein the proposed DVSH-MRAM: CiM architectures are integrated as a 1-

MB scratchpad for the Intel Nios II processor. To expose CiM operations to software, we 

add custom instructions to the Nios II processor’s instruction set, as discussed in detail in 

[59]. We also extend the Avalon on-chip bus to support CiM operations [59]. Using the 

array-level results, we estimate the system-level memory energy benefits. We compare 

DVSH-MRAM:CiM with respect to DGSH-MRAM:CiM, DVSH-MRAM:NMC and 

DGSH-MRAM:NMC, all with iso-capacity. Further, we design all memories with iso-sense 

margin of 3.7µA as discussed earlier (see Fig. 8.9). 

We present the total memory energy benefits for various application benchmarks [59] 

in Fig. 8.17 (b). We show all components corresponding to write, read and compute 

operations for the given application set. We observe that the proposed DVSH-MRAM: CiM 

achieves total system energy savings of 2.00X to 2.66X over the DGSH-MRAM: NMC, 

1.04X to 1.39X over DVSH-MRAM: NMC and 1.45X to 2.57X over DGSH-MRAM: CiM. 

The benefits primarily arise due to energy- efficient compute operations along with superior 

read and write operations due to the unique attributes of VSH effect in the propose DVSH-

MRAMs. CiM operations reduce memory accesses, bus transfers and processor instructions 

leading to significant energy savings when compared to the NMC baselines. 

8.5.5 Other CiM architectures using (D)VSH-MRAMs 

The proposed memory designs can also be implemented with other existing spin-based CiM 

techniques as discussed in several works [264], [283]–[285], to enhance the energy efficiency with 

respect to GSH-based memories. Let us broadly classify some of the existing techniques into three 

major categories: (i) Design-1: Spin-based CiM where input operands are stored in the memory 

array and multi-wordline assertion-based sensing operation is used to compute Boolean logic. This 

approach was presented in the previous sub-sections in this chapter and by other works in [59], 

[262], [263]. (Note, similar approach is followed in Chapter-6 using R-FEFETs and [66] using 

SRAMs). (ii) Design-2: Reconfigurable spin-logic based on control bits stored in the memory array 

as shown in [264], [283], which is similar to a computing a majority logic and (iii) Design-3: CiM 

using external signals such as current and voltages as input operands and Boolean logic is 

computed and stored in the spin-based memory [284], [285]. The benefits of VSH-MRAM in 
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Design-1 has been discussed in the previous sub-section. In the following, we discuss their 

implications in Design-2 and Design-3. 

Design-2 is based on differential spin-based memories where CiM operations are performed 

without modifying the sense amplifier. This reduces the design complexity of the memory array 

and sensing operation. This design requires a control bit value to be written into the memory array 

every time before a logic is computed. Now, due to the superior write operation of our proposed 

DVSH-MRAM, implementing Design-2 with DVHS-MRAMs significantly reduces the energy 

consumption for in-memory computations, compared to DGSH-MRAMs. Based on our array-level 

analysis, CiM based on Design-2 shows 64% energy benefits for DVSH-MRAM compared to 

DGSH-MRAM design at iso-sense margin (Fig. 8.18).  

Similar to Design-2, Design-3 also needs a write operation before every compute. It involves 

initialization of the memory state and writing of the Boolean logic into the ferromagnet, before the 

logic output is read out. Such an approach can be useful for applications where immediate 

addressing is required [286]. Voltage controlled magnetic anisotropy (VCMA) is used to achieve 

the desired in-memory computations. In principle, even the proposed VSH-memories can be 

employed in conjunction with VCMA proposed in [284], [285] to achieve CiM. However, the 

coupling of VSH effect with VCMA is yet to be understood comprehensively. This requires further 

experimental/theoretical studies. Therefore, a quantitative evaluation of Design-3 using VSH-

MRAMs is outside the scope of this work. However, qualitatively, we do expect potential energy 

benefits for VSH-MRAMs over GSH-MRAMs when implemented in CiM architectures based on 

Design-3, mainly due to their energy efficient write operations. 

 

Fig. 8.18 Array-level normalized compute energy using Design-2 based CiM implementation for 

DVSH-MRAM and DGSH-MRAM. 
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8.6 Ternary Precision Non-Boolean Computation-in-Memory 

As discussed in Chapter-7, several works have proposed CiM even for DNN workloads with 

various choices of precision [157], [228], [229], [234] . Most existing designs perform in-memory 

multiplication of binary operands [228]–[230], binary activations with ternary weights [234], or 

target higher-than-ternary precisions for analog vector-matrix multiplication [51]. Recently, a 

CMOS based ternary in-memory DNN architecture was proposed for pure signed ternary 

computation (ternary inputs and weights: ‘-1’, ‘0’, ‘+1’) [233]. Also, in Chapter-7, we proposed a 

novel FEFET-based ternary compute enabled cell to perform in-memory computations in the 

signed ternary regime [287]. These (CMOS and FEFET based) approaches enable massively 

parallel signed ternary vector-matrix multiplications in a single array access, for efficient 

realization of ternary DNNs. 

Although CMOS/FEFET-based ternary-precision CiM are promising for achieving 

energy/performance improvements compared to traditional CPU/GPU architectures, they might 

face some challenges. In 6T SRAMs, (a) coupling of read-write paths may lead to cell disturbances 

during CiM, (b) static leakage offsets the CiM efficiency gain and (c) large bit-cell area limits their 

capacity and bandwidth. FEFET-based approach is exciting due to their high density and non-

volatility. However, gate-leakage, scalability and retention issues (due to depolarization fields) are 

some of the challenges which need to be addressed. Spin-based memories offer various benefits in 

terms of high density, large retention and high endurance. They have also been industrially adopted 

for large scale manufacturing. Therefore, if a ternary compute-enabled cell can be designed with 

spin-based NVMs, then one can harness richer advantages than the existing FEFET/CMOS 

implementations for DNN acceleration. 

8.6.1 Ternary compute-enabled VSH Cell (TVC) 

To enable ternary precision based in-memory computation, we propose a non-volatile ternary 

cell (TVC) containing 2 single ended VSH-MRAMs at its core, as shown in Fig. 8.19. The VSH-

MRAMs store magnetizations MA and MB (for ternary storage). It also consists of 2 read access 

transistors attached to the MTJs of the respective cells (T1 and T2). Two additional transistors are 

cross-coupled with each other (T3 and T4; Fig. 8.19), following the technique presented in 

Chapter-7. Cross-coupled T3 and T4 (along with T1 and T2) enable in-memory ternary scalar 
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multiplication. Note, to reduce the area overhead, transistors T1, T2, T3 and T4 can be shared for 

multiple cells in a column, as discussed later. 

For storing ternary data (storage/weight encoding in Fig. 8.20 (b)), we follow the same bias  

conditions used for VSH-MRAM and write MA and MB [277]. RWL1 and RWL2 are driven to 0V 

during write operation. Note, as mentioned earlier, magnetization stored in the MTJs corresponds 

to its resistance states (P: LRS; AP: HRS), which is used for the read operation. For sensing the 

ternary bit stored, the read word-line (RWL1) is asserted with the sense-lines (SL1 and SL2) driven 

to VDD-VREAD. Rest of the biasing conditions remain the same as done for reading VSH-MRAMs. 

Note that, during read, RWL2 is always de-asserted. 

8.6.2 In-memory ternary multiplication using TeC-Cell 

In this section, we propose in-memory scalar multiplication of ternary weight (stored in the 

TVC) with ternary input to obtain a ternary output. Initially, the sense-lines (SL1 and SL2) are 

driven to VDD-VREAD. BL1, BL2, BLB1, BLB2 are driven to VDD with WWL driven to 0V. Similar 

to the discussion in Chpater-7, the ternary inputs are encoded as read word-line (RWL1 and RWL2) 

voltages as shown in Fig. 8.20(a). Depending on the ternary weight (encoded as MA and MB; see 

Fig. 8.20(b)), the final SL1 and SL2 currents represent the multiplication output (output encoding 

in Fig. 8.20(c)). We explain this further with an example, next. 

When input I= +1 (RWL1=VDD; RWL2=0V) and weight W= -1 (A=0; B=1), transistors T1, 

T2 are ON and T3, T4 OFF. This condition results in IAP following at SL1 and IP at SL2. This 

corresponds to output (O=I*W) = -1. Note that the output is inferred with the subtraction of 

currents at SL1 and SL2 (see Fig. 8.20(d)), which in this case is ISL1-ISL2 = IAP-IP, corresponding 

 

Fig. 8.19 (a) Schematic of VSH-MRAM and (b) proposed ternary compute-enabled VSH memory 

cell (TVC). 
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to output ‘-1’. The same current conditions of SL1 and SL2 hold true for the case when I= -1 

(RWL1=0; RWL2=1) and W= +1 (A=1; B=0) as shown in Fig. 8.20(d) and Fig. 8.21(a). Similarly,  

the truth table for all permutations can be derived is shown in Fig. 8.20(d). Note that the proposed 

TVC exhibits isolation of read-write paths and therefore, in-memory scalar multiplication has no 

effect on the information stored as magnetization in the VSH-MRAMs. Now that we understand 

scalar ternary multiplications in-memory let us discuss how TVCs enable in-memory ternary dot 

product computation for vector-matrix multiplication, next. 

8.6.3 Ternary dot product computation 

For dot product computation we simultaneously assert multiple read word-lines of TVCs 

present in a single column as illustrated in Fig. 8.22(a) [233]. The weight vector with ternary 

elements Wi is stored in the TVCs (as A/MA and B/MB), while the input vector with elements Ii is 

encoded using the voltages of RWL1i and RWL2i (Fig. 8.20(a)). Currents at SL1 and SL2 add up 

cumulatively. This is followed by subtraction of the two current ISL1 and ISL2, which eventually 

results in a multiply-and-accumulate (MAC) operation. The multiple ‘n’ in the final subtracted 

currents: ISL1 - ISL2 = n*(IP - IAP) correspond as the vector dot product of the input and weight 

vectors. Flash analog-to-digital converters (ADCs) are employed to yield the digital value 

 

Fig. 8.20 (a) Input, (b) Weight and (c) Output encoding for the proposed TVC. (d) Truth table for 

all combinations of input and output. 
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corresponding ‘n’. The sign of ‘n’ is evaluated based on the comparator output (between ISL1 and  

ISL2), which is fed to the subtractor and ADC (Fig. 8.22 (a, b)). Fig. 8.22(b, c, d) illustrates the 

sensing circuit required to realize the final dot product computation. 

Now the questions is: how many cells can be accessed together robustly, while performing 

the MAC operation? This depends on the ADC precision and sparsity of input and weight vectors. 

Considering these two factors, and as discussed in Chapter-7 and [233], we assert N=16 cells 

simultaneous for performing ternary dot-product operation, while considering a 3-bit ADC. We 

design the TVC-Array based on this feature to perform massively parallel vector-matrix 

multiplication (or in-memory dot product computation) between ternary inputs and weights. Now, 

because we access only 16 ternary cells at once (in a column), this allows us to share the 4 sensing 

transistors (T1, T2, T3, T4) across blocks of bits in a column. For example, in a TVC-Array with 

K=1024 bits in a column, we have M=K/N=64 bits in a block, of which only one is asserted at a 

time and each block contains its own 4 transistor module. This technique can drastically reduce 

the area overheads of the TVC-Array. The value of N can be further increased, to support larger 

dot-product vector sizes. In our proposed TVC-Array, we have L=512 columns which can be 

accessed parallelly. Therefore, in one block access, the array can perform ternary multiplication of 

input vector I with N elements and weight matrix W of size N*L. 

In order to perform ternary dot products on vector lengths N>16, we utilize the technique 

proposed in [233] of storing partial sums in a peripheral compute unit using a sample and hold 

circuitry. After multiple block accesses (in the same column), we accumulate all the partial sums 

 

Fig. 8.21 Examples of scaler ternary precision in-memory multiplication for (a) I = 1, W = -1 and 

(b) I = -1, W = -1. 
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to determine the final dot products. The dot products are then quantized, and passed through an  

activation function to derive inputs to the next DNN layer. Moreover, we utilize only Q=64 PCUs 

for the entire array (where Q<L=512) in order to amortize area/energy overheads of the peripheral 

circuits. 

8.6.4 Results 

In this sub-section, we compare the write, read and MAC performance and energy of the 

proposed TeC-Array with respect to our baseline which is a near-memory ternary precision 

accelerator based on VSH-MRAMs, where the accelerator accesses scratchpad memories row-by-

row before performing vector-matrix multiplication. We note that the gains shown for our design 

are pessimistic as we do not include the energy of the processing elements in the near-memory 

compute (NMC) baselines. All the memory arrays are designed with the same capacity (=1Mb). 

The major advantage of the proposed TVC-Array is massively parallel in-memory 

computation of ternary dot-products. This results in 84% energy efficiency compared to our 

baseline with near-memory computing (NMC) as shown in Fig. 8.23(a). This is attributed to the 

 

Fig. 8.22 (a) Schematic of a column in the proposed TVC-Array with peripherals. Schematics of 

(b) comparator, (b) reconfigurable subtractor and (d) 3-bit ADC designs used in the vector dot-

product computation.  
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simultaneous assertion of multiple-word-lines unlike the near-memory compute baselines which  

require row-by-row access. The energy-split between array and ADC is illustrated in Fig. 8.23(b), 

which shows that ADC energy is nearly ~50% of the total compute energy at the array-level. This 

justifies the use of a 3-bit ADC since increasing the precision further would result in an exponential 

increase in ADC-energy [288]. Apart from the MAC energy benefits, it is important to note that 

the larger array area (resulting due to the 4T transistor modules) leads to 6%, 18% and 2% larger 

write time, write energy and read energy for the proposed TVC-Array compared to the baseline 

NMC (Fig. 8.23 (c, d, e)). However, as discussed in previous works on DNNs, the predominant 

contributor to energy is the MAC operation. Hence, the energy savings achieved at array-level for 

MAC in TVC is expected to translate to system-level energy efficiency as discussed in Chapter-7 

and [233]. 

 

Fig. 8.23 Array-level results for (a) compute energy of MAC operation vs baseline near-memory 

computing design (NMC). (b) Split of energy between memory and ADC component for the TVC 

based design. (c)Write time, (d) write energy and (e) read energy evaluation of the proposed TVC 

based ternary-in-memory computing vs baseline NMC.  
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8.7 Summary 

We proposed energy-efficient VSH effect based single-ended (VSH-MRAM) and 

differential (DVSH-MRAM) spintronic memory devices and their access-transistor-less non-

volatile memory arrays. We developed a physics-based simulation framework in SPICE for the 

proposed VSH based memory devices and calibrated it with experiments. We employed this 

framework to design and evaluate our memory devices and arrays. At the array-level, the proposed 

VSH/DVSH-MRAMs achieve 50%/ 11% lower write time, 59%/ 67% lower write energy, 12%/30% 

lower read time and 35%/ 41% lower read energy at iso-sense margin, compared to single-

ended/differential Giant-Spin Hall (GSH/DGSH)-MRAMs. System level evaluation in the context 

of general-purpose processor and intermittently-powered system shows up to 3.14X and 1.98X 

better energy efficiency for the proposed (D)VSH-MRAMs over (D)GSH-MRAMs respectively. 

We proposed computation of Boolean logic and arithmetic addition operations within the memory 

array (CiM) with simultaneous assertion of multiple word-line using the proposed DVSH-MRAM. 

We designed a reconfigurable current sense amplifier which can dynamically switch its operation 

between differential mode for memory read and single-ended sensing mode for in-memory 

compute in the proposed DVSH-MRAM. We also carried out system-level evaluation of the 

proposed DVSH-MRAM based CiM for various application benchmarks and observed up to 2.57X 

total system energy savings. In the end, we proposed ternary compute enabled memory cells 

utilizing VSH-MRAMs for DNN acceleration, which exhibited up to 84% energy efficiency at the 

array-level when compared to near-memory computing baseline. 
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9. CONCLUSION 

9.1 Synopsis 

Data seems to be the key for a broad spectrum of emerging workloads such as artificial 

intelligence, machine learning, genomics, particle physics experiments, etc. The challenge for all 

these applications is the requirement to rapidly and efficiently process large amounts of data. 

However, the problem and the crude reality is that, data is ever increasing and the human race is 

generating more data than what we can process. Apart from this, the conventional von-Neumann 

computing architectures suffer from the so-called memory bottleneck where the rapid emergence 

of data-intensive workloads have clogged the pipeline between processor and the memory sub-

system. These challenges are even more critical for energy-constrained systems, such as energy 

autonomous platforms, IoT sensor nodes etc.  

Fig. 9.1 illustrates the problem and a potential solution lucidly. To summarize, conventional 

approaches used for the current-era of computing systems involving GPUs and CPUs implemented 

in CMOS technologies are facing several roadblocks such as memory wall, Moore’s wall and the 

 

Fig. 9.1 Illustration of the problem and solution to tackle the challenges of future computing. 

Adapted from [297].  
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heat wall when processing future generation of data-intensive application workloads. To overcome 

these challenges as well as to cater to the new demands of emerging cognitive, big data and IoT 

tasks, bringing memory and logic closer to each other is the key, and for that, there is a need to 

explore novel memory/storage technologies (inherently suitable for such logic-memory coupling) 

along with beyond von-Neumann computing architectures that can take advantage of such new 

devices.  

To that end, in this dissertation, we proposed integrated non-volatile transistor technologies 

namely, reconfigurable ferroelectric transistor (R-FEFET) and valley-coupled-spin (VSH) 

memory device, which exhibit efficient logic-memory coupling. Utilizing these novel devices, we 

proposed efficient techniques catered towards different class of applications, wherein the key 

objective is to utilize the unique attributes of the proposed devices to overcome the memory 

bottleneck. We explored novel device-circuit design techniques targeted towards non-volatile 

computing for intermittently powered systems. We also presented compute-enabled memories, 

where processing is performed within the memory arrays resulting in extreme energy efficiency 

and performance boost for various big-data workloads, when compared to the conventional 

computing systems. In the following section, we briefly summarize the major contributions of this 

dissertation. 

9.2 Dissertation Summary 

9.2.1 Integrated non-volatile transistor technologies 

To address the critical challenges associated with the current technologies to meet the 

demands of emerging applications, we proposed two variants of integrated non-volatile transistors, 

which exhibit unique features of tight logic-memory coupling. First, we proposed a reconfigurable 

ferroelectric FET (R-FEFET), which can dynamically reconfigure its operation between volatile 

and non-volatile modes during run-time by modulating its hysteresis window. The R-FEFET 

comprised of two ferroelectric (FE) stacks, one modulated by the gate terminal and the other by 

the control terminal. We showed that by changing the control voltage between 0 and a high voltage, 

the hysteresis width (HW) of polarization in gate stack can be dynamically modulated between a 

volatile (logic) and non-volatile (memory) mode of operation. We presented the unique device 
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characteristics and performed extensive design analysis with respect to different parameters. We 

also showed the various advantages that R-FEFETs possess when compared to regular FEFETs, a 

few being (a) larger hold margins, (b) higher drive current strengths and (c) minimal impact due 

to gate leakage.  

At the same time, considering the immense potential of spintronic devices which exhibit large 

endurance and high integration density, we propose another flavor of an integrated non-volatile 

transistor harnessing the unique phenomenon of valley-coupled-spin hall effect. This device is 

based on monolayer WSe2, where time-reversal symmetry along with broken inversion symmetry 

results in the generation of transverse, out-of-plane spin currents in the presence of a longitudinal 

charge current. These spin currents were utilized to store information in perpendicular magnetic 

anisotropy-based magnets, which exhibits high performance and energy efficiency. We presented 

the unique device characteristics and how an applied voltage at an integrated back gate can 

modulate the charge and spin current flow along with the magnetization switching dynamics.  

Due to such unique device features of the proposed R-FEFETs and VSH devices, they exhibit 

an immense potential to open new avenues for several applications including non-volatile 

computing and brain-inspired computing which were proposed as a part of this dissertation.  

9.2.2 Non-volatile circuits and their system implications 

Using the unique attributes of R-FEFETs as well as VSH devices, we proposed different 

variants of non-volatile memory (NVM) designs. We proposed single-ended 2T-R and 3T-R 

memories with R-FEFETs which offer significant power savings over FEFET based memories by 

virtue control terminal driven dynamic modulation of hysteresis. The highlight of the proposed 

memories is a single-phase unipolar voltage based write operation due to the enablement of a 

volatile mode in R-FEFETs (which is challenging to achieve with standard FEFETs). Our analysis 

shows that the proposed R-FEFET memories exhibit up to 55% lower write power and 37-72% 

lower read power at iso access time and 33% lower area compared to existing FEFET based 

memory designs.  

Similarly, using the VSH devices, we proposed two variants of VSH memories: single ended 

VSH-MRAM and differential DVSH-MRAM. The key features of these memories included (a) 

the ability to switch magnets with perpendicular magnetic anisotropy and (b) an integrated gate 
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that can modulate the charge/spin current (IC/IS) flow. The former attribute resulted in high energy 

efficiency (compared to the Giant-Spin Hall (GSH) effect-based devices with in-plane magnetic 

anisotropy magnets). The latter feature leads to a compact access-transistor-less memory array 

design. The proposed VSH/DVSH-MRAMs achieved 50%/ 11% lower write time, 59%/ 67% 

lower write energy, 12%/30% lower read time and 35%/ 41% lower read energy at iso-sense 

margin, compared to existing single-ended/differential Giant-Spin Hall (GSH/DGSH)-MRAMs. 

Along with the design of NVMs using R-FEFETs, we also design non-volatile flip-flops 

(NVFF) for intermittently-powered non-volatile processors. Utilizing the unique attributes of the 

R-FEFET device, we proposed two variants of NVFFs: (a) RNVFF-1 with completely automatic 

backup without the need of any external circuity and (b) RNVFF-2 with a need-based 

backup/restore module. While the former offers high back-up energy efficiency, the latter offers 

low normal operation energy. Our circuit-level analysis indicated up to 69% improvement in 

checkpointing (backup and restore) energy when compared to an existing FEFET based design. 

Using the proposed NVMs and NVFFs based on R-FEFET, we also explored the design of energy 

efficient intermittently powered systems. Our system-level evaluations demonstrated energy 

savings up to 40% in the context of a state-of-the-art IPS. We also explored the implications of the 

single-ended VSH-MRAM in the design of a unified memory system for IPS, which exhibited 

~2X energy efficiency compared to their GSH counterparts, for various benchmarks. 

9.2.3 Exploration of the proposed devices and circuits for advanced computing 

architectures 

Apart from the exploration of the proposed devices in standard general-purpose computing 

architectures as well as targeted applications such as intermittently-powered systems, this 

dissertation also explored the attractive possibilities of utilizing the emerging FEFET, R-FEFET 

and VSH devices for advanced architectures in the field of brain-inspired computing. First, we 

showed how R-FEFETs can be exploited for the design of compute-enabled differential non-

volatile memory, 4T-R. We presented a technique that enables natural computation of AND and 

NOR logic functions between two bits stored in the 4T-R array, with the assertion of two word-

lines. Using this feature, we proposed a compute-in-memory (CiM) architecture involving the use 

of a compact compute module integrated to a sense amplifier which performs Boolean logic as 
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well as arithmetic operations between two words with a single array access. Unlike existing non-

volatile CiM designs, our proposals featured: (i) a self-referenced read operation due to differential 

access and (ii) a single universal voltage reference for all compute operations. System analysis 

performed by integrating our R-FEFET-CiM in the Nios II processor across various benchmarks 

showed total system energy savings of 24% and 14% compared to near-memory computing and 

previously-proposed FEFET-CiM, respectively. Furthermore, we also presented the possibility of 

utilizing the differential sensing in DVSH-MRAM to enable similar in-memory computation of 

Boolean and arithmetic functions, albeit by using a novel current-based sensing technique. The 

system-level analysis performed by integrating our DVSH-MRAM: CiM in the Nios II processor 

showed up to 2.57X total energy savings, compared to DGSH-MRAM: CiM. 

We proposed another flavor of CiM engine which alleviates the memory-processor bottleneck 

and enhances energy-efficiency, specially designed for the transient computing workloads in IPS. 

We presented an FEFET-based memory architecture which supports (a) non-volatile memory 

(NVM) storage, (b) standard Boolean and arithmetic operations, (c) cyclic redundancy check for 

error detection and (d) edge-sensing for wireless sensory networks. Using the proposed CiM 

engine as a unified NVM, we constructed an integrated IPS-CiM architecture based on the TI 

MSP430 microcontroller system. We observed that IPS-CiM exhibited energy and performance 

benefits in the range of 35X-450X and 32X-400X respectively, over conventional microcontroller-

based systems. 

Lastly, we looked into another aspect of artificial intelligence or brain-inspired hardware in 

the context of deep neural networks (DNNs) which have gained significant attention in recent 

years. In particular, we designed low precision ternary DNN hardware, which employ signed 

ternary precision for weights and activations. Such an approach has shown immense promise due 

to their capability of energy efficiency close to that of binary networks with only a moderate loss 

of accuracy compared to the full-precision networks. We proposed a custom designed non-volatile 

ternary compute-enabled memory cell (TeC-Cell) based on FEFETs for in-memory computing. In 

particular, the proposed cell enables storage of ternary weights and employs multi-word-line 

assertion to perform massively parallel signed dot-product computations between ternary weights 

and ternary inputs. We evaluated the proposed design at the array level and showed 72% and 74% 

higher energy efficiency for multiply-and-accumulate (MAC) operations compared to standard 

near-memory computing designs based on SRAM and FEFET, respectively. Furthermore, we 
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evaluated the proposed TeC-Cell in an existing ternary in-memory DNN accelerator and our results 

showed up to 3.4X reduction in system energy and up to 7X improvement in system performance 

over SRAM and FEFET based near-memory accelerators, across a wide range of DNN 

benchmarks including both deep convolutional and recurrent neural networks. We also showcased 

the possibility of designing ternary networks using the VSH-MRAMs and their benefits at the 

array-level when compared to a near-memory computing design. Moreover, the proposed 

technique of cross-coupling memory cells to achieve a TeC-Cell can also be implemented using 

several other memories based on CMOS and post-CMOS technologies. 

In the following section, we discussed a few possible extensions to the research presented in 

this dissertation for the advancement of current and future generation of computing systems.   

9.3 Future Outlook 

As briefed in the previous section, in this dissertation we have explored a wide range of topics 

including novel devices and circuits for the emerging data-intensive applications. Going forward, 

it is important to continue the exploration of architectures with tight coupling between the 

processing and storage elements with the main goal of achieving energy efficiency and 

performance improvements for emerging workloads. As an extension to the research presented in 

this dissertation, the following two topics can further accelerate next-generation computing. 

9.3.1 Development of low-precision AI specific hardware 

To enable edge intelligence in current and future IoT devices, reducing the precision is a 

popular approach which alleviates the huge computational and storage costs associated with full 

precision architectures [289]. For instance, current state-of-the-art hardware employs 8-bit 

precision [290], [291]. This raises the prospect of reducing the data precision further to achieve 

energy savings. Although, lowering the precision inherently comes with the accuracy degradation, 

recent algorithmic advances have led to the achievement of acceptable accuracies with low 

precision inference for many cognitive tasks. In general, the regime of ultra-low precision (ULP) 

with 3 to 8 levels (2-3 bits) of precision, can be highly beneficial for any application demands 

[292]–[294]. However, their hardware implementation (especially for signed input/weight/output 

representations) is largely unexplored. To that end, it is important to explore novel device-circuit 
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co-design solutions for ULP synaptic arrays with an aim to achieve high energy efficiency in 

conjunction with unique properties of various non-volatile technologies. In Chapter-7 of this 

dissertation, we proposed FEFET-based signed ternary synaptic arrays using cross-coupled 

FEFET bit-cells, which in concurrence with optimal encoding of weights, inputs and outputs (with 

values {-1, 0, +1}) elegantly performs in-memory dot product computation in the signed ternary 

regime.  

Now, without tuning the ternary cell hardware proposed in Chapter-7 but modifying the 

input encoding scheme, where twice the pulse width of the RWL1 and RWL2 is encoded as {+2 

and -2}, one can increase the input precision to 5-levels which can help in improving the accuracy 

when compared to the pure ternary design. On the other hand, if one can relax the constraints on 

the cell-footprint, we can exploit more from the same idea by incorporating multiple FEFET 

devices to achieve pure quaternary, quinary and other ULP networks, where the weight encoding 

is based on polarization stored in the FEFETs. All of the above-mention ideas can potentially 

improve the accuracy for various cognitive tasks when compared to the ternary networks proposed 

in Chapter-7, however they might come with additional area overhead and/or design complexities.  

Another attractive alternative to realize a ULP hardware is by exploring the multi-domain 

behavior of ferroelectrics to achieve multiple resistance states corresponding to different weight 

levels in the synapse design without the need for increasing the cell footprint. This along with new 

circuit techniques (including peripheral circuit designs) to support multiple and programmable 

precision levels, one can achieve efficient ULP AI hardware. Moreover, in a similar fashion, other 

memory technologies can also be explored to achieve the benefits of ULP inference for the 

emerging DNN workloads. 

9.3.2 Neural network fabric for approximate edge computing in intermittently powered 

systems 

Advancements in deeply embedded battery-less IoT devices and wearables have led to their 

ubiquitous adoption in everyday life. They are powered by energy harvesting technologies and 

have found their application in medical implants, wildlife monitoring, defense sector, sensory 

networks, crop imaging and many more. Now, the next wave of IoT applications involve pushing 

inference of cognitive tasks to the edge, using DNNs. However, running artificial intelligence (AI) 
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workloads and performing decision making on the edge has become extremely challenging in IPS 

due to their frequent power failures and severe resource constraints such as low bandwidth, 

insubstantial processing capabilities and limited on-chip memory [78], [194].  

An attractive alternate approach to realize seamless implementation of DNNs in cost-

constrained systems is the utilization of binary-precision data. Recent studies have demonstrated 

that aggressive reduction in precision to even 1-bit for achieving Binary Neural Networks (BNNs). 

This has enabled excellent performance and energy efficiency with controlled accuracy penalty 

for many cognitive tasks [74], [204], [206], [228]–[230], [232], [253], [295], [296]. Such an 

approach is tailor made for the resource-constrained IPS. However, due to the limitations on the 

on-chip memory capacity, even implementing small network topologies in IPS might be 

challenging. Apart from this, long-distance data transition between processor and memory also 

serves as the bottleneck in the traditional von-Neumann computing systems. 

In Chapter-6, we showed how beneficial CiM-based techniques can be for IPS and their 

applications. As a research extension to this technique, an approximate BNN hardware accelerator 

targeted for IPS can be designed using the emerging FEFET/R-FEFET/VSH-based NVM cells 

proposed in this dissertation with extreme energy efficiency and minimal loss in accuracy. In-

memory computing macros can be explored with the above-mentioned NVM cells, which perform 

low-power in-memory vector-matrix multiplications, especially in the unsigned binary precision 

domain {0, +1}, to evaluate approximate dot-products. Scalar multiplication in binary values 

chosen i.e., {0, +1} is nothing but a standard read operation which corresponds to AND logic 

operation between input and weight. This approach will require only one storage element for a 

synaptic weight. In contrast, previously proposed XNOR based binary precision dot-products use 

signed inputs and weights {-1, +1} which requires two NVM cells for storing one synaptic weight 

[228]–[230]. Therefore, this can help in reducing the overheads of memory capacity by half in a 

resource-constrained IPS. The output of the macros should undergo sensing operation using smart 

quantization techniques along with the optimal choice of ADC precision. After this, the 

accelerators can be designed to handle DNN operations which can be integrated with IPS for 

performing ultra-low-power edge-inference.  

The future works proposed in this section gives insights on the directions for propelling the 

advancement of next-generation computing systems. There is a critical need to address the 

challenge of the humungous amounts of data being generated and that will be generated in the 



 

 

 

219 

 

coming few years. One of the major solutions to this challenge as mentioned in this section is 

utilizing low precision for computing. Such an approach is being actively explored in the industry, 

especially for the data-intensive AI workloads [290]–[292]. To conclude, with the emergence of 

data-intensive applications, efficient devices, circuits and systems need to be designed using novel 

techniques with a radical shift in the computing paradigms to continue the marvelous achievements 

of the electronic industry. 
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