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#### Abstract

Tumbalam Gooty, Radhakrishna PhD, Purdue University, December 2020. Advances in MINLP for Optimal Distillation Column Sequencing. Major Professors: Rakesh Agrawal and Mohit Tawarmalani.


Designing configurations for multicomponent distillation, a ubiquitous process in chemical and petrochemical industries, is often challenging. This is because, as the number of components increases, the number of admissible distillation configurations grows rapidly and these configurations vary substantially in their energy needs. Consequently, if a method could identify a few energy-efficient choices from this large set of alternatives, it would be extremely attractive to process designers. Towards this, we develop the first mixed-integer nonlinear programming (MINLP) based solution approach that successfully identifies the most energy-efficient distillation configuration for a given separation. Current sequence design strategies are largely heuristic. The rigorous approach presented here can help reduce the significant energy consumption and consequent greenhouse gas emissions by separation processes.

In addition to the combinatorial complexity, the challenge in solving this problem arises from the nonconvex fractional terms contained in the governing equations. We make several advances to enable solution of these problems.

1. We propose a novel search space formulation by embedding convex hulls of various important substructures. We prove that the resulting formulation dominates all the prior formulations in the literature.
2. We derive valid cuts to the problem by exploiting the monotonic nature of the governing equations.
3. We adapt the classical Reformulation-Linearization Technique (RLT) for fractional terms. Our RLT variant exploits the underlying mathematical structure of the governing equation, and yields a provably tighter convex relaxation.
4. We construct the simultaneous hull of multiple nonlinear terms that are constrained over a polytope obtained by intersecting a hypercube with mass balance constraints. This yields a tighter convex relaxation than the conventional approach where the nonlinear terms are convexified individually over a box.
5. A key challenge in constructing a valid convex relaxation has been that the denominator of certain fractions in the governing equation can approach arbitrarily close to zero. Using our RLT variant, we construct the first valid relaxation.
6. We leverage powerful mixed-integer programming (MIP) solvers by implementing a discretization-based solution procedure with an adaptive partitioning scheme.

With extensive computational experiments, we demonstrate that the proposed approach outperforms the state-of-the-art in the literature. The formulation can be tailored to other objectives by appending the relevant constraints. Here, we present an extension that identifies the distillation configuration that has the highest thermodynamic efficiency. Finally, we illustrate the practicality of the developed approaches with case studies on crude fractionation and natural gas liquid recovery.

## 1. INTRODUCTION

Separations are ubiquitous in all chemical, petrochemical and biochemical industries. Separations are required to meet product purity, to reduce the concentration of pollutants below their threshold limits, to separate unreacted reactants from the product stream for recycling and so forth. A plethora of unit operations are available for separation of mixtures. Well-known examples include distillation, permeation through membranes, absorption, adsorption, liquid-liquid extraction, etc. All of the foregoing molecular separations are energy intensive, and it is estimated that they can account for $40-60 \%$ of the total plant costs [1]. The ever increasing push to reduce the environmental impact makes process designers to strive for innovative solutions that improve the overall efficiency of chemical plants.

Of all the available unit operations, distillation has been the predominant choice in industry. The use of distillation can be traced back to as early as 3000 BC. Even today, distillation impacts directly our day to day lives; from gasoline in automobiles to roads on which they are driven, from breweries/wineries to plastic cups in which they are served, and so forth. It is estimated that $90-95 \%$ [1] of the liquid separations in industry are carried out using distillation. A few well-known and high throughput applications in chemical industry include crude fractionation, natural gas liquid recovery, air separation, etc. With the increased potential to harness shale reserves $[2,3]$, the use of distillation is projected to increase further. Like every other molecular separation, distillation is energy intensive. To put it into perspective, just in the US, distillation consumes 2.4 Quads/year ${ }^{1}$, which is roughly $2.5 \%$ of the overall energy consumption of the US. Even a $10 \%$ reduction in energy consumption would reduce $\mathrm{CO}_{2}$ emissions by $\sim 18$ million tons/year. Given the ubiquity of appli-

[^0]cations and its energy-intensive nature, improving the efficiency of distillation-based separation units is a promising direction towards making chemical industries more sustainable.

### 1.1 Intricacies of Designing Distillation-based Separation Units

Even after practicing continuous distillation for over a century, designing energyefficient distillation-based separation units continues to be a challenging task. This is especially true for the separation of multicomponent mixtures. To better understand the reasons, consider the separation of a four-component mixture $A B C D$. Here, $A$ and $D$ correspond to the most and the least volatile components, respectively, and the components are arranged in decreasing order of relative volatilities. Separation of a multicomponent mixture requires a sequence of distillation columns referred as a configuration (see Figure 1.1). The energy requirement of a configuration depends on the operating conditions. For example, Figure 1.1(a) shows a set of operating conditions that permit the separation of a given four-component feed (refer the caption for the properties of the feed). The numbers in red correspond to the molar flowrate of the vapor in different sections of the configuration per mole of the feed. By optimizing the operating conditions (see Figure 1.1(b)), the energy consumption of the configuration can be reduced by $14 \%$. However, identifying the optimal operating conditions is challenging, since it requires the solution of a nonconvex mathematical program.

In addition, multiple distillation configurations exist for the separation of a multicomponent mixture. For example, Figure 1.2 shows the so-called basic column configurations for the separation of a four-component mixture. Even though all configurations perform the same separation, their energy consumption can differ substantially, as evident from the figure. This is due to the differences in mixing losses within each configuration. Moreover, one can derive additional configurations by replacing condensers and reboilers by two-way vapor-liquid transfer streams, known as thermal
couplings (compare Figure 1.2(c) and Figure 1.1). Thermal couplings provide a way to share vapor flows between two or more columns, which can help in reducing the energy consumption. A configuration with one or more thermal couplings is referred as a thermally coupled configuration. Therefore, a process designer needs to optimize the separation sequence, condensers and reboilers, and the operating conditions.

Even though powerful process simulators are available at our disposal, they are not suitable for the purpose. This is because, process simulators tend to get trapped in a local solution due to the nonconvex nature of the problem. The only way to ascertain the optimality is to perform an exhaustive sensitivity analysis, which is computationally intensive. Moreover, the computational time and effort needed to identify the optimal configuration can be prohibitive [4]. This is because, the number of admissible configurations (basic and thermally coupled configurations combined) explodes combinatorially with increase in number of components in the feed (see Table 1.1).

(a) $\mathrm{NEC}=1$

(b) $\mathrm{NEC}=0.86$

Fig. 1.1. Energy consumption of a configuration depends on the operating conditions. Here, NEC stands for normalized energy consumption. The energy consumption of (a) is used for the normalization. The composition (mole fraction) of the given four-component mixture is $\left\{z_{A}, z_{B}, z_{C}, z_{D}\right\}=\{0.45,0.05,0.05,0.45\}$, and the relative volatilities of the constituent components w.r.t to the heaviest component are $\left\{\alpha_{A}, \alpha_{B}, \alpha_{C}, \alpha_{D}\right\}=\{3.025,2.75,1.1,1\}$


For example, more than half a million and 85 million configurations are available for the separation of six and seven component mixtures. Such mixtures are quite common in petrochemical industries. Owing to this combinatorial complexity, industrial practitioners have always relied on heuristics, past experience and trail-and-error methods for designing distillation units. Quite often, the chosen configuration consumes much more energy than needed to perform the task at hand, but the practitioner has no way to assess this energy penalty because some configurations, inevitably, always remain unexplored. It is, therefore, essential to systematically identify the configuration that is most appropriate for an application.

Table 1.1.
Combinatorial explosion of the choice set. From [5].

| Number of <br> Components | Number of Admissible <br> Configurations |
| :---: | :---: |
| 4 | 152 |
| 5 | 6128 |
| 6 | 506,912 |
| 7 | $85,216,192$ |

### 1.2 Literature Review

Figure 1.3 shows a brief time-line. There are two aspects to the design of distillationbased separation units: (1) Generate the search space: the space of admissible distillation configurations (2) Identify the configuration from the search space that optimizes the chosen objective. The enumeration of the entire search space remained an unsolved problem until early 2000s. Sargent and Gaminibandara [6] formulated an initial superstructure (see Figure 1.3) with the intent of capturing the entire search space. However, Agrawal [7] showed that the superstructure did not admit satellite-column
configurations (see Figure 1.3). Instead, the author proposed an alternate superstructure to capture all the configurations. Next, Agrawal [8] proposed a rule-based approach to generate the search space. Later, several formulations based on logical expressions in terms of split variables [9], top-product/bottom-product variables [10] and stream variables [5], have been proposed for enumerating these configurations. However, no clear dominance of the formulations has been established in the literature. Here, we use the tightness of the relaxed problem as the metric to determine the dominance. In this work, we propose two new formulations to generate the search space. The first formulation uses fewer variables, compared to the prior formulations $[9,10]$, to model the search space. The second formulation dominates every other formulation in the literature, including our first formulation. We prove that this is the best in a well-defined sense.

After modeling the search space, a systematic method is needed to identify the best distillation configuration along with its optimal operating conditions. Until the mid-1980's almost all column sequencing research was confined to sharp-split configurations due to the interest in industry. This makes the problem relatively easier to solve, since distillation calculations can be performed a priori. The design specifications, such as reflux ratio, condenser/reboiler duty and so forth, enter only as parameters in the optimization problem [11]. It is only after the successful demonstration of the energy saving potential of sloppy-splits and thermal couplings [12], that the need for inclusion of configurations with these arrangements in the search space became apparent. However, unlike sharp-split configurations, distillation calculations need to be performed online while solving the optimization problem. To make the problem computationally tractable, researchers replaced rigorous tray-by-tray models (also referred to as the MESH equations) involving hundreds of highly nonlinear-nonconvex equations with simplified models that serve as a surrogate. These simplified models provide reasonably accurate estimates of design specifications, but require only a handful of algebraic equations. Optimization problems using these simplified models were first developed for specific configurations [12-14] and later extended to spe-

Fig. 1.3. A brief time-line and state-of-the-art
cific groups of configurations. For example, in [15], the authors considered a threecomponent Petlyuk-type configuration and formulated an optimization problem to determine optimal flows using Underwood's method. They were able to derive an analytical solution for the vapor duty, and found that the optimal region was flat over a range of flows. Later, researchers have extended the approach to some nonFTC (non-Fully Thermally Coupled) configurations, especially the side-stripper and the side-rectifier configurations $[12,16]$. Nevertheless, these studies either focused on specific configurations or considered certain regions of search space, leaving the structured search of the entire search space an open problem.

To the best of our knowledge, Caballero and Grossmann [17] were the first to perform a structured search over the entire search space. The authors proposed a new superstructure, where the component, vapor and liquid flows are bypassed when the corresponding pseudo-column is absent. This superstructure forms the building block in their subsequent contributions. The authors used a combination of State Task Network (STN) and State Equipment Network (SEN) to formulate an MINLP to identify the configuration that minimizes the total cost [17]. Unfortunately, the resulting MINLP could not be solved to global optimality. Moreover, even the local NLP solvers often failed to converge to a feasible solution due to singularities that arise in the model when certain splits are no longer a part of the configuration. When the local solvers found a feasible point, it was often a local optimum that was significantly inferior relative to the global solution [17]. To circumvent these issues, the authors architected an algorithm by suitably modifying the logic-based outerapproximation scheme. Although the resulting algorithm successfully found feasible configurations, it could still not guarantee that a global optimum was found. Later, [9] introduced a two-step method, where first they determined a completely thermally coupled configuration and then located the heat exchangers optimally. Clearly, this hierarchical approach does not guarantee global optimality either. In subsequent works, the authors proceeded to explore possible heat integration [9], rearrangement of column sections [18], and dividing wall columns [19]. More recently, inspired by
[11], [20] formulated a Mixed-Integer Linear Program, where they used FUG method to, a priori, optimize vapor traffic and heat loads for each split.

In the meanwhile, [10] introduced a new MINLP formulation to determine the configuration with the lowest vapor duty. They have succeeded in solving three and four component test cases to global optimality using BARON [21]. Although, their formulation was not able to solve a five-component MINLP directly, it was able to globally optimize the vapor flow for certain configurations, once their structure was specified by fixing the binary variables. This observation led to the enumerationbased approach of [22]. Here, the authors formulated a Nonlinear Program (NLP) for each configuration in the search space that was then solved using the global solver, BARON. The proposed approach is amenable to parallelization, but it remains computationally inefficient for six and more number of components in the process feed.

### 1.2.1 State-of-the-art

Here, we show that the state-of-the-art approaches cannot reliably identify the optimal distillation configuration. To the best of our knowledge, the MINLP formulation in [9] remains the state-of-the-art. To test the efficacy of their model, we considered a test set of 496 cases (see $\S$ A) that are representative of different types of separations. We solve their model for all the 496 test cases using BARON. The results are shown in the performance profile in Figure 1.4(a). Here, we plot the cumulative percentage of cases that have been solved to $1 \%$-optimality gap as a function of time. We observe that only $10 \%$ of the cases could be solved within five hours. A large duality gap, defined as

$$
\begin{equation*}
\% \text { Gap }=\left(1-\frac{\text { Best known lower bound }}{\text { Best known upper bound }}\right) \times 100, \tag{1.1}
\end{equation*}
$$

remain in several unsolved cases (see Figure 1.4(b)). This demonstrates that the problem is challenging, since only $10 \%$ of the cases can be solved with the best formulation in the literature and with a state-of-the-art global solver. While this


Fig. 1.4. (a) Performance profile for the MINLP model in [9] (b) Plot illustrating the remaining duality gap at the end of five hours.
work made substantial contribution towards developing a systematic approach, more work is needed to reliably solve this hard problem.

Next, we show that the state-of-the-art cannot reliably identify the optimal operating conditions even for a given configuration. We consider the formulation in Nallasivam et al. [22]. Here, the authors formulate a nonlinear program for each configuration in the search space. Their approach overcomes the challenge due to the nonconvexity associated with discrete variables. Nevertheless, the problem remains challenging due to the presence of nonconvex fractional terms. Indeed, they [22] showed that local solvers can get trapped in a sub-optimal solution that requires a much higher energy than the global optimum. Therefore, we use the global solver BARON to solve the nonlinear program. We consider the five-component fully thermally coupled configuration (the five-component analog of Figure 1.2(r)). We determine the optimal operating conditions of this configuration for each of the 496 cases in the test set (see $\S A$ ), by solving the nonlinear program. The results are shown in the performance profile in Figure 1.5. As before, we plot the cumulative percentage of cases that have been solved to $1 \%$-optimality gap as a function of time. We observe that, even for a given configuration, the current approach can solve only $57 \%$ of the cases in the test in one hour. Clearly, there is a need to develop better formulations and solution procedures to reliably identify the best distillation configuration for a given application. This thesis develops such a formulation and solution procedure. The rigorous approach presented here can reduce the energy consumption and consequent greenhouse gas emissions by the separation process.

### 1.3 Key Contributions

The main contributions are organized as chapters, and the highlights of each chapter are summarized below.

### 1.3.1 Chapter 3

This chapter is based on [23]. Here, we propose a novel MINLP that is formulated to identify the distillation configuration requiring least vapor duty. The highlights of


Fig. 1.5. Performance profile for the nonlinear program proposed in [22]
this chapter are as follows. First, we introduce a new notation to represent streams and heat exchangers, which allows for a more succinct and cleaner presentation. Using this notation, we describe a new formulation for the search space of configurations detailed in Shah and Agrawal [5]. Second, our formulation restricts the composition of distillate and residue to more closely represent the reality. For example, consider the model presented in [9] and, in particular, the example in the MINLP library [24]. In the optimal solution for this example, the recovery of component $B$ in the distillate of split $A B C D / B C D E$ is higher than that of the heavier components, $C$ and $D$, while, in reality, the recovery of a lighter component in the distillate must be at least as much as that of a heavier component. To address this issue, we propose a new formulation of Underwood constraints to avoid such occurrences. Third, we derive additional cuts by exploiting properties of Underwood equations. These cuts play a vital role yielding tighter relaxations, which help expedite the convergence of branch-and-bound. Finally, we demonstrate the efficacy of our approach by presenting various four, five, and six component examples.

### 1.3.2 Chapter 4

This chapter is based on [25]. Here, we describe a novel formulation, relaxation and discretization based solution procedure to reliably solve the MINLP. The highlights of this chapter are as follows. First, we introduce a new formulation, to model the space of admissible configurations. We show that this formulation is provably tighter than previous formulations in the literature [9, 10, 23]. More importantly, we show that our formulation is contained in the convex hull of various important substructures. Second, we adapt the classical Reformulation-Linearization Technique (RLT) [26] to obtain a family of cuts for fractional terms. These cuts are especially useful, as they exploit the mathematical structure of the governing equations. The techniques we propose are general, and can be used to relax other optimization problems involving fractional terms. Third, we employ simultaneous convexification techniques to construct convex hull of multiple nonlinear terms that are constrained over a polytope obtained by intersecting a hyperrectangle with material balance equations. This approach results in relaxations that are strictly tighter than conventional relaxations, which are obtained by relaxing nonconvex terms individually over a box. Fourth, a key challenge in deriving valid relaxations for the distillation configuration design problem has been that certain terms that appear in the denominator cannot be away from zero. Prior works have imposed arbitrary lower bounds on this denominator [23,24]. The cuts derived using our RLT variant enable us to infer finite upper bounds on fractions, which allow us to construct provably valid relaxations. Fifth, we leverage powerful Mixed-Integer Linear/Second-order Cone Programming (MIL/SOCP) solvers by replacing convex relaxations with piecewise relaxations, obtained by adaptively discretizing the domain of specific decision variables and constructing convex relaxation within each partition using disjunctive programming techniques. Lastly, through computational experiments, we demonstrate the efficacy of our approach by comparing its performance with other state-of-the-art techniques.

### 1.3.3 Chapter 5

This chapter is based on [27]. Here, we propose a novel MINLP that is formulated to identify the distillation configuration that has the highest thermodynamic efficiency. The highlights of this chapter are listed in the following. First, we describe a formulation to model the space of admissible configurations that is tighter than the prior formulations in the literature. This formulation is obtained by projecting the formulation proposed in Chapter 4 onto a lower dimensional space. Second, we use the ideas introduced by [28] and [29] to formulate the model in a way that it does not depend on temperature of streams explicitly. This way, the results obtained from the model hold for any mixture, irrespective of sub-ambient or above-ambient operation, provided the mixture has the same composition and relative volatilities for constituent components. However, the model in its default form has several nonlinear nonconvex equations. To simplify the model, we reformulate it using a simple variable elimination technique. The reformulated model simplifies exergy loss calculations substantially by reducing a system of nonlinear equations that model material balance and vapor-liquid equilibrium to a single equation, which we refer as exergy constraint. Third, we describe the properties satisfied by exergy constraints, and exploit them in deriving additional cuts to the problem. Fourth, we use the MINLP formulation to identify attractive configurations for recovery of Natural Gas Liquids (NGLs) from shale gas. Finally, we investigate the efficacy of the model to changes in process parameters on several four and five component mixtures taken from the literature.

## 2. PRELIMINARIES

### 2.1 The Distillation Process

When a mixture of components with different volatilities is boiled, the vapor produced is rich in more volatile (or light) components, while the residual liquid is enriched in less volatile (or heavy) components. Distillation exploits this characteristic to separate mixtures of two or more components. Industrial distillation is carried out in a staged-tower/column (see Figure 2.1), where each stage establishes liquid-vapor contact for mass transfer. The feed (mixture of components) is introduced at an intermediate location of the column. The sections above and below the feed stream are known as rectifying and stripping sections, respectively. Conventional columns have a condenser (resp. reboiler) at the top (resp. bottom) which condenses (resp. vaporizes) the vapor (resp. liquid), and feeds a portion of it back to the column, known as liquid (resp. vapor) reflux. The liquid flowing from the top to bottom strips away heavy components from the vapor, while the vapor flowing from bottom to top gets enriched with lighter components. The net outflow from the rectifying and stripping sections, respectively, are known as distillate and residue. In short, distillation enriches the distillate with light components, and the residue with heavy components.

Remark 2.1. The recovery of a lighter component in distillate (ratio of component flowrate in distillate to flowrate in feed) is higher than the recovery of a heavier component, and the converse is true for residue [30].

Finally, for a given product composition, there is a threshold vapor flow in each section, below which the products do not reach the desired composition. To determine this threshold vapor flow, we use the classic Underwood method [31], which is described in the next section.


Fig. 2.1. Schematic of a distillation column

### 2.2 A Note on Underwood Constraints

In his seminal paper, [31] derived a shortcut method to compute the minimum vapor requirement of a distillation column. Before we describe the constraints, we emphasize a few key concepts like the definition of key components and the degrees of freedom. These concepts are crucial for the problem formulation. The optimization problem can yield physically infeasible solutions when modeled flexibility exceeds actual flexibility in how a system operates. For example, recovery of a heavier component in the distillate cannot be higher than that of a lighter component. A solution that does not satisfy this property violates the physics of the distillation process.

A light key (resp. heavy key) is defined as the lightest (resp. heaviest) component that distributes, or would distribute between distillate and residue if vapor flow was decreased slightly. Components lighter (resp. heavier) than the light key (resp. heavy key) are completely recovered in the distillate (resp. residue), with an insignificant amount in the residue (resp. distillate). Regardless of how many components are in the feed stream or which product streams are produced by the split, a distillation column has exactly two degrees of freedom. Therefore, the operation of the column is completely determined by specifying two values, often the recovery of light and heavy keys in one of the product streams. Specifying these quantities fixes the other
process variables such as minimum vapor requirement, and recoveries of remaining components in the product streams. Alternatively, the vapor flow and recovery of either of the keys can be specified to completely describe the system. In either case, no more than two values may be specified independently. We refer the reader to [32] for a detailed discussion on the degrees of freedom.

We now describe the Underwood method that can be used to limit the degrees of freedom to two and, thus, remove excess degrees of freedom from the model. The first step in Underwood method determines Underwood roots $\left(\theta_{q}\right)$ by solving the feed equation.

$$
\begin{equation*}
\sum_{p=1}^{n} \frac{\alpha_{p} f_{p}^{i n}}{\alpha_{p}-\theta_{q}}=V^{i n} \quad 1 \leqslant q \leqslant n-1 \tag{2.1}
\end{equation*}
$$

where $\alpha_{p}$ is the relative volatility of component $p$ with respect to the heaviest component in the process feed and, it can be shown that the $q^{t h}$ Underwood root $\theta_{q}$ satisfies $\alpha_{q+1}<\theta_{q}<\alpha_{q}$. Here, $f_{p}^{i n}$ and $V^{i n}$ correspond to the net inflow of component $p$ and vapor, respectively. In the second step, the roots that lie between the relative volatilities of the key components, called active roots, are determined. These roots are then used to compute minimum vapor requirement. The remaining roots are called inactive roots.

Halvorsen and Skogestad [33,34] introduced a $V_{\min }$ diagram to visualize the minimum vapor requirement. In Figure 2.2 we show such a $V_{\min }$ diagram for feed conditions detailed in the figure's caption. The horizontal axis graphs the net distillate flowrate, while the vertical axis graphs the minimum vapor required in the rectifying section $\Upsilon^{\text {rs }}$, for various splits. Note that, as long as a point is in or on the boundary of the curve (i) $0-P_{A B}-1, \theta_{1}$ is active (ii) $0-P_{B C}-1, \theta_{2}$ is active (iii) $0-P_{C D}-1$, $\theta_{3}$ is active and (iv) $0-P_{D E}-1, \theta_{4}$ is active. As an example, we consider the split $A B C D / B C D E$. The region shaded in Figure 2.2 shows the feasible region for the split. Clearly, $\theta_{2}$ and $\theta_{3}$ are active throughout the shaded region, while $\theta_{1}$ (resp. $\theta_{4}$ ) is active only along the line joining $P_{A D}-P_{A E}$ (resp. $P_{A E}-P_{B E}$ ). When $\theta_{1}$ (resp. $\theta_{4}$ ) is active, component $A$ (resp. $E$ ) is the light (resp. heavy) key for the split.

Everywhere else, components $B$ and $C$ are the light and heavy keys. Therefore, the recoveries of the distributing components are constrained by the following relation:

$$
\begin{equation*}
\sum_{p=1}^{4} \frac{\alpha_{p} f_{p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{2}}=\sum_{p=1}^{4} \frac{\alpha_{p} f_{p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{3}}=\Upsilon^{\mathrm{rs}} \tag{2.2}
\end{equation*}
$$

or, given the vapor balance, in terms of component flows in the stripping section

$$
\begin{equation*}
-\sum_{p=2}^{5} \frac{\alpha_{p} f_{p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{2}}=-\sum_{p=2}^{5} \frac{\alpha_{p} f_{p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{3}}=\Upsilon^{\mathrm{ss}} \tag{2.3}
\end{equation*}
$$

where $f_{p}^{\mathrm{rs}}, f_{p}^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}$, and $\Upsilon^{\mathrm{ss}}$ denote, respectively, the net flow rate of component $p$ in the rectifying and stripping sections, minimum vapor requirement in the rectifying and stripping sections. Observe that, altogether there are four unknowns: three unknown recoveries, namely those for $B, C$, and $D$ and the minimum vapor flow in the rectifying section. The two equalities in (2.2) or (2.3) ensure that, as desired, the system has only two degrees of freedom. If these are relaxed, as in [9], the system has more flexibility than allowable and the optimal solution may not be physically feasible. Finally, we mention that the minimum vapor constraints can also be imposed for inactive roots, albeit after relaxing the equality to inequality as below:

$$
\begin{align*}
& \sum_{p=1}^{4} \frac{\alpha_{p} f_{p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{q}} \leqslant \Upsilon^{\mathrm{rs}} \quad q=\text { Inactive root } \\
& -\sum_{p=2}^{5} \frac{\alpha_{p} f_{p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{q}} \leqslant \Upsilon^{\mathrm{ss}} \quad q=\text { Inactive root } \tag{2.4}
\end{align*}
$$

Validity of these constraints can be shown mathematically. They can also be inferred from the $V_{\text {min }}$ diagram (cf. Figure 2.2).

### 2.3 Alternative Interpretation of Relative Volatilities

Shortcut models, such as Underwood method, require relative volatilities of all components for computing minimum vapor reflux and recoveries of distributing components in distillate/residue. Conventionally, relative volatilities are defined as the ratio of equilibrium constants ( $K$-values), or alternatively as the ratio of saturation


Fig. 2.2. $\quad V_{\min }$ diagram showing the feasible region (shaded region) for the split $A B C D / B C D E$. Here, the feed composition is $\{0.2,0.2,0.2,0.2,0.2\}$, relative volatilities are $\{9,6,3.5,2,1\}$, and thermal quality $=1$. The values are taken from [32]
pressures, of a more volatile component w.r.t a less volatile component. In a distillation column, the temperature varies substantially from top to bottom, in particular, for easy separations. Consequently, $K$-values, and in turn relative volatilities, vary substantially across the column. This behavior challenges the assumption of constant relative volatility inherent in Underwood method [31]. Nevertheless, our experience suggests that the minimum vapor reflux and pinch compositions predicted by Underwood method agrees well with those from solving MESH equations on Aspen Plus. This arises two questions: (i) why and when does the constant relative volatility assumption hold? (ii) how to choose relative volatilities required for Underwood
method? We propose a plausible explanation to the first question, and suggest a few ways to choose relative volatilities.

To answer the first question, we describe an alternative interpretation for relative volatilities $\left\{\alpha_{p}\right\}_{p=1}^{N}$. In his seminal paper, [31] considered the following model for vapor-liquid equilibrium (VLE):

$$
\begin{equation*}
y_{p}=\frac{\alpha_{p} x_{p}}{\sum_{r} \alpha_{r} x_{r}}, \quad \forall p \in\{1, \ldots, N\} \tag{2.5}
\end{equation*}
$$

where $x_{p}$ and $y_{p}$ denote the molar fraction of component $p$ in liquid and vapor phases, and $\alpha_{p}$ is the relative volatility of component $p$ w.r.t to the least volatile component. Note that, by definition, $\alpha_{N}=1$. The VLE model in (2.5) is derived from the conventional definition of relative volatility

$$
\begin{equation*}
\alpha_{p}=\frac{K_{p}}{K_{N}}=\frac{y_{p} / x_{p}}{y_{N} / x_{N}} \tag{2.6}
\end{equation*}
$$

We interpret (2.5) as a surrogate model for the true VLE, and $\left\{\alpha_{p}\right\}_{p=1}^{N}$ as parameters for the surrogate model. The choice of parameters $\left\{\alpha_{p}\right\}_{p=1}^{N}$, which will be discussed shortly, must be such that the surrogate is as close to the true VLE as possible. In such cases, the estimates of vapor composition provided by the surrogate model agree well with the true vapor composition. As a result, for a given reflux ratio and distillate flowrate, the simplified tray-by-tray calculations considered by [31] will lead to a closer approximation of rigorous MESH equations. This is a plausible explanation why Underwood method is reliable despite the assumption of constant relative volatility. In contrast, when the surrogate model in (2.5) fails to capture the true VLE accurately, like in azeotropic systems, the estimates from the Underwood method will not be reliable, especially when the range of compositions fall in the region where there is a substantial deviation between the surrogate and the true VLE.

Now, we address the second question concerning the choice of $\left\{\alpha_{p}\right\}_{p=1}^{N}$. We determine $\left\{\alpha_{p}\right\}_{p=1}^{N}$ such that the surrogate in (2.5) closely approximates the true VLE in least-square error sense. Towards this, we consider a sample of points $\mathcal{M}$ spanning
the entire liquid composition space. We determine the respective vapor composition using the true VLE. Then, we formulate a least-squares error problem shown below

$$
\begin{equation*}
\operatorname{Min} \cdot\left\{\alpha_{p}\right\}_{p=1}^{N-1} \sum_{m=1}^{|\mathcal{M}|} \sum_{p=1}^{N-1}\left(y_{p, m}-\frac{\alpha_{p} x_{p, m}}{\sum_{r=1}^{n} \alpha_{r} x_{r, m}}\right)^{2} \tag{2.7}
\end{equation*}
$$

Note that we did not include $\alpha_{N}$ as a decision variable, since $\alpha_{N}=1$. After computing the optimal $\left\{\alpha_{p}\right\}_{p=1}^{n}$, it is necessary to check if the surrogate closely approximates the true VLE. In some cases, it is possible that the unconstrained optimization might lead to a solution which gives a closer approximation in some regions of the composition space, while a poorer approximation in some other regions. In such cases, constraints restricting the relative error in vapor composition to not exceed a specified value may be added to the optimization problem in (2.7).

## 3. MINIMIZATION OF VAPOR DUTY

In this chapter, we formulate a novel Mixed-Integer Nonlinear Program (MINLP) to identify the top $\mathbb{K}$ configurations that require least total vapor duty for the separation of a given non-azeotropic mixture. The vapor duty, defined as the sum of vapor flows generated by all the reboilers, serves as a proxy for energy consumption. Thus, by minimizing the vapor duty, we find the configuration that requires the least amount of utilities, and thus the operating cost. In addition, the vapor duty indirectly affects the capital cost, as the column diameter depends on the internal vapor flows. Given our focus on non-azeotropic mixtures, we use Underwood's method to obtain a reasonable estimate of the minimum vapor requirement for each split. Despite the resulting simplifications relative to a detailed tray-by-tray calculation, the MINLP remains challenging to solve to global optimality because of the nonconvexities in the Underwood equations and combinatorial complexity of the search space. The current state-of-the-art in this area is the explicit enumeration based algorithm of Nallasivam et al. [22]. However, compared to implicit enumeration employed in this work, the former approach is computationally inefficient and does not scale well with increase in number of components in the mixture. The existing implicit enumeration based implementations [17] do not guarantee global optimality due to problem decomposition. The approach presented in this chapter can be used to solve the problem to $\epsilon$-global optimality with off-the-shelf solvers.

The rest of the chapter is organized as follows: In $\S 3.1$, we present our MINLP formulation for identifying the configuration with minimum overall vapor duty. The optimal solution of the MINLP may be hard to implement for reasons that are not modeled and, although optimal to the model, the solution may not even be truly optimal once the simplifying assumptions that were made to derive a tractable formulation are relaxed. Moreover, the designers often have other considerations in mind


Fig. 3.1. Five-component system. Here, filled and unfilled circles denote condensers and reboilers, red and blue colored arrows denote the rectifying and stripping sections.
such as heat-integration with the remaining plant and environmental impact. Therefore, it is desirable to have a handful of configurations, on which rigorous tray-by-tray calculations are performed before the appropriate configuration is identified. To provide sufficiently many alternatives for downstream evaluation, in $\S 3.2$, we describe a simple method to systematically determine the top $\mathbb{K}$ solutions for the problem. Further, in $\S 3.2$, we consider a few case studies and solve them to global optimality. We conclude the chapter with a few remarks on the applicability and extensibility of the model in §3.3.

### 3.1 Problem Formulation

Before formulating the problem, we give a few definitions and discuss the notation we use to describe our constructions. To allow for a general zeotropic mixture, we denote streams as $A B C D E$, where each letter denotes a component. Alternatively, we will also use numbers to denote components: $A \equiv 1, B \equiv 2, \ldots, E \equiv 5$. In a stream, components are arranged in a decreasing order of relative volatility with the first and the last components being, respectively, the most and the least volatile components. It is these extreme components that we use to denote a stream. In particular, if the most (resp. least) volatile component is component $i$ (resp. $j$ ), then the stream is denoted as the couplet $[i, j]$. We remark that Shah and Agrawal [5] introduced a similar, albeit sightly different, notation, where they placed each stream in an upper triangular matrix, and used the coordinates of this position to refer to the stream. Since this placement depends on the number of components of the feed stream, the translation from their notation to stream labels requires this number. Instead, the translation with our notation is clearly independent of this number and can be done in a straightforward fashion. For example, [2,3] always represents the stream $B C$, regardless of the number of components $n$ in the process feed $[1, n]$. In a similar manner, we denote heat exchangers by a couplet $(i, j)$ whose coordinates are obtained from the extreme components in the associated stream. For example, the condenser and the reboiler of the column that splits $[1,5]$ into submixtures $[1,4]$ and $[2,5]$ are respectively associated with these product streams (see Figure 3.1). Therefore, by condenser ( $i, j$ ) (resp. reboiler $(i, j)$ ), we mean the heat exchanger through which stream $[i, j]$ is withdrawn as distillate (resp. residue). Splits will be represented as $A B C D / B C D E$ which signifies that $A B C D$ and $B C D E$ are produced as distillate and residue from $A B C D E$.

A submixture is defined as any intermediate stream that arises during the separation of the process feed into pure components/desired products. As an example, we refer to the five component system shown in Figure 3.1. Here, all the streams except
$\{A B C D E, A, B, C, D, E\}$ are submixtures. Further, we define top parents (resp. bottom parents) of a submixture as the streams, which if fed to a column could produce this submixture through the rectifying (resp. stripping) section. Analogously, we define top children (resp. bottom children) of a submixture as the streams which could be produced from the rectifying (resp. stripping) section of a column with this submixture feed. For any submixture, the top (resp. bottom) parents can be identified by traversing horizontally to the left (resp. vertically upwards) from this submixture, and the top (resp. bottom) children can be identified by traversing horizontally to the right (resp. vertically downwards). For any stream $[i, j]$, the top parents are obtained by increasing $j:\{[i, j+1],[i, j+2], \ldots,[i, n]\}$, while the top children are obtained by reducing $j:\{[i, j-1],[i, j-2], \ldots,[i, i]\}$. Similarly, the bottom parents of $[i, j]$ are obtained by reducing $i$ : $\{[i-1, j],[i-2, j], \ldots,[1, j]\}$, while the bottom children are obtained increasing $i:\{[i+1, j],[i+2, j], \ldots,[j, j]\}$. As an example, the top (resp. bottom) parents of $[3,4]$ are $\{[3,5]\}$ (resp. $\{[1,4],[2,4]\}$ ), and the top (resp. bottom) children are $\{[3,3]\}$ (resp. $\{[4,4]\}$ ) (see Figure 3.1).

We assume that the final products, which are the pure components, are drawn in saturated liquid state. Nevertheless, by slightly modifying the superstructure (see Figure 3.2), we may withdraw final products in any desired state. We also assume that the molar overflows, the latent heat of vaporization, and the relative volatility remain constant throughout each column section of the configuration. These assumptions are implicit in our use of the Underwood method. The definition of the sets and variables used in the formulation are summarized in Tables 3.1 and 3.2, respectively. We split the set of submixtures into three sets, where $\mathcal{S}_{1}$ (resp. $\mathcal{S}_{3}$ ) denote the set of submixtures in the top row (resp. first column) of the superstructure representation in Figure 3.1, while $\mathcal{S}_{2}$ denotes the set of remaining submixtures. We represent each split using its feed stream, which is either a submixture or the process feed.

Table 3.1.
Definition of sets

| Set | Symbol | Definition | 5-component example |
| :--- | :---: | :--- | :--- |
|  | $\mathcal{S}_{1}$ | $\{[1, j]\}_{j=2}^{n-1}$ | $\{[1,2],[1,3],[1,4]\}$ |
|  | $\mathcal{S}_{2}$ | $\{[i, j]\}_{i=n-2, j=i+1}^{i=n-1}$ | $\{[2,3],[2,4],[3,4]\}$ |
| Submixtures | $\mathcal{U}$ | $\mathcal{S}_{1} \cup \mathcal{S}_{2} \cup \mathcal{S}_{3}$ | $\{[2,5],[3,5],[4,5]\}$ |
|  |  |  | $\{[1,2],[1,3],[1,4],[2,3],[2,4]$, |
| Splits | $\mathcal{P}$ | $\{[1, n] \cup \mathcal{U}\}$ | $[2,5],[3,4],[3,5],[4,5]\}$ |
| Streams | $\mathcal{T}$ | $\mathcal{P} \cup\{[i, i]\}_{i=1}^{n-1}$ | $\{[1,5]\} \cup \mathcal{U}$ |
| Condensers | $\mathcal{C}$ | $\{(i, j): 1 \leqslant i \leqslant j \leqslant n-1\}$ | $\{(1,1),(1,2),(1,3),(1,4),(2,2)$, |
|  |  |  | $(2,3),(2,4),(3,3),(3,4),(4,4)\}$ |
| Reboilers | $\mathcal{R}$ | $\{(i, j): 2 \leqslant i \leqslant j \leqslant n\}$ | $\{(2,2),(2,3),(2,4),(2,5),(3,3)$, |
|  |  |  | $(3,4),(3,5),(4,4),(4,5),(5,5)\}$ |
|  |  |  |  |

Table 3.2.: Domain of indices for the variables. For $\zeta_{i, j}$, $[i, j] \in \mathcal{T}$; For $\chi_{i, j}$ and $F C_{i, j},(i, j) \in \mathcal{C}$; For $\rho_{i, j}$ and $F R_{i, j}$, $(i, j) \in \mathcal{R}$; For $U_{i, j+1}^{\mathrm{rs}}$ and $K_{i, j+1}^{\mathrm{rs}},[i, j] \in \mathcal{S}_{1} \cup \mathcal{S}_{2}$; For $U_{i-1, j}^{\mathrm{ss}}$ and $K_{i-1, j}^{\mathrm{ss}},[i, j] \in \mathcal{S}_{2} \cup \mathcal{S}_{3}$. For the remaining decision variables, $[i, j] \in \mathcal{P}$.

## Parameters

| $n$ | Number of components in the feed |
| :--- | :--- |
| $\alpha_{p}$ | Relative volatility of component $p$ w.r.t the heaviest component |
|  | continued on next page |

Table 3.2.: continued

| $F_{p}$ | Flowrate of component $p$ in the feed |
| :---: | :---: |
| $\Phi$ | Liquid fraction in the process feed (thermal quality) |
| $V^{U}$ | Upper bound on vapor flow rate |
| Notation |  |
| $[i, j]$ | Submixture with $i$ and $j$ as the lightest and heaviest components |
| $\{[i, l]\}_{l=j+1}^{n}$ | Top parents of submixture [ $i, j$ ] |
| $\{[k, j]\}_{k=1}^{i-1}$ | Bottom parents of submixture [ $i, j$ ] |
| $\{[i, r]\}_{r=i}^{j-1}$ | Top children of submixture [ $i, j$ ] |
| $\{[s, j]\}_{s=i+1}^{j}$ | Bottom children of submixture [ $i, j$ ] |
| $Q_{i, j}$ | Pseudocolumn performing the separation of stream [i,j] |
| Decision Variables |  |
| $\zeta_{i, j}$ | Binary variable indicating the presence/absence of stream [i, j] |
| $\chi_{i, j}$ | Binary variable indicating the presence/absence of condenser ( $i, j$ ) |
| $\rho_{i, j}$ | Binary variable indicating the presence/absence of reboiler ( $i, j$ ) |
| $\left\{f_{i, j, p}^{\mathrm{rs}}\right\}_{p=i}^{j-1}$ | Net molar flow of component $p$ in the rectifying section of $Q_{i, j}$ |
| $\left\{f_{i, j, p}^{\mathrm{ss}}\right\}_{p=i+1}^{j}$ | Net molar flow of component $p$ in the stripping section of $Q_{i, j}$ |
| $V_{i, j}^{\mathrm{rs}}$ | Vapor flowrate in the rectifying section of $Q_{i, j}$ |
| $V_{i, j}^{\text {ss }}$ | Vapor flowrate in the stripping section of $Q_{i, j}$ |
| $L_{i, j}^{\text {rs }}$ | Liquid flowrate in the rectifying section of $Q_{i, j}$ |
| $L_{i, j}^{\text {ss }}$ | Liquid flowrate in the stripping section of $Q_{i, j}$ |
| $F C_{i, j}$ | Molar flowrate in condenser ( $i, j$ ) |
| $F R_{i, j}$ | Molar flowrate in reboiler ( $i, j$ ) |
| $U_{i, j+1}^{\mathrm{rs}}$ | Vapor in-flow into $Q_{i, j}$ from $Q_{i, j+1}$ |
| $K_{i, j+1}^{\text {rs }}$ | Liquid out-flow from $Q_{i, j}$ to $Q_{i, j+1}$ |
| $U_{i-1, j}^{\text {ss }}$ | Vapor out-flow from $Q_{i, j}$ to $Q_{i-1, j}$ |
|  | continued on next pag |

Table 3.2.: continued

$$
\begin{array}{ll}
\hline K_{i-1, j}^{\mathrm{ss}} & \text { Liquid in-flow into } Q_{i, j} \text { from } Q_{i-1, j} \\
\left\{\theta_{i, j, q}\right\}_{q=i}^{j-1} & \text { Underwood root of } Q_{i, j} \text { satisfying } \alpha_{q+1}<\theta_{i, j, q}<\alpha_{q} \\
\Upsilon_{i, j}^{\mathrm{rsz}} & \text { Minimum vapor flow required in the rectifying section of } Q_{i, j} \\
\Upsilon_{i, j}^{\text {ssz }} & \text { Minimum vapor flow required in the stripping section of } Q_{i, j} \\
\left\{S_{i, j, q}^{z}\right\}_{q=i+1}^{j-2} & \text { Slack variable associated with } \theta_{i, j, q} \\
\hline
\end{array}
$$

### 3.1.1 Objective Function

The objective is to minimize the net vapor generated by all the reboilers that leads to the following formulation:

$$
\begin{equation*}
\text { (H): Minimize } \sum_{i=2}^{n} \sum_{j=i}^{n} F R_{i, j}, \tag{H1}
\end{equation*}
$$

where $F R_{i, j}$ denotes the vapor flow generated by reboiler $(i, j)$. The minimization in $(\mathrm{H})$ is subject to constraints that enforce mass-balance, compute vapor flows using Underwood equations, and define the search-space of configurations.

### 3.1.2 Search Space Formulation

We begin by describing the constraints that define the space of regular-column configurations. For this, we rely on the method proposed by Shah and Agrawal [5] (SA method) and adapt it to our notation. We will describe these constraints in two sets; constraints that (i) govern the presence/absence of streams and (ii) govern the presence/absence of heat exchangers.

## Constraints on stream variables

We use binary variables $\zeta_{i, j},[i, j] \in \mathcal{T}$ to denote the presence/absence of a stream $[i, j]$, i.e., $\zeta_{i, j}=1$ denotes stream $[i, j]$ is present while zero denotes its absence. SA
method requires three checks to ensure correct streams are present in the formulation. These ensure (i) the presence of process feed and final products (pure components), (ii) the presence of a parent, and (iii) that components do not vanish during a split. We now translate these checks into logical expressions.

Presence of feed and products constraint: The process feed ( $[1, n]$ ) and the final products (pure components) must be present in every feasible configuration.

$$
\left.\begin{array}{l}
\zeta_{1, n}=1  \tag{H2}\\
\zeta_{1,1}=\zeta_{2,2}=\cdots=\zeta_{n, n}=1
\end{array}\right\}
$$

In addition, specific submixtures are forced to be present (resp. absent) by requiring that the corresponding $\zeta_{i, j}=1$ (resp. $\zeta_{i, j}=0$ ).

Presence of parent constraint: A submixture must be absent when all of its top $\left(\{[i, l]\}_{l=j+1}^{n}\right)$ and bottom $\left(\{[k, j]\}_{k=1}^{i-1}\right)$ parents are absent. Mathematically,

$$
\begin{equation*}
\zeta_{i, j} \leqslant \sum_{l=j+1}^{n} \zeta_{i, l}+\sum_{k=1}^{i-1} \zeta_{k, j} \quad \forall \quad[i, j] \in \mathcal{S}_{2} \tag{H3}
\end{equation*}
$$

Note that this constraint is not imposed for submixtures of the form $[1, j]$, which belong to $\mathcal{S}_{1}$, and $[i, n]$, which belong to $\mathcal{S}_{3}$, since it would be redundant given that process feed $[1, n]$ is always present.

Constraint for feasibility of split: Components must be conserved during a split i.e., every component must be recovered either in distillate or in residue or both. For example, feasible splits of $A B C$ are $\{A / B C, A B / C, A B / B C\}$. However, split $A / C$ is infeasible since component $B$ is absent from both distillate and residue. To impose this constraint, SA method identifies the distillate and residue from each split, and verifies that the sum of number of components in the products is at least as high as the number of components in the feed. To impose the constraint in this form, additional variables would be needed to identify unique components in the product streams. Instead, we formulate this constraint in an alternate way.

Consider the split of submixture $[i, j]$. The top and bottom children of $[i, j]$ are $\{[i, r]\}_{r=i}^{j-1}$ and $\{[s, j]\}_{s=i+1}^{j}$. Let $[i, r]$, where $i \leqslant r \leqslant j-1$, be produced as the distillate from $[i, j]$, i.e., $\zeta_{i, j}\left(1-\zeta_{i, j-1}\right) \ldots\left(1-\zeta_{i, r+1}\right) \zeta_{i, r}=1$. Here, we use the fact that, for regular-column configurations $[5,9,10]$, submixtures $\{[i, j-1], \ldots,[i, r+1]\}$ are absent if $[i, r]$ is produced as the distillate from $[i, j]$. In this case, for conservation of components, the bottom product must be one of $\{[i+1, j],[i+2, j], \ldots,[r+1, j]\}$. This constraint is imposed as:

$$
\begin{equation*}
\zeta_{i, j}\left(1-\zeta_{i, j-1}\right) \ldots\left(1-\zeta_{i, r+1}\right) \zeta_{i, r} \leqslant \sum_{s=i+1}^{r+1} \zeta_{s, j} \tag{3.1}
\end{equation*}
$$

The LHS of (3.1) involves a product of binary variables, which can be relaxed to the LHS of (H4) below:

$$
\begin{equation*}
\zeta_{i, j}-\zeta_{i, j-1}-\cdots-\zeta_{i, r+1}+\zeta_{i, r}-1 \leqslant \sum_{s=i+1}^{r+1} \zeta_{s, j} \quad \forall \quad i \leqslant r \leqslant j-2, \quad[i, j] \in \mathcal{P} \tag{H4}
\end{equation*}
$$

Equivalently to (3.1), (H4) is activated only if $[i, r]$ is produced as the distillate from $[i, j]$ and is trivially satisfied otherwise. Further, (H4) would be redundant if imposed for $r=j-1$, since the RHS would be $\sum_{s=i+1}^{j} \zeta_{s, j} \geqslant \zeta_{j, j}=1$, where the equality is from (H2). Physically, when $[i, j-1]$ is produced as the distillate from $[i, j]$, any of the bottom children $\{[s, j]\}_{s=i+1}^{j}$ can be withdrawn as residue. Thus, it is sufficient to impose (H4) for top children $\{[i, r]\}_{r=i}^{j-2}$. In a similar manner, component conservation constraints can be derived based on the bottom children. Let $[s, j]$, where $i+1 \leqslant s \leqslant j$, be produced as the residue from $[i, j]$, then one of $\{[i, r]\}_{r=s-1}^{j-1}$ must be produced as the distillate for components to be conserved. For a regularcolumn configuration, $[s, j]$ is a residue only if the submixtures $\{[i+1, j], \ldots,[s-1, j]\}$ are absent. The constraint in nonlinear form, and its relaxed version are given below:

$$
\begin{align*}
& \zeta_{i, j}\left(1-\zeta_{i+1, j}\right) \ldots\left(1-\zeta_{s-1, j}\right) \zeta_{s, j} \leqslant \sum_{r=s-1}^{j-1} \zeta_{i, r} \\
& \zeta_{i, j}-\zeta_{i+1, j}-\cdots-\zeta_{s-1, j}+\zeta_{s, j}-1 \leqslant \sum_{r=s-1}^{j-1} \zeta_{i, r} \quad \forall i+2 \leqslant s \leqslant j ; \quad[i, j] \in \mathcal{P} \tag{H5}
\end{align*}
$$

As before, (H5) is redundant for $s=i+1$ and it suffices to impose (H5) for bottom children $\{[s, j]\}_{s=i+2}^{j}$.

## Constraints on heat exchanger variables

We use binary variables $\chi_{i, j},(i, j) \in \mathcal{C}$ and $\rho_{i, j},(i, j) \in \mathcal{R}$ to model whether condensers and reboilers are present or absent. When a heat exchanger is absent, the material flow between two consecutive columns takes place via two-way vapor-liquid transfers (see Figure 3.2). Thus, when a heat exchanger is absent, we automatically assume that a thermal coupling is present instead. We now describe the constraints that govern the presence/absence of heat exchangers:

1. From the definition, heat exchangers must be absent when the associated submixtures are absent in the configuration. This constraint can be expressed in linear form as

$$
\begin{equation*}
\chi_{i, j}+\rho_{i, j} \leqslant \zeta_{i, j} \forall[i, j] \in \mathcal{U} \tag{H6}
\end{equation*}
$$

Submixtures in $\mathcal{S}_{1}$ (resp. $\mathcal{S}_{3}$ ) are only associated with condensers (resp. reboilers). Thus, (H6) must be modified to $\chi_{1, j} \leqslant \zeta_{1, j}$ (resp. $\rho_{i, n} \leqslant \zeta_{i, n}$ ) for the corresponding submixtures.
2. Condenser (resp. reboiler) associated with a stream must be absent if all the top (resp. bottom) parents of the stream are absent. This constraint is modeled as

$$
\left.\begin{array}{rl}
\chi_{i, j} & \leqslant \sum_{l=j+1}^{n} \zeta_{i, l}  \tag{H7}\\
\rho_{i, j} & \leqslant \sum_{k=1}^{i-1} \zeta_{k, j}
\end{array}\right\} \forall[i, j] \in \mathcal{S}_{2} \cup\left\{[m, m]_{m=2}^{n-1}\right\}
$$

and is redundant if imposed for submixtures in $\mathcal{S}_{1}$ and $\mathcal{S}_{3}$, as they can always be produced from the process feed stream $([1, n])$.
3. Heat exchangers must be absent if the associated stream is withdrawn as a sidedraw. For a stream to be withdrawn as sidedraw, it must have at least one
of the top parents (i.e., $\left.\min \left\{\left(1-\zeta_{i, l}\right)\right\}_{l=j+1}^{n}=0\right)$, and one of the bottom parents (i.e., $\left.\min \left\{\left(1-\zeta_{k, j}\right)\right\}_{k=1}^{i-1}=0\right)$. Therefore, for every $[i, j] \in \mathcal{S}_{2} \cup\{[m, m]\}_{m=2}^{n-1}$

$$
\begin{equation*}
\chi_{i, j}+\rho_{i, j} \leqslant \min \left\{\left(1-\zeta_{i, l}\right)\right\}_{l=j+1}^{n}+\min \left\{\left(1-\zeta_{k, j}\right)\right\}_{k=1}^{i-1} \tag{3.2}
\end{equation*}
$$

By definition, $\min \left\{\left(1-\zeta_{i, l}\right)\right\}_{l=j+1}^{n} \leqslant\left(1-\zeta_{i, l}\right)$ for $j+1 \leqslant l \leqslant n$, and $\min \{(1-$ $\left.\left.\zeta_{k, j}\right)\right\}_{k=1}^{i-1} \leqslant\left(1-\zeta_{k, j}\right)$ for $1 \leqslant k \leqslant i-1$. This allows min function to be linearized as follows:

$$
\left.\begin{array}{rl}
\chi_{i, j}+\rho_{i, j} \leqslant\left(1-\zeta_{i, l}\right)+\left(1-\zeta_{k, j}\right) \quad \forall & 1 \leqslant k \leqslant i-1, j+1 \leqslant l \leqslant n \\
& {[i, j] \in \mathcal{S}_{2} \cup\{[m, m]\}_{m=2}^{n-1}} \tag{H8}
\end{array}\right\}
$$

The linearized constraints check every top parent-bottom parent combination to determine if the submixture is withdrawn as sidedraw. This constraint is, of course, not applicable for the remaining streams, because they can not be produced as sidedraw.
4. Pure components must be withdrawn through a heat exchanger, when they are produced by only one parent. Since the lightest and the heaviest components always have one parent, we have

$$
\begin{equation*}
\chi_{1,1}=1 \quad \& \quad \rho_{n, n}=1 \tag{H9}
\end{equation*}
$$

For the remaining products $\left(\{[i, i]\}_{i=2}^{n-1}\right)$, if they only have a top parent, they must be withdrawn through a condenser. In other words, if all the bottom parents $\left(\{[k, j]\}_{k=1}^{j-1}\right)$ are absent, the condenser associated with the intermediate product must be present.

$$
\begin{equation*}
\chi_{j, j} \geqslant 1-\sum_{k=1}^{j-1} \zeta_{k, j} \quad \forall \quad 2 \leqslant j \leqslant n-1 \tag{H10}
\end{equation*}
$$

Similarly, when all the top parents $\left(\{[j, l]\}_{l=j+1}^{n}\right)$ are absent, the intermediate product must be withdrawn from a reboiler.

$$
\begin{equation*}
\rho_{j, j} \geqslant 1-\sum_{l=j+1}^{n} \zeta_{j, l} \quad \forall 2 \leqslant j \leqslant n-1 \tag{H11}
\end{equation*}
$$

This concludes our discussion of the search-space formulation. The above constraints are sufficient to eliminate all infeasible regular-column configurations. The formulation does not require all variables to be declared as binary. As it is, the MINLP has $n(n+1) / 2$ binary variables associated with streams $\left(\zeta_{i, j}\right)$ and $n(n-1)$ binary variables for heat exchangers $\left(\chi_{i, j}, \rho_{i, j}\right)$. However, due to (H2), the binary variables associated with the process feed and the pure components are already fixed at 1. Further, heat exchanger variables associated with pure products $\{[i, i]\}_{i=1}^{n}$ automatically take integral values. This is because if the product $i$ does not have a top parent, (H7) (resp. (H11)) ensures that $\chi_{i, i}$ (resp. $\rho_{i, i}$ ) is zero (resp. one). The case without bottom parent is similar. On the other hand, when it has both parents, (H8) ensures that $\chi_{i, i}$ and $\rho_{i, i}$ are both zero. The total number of binary variables is thus $n(n+1) / 2+n(n-1)-(n+1)-2(n-1)=(n-2)(3 n-1) / 2$. For example, the number of binary variables for four, five, and six component systems are 11, 21, and 34 , respectively.

### 3.1.3 Mass Balance Constraints

Figure 3.2(a) shows the four-component superstructure used for modeling mass balance constraints. We observe that, by bypassing appropriate component, vapor, and liquid flows [17], the entire search space is embedded in Figure 3.2(a). We denote the pseudocolumn performing the split of stream $[i, j]$ as $Q_{i, j}$. We treat the system as a multicommodity network flow problem where a pseudocolumn, which redistributes the flow between the rectifying and stripping sections, is akin to a node. Whereas, the sections carrying the material from one node to the other are akin to edges.

Figure 3.2(b) shows a pseudocolumn that is a representative of every other pseudocolumn in the superstructure. Definition of variables used in Figure 3.2(b) are


Fig. 3.2. Schematic of four-component superstructure. The blue box shows a representative column of every other column in the superstructure. Variables used for vapor and liquid flows are shown in (b). Definition of the variables are described in Table 3.2
summarized in Table 3.2. The component and vapor mass balance equations enveloping a pseudocolumn $Q_{i, j}$ are given by:

$$
\left.\begin{array}{l}
\left\{f_{i, j+1, p}^{\mathrm{rs}}+f_{i-1, j, p}^{\mathrm{ss}}=f_{i, j, p}^{\mathrm{rs}}+f_{i, j, p}^{\mathrm{ss}}\right\}_{p=i}^{j}  \tag{H12}\\
U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}}=V_{i, j}^{\mathrm{rs}}-V_{i, j}^{\mathrm{ss}}
\end{array}\right\} \quad \forall[i, j] \in \mathcal{U}
$$

For $Q_{1, n}$, the following constraints are imposed:

$$
\left.\begin{array}{l}
\left\{F_{p}=f_{1, n, p}^{\mathrm{rs}}+f_{1, n, p}^{\mathrm{ss}}\right\}_{p=1}^{n}  \tag{H13}\\
(1-\Phi) \sum_{p=1}^{n} F_{p}=V_{1, n}^{\mathrm{rs}}-V_{1, n}^{\mathrm{ss}}
\end{array}\right\}
$$

Here, $\Phi$ is the fraction of the process feed in liquid phase, typically referred to as thermal quality of the feed. For each column, as is typical, we assume that the lightest and the heaviest components of the feed appear only in the distillate and residue respectively. The intermediate components may, however, distribute between the distillate and the residue. In other words, the components in the distillate belong to $[i, j-1]$ (i.e., $f_{i, j, j}^{\mathrm{rs}}=0$ ), while those in residue belong to $[i+1, j]$ (i.e., $f_{i, j, i}^{\mathrm{ss}}=0$ ). Note that, for submixtures in $\mathcal{S}_{1}$ (resp. $\mathcal{S}_{3}$ ), $U_{i-1, j}^{\mathrm{ss}}$ and $f_{i-1, j, p}^{\mathrm{ss}}$ (resp. $U_{i, j+1}^{\mathrm{rs}}$ and $f_{i, j+1, p}^{\mathrm{rs}}$ ) are not defined and are to be regarded as zero in (H12). The difference between the vapor and liquid flows in the rectifying (resp. stripping) sections is the net distillate (resp. residue) flow.

$$
\left.\begin{array}{l}
V_{i, j}^{\mathrm{rs}}-L_{i, j}^{\mathrm{rs}}=\sum_{p=i}^{j-1} f_{i, j, p}^{\mathrm{ss}}  \tag{H14}\\
L_{i, j}^{\mathrm{ss}}-V_{i, j}^{\mathrm{ss}}=\sum_{p=i+1}^{j} f_{i, j, p}^{\mathrm{ss}}
\end{array}\right\} \forall[i, j] \in \mathcal{P}
$$

Mass balance equations around the condenser (H15) and reboiler (H16) are given by

$$
\left.\begin{array}{l}
V_{i, j+1}^{\mathrm{rs}}=F C_{i, j}+U_{i, j+1}^{\mathrm{rs}} \\
F C_{i, j}+K_{i, j+1}^{\mathrm{rs}}=L_{i, j+1}^{\mathrm{rs}} \tag{H16}
\end{array}\right\} \quad \forall(i, j) \in \mathcal{C}
$$



Fig. 3.3. Modeling of (a) Condenser, (b) Thermal coupling, (c) Combination of condenser and thermal coupling and (d) a partial condenser
see Figure 3.2(b). We point out that the liquid mass balance equation around each pseudocolumn is implied from (H12) - (H16). To facilitate the production of pure components in saturated liquid state, we add (see Figure 3.2a)

$$
\left.\begin{array}{c}
U_{i, i+1}^{\mathrm{rs}}=U_{i-1, i}^{\mathrm{ss}}  \tag{H17}\\
K_{i-1, i}^{\mathrm{ss}}-K_{i, i+1}^{\mathrm{rs}}=F_{p}
\end{array}\right\} \quad 2 \leqslant i \leqslant n-1
$$

Here, we used the fact that the net outflow of any intermediate pure product is the same as its flow in the process feed $F_{p}$. These constraints ensure vapor and liquid continuity among pseudocolumns $\left\{Q_{i, i+1}\right\}_{i=1}^{n-1}$. The superstructure in Figure 3.2 can model a heat exchanger (Figure 3.3a), a thermal coupling (Figure 3.3b), a combination of thermal coupling and heat exchanger (Figure 3.3c), which is a plausible alternative for modeling pump-around, and a partial condenser/reboiler (Figured 3.3d) by enabling/shunting flow in appropriate branches. In this work, we allow only two of these options. More specifically, we allow either a heat exchanger or a thermal coupling, but not both (Figure 3.3c). In addition, we will only consider total condenser and reboiler i.e., two-phase transfer streams are not allowed (Figure 3.3d). When a condenser (resp. reboiler) is present, we feed the submixture as vapor (resp. liquid) to the next column [35]. These constraints are modeled as follows:

$$
\left.\begin{array}{c}
F C_{i, j} \leqslant V^{U} \chi_{i, j}  \tag{H18}\\
K_{i, j+1}^{\mathrm{rs}} \leqslant V^{U}\left(1-\chi_{i, j}\right)
\end{array}\right\} \quad \forall \quad(i, j) \in \mathcal{C}
$$

$$
\left.\begin{array}{c}
F R_{i, j} \leqslant V^{U} \rho_{i, j}  \tag{H19}\\
U_{i-1, j}^{\mathrm{ss}} \leqslant V^{U}\left(1-\rho_{i, j}\right)
\end{array}\right\} \quad \forall \quad(i, j) \in \mathcal{R}
$$

Here, $V^{U}$ is the upper bound on the vapor flow. The choice of $V^{U}$ will be discussed in section 3.1.6.


Fig. 3.4. Schematic showing component, vapor and liquid bypass

### 3.1.4 Underwood Constraints

Here, we describe the constraints that govern the minimum vapor flow required in each section of the configuration to perform the desired separation. These constraints also determine the extent to which component flows are distributed between the distillate and the residue, when a submixture undergoes sloppy split. All the sloppy split
configurations have at least one instance where two pseudocolumns stacked, one on top of the other, with the common product stream drawn as sidedraw. As a first-step approximation, despite the stacking, we model the split in each pseudocolumn independently of other pseudocolumns. We compute the minimum vapor requirement for each pseudocolumn using Underwood method. The minimum vapor flow requirement of a stacked column is then obtained as the maximum of vapor flow requirements at each of the sections. This procedure has been used in the literature by [9, 13, 15, 22]. Very recently, it was found that the results obtained with this approximation agree excellently with rigorous Aspen Plus simulations [4].

When stream $[i, j]$ is present, pseudocolumn $Q_{i, j}$ separates $[i, j]$ so that the component distribution and the threshold vapor flow satisfy Underwood constraints. On the other hand, if stream $[i, j]$ is absent in a configuration, pseudocolumn $Q_{i, j}$ bypasses the flow from the rectifying (resp. stripping) section of the parent pseudocolumn $Q_{i, j+1}$ (resp. $Q_{i-1, j}$ ) to the rectifying (resp. stripping) section of the pseudocolumn $Q_{i, j}$. A schematic of the bypass is shown in Figure 3.4. The relevant constraints are shown in the disjunction below, which is imposed for all $[i, j] \in \mathcal{P}$

$$
\left.\left[\begin{array}{l}
\zeta_{i, j}=1  \tag{3.3}\\
\left\{\sum_{p=i}^{j} \frac{\alpha_{p}\left(f_{i, j+1, p}^{\mathrm{rs}}+f_{i-1, j, p}^{\mathrm{ss}}\right)}{\alpha_{p}-\theta_{i, j, q}}=U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}}\right\}_{q=i}^{j-1} \\
\sum_{p=i}^{j-1} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{i, j, q}} \leqslant \Upsilon_{i, j}^{\mathrm{rs}} \text { for } q=\{i, j-1\} \\
\left\{\sum_{p=i}^{j-1} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{i, j, q}}+S_{i, j, q}=\Upsilon_{i, j}^{\mathrm{rs}}\right\}_{q=i+1}^{j-2} \\
-\sum_{p=i+1}^{j} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i, j, q}} \leqslant \Upsilon_{i, j}^{\mathrm{ss}} \text { for } q=\{i, j-1\} \\
\left\{\begin{array}{l}
j \\
\left.-\sum_{p=i+1}^{j} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i, j, q}}+S_{i, j, q}=\Upsilon_{i, j}^{\mathrm{ss}}\right\}_{q=i+1}^{j-2} \\
S_{i, j, q} \leqslant 2 V^{U}\left[\min \left\{\left(1-\zeta_{i, r}\right)\right\}_{r=q+1}^{j-1}+\min \left\{\left(1-\zeta_{s, j}\right)\right\}_{s=i+1}^{q}\right] \\
\Upsilon_{i, j}^{\mathrm{rs}} \leqslant V_{i, j}^{\mathrm{rs}} \\
\Upsilon_{i, j}^{\mathrm{ss}} \leqslant V_{i, j}^{\mathrm{ss}} \\
U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}}=\Upsilon_{i, j}^{\mathrm{rs}}-\Upsilon_{i, j}^{\mathrm{ss}}
\end{array}\right]
\end{array}\right] \begin{array}{l}
\zeta_{i, j=0} \\
\left\{f_{i, j+1, p}^{\mathrm{rs}}=f_{i, j, p}^{\mathrm{rs}}\right\}_{p=i}^{j-1} \\
\left\{f_{i-1, j, p}^{\mathrm{ss}}=f_{i, j, p}^{\mathrm{ss}}\right\}_{p=i+1}^{j} \\
U_{i, j+1}^{\mathrm{rs}}=V_{i, j}^{\mathrm{rs}} \\
U_{i-1, j}^{\mathrm{ss}}=V_{i, j}^{\mathrm{ss}}
\end{array}\right]
$$

Consider the set corresponding to $\zeta_{i, j}=1$. The second constraint is the Underwood feed equation that ensures that the Underwood roots satisfy $\alpha_{q+1} \leqslant \theta_{i, j, q} \leqslant \alpha_{q}$ for $i \leqslant q \leqslant j-1$. The next four constraints determine the minimum vapor requirement of the rectifying and stripping sections $\Upsilon_{i, j}^{\mathrm{rs}}$ and $\Upsilon_{i, j}^{\mathrm{ss}}$, respectively. The fourth constraint, which applies to $q \in\{i+1, \ldots, j-2\}$, is converted into an equality constraint by introducing a slack variable $S_{i, j, q}$. Since the nonlinear term on the LHS of this constraint is bounded from below by $-V^{U}[25]$ and the RHS is bounded from above by $V^{U}$, we can bound this variable from above by $2 V^{U}$, as in the seventh constraint. Moreover, if the product streams of $Q_{i, j},[i, r]$ and $[s, j]$, are such that $i<s<r<j$ i.e., at least two components distribute between the distillate and residue, then the Underwood roots satisfying $s \leqslant q<r$ are active (see Appendix A). The seventh constraint ensures that the slack in the fourth constraint is zero, as desired. The
min function is linearized just as it was for (H8). Similarly, the sixth constraint is converted into an equality by adding a slack variable. From the feed equation and the minimum vapor constraint in the rectifying section, it can be readily shown that the slack variable for the constraint in stripping section is also $S_{i, j, q}$. Although the constraints in stripping section are implied from that for the rectifying section and the feed equation, we have retained so they help strengthen the linear relaxation. These constraints, thus ensure that the solutions that are physically infeasible (see Chapter 1) are not admissible to our formulation. The eighth and ninth constraints ensure that the actual vapor flow is at least as high as the threshold vapor flow. It holds at equality when the column is operated at pinch, while a strict inequality holds when the column is operated above pinch. An inherent assumption for sloppy-splits is that, it is always possible to achieve the desired distribution by adjusting the trays in the column, when it is operated above pinch. Finally, the last constraint ensures vapor balance, requiring that the minimum vapor flow in the rectifying section differs from that in stripping section by the net vapor inflow.

On the other hand, the constraints corresponding to $\zeta_{i, j}=0$ model component and vapor bypass. The liquid bypass constraints can be derived using linear arguments from vapor and component bypass constraints using (H14), (H15), and (H16). Thus, they are not included in the disjunction. Besides Underwood constraints, the disjunction in (3.3) differs from that in [9] in the following way. Overall mass balance equations across each pseudocolumn are part of the disjunction in [9]. These constraints hold regardless of the presence/absence of the pseudocolumn. However, the authors impose these constraints in BigM form, which relaxes them in the absence of pseudocolumn. On the contrary, we do not include the mass balance constraints in the disjunction and, therefore, are not relaxed in the absence of pseudocolumn. Computational evidence suggests that the current approach leads to linear relaxations that are significantly tighter.

As mentioned in the Introduction, for tightness, we rely on reformulation based techniques for the treatment of disjunctions. Inspired from disjunctive programming
techniques in [36], we transform (3.3), for $[i, j] \in \mathcal{P}$, into the following set of equalities and inequalities.

$$
\left.\begin{array}{l}
\left\{\sum_{p=i}^{j} \frac{\alpha_{p}\left(f_{i, j+1, p}^{\mathrm{rsI}}+f_{i-1, j, p}^{\mathrm{ssI}}\right)}{\alpha_{p}-\theta_{i, j, q}}=U_{i, j+1}^{\mathrm{rsz}}-U_{i-1, j}^{\mathrm{ssz}}\right\}_{q=i}^{j-1} \\
\sum_{p=i}^{j-1} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{rsO}}}{\alpha_{p}-\theta_{i, j, q}} \leqslant \Upsilon_{i, j}^{\mathrm{rsz}} \text { for } q=\{i, j-1\} \\
\left.\left\{\sum_{p=i}^{j-1} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{rO}}}{\alpha_{p}-\theta_{i, j, q}}+S_{i, j, q}^{\zeta}=\Upsilon_{i, j}^{\mathrm{rsz}}\right\}_{q=i+1}^{j-2}\right\} \\
-\sum_{p=i+1}^{j} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{ssO}}}{\alpha_{p}-\theta_{i, j, q}} \leqslant \Upsilon_{i, j}^{\mathrm{ssz}} \text { for } q=\{i, j-1\} \\
\left\{\begin{array}{l}
\left\{\sum_{p=i+1}^{j} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{ssO}}}{\alpha_{p}-\theta_{i, j, q}}+S_{i, j, q}^{\zeta}=\Upsilon_{i, j}^{\mathrm{ssz}}\right\}_{q=i+1}^{j-2}
\end{array}\right\} \\
S_{i, j, q}^{\zeta} \leqslant 2 V^{U}\left[\min \left\{\left(1-\zeta_{i, r}\right)\right\}_{r=q+1}^{j-1}+\min \left\{\left(1-\zeta_{s, j}\right)\right\}_{s=i+1}^{q}\right] \\
\left.\Upsilon_{i, j}^{\mathrm{rsz}} \leqslant V_{i, j}^{\mathrm{rsz}}\right\} \\
\left.\Upsilon_{i, j}^{\mathrm{ssz}} \leqslant V_{i, j}^{\mathrm{ssz}}\right\} \\
U_{i, j+1}^{\mathrm{rsz}}-U_{i-1, j}^{\mathrm{ssz}}=\Upsilon_{i, j}^{\mathrm{rsz}}-\Upsilon_{i, j}^{\mathrm{ssz}} \\
\left\{f_{i, j+1, p}^{\mathrm{rs}}-f_{i, j+1, p}^{\mathrm{rsI}}-f_{i, j, p}^{\mathrm{rs}}+f_{i, j, p}^{\mathrm{rsO}}=0\right\}_{p=i}^{j-1}  \tag{H26}\\
\left\{f_{i-1, j, p}^{\mathrm{ss}}-f_{i-1, j, p}^{\mathrm{ssI}}-f_{i, j, p}^{\mathrm{ss}}+f_{i, j, p}^{\mathrm{ssO}}=0\right\}_{p=i+1}^{j} \\
U_{i, j+1}^{\mathrm{rs}}-U_{i, j+1}^{\mathrm{rsz}}-V_{i, j}^{\mathrm{rs}}+V_{i, j}^{\mathrm{rsz}}=0
\end{array}\right\} \begin{aligned}
& U_{i-1, j}^{\mathrm{ss}}-U_{i-1, j}^{\mathrm{ssz}}-V_{i, j}^{\mathrm{ss}}+V_{i, j}^{\mathrm{ssz}}=0
\end{aligned}
$$

The above constraints are derived by multiplying the constraints corresponding to $\zeta_{i, j}=1\left(\right.$ resp. $\left.\zeta_{i, j}=0\right)$ by $\zeta_{i, j}$ (resp. $\left.\left(1-\zeta_{i, j}\right)\right)$, expanding the product and linearizing the bilinear terms by introducing auxiliary variables $a_{i j p}=b_{i j p} \cdot \zeta_{i, j}$, where $a_{i j p}=$ $\left[f_{i, j+1, p}^{\mathrm{rsI}}, f_{i-1, j, p}^{\mathrm{ssI}}, f_{i, j, p}^{\mathrm{rsO}}, f_{i, j, p}^{\mathrm{ssO}}, U_{i, j+1}^{\mathrm{rsz}}, U_{i-1, j}^{\mathrm{ssz}}, V_{i, j}^{\mathrm{rsz}}, V_{i, j}^{\mathrm{ssz}}\right]$ and $b_{i j p}=\left[f_{i, j+1, p}^{\mathrm{rs}}, f_{i-1, j, p}^{\mathrm{ss}}, f_{i, j, p}^{\mathrm{rs}}\right.$,
$\left.f_{i, j, p}^{\mathrm{ss}}, U_{i, j+1}^{\mathrm{rs}}, U_{i-1, j}^{\mathrm{ss}}, V_{i, j}^{\mathrm{rs}}, V_{i, j}^{\mathrm{ss}}\right]$. The bilinear equality constraints are relaxed using McCormick constraints [37].

$$
\left.\begin{array}{l}
a_{i j p} \leqslant \min \left\{b_{i j p}, \zeta_{i, j} b_{i j p}^{U}\right\}  \tag{H27}\\
a_{i j p} \geqslant \max \left\{0, b_{i j p}+b_{i j p}^{U}\left(\zeta_{i, j}-1\right)\right\}
\end{array}\right\} p=\{i, \ldots, j\} \quad \forall \quad[i, j] \in \mathcal{P}
$$

Because $\zeta_{i, j}$ is binary, it is always at its bound: either 0 or 1 and, as such, McCormick constraints exactly model the bilinear product. As before, undefined terms are dropped for submixtures in $\mathcal{S}_{1}$ and $\mathcal{S}_{3}$. This concludes the discussion on minimum vapor constraints, completing the formulation of the problem. In the next subsection, we exploit monotonicity of Underwood equations to derive additional valid cuts that strengthen the relaxation.

### 3.1.5 Flow of Underwood Roots

Carlberg and Westerberg [38] observed that if two columns are thermally coupled, the Underwood roots carry from one to another. This would, for example, be the case for the pseudocolumns $Q_{1,4}$ and $Q_{1,3}$ in Figure 3.2 if their interconnection is a thermal coupling. The flow of roots is because the minimum vapor constraint for the rectifying section of $Q_{1,4}$ becomes the feed equation for the next column $Q_{1,3}$. Mathematically, (H21), (H24), (H15), and (H20), in the specified order, lead to:

$$
\begin{equation*}
\sum_{p=1}^{3} \frac{\alpha_{p} f_{1,4, p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{1,4, q}} \leqslant \Upsilon_{1,4}^{\mathrm{rs}} \leqslant V_{1,4}^{\mathrm{rs}}=U_{1,4}^{\mathrm{rs}}=\sum_{p=1}^{3} \frac{\alpha_{p} f_{1,4, p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{1,3, q}} ; \quad q=\{1,2\} \tag{3.4}
\end{equation*}
$$

In deriving (3.4), we used $F C_{1,3}=0$, as the columns are thermally coupled. Since $\Upsilon_{1,4}^{\mathrm{rs}}$ dominates the nonlinear expression in (H21) for both active and inactive roots (see Appendix A), (3.4) holds for all the Underwood roots. Moreover, by recognizing that the nonlinear expressions in (3.4) are monotonically increasing functions of Underwood roots, [38] showed that $\theta_{1,4, q} \leqslant \theta_{1,3, q}$ for $q=\{1,2\}$. Using similar arguments, it can be shown that $\theta_{1,4, q} \geqslant \theta_{2,4, q}$ for $q=\{2,3\}$, when the pseudocolumns $Q_{1,4}$ and $Q_{2,4}$ are thermally coupled. This concept was used in the derivation of an analytical solution for the vapor duty of an $n$ component FTC by [34].

Although these constraints are implicit and redundant in the presence of Underwood equations, imposing the constraints explicitly helps improve the LP/MIP relaxation, where Underwood equations only appear in relaxed form. We impose these constraints as:

$$
\begin{gather*}
\left\{\theta_{i, j+1, q}-\theta_{i, j, q} \leqslant M_{q} \chi_{i, j}\right\}_{q=i}^{j-1} \quad \forall \quad[i, j] \in \mathcal{S}_{1} \\
\left\{\left\{\theta_{i, l, q}-\theta_{i, j, q} \leqslant M_{q}\left[\chi_{i, j}+\left(1-\zeta_{i, j}\right)+\sum_{k=1}^{i-1} \zeta_{k, j}+\sum_{m=j+1}^{l-1} \zeta_{i, m}\right]\right\}_{l=j+1}^{n}\right\}^{j-1} \forall[i, j] \in \mathcal{S}_{2} \\
\left.\left\{\theta_{i, j, q}-\theta_{k, j, q} \leqslant M_{q}\left[\rho_{i, j}+\left(1-\zeta_{i, j}\right)+\sum_{l=j+1}^{n} \zeta_{i, l}+\sum_{m=k+1}^{i-1} \zeta_{m, j}\right]\right\}_{k=1}^{i-1}\right\}_{q=i}  \tag{H28}\\
\left\{\theta_{i, j, q}-\theta_{i-1, j, q} \leqslant M_{q} \rho_{i, j}\right\}_{q=i}^{j-1} \quad \forall[i, j] \in \mathcal{S}_{3}
\end{gather*}
$$

where the upper bound on the difference between the roots $M_{q}=\alpha_{q}-\alpha_{q+1}$. For $[i, j] \in$ $\mathcal{S}_{1}$ (resp. $[i, j] \in \mathcal{S}_{3}$ ), the constraints flow the roots from the parent pseudocolumn $Q_{i, j+1}$ (resp. $Q_{i-1, j}$ ) to $Q_{i, j}$, when the associated condenser (resp. reboiler) is absent. Furthermore, when the submixture is absent, implies $\chi_{i, j}=0$ (resp. $\rho_{i, j}=0$ ) from (H6), these constraints bypass the roots. Whereas, for $[i, j] \in \mathcal{S}_{2}$, the constraints are modified for two reasons. First, the roots may not flow when the submixture is withdrawn as sidedraw and its parent pseudocolumns are operated above pinch. (H28) ensures that the flow constraints are deactivated if $[i, j] \in \mathcal{S}_{2}$ has both top and bottom parents. The second reason is better explained with an example. Consider the completely thermally coupled configuration shown in Figure 3.5. Here, [2, 3] (resp. $[3,4])$ is produced by a single parent $[2,5]$ (resp. [1, 4]). Since their interconnection is a thermal coupling, the roots are allowed to flow to $Q_{2,3}$ (resp. $Q_{3,4}$ ) from $Q_{2,5}$ (resp. $\left.Q_{1,4}\right)$. However, without introducing additional variables, the flow cannot take place via $Q_{2,4}$, since the roots received from its parents ( $Q_{2,5}$ and $Q_{1,4}$ ) can be different. (H28) resolves this issues by directly flowing the root from the parent pseudocolumn. The second constraint in (H28) flows the root to $Q_{i, j}$ from its parent $Q_{i, l}$ for $j+1 \leqslant$ $l \leqslant n$, when $[i, j]$ is present and the associated condenser, all of its bottom parents $\{[k, j]\}_{k=1}^{i-1}$ and the submixtures $\{[i, m]\}_{m=j+1}^{l-1}$ are absent. This constraint enables


Fig. 3.5. A five-component completely thermally coupled configuration
the root to flow from $Q_{2,5}$ to $Q_{2,3}$ in the example under consideration. The third constraint is interpreted in a similar way, and it enables the root to flow from $Q_{1,4}$ to $Q_{3,4}$. To summarize, provided a stream is not drawn as a sidedraw, (H28) flows the roots to $Q_{i, j}$ from its parent if their interconnection is a thermal coupling.

We remark that the Underwood roots of the pseudocolumn $Q_{1, n}$ can be calculated a priori, thus, fixing $\left\{\theta_{1, n, q}\right\}_{q=1}^{n-1}$. Then (H28) propagates these roots to the subsequent pseudocolumns in the configuration when they are thermally coupled. Whenever the global solver decides to choose thermal coupling, it can use (H28) to improve bounds on Underwood roots using optimality and feasibility based range reduction techniques, thus improving the quality of relaxations and consequently converging to the optimal solution faster. We demonstrate the improvement in relaxation due to (H28) with a numerical example. We consider a mixture of alcohols (Case 9 in Table 5): $n=5, \Phi=1, F=\{20,30,20,20,10\}$ and $\alpha=\{4.1,3.6,2.1,1.42,1\}$. We fix the binary variables associated with streams and heat excangers to Fully Thermally Coupled (FTC) configuration. For this case, the optimal objective function value is $402.703 \mathrm{kmol} / \mathrm{hr}$. The root node relaxation reported by BARON without (H28) is 283.842 ( $42 \%$ gap w.r.t lower bound). Whereas, when (H28) is included in the model, BARON inferred a lower bound of 402.703 in the preprocessing step, thereby solving the problem to global optimum.

Inclusion of (H28) in optimization models is an important contribution of this Chapter. Before proceeding further, we comment on how the state-of-the-art explicit enumeration algorithm [22] fares in the absence of these cuts. As an example, we considered a five-component mixture of aromatics (see Case 10 in Table 3.5). Without (H28), the explicit enumeration based algorithm could not solve a few configurations to $1 \%$ gap within 1200 seconds. However, when (H28) is included in the model, BARON could solve all the unconverged configurations in less than five seconds! This example demonstrates the importance of these cuts, and how they improve the state-of-the-art. It will be even more evident when we discuss case studies in subsection 3.3.

### 3.1.6 Bounds on Variables

The bounds on binary variables are obtained by definition. Clearly, the net component flow in any column section cannot exceed the component flow rate in the feed. Thus, $0 \leqslant f_{i, j, p}^{\mathrm{rs}}, f_{i, j, p}^{\mathrm{ss}} \leqslant F_{p}$. The bounds on the Underwood roots are chosen to be $\alpha_{q+1}+10^{-4} \leqslant \theta_{i, j, q} \leqslant \alpha_{q}-10^{-4}$. A small portion is chopped at both the ends of the interval to prevent singularity issues. Although we show rigorous ways of avoiding this issue in [25], when using off-the-shelf solvers, the assumed strict separation is the simplest way to avoid numerical difficulties.

An arbitrarily large value can be chosen for the bounds on vapor and liquids flows. This, however, leads to weaker LP/MIP relaxations. To overcome this challenge we propose a heuristic. We have observed on a test set which spans over a wide range of feed cases $[35,39]$, that 3.5 times the FTC vapor duty is always higher than the total vapor duty of all configurations in the search space. Thus, 3.5 times the FTC vapor duty is chosen to be the upper bound on all vapor flow variables. Observe that using such a bound is reasonable, since we are only interested in configurations with low
vapor duty. To implement this bound, we calculate vapor duty of the FTC ( $V D_{F T C}$ ) analytically (see $[15,34]$ ) as follows:

$$
\begin{equation*}
V D_{F T C}=\max \left\{\sum_{p=1}^{q} \frac{\alpha_{p} F_{p}}{\alpha_{p}-\theta_{1, n, q}}\right\}_{q=1}^{n-1} \tag{3.5}
\end{equation*}
$$

The bounds on liquid flows are computed using mass balance equations, and bounds on vapor and component flows. All variables except $\left\{K_{i, i+1}\right\}_{i=1}^{n-1}$ are positive. The lower bound on these liquid flows is set to $-V^{U}$ to withdraw products in liquid state (see Figure 3.2a).

Altogether, the binary network, mass balances, Underwood constraints and bounds constitute the MINLP model (H), which can be solved using standard MINLP solvers such as BARON $[21,40]$ or SCIP [41].

### 3.2 Case Studies

In this section, we present a few case studies from literature that were solved to $\epsilon$-global optimality. First, we study the five-component heavy crude example from [5]. Using this example, we illustrate how additional constraints can be added to customize the search space of configurations. Later, we will present four, five and six component instances from the literature.

### 3.2.1 Heavy Crude Distillation

Crude oil distillation is an important separation process that helps meet various energy and transportation needs of society. As mentioned in the introduction, the crude separation consumes energy equivalent of $\sim 1.8$ million bbl of crude oil per day. Clearly, a small reduction in the energy consumption for this process can save a lot of energy over time.

In our example, crude oil is regarded as a mixture of naphtha $(A)$, kerosene $(B)$, diesel $(C)$, gas oil $(D)$ and residue $(E)$. The composition of components in the feed and the relative volatility of the components is borrowed from [5] and summarized in

Table 3.3.
Feed composition and relative volatility information for heavy crude mixture. Data is taken from [5]

|  | Component | Feed Composition | Relative Volatility |
| :--- | :--- | :---: | :---: |
| A | Naphtha | 0.144 | 45.3 |
| B | Kerosene | 0.093 | 14.4 |
| C | Diesel | 0.101 | 4.7 |
| D | Gas Oil | 0.039 | 2 |
| E | Residue | 0.623 | 1 |

Table 3.3. We assume the flowrate of crude to be $100 \mathrm{kmol} / \mathrm{h}$. Further, we assume that $90 \%$ of $E$ in the process feed is in liquid phase, while the rest is in vapor phase. To prevent fouling, we require that the residue $(E)$ be separated from the rest of the components in the first column. In other words, none of the submixtures will contain $E$ i.e., $B C D E, C D E$ and $D E$ are absent from the configuration. To ensure that these submixtures are absent, we add

$$
\begin{equation*}
\zeta_{2,5}=\zeta_{3,5}=\zeta_{4,5}=0 \tag{3.6}
\end{equation*}
$$

Before solving the MINLP over the entire search space, we limit the search to sharp-split configurations.

Sharp-split configurations: Due to their simplicity and ease of operation, sharp-split configurations were preferred historically. This preference sustains and, even today many chemical plants employ sharp-split configurations. Sharp-split configurations are those regular-column configurations that have exactly $n-2$ submixtures. This is because for sharp-split configurations a submixture is not produced at two different locations. Therefore, splits can be rearranged as binary trees that have $n-1$ internal nodes, one of them corresponds to the feed and the rest to submixtures. When a sloppy-split is introduced, the trees following each product stream grow by the number of overlapping components, $c$, and at most $c-1$ of these internal internal
nodes can be pruned, which happens when both product streams separate to produce a product downstream that consists of just the $c$ overlapping components. Therefore, sloppy-split configurations have at least $n-1$ submixtures. Thus, for the heavy crude example, we add

$$
\begin{equation*}
\sum_{[i, j] \in \mathcal{U}} \zeta_{i, j}=(n-2) \tag{3.7}
\end{equation*}
$$

We solve the MINLP (H) with (3.6) and (3.7) added. The optimal solution is shown in Figure 3.6(a). This configuration is known in the literature as indirect split configuration, and for decades, has been the configuration of choice for crude oil separation! Our model, despite several simplifying assumptions, identifies this optimal configuration in a few seconds among several sharp-split configurations. This result reaffirms that our simplifying assumptions are reasonable and our algorithms generate worthwhile results. However, is the optimal sharp-split configuration the best configuration? To determine the answer to this question, we compare the total vapor duty of FTC, obtained analytically as $69.96 \mathrm{kmol} / \mathrm{h}$, with that of the optimal sharpsplit configuration. The indirect split configuration has a vapor duty requirement of $84.402 \mathrm{kmol} / \mathrm{hr}$, which is $20.6 \%$ higher than that for FTC. Thus, there is a substantial potential to reduce the total vapor duty. Since FTC is hard to implement, we will expand our search space to include sloppy-split configurations to see if a similar vapor duty is also achievable by a configuration that is easy to implement.

Sloppy-split configurations: Every-sloppy split configuration has at least two columns stacked one on top of the other. By construction, sloppy-split configurations withdraw at least one sidedraw by stacking columns, that produce the same streams one from the stripping section and the other from the rectifying section. There are four possible arrangements for a sidedraw: vapor-only-transfer, liquid-only-transfer, two-way vapor-liquid transfer and two-phase sidedraw. The formulation described in the previous section, captures all the four arrangements. Nevertheless, industrial


Fig. 3.6. Candidate configurations for the heavy crude example
practitioners prefer that the sidedraw is a liquid-only-transfer because such transfers are easier to operate. To maintain sidedraws as liquid transfer, we add

$$
\begin{gather*}
-V^{U}\left[\left(1-\zeta_{i, j}\right)+\left(1-\zeta_{i, l}\right)+\left(1-\zeta_{k, j}\right)\right] \leqslant U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}} \leqslant \\
V^{U}\left[\left(1-\zeta_{i, j}\right)+\left(1-\zeta_{i, l}\right)+\left(1-\zeta_{k, j}\right)\right],  \tag{3.8}\\
\forall j+1 \leqslant l \leqslant n ; \quad 1 \leqslant k \leqslant i-1 ; \quad[i, j] \in \mathcal{S}_{2}
\end{gather*}
$$

Here, $\left(U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}}\right)$ denotes the net vapor inflow into the pseudocolumn $Q_{i, j}$. The constraint forces the net vapor inflow to zero when three streams are present, namely stream $[i, j]$, one of the top parents $\{[i, l]\}_{l=j+1}^{n}$, and one of the bottom parents $\{[k, j]\}_{k=1}^{i-1}$. We now solve the MINLP (H), restricted to also satisfy (3.6) and (3.8) in order to determine the optimal sloppy-split configuration that produces $E$ as the residue from the first column and draws sidedraws as liquid-only transfers. The optimal configuration has been drawn in an operable form in Figure 3.6(b). The optimal vapor duty of the configuration is $76.76 \mathrm{kmol} / \mathrm{h}$, which is $9 \%$ lower than that of indirect split configuration.

If the optimal solution turns out to not be desirable for a reason not captured by the model, the practitioner would like to generate alternative solutions. Towards this end, we organize configurations into families, where configurations from each family have same structural arrangement of columns, but differ with each other in whether the connection between adjacent columns is a thermal coupling or via a heat exchanger. Although thermal couplings are known to benefit by conserving energy, such benefits are not always realized [42]. In other words, various configurations within a family have identical vapor duty. Moreover, a given configuration may perform optimally over a wide range of operating conditions. For these reasons, we find that the 'Numsol' option of BARON is not reliable in determining $\mathbb{K}$-best families. BARON often finds the same configuration, among the best solutions, albeit with different operating conditions. Instead, we use binary cuts to systematically determine the $\mathbb{K}$-best families.

Configurations from different families have a different set of submixtures. Using binary cuts on submixtures, we eliminate previously seen families of configurations.

There are various ways of achieving this result. One way is to consider each $\zeta$ vector as a binary encoding of a number and eliminate those solutions where $\zeta_{i, j}$ for $[i, j] \in B \zeta_{1}$ are at one and $\zeta_{i, j}$ for $[i, j] \in B \zeta_{0}$ are at zero. This is achieved by adding

$$
\begin{equation*}
\sum_{[i, j] \in B \zeta_{0}}\left(1-\zeta_{i, j}\right)+\sum_{[i, j] \in B \zeta_{1}} \zeta_{i, j} \leqslant\left|B \zeta_{0}\right|+\left|B \zeta_{1}\right|-1 \tag{3.9}
\end{equation*}
$$

We refer the reader to [43] for an alternative approach. Solving the MINLP after adding this cut gives a configuration from the second-best family. The operable version of the solution is shown in Figure 3.6(c). The optimal vapor duty of the configuration is $77.39 \mathrm{kmol} / \mathrm{h}$, which is slightly higher than that for the configuration in Figure 3.6(b), but requires one less transfer stream and two less column sections. To determine the third best configuration, we add a cut similar to the one described in (3.9). The operable version of the third best configuration is shown in Figure $3.6(\mathrm{~d})$. The optimal vapor duty is $1.86 \%$ higher than the second best configuration. Interestingly, all the three configurations in Figure 3.6(b)-(d) exhibit similarities with the indirect-split configuration, and are thus amenable to retrofitting. A similar analysis has been performed on the light crude example from [5], and the results can be found in our recent publication [44].

### 3.2.2 A Pseudocost Model

We have illustrated that energy can be saved using sloppy-splits. In fact, the configuration with the maximum number of sloppy-splits (FTC) is known to require the least vapor duty $[13,34]$. However, the energy savings come at a price. The introduction of sloppy-splits increases the number of column sections, which in turn may increase the capital cost. For example, Figure 3.6(b) requires six more column sections compared to Figure 3.6(a). Thus, the sloppy-split configuration may not be more economical since the increase in capital cost outweighs the reduction in operating cost (vapor duty). It is often desirable to identify configurations which reduce vapor duty (measure of operating cost) while keeping the number of column sections reasonably close to that of sharp-split configurations. Although a detailed
cost model can also be formulated, we describe two simple heuristics for identifying cost-effective configurations.

## Procedure 1

To identify such configurations, we propose the use of the following objective function:

$$
\begin{equation*}
\text { Minimize } \sum_{[i, j] \in \mathcal{T}} \zeta_{i, j}-\sum_{(i, j) \in \mathcal{C}} \chi_{i, j}-\sum_{(i, j) \in \mathcal{R}} \rho_{i, j} \tag{3.10}
\end{equation*}
$$

This objective minimizes the total number of streams (a measure of the number of column sections), and for better controllability maximizes the heat exchangers. Different weights may be used to tilt the emphasis between the two objectives. When two solutions have the same objective, we choose the configuration with least number of streams. Clearly, solving the MINLP (H) with (3.10) as the objective could yield any basic sharp split configuration as the optimal solution since, for these configurations, each submixture stream is associated with a heat exchanger. However, such a solution would be unattractive in terms of vapor duty. To eliminate such solutions, we also require that the vapor duty does not exceed that of FTC by more than a specified percentage, say $10 \%$.

$$
\begin{equation*}
\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \leqslant 1.1 V D_{F T C} \tag{3.11}
\end{equation*}
$$

where $V D_{F T C}$ is the optimal vapor duty of FTC (refer (3.5)). Thus, we propose to solve (H) after appending (3.11) and modifying the objective to (3.10). The $\mathbb{K}$-best families are determined as before, by iteratively adding binary cuts (3.9).

## Procedure 2

We now suggest an alternative procedure to find attractive configurations, which is summarized in Algorithm 1.


Fig. 3.7. Configuration that minimizes the sloppy splits, maximizes the heat exchangers while being attractive from the perspective of vapor duty. (b) shows the heat integrated version of (a) where the reboiler associated with the side-stripper is replaced with a heat exchanger (thick square)

We now use Procedure 1 on the heavy crude example and describe the results. For illustration, we will also include submixtures $B C D E, C D E$, and $D E$ in the search space. It turns out that the resulting MINLP has multiple solutions with the same objective function value. One of the solutions is shown in Figure 3.7. The vapor duty requirement for this configuration is $10 \%$ less than that of indirect split configuration, and is within $10 \%$ of that of FTC. This solution has other attractive features as well. First, the configuration has only one sloppy split and just two extra column sections relative to indirect split configuration. As a result, the capital cost is expected to be not too far off from that of indirect split configuration (Figure 3.6(a)). Second, each column has at least one heat exchanger. This allows for better control of reflux in each column and make the startup as well as shut down process easier. Third, heat-integration of side-stripper and side-rectifier is possible because boiling point of $C$ is higher than that of $B$. The reboiler associated with the side-stripper

Step 1: Formulate MINLP (H), and initialize number of submixtures $N S=n-2$
Step 2: Append $\sum_{[i, j] \in \mathcal{U}} \zeta_{i, j}=N S$ to (H), and solve the MINLP with (H1) as the objective
if Vapor duty $<1.1 V D_{F T C}$ then
go to Step 3;
else
$N S=N S+1 ;$
go to Step 2;
end
Step 3: A configuration which minimizes number of column sections is
found. If the next best solution is desired, append binary cut (3.9) to (H)
and go to Step 2 else, stop.
Algorithm 1: Algorithm for identifying cost-effective distillation configurations
generates vapor reflux that contains $B$, whereas the condenser associated with the side-rectifier generates liquid reflux that contains $C$. The latent heat released during the condensation of $C$ can be used to supply the latent heat required to vaporize $B$. We have assumed while using Underwood method that the latent of vaporization is about the same for all components. Under this assumption, the condenser and reboiler duties are directly proportional to their vapor flows. In the current example, it turns out that the vapor flow in the condenser is much higher than the liquid flow in the reboiler. This means that, the reboiler associated with the side-stripper can be replaced with a heat exchanger. Since we withdraw products as liquids, the condenser associated with the side-rectifier was anyway required to condense $C$. Fortuitously, the vapor duty of the heat integrated configuration (Figure 3.7(b)) matches that of FTC, and hence at the lowest possible value! We emphasize that the maximum benefit could be attained with just one sloppy-split. For all these reasons, the proposed
configuration may be preferable over the conventional indirect split configuration, even though it introduces the submixture stream $D E$.

Procedure 2 can also be used to arrive at the same solution. It has been used in our recent work [44] to separate a mixture of alcohols, an example we borrowed from [17]. We had found that this approach also results in configurations that seem attractive from the perspective of both capital and operating costs.

### 3.2.3 Case Studies from Literature

We have only shown a few ways, out of many, to tailor the MINLP model as per the need of the process designer. Besides heavy crude example, we have tested our model on a few other cases that have been previously reported in the literature. Table 3.4 shows how the problem size varies with the number of components in the process feed. Table 3.5 summarizes the problem data and the results obtained. In all the examples, optimization was performed over the entire search space of regular-column configurations. The computations were done on Dell Optiplex 5040 with 16 GB RAM Intel Core i7-6700 3.4 GHz processor.

The case studies demonstrate that flow of roots constraints, (H28), help expedite the branch-and-bound algorithm. In particular, we bring the attention of the reader to Cases 9-14. Flow of roots cuts have an enormous impact on these cases, as is evident from the drastic reduction in the number of iterations and the overall computational time to solve these cases when (H28) was included in the model. Moreover, without these cuts, Cases 10 and 11 could not converge to within $1 \%$ optimality gap in the 1200 seconds alloted to the optimization algorithm. We observed that for these cases, the lower bound improved at a rather slow pace.

To further test the effectiveness of our model, we tested it on the 120 fourcomponent cases and 496 five-component cases reported in [35]. For these runs, the relative tolerance for convergence was set to $1 \%$ and the time-limit was set at 1200 seconds. The model was solved to $\epsilon$-global optimality by BARON for all the 120

Table 3.4.
Problem size for different systems

|  | $n=3$ | $n=4$ | $n=5$ | $n=6$ |
| :--- | :---: | :---: | :---: | :---: |
| Binary variables | 4 | 11 | 21 | 34 |
| Continuous variables | 70 | 158 | 292 | 480 |
| Linear constraints | 122 | 311 | 617 | 1073 |
| Nonlinear constraints | 10 | 27 | 56 | 100 |

four-component cases, and for $72.3 \%$ of the 496 five-component cases. A few cases that did not converge had a duality gap as high as $82 \%$. Although the model gives insights and worthy configuration alternatives, there is still scope for improvement.

### 3.3 Concluding Remarks

In this chapter, we introduced a new MINLP formulation to identify energyefficient distillation configurations. The key contributions are as follows. First, we introduced a new notation that is more natural and easy to work with. Second, we identified that previous MINLP formulations relax the feasible region admitting physically infeasible solutions. We identified the source of the problem to be that Underwood constraints associated with active roots were insufficiently constrained. We showed how to modify these constraints to more accurately model the feasible space. Third, we added valid cuts to model flow of roots, which expedite the branch-and-bound convergence. The effectiveness of the cuts was illustrated with a few examples. Fourth, we proposed a new approach to obtain configurations that reduce operating cost, while being aware that increasing number of sections increases the capital cost, and increasing thermal couplings reduces operability. Finally, we tested our model on a wide-range of cases reported in the literature. While the model could be solved to $\epsilon$-global optimality for a majority of cases, we identified various
Table 3.5.
Case studies from literature. For all the cases, the feed is assumed to be in saturated liquid state $(\Phi=1)$. MINLPs are solved with BARON 18.5.8 [21,40] on GAMS 25.1 with default values for all options except pDo ( pDo is set to -1 ), and the relative tolerance for convergence $\left(\epsilon_{r}\right)$ is set to $1 \%$. Further, the time limit is chosen to be 1200 s for four and five component systems, and 3600 s for six component system. TL corresponds to 'Time Limit has been reached', and the number in the parenthesis is the duality gap at the end of $1200 \mathrm{~s} . \mathrm{I} / \mathrm{N} / \mathrm{T}$ : Baron Iterations/Maximum number of nodes in memory/Time in seconds. Case 1 is taken from [10], Cases 2, 3 and 4 from [45], Cases 6, 8 and 10 from [9], Cases 7, 9 and 11 from [17]. Relative volatility information for Cases 12 and 13 are taken from [46], and from [47] for Case 14.

| Case | $n$ | $\left\{F_{p}\right\}_{p=1}^{n}$ | $\left\{\alpha_{p}\right\}_{p=1}^{n}$ | Without (H28) | With (H28) |
| :---: | :---: | :--- | :--- | :---: | :---: |
|  |  |  |  | $\mathrm{I} / \mathrm{N} / \mathrm{T}$ | $\mathrm{I} / \mathrm{N} / \mathrm{T}$ |
| 1 | 4 | $\{17.8,40.4,27.7,14.1\}$ | $\{3.413,2.146,1.398,1\}$ | $17 / 7 / 4$ | $9 / 3 / 2$ |
| 2 | 4 | $\{30,40,25,5\}$ | $\{29.07,12.81,2.35,1\}$ | $15 / 4 / 2$ | $13 / 3 / 2$ |
| 3 | 4 | $\{5,25,40,30\}$ | $\{24.19,4.599,2.19,1\}$ | $1 / 1 / 1$ | $1 / 1 / 1$ |
| 4 | 4 | $\{3,55,12,30\}$ | $\{27.88,12.28,4.76,1\}$ | $27 / 5 / 3$ | $19 / 4 / 2$ |
| 5 | 5 | $\{20,20,20,20,20\}$ | $\{39.0625,15.625,6.25,2.5,1\}$ | $29 / 7 / 22$ | $29 / 8 / 29$ |
| 6 | 5 | $\{10,10,40,30,10\}$ | $\{8.9,5.7,3.2,1.55,1\}$ | $35 / 6 / 33$ | $24 / 6 / 28$ |
| 7 | 5 | $\{10,20,30,20,20\}$ | $\{8.9,5.7,3.2,1.55,1\}$ | $29 / 7 / 41$ | $29 / 6 / 63$ |
| 8 | 5 | $\{10,10,40,30,10\}$ | $\{4.1,3.6,2.1,1.42,1\}$ | $7 / 2 / 39$ | $9 / 3 / 12$ |
| 9 | 5 | $\{20,30,20,20,10\}$ | $\{4.1,3.6,2.1,1.42,1\}$ | $189 / 20 / 183$ | $61 / 9 / 43$ |
| 10 | 5 | $\{15,15,40,20,10\}$ | $\{10.5,4.04,1.76,1.31,1\}$ | $\mathrm{TL}(8.2 \%)$ | $245 / 34 / 249$ |
| 11 | 5 | $\{4,6,50,35,5\}$ | $\{10.5,4.04,1.76,1.31,1\}$ | $\mathrm{TL}(8.5 \%)$ | $367 / 45 / 549$ |
| 12 | 5 | $\{5,15,25,20,35\}$ | $\{7.98,3.99,3,1.25,1\}$ | $367 / 34 / 658$ | $9 / 3 / 16$ |
| 13 | 5 | $\{25,15,25,20,20\}$ | $\{13.72,3.92,3.267,1.21,1\}$ | $135 / 16 / 334$ | $55 / 9 / 88$ |
| 14 | 6 | $\{20,20,20,15,15,15\}$ | $\{53.39,30.51,14.44,4.24,2.16,1\}$ | $455 / 48 / 1849$ | $149 / 36 / 913$ |

challenges that guide enhancements reported elsewhere [25]. The proposed method can also be used to identify configurations that are amenable for retrofitting. We have shown that attractive configurations for non-azeotropic mixtures mixtures can be systematically determined by solving mathematical models, instead of relying on heuristic procedures. We expect many novel and energy-efficient distillation configurations will result from the application of these techniques to practical distillation problems.

## 4. IMPROVED FORMULATION AND SOLUTION APPROACH

The computational experiments in the previous chapter show that the state-of-the-art global solvers either fail to converge, or do so very slowly, on several hard instances. Here, we make several enhancements to the formulation and the solution procedure which pave a way towards a reliable solution methodology. The chapter is organized as follows. In §4.1, we define the problem statement and introduce the notation. We formulate the MINLP in $\S 4.2$, and outline the overall relaxation and solution procedure in $\S 4.3$. We present numerical examples in $\S 4.4$ that illustrate the value of our cuts in strengthening the overall relaxation, and report on our computational experiments in $\S 4.5$. Finally, we make concluding remarks in $\S 4.6$.

### 4.1 Problem Definition

Figure 4.1 shows all possible streams and heat exchangers in a distillation configuration that separates a four-component mixture into pure components. We represent streams as squares, condensers as filled circles and reboilers as open circles. Each condenser/reboiler is associated with a process stream, that is not the process feed. Throughout the formulation, we denote a stream as $[i, j]$, and heat exchangers as $(i, j)$, so that condenser $(i, j)$ (resp. reboiler $(i, j)$ ) represents the heat exchanger through which $[i, j]$ is withdrawn as distillate (resp. residue). By Remark 2.1, a configuration cannot contain streams of the form $[i \ldots k k+l \ldots j]$, where $l>1$.

We denote the set of streams as $\mathcal{T}$, the set of condensers as $\mathcal{C}$, and the set of reboilers as $\mathcal{R}$ (see Table 4.1 for definition). For convenience, we create a set containing streams that are mixtures $\mathcal{P}=\mathcal{T} \backslash\{[1,1], \ldots,[N, N]\}$, and a set containing


Fig. 4.1. Figure depicting streams $\left(\zeta_{i, j}\right)$, reboilers $\left(\rho_{i, j}\right)$ and condensers $\left(\chi_{i, j}\right)$ present in a four-component system. Section variables $\tau_{i, k, j}$ and $\beta_{i, l, j}$ are defined in (4.1).
submixtures $\mathcal{S}=\mathcal{P} \backslash\{[1, N]\}$. Note that every stream in $\mathcal{P}$ is a mixture, and must undergo a split in order to produce products.

The required input to the problem consists of (1) composition of the process feed $\left\{F_{p}\right\}_{p=1}^{N}$ either in terms of mole fractions or molar flowrates of the components in the stream, (2) relative volatilities $\left\{\alpha_{p}\right\}_{p=1}^{N}$ (such that $\alpha_{N}<\cdots<\alpha_{1}$ ) of its constituent components; and (3) liquid fraction (fraction of the total flow in liquid phase) of the process feed $\Phi_{1, N}$ and that of the pure components $\left\{\Phi_{i, i}\right\}_{i=1}^{N}$. We write $\{p\}_{p=1}^{N}$ or $\{p\}_{1 \leqslant p \leqslant n}$ to denote the set $\{1,2, \ldots, N\}$, and $\llbracket p \rrbracket_{1}^{N}$ to denote $\forall p \in\{1, \ldots, N\}$. Given a process feed, the problem is then to identify the best distillation configuration, along with its optimal operating conditions, that requires least vapor duty.

Table 4.1.
Definition of sets.

| Set | Symbol | Definition |
| :--- | :---: | :--- |
| Streams | $\mathcal{T}$ | $\{[i, j]: 1 \leqslant i \leqslant j \leqslant N\}$ |
| Splits | $\mathcal{P}$ | $\mathcal{T} \backslash\{[i, i]\}_{i=1}^{N}$ |
| Submixtures | $\mathcal{S}$ | $\mathcal{P} \backslash\{[1, N]\}$ |
| Condensers | $\mathcal{C}$ | $\{(i, j): 1 \leqslant i \leqslant j \leqslant N-1\}$ |
| Reboilers | $\mathcal{R}$ | $\{(i, j): 2 \leqslant i \leqslant j \leqslant N\}$ |

### 4.2 Problem Formulation

We formulate the MINLP in this section. Before proceeding further, we introduce the definition of parents and children of a stream. By top (resp. bottom) parents of $[i, j]$ : we refer to streams $\{[i, n]\}_{n=j+1}^{N}\left(\right.$ resp. $\left.\{[m, j]\}_{m=1}^{i-1}\right)$ which can produce $[i, j]$ as distillate (resp. residue). Analogously, by top (resp. bottom) children of $[i, j]$, we refer to streams $\{[i, k]\}_{k=i}^{j-1}\left(\right.$ resp. $\left.\{[l, j]\}_{l=i+1}^{j}\right)$ which can be produced as distillate (resp. residue) from $[i, j]$. For conciseness, we write $[i, j] \uparrow[i, k]$ (resp. $[i, j] \downarrow[l, j]$ ) to denote stream $[i, k]$ (resp. $[l, j]$ ) is produced as the distillate (resp. residue) from $[i, j]$, and $[i, k] /[l, j]$ to denote $[i, k]$ and $[l, j]$ are produced as the distillate and residue from $[i, j]$.

### 4.2.1 Objective Function

The objective is to determine the configuration(s) which minimizes the total vapor duty:

$$
\begin{equation*}
\text { (A): Minimize } \sum_{(i, j) \in \mathcal{R}} F R_{i, j}, \tag{A1}
\end{equation*}
$$

where $F R_{i, j}$ is the vapor flow generated in reboiler $(i, j)$. The MINLP we develop will be denoted as MINLP (A), and the constraints will be numbered as (A\#).

### 4.2.2 Space of Admissible Configurations

We define column/stream binary variables so that $\forall[i, j] \in \mathcal{T}, \zeta_{i, j}=1$ if $[i, j]$ is present and 0 otherwise. Further, we define binary variables associated with the presence/absence of condensers and reboilers so that $\forall(i, j) \in \mathcal{C}($ resp. $\forall(i, j) \in \mathcal{R})$, $\chi_{i, j}=1$ (resp. $\quad \rho_{i, j}=1$ ) if condenser (resp. reboiler) $(i, j)$ is present and 0 otherwise (See Table 4.1 for set definitions). Although these variables suffice [23], we introduce auxiliary variables to derive a tighter representation.

For every $[i, j] \in \mathcal{P}$, we define section variables $\left\{\tau_{i, k, j}\right\}_{k=i}^{j-1}$ and $\left\{\beta_{i, l, j}\right\}_{l=i+1}^{j}$, such that $\tau_{i, k, j}=\{1$, if $[i, j] \uparrow[i, k] ; 0$, otherwise $\}$ and $\beta_{i, l, j}=\{1$, if $[i, j] \downarrow[l, j] ; 0$, otherwise $\}$. In other words, section variables model distillate and residue streams from a mixture. Figure 4.1 shows all the section variables for a four-component mixture. We now relate column and section variables. Consider the split of stream $[i, j]$. In configurations of interest, known as regular-column configurations, if $[i, j] \uparrow[i, k]$, for any $i \leqslant k \leqslant$ $j-1$, then $[i, j]$ and $[i, k]$ must be present and $\{[i, n]\}_{n=k+1}^{j-1}$ must be absent $[9,10]$. Analogously, if $[i, j] \downarrow[l, j]$, for any $i+1 \leqslant l \leqslant j,[i, j]$ and $[l, j]$ must be present, while $\{[m, j]\}_{m=i+1}^{l-1}$ must be absent. Therefore, section variables are defined as

$$
\begin{align*}
\tau_{i, k, j} & =\zeta_{i, j}\left(1-\zeta_{i, j-1}\right) \ldots\left(1-\zeta_{i, k+1}\right) \zeta_{i, k} \\
& =\prod_{n=k+1}^{j-1}\left(1-\zeta_{i, n}\right)-\prod_{n=k}^{j-1}\left(1-\zeta_{i, n}\right)-\prod_{n=k+1}^{j}\left(1-\zeta_{i, n}\right)+\prod_{n=k}^{j}\left(1-\zeta_{i, n}\right),  \tag{4.1}\\
\beta_{i, l, j} & =\zeta_{i, j}\left(1-\zeta_{i+1, j}\right) \ldots\left(1-\zeta_{l-1, j}\right) \zeta_{l, j} \\
& =\prod_{m=i+1}^{l-1}\left(1-\zeta_{m, j}\right)-\prod_{m=i}^{l-1}\left(1-\zeta_{m, j}\right)-\prod_{m=i+1}^{l}\left(1-\zeta_{m, j}\right)+\prod_{m=i}^{l}\left(1-\zeta_{m, j}\right) .
\end{align*}
$$

We introduce variables $\left\{\nu_{i, k, j}: 1 \leqslant i \leqslant k \leqslant j \leqslant N\right\}$ and $\left\{\omega_{i, l, j}: 1 \leqslant i \leqslant l \leqslant j \leqslant N\right\}$ to linearize (4.1):

$$
\text { for }[i, j] \in \mathcal{P} \quad \begin{cases}\tau_{i, k, j}=\nu_{i, k+1, j-1}-\nu_{i, k, j-1}-\nu_{i, k+1, j}+\nu_{i, k, j}, & \llbracket k \rrbracket_{i}^{j-1}  \tag{A2}\\ \beta_{i, l, j}=\omega_{i+1, l-1, j}-\omega_{i, l-1, j}-\omega_{i+1, l, j}+\omega_{i, l, j}, & \llbracket l \rrbracket_{i+1}^{j}\end{cases}
$$

where $\nu_{i, k, j}=\prod_{n=k}^{j}\left(1-\zeta_{i, n}\right)$ and $\omega_{i, l, j}=\prod_{m=i}^{l}\left(1-\zeta_{m, j}\right)$. Note that $\nu_{i, k+1, j-1}($ resp . $\left.\omega_{i+1, l-1, j}\right)$ are defined as one if $k+1=j($ resp. $i+1=l)$. Clearly, $\nu_{i, k, j}=\omega_{i, l, j}=1-\zeta_{i, j}$
if $k=j$ and $l=i$. Besides this relationship, the introduced variables $\nu_{i, k, j}$ and $\omega_{i, l, j}$ are linearly independent. To see this, note that $\prod_{j \in J} x_{j}$, where $J \subseteq\{1, \ldots, n\}$ are linearly independent and, therefore, so are $\prod_{j \in J}\left(1-y_{j}\right)$, where $y_{j}=1-x_{j}$. Since $\nu_{i, k, j}$ and $\omega_{i, l, j}$ are of the latter form, they are linear independent.

We now relax $\nu_{i, k, j}$ and $\omega_{i, l, j}$ variables for $k \neq j$ and $l \neq i$ as follows. Since $\zeta_{i, j}$ is binary, $\left(1-\zeta_{i, j}\right)^{2}=\left(1-\zeta_{i, j}\right)$. We use the definition of $\nu_{i, k, j}$ and $\omega_{i, l, j}$, to derive the following:

$$
\text { for }[i, j] \in \mathcal{P} \quad \begin{cases}\nu_{i, k, j}=\nu_{i, k, m} \nu_{i, n, j}, & \llbracket n \rrbracket_{k+1}^{m+1}, \llbracket m \rrbracket_{k}^{j-1}, \llbracket k \rrbracket_{i}^{j-1}  \tag{4.2}\\ \omega_{i, l, j}=\omega_{i, m, j} \omega_{n, l, j}, & \llbracket n \rrbracket_{i+1}^{m+1}, \llbracket m \rrbracket_{i}^{l-1}, \llbracket l \rrbracket_{i+1}^{j}\end{cases}
$$

In the above, for $n \leqslant m+1, \nu_{i, n, m}\left(\right.$ resp. $\left.\omega_{n, m, j}\right)$ is a common factor for both $\nu_{i, k, m}$ and $\nu_{i, n, j}\left(\right.$ resp. $\omega_{i, m, j}$ and $\left.\omega_{n, l, j}\right)$. we regard $\nu_{i, n, m}$ and $\omega_{n, m, j}$ as one if $n=m+1$. Thus, $0 \leqslant \nu_{i, k, m} \leqslant \nu_{i, n, m}, 0 \leqslant \nu_{i, n, j} \leqslant \nu_{i, n, m}, 0 \leqslant \omega_{i, m, j} \leqslant \omega_{n, m, j}$, and $0 \leqslant \omega_{n, l, j} \leqslant \omega_{n, m, j}$. Using these bounds, we relax (4.2) as:

$$
\text { for }[i, j] \in \mathcal{P}\left\{\begin{array}{l}
\nu_{i, j, j}=\omega_{i, i, j}=1-\zeta_{i, j}  \tag{A3}\\
\max \left\{0, \nu_{i, k, m}+\nu_{i, n, j}-\nu_{i, n, m}\right\} \leqslant \nu_{i, k, j} \leqslant \min \left\{\nu_{i, k, m}, \nu_{i, n, j}\right\}, \\
\llbracket n \rrbracket_{k+1}^{m+1}, \llbracket m \rrbracket_{k}^{j-1}, \llbracket k \rrbracket_{i}^{j-1} \\
\max \left\{0, \omega_{i, m, j}+\omega_{n, l, j}-\omega_{n, m, j}\right\} \leqslant \omega_{i, l, j} \leqslant \min \left\{\omega_{i, m, j}, \omega_{n, l, j}\right\}, \\
\llbracket n \rrbracket_{i+1}^{m+1}, \llbracket m \rrbracket_{i}^{l-1}, \llbracket l \rrbracket_{i+1}^{j}
\end{array}\right.
$$

where we used $\nu_{i, k, m}=\nu_{i, k, m} \nu_{i, n, m}, \nu_{i, n, j}=\nu_{i, n, j} \nu_{i, n, m}, \omega_{i, m, j}=\omega_{i, m, j} \omega_{n, m, j}$, and $\omega_{n, l, j}=$ $\omega_{n, l, j} \omega_{n, m, j}$.

Proposition 4.1. Let $S=\left\{(x, z) \in[0,1]^{2 n} \mid z_{j}=\prod_{k=1}^{j} x_{k}\right.$, $\left.\llbracket j \rrbracket_{1}^{n}\right\}$. The convex hull of $S, \operatorname{Conv}(S)$, is the intersection of convex hulls of $z_{j}=z_{j-1} \cdot x_{j}, \llbracket j \rrbracket_{2}^{n}$ over $[0,1]^{2}$ (McCormick relaxation).

Proof. See $\S$ B. 1 in the appendix.
We remark that the result in Proposition 4.1 also follows from Theorem 10 in [48]. Our proof is, however, different and elementary. We mention that this proof shows a
previously unobserved connection to the recursive McCormick procedure. Our proof can be used to show that the recursive McCormick procedure, with a few additional linearization variables, yields the convex hull of the multilinear polytopes for $\gamma$-acyclic hypergraphs, as obtained in [48].

Remark 4.1. Proposition 4.1 shows that the set of $\nu$ (resp. $\omega$ ) variables satisfying (A3) belong to the intersection of simultaneous convex hulls of $\left(\nu_{i, j, j+1}, \ldots, \nu_{i, j, N}\right.$, $\left.\nu_{i, j, j}, \ldots, \nu_{i, N, N}\right)$ for all $[i, j] \in \mathcal{T} \backslash\{[k, N]\}_{k=1}^{N}\left(\operatorname{resp} .\left(\omega_{1,2, j}, \ldots, \omega_{1, i, j}, \omega_{1,1, j}, \ldots, \omega_{i, i, j}\right)\right.$ for all $\left.[i, j] \in \mathcal{T} \backslash\{[1, l]\}_{l=1}^{N}\right)$.
Remark 4.2. For every $[i, j] \in \mathcal{P}, \llbracket k \rrbracket_{i}^{j-1}$ (resp. $\llbracket l \rrbracket_{i+1}^{j}$ ), the convex hull of $\tau_{i, k, j}$ (resp. $\left.\beta_{i, l, j}\right)$ over $\left(\zeta_{i, k}, \ldots, \zeta_{i, j}\right) \in[0,1]^{j-k+1}\left(\right.$ resp. $\left.\left(\zeta_{i, j}, \ldots, \zeta_{l, j}\right) \in[0,1]^{l-i+1}\right)$ is implied by (A2) and (A3). (see $\S$ B. 2 for the proof).

We now describe the constraints to model the space of admissible distillation configurations.

## Presence of process feed and products

Every admissible configuration has the process feed $([1, N])$ and the pure components $\left(\{[i, i]\}_{i=1}^{N}\right)$, i.e.,

$$
\begin{equation*}
\zeta_{1, N}=\zeta_{1,1}=\ldots \zeta_{N, N}=1 \tag{A4}
\end{equation*}
$$

To restrict the search to a subset of configurations, for example, in order to retrofit an existing design, we may explicitly include (resp. eliminate) a specific submixture $[i, j]$ by setting $\zeta_{i, j}=1$ (resp. $\zeta_{i, j}=0$ ). We show next that $\zeta_{i, j}$ variables are affinely related to $\tau_{i, k, j}$ and $\beta_{i, l, j}$ variables.

Proposition 4.2. Let, $x \in[0,1]^{n}, y_{i, j}=\left(1-x_{i}\right) x_{i+1} \ldots x_{j-1}\left(1-x_{j}\right)$ for $1 \leqslant i<j \leqslant n$, $z_{i, j}=\prod_{r=i}^{j} x_{r}$ for $1 \leqslant i \leqslant j \leqslant n$, and $x_{n}=0$, which in turn implies that $z_{i, n}=0$ for $1 \leqslant i \leqslant n$. Then, there is an invertible affine transformation between $\left\{y_{i, j}\right\}_{1 \leqslant i<j \leqslant n}$ and $\left\{z_{i, j}\right\}_{1 \leqslant i \leqslant j \leqslant n}$, given by

$$
y_{i, j}=z_{i+1, j-1}-z_{i+1, j}-z_{i, j-1}+z_{i, j}
$$

$$
z_{p, q}=1-\sum_{r=p}^{q} \sum_{s=q+1}^{n} y_{r, s}
$$

Proof. First, we show that $y_{i, j}$ can be written as an affine transformation of $z_{i, j}$. By definition, $y_{i, j}=\left(1-x_{i}\right) x_{i+1} \ldots x_{j-1}\left(1-x_{j}\right)=\prod_{r=i+1}^{j-1} x_{r}-\prod_{r=i+1}^{j} x_{r}-\prod_{r=i}^{j-1} x_{r}+$ $\prod_{r=i}^{j} x_{r}=\prod_{r=i+1}^{j-1} x_{r}-z_{i+1, j}-z_{i, j-1}+z_{i, j}$. Substituting the first term in the last equality, $\prod_{r=i+1}^{j-1} x_{r}$, with 1 if $i+1=j$, and $z_{i+1, j-1}$ if $i+1<j$, yields the required affine transformation.

Next, to obtain the inverse affine transformation, we define $w_{k, l}=\left(1-x_{k}\right) x_{k+1} \ldots x_{l}$ for $1 \leqslant k \leqslant l \leqslant n$. We show the affine transformation between $\left\{w_{k, l}\right\}_{1 \leqslant k \leqslant l \leqslant n}$ and $\left\{y_{i, j}\right\}_{1 \leqslant i<j \leqslant n}$ variables to be

$$
\begin{equation*}
w_{k, l}=\sum_{r=l+1}^{n} y_{k, r}, \tag{4.3}
\end{equation*}
$$

using induction on $n-l$. For $l=n$, (4.3) is trivially satisfied because $w_{k, n}=0$ as $x_{n}=0$. Now, assuming that (4.3) holds for $l+1$, i.e., $w_{k, l+1}=\sum_{r=l+2}^{n} y_{k, r}$, we show that it holds for $w_{k, l}$ as well: $w_{k, l}=\left(1-x_{k}\right) x_{k+1} \ldots x_{l}\left(1-x_{l+1}+x_{l+1}\right)=$ $y_{k, l+1}+w_{k, l+1}=y_{k, l+1}+\sum_{r=l+2}^{n} y_{k, r}=\sum_{r=l+1}^{n} y_{k, r}$.

In a similar vein, we show for $1 \leqslant p \leqslant q \leqslant n$, the affine transformation between $\left\{z_{p, q}\right\}$ and $\left\{w_{k, l}\right\}$ variables to be

$$
\begin{equation*}
z_{p, q}=1-\sum_{r=p}^{q} w_{r, q} \tag{4.4}
\end{equation*}
$$

using induction on $q-p$. For $q=p$, (4.4) follows because $z_{q, q}=x_{q}=1-\left(1-x_{q}\right)=$ $1-w_{q, q}$. Next, assuming (4.4) holds for $p+1$ i.e., $z_{p+1, q}=1-\sum_{r=p+1}^{q} w_{r, q}$, we show that it holds for $z_{p, q}$ as well: $z_{p, q}=\prod_{r=p}^{q} x_{r}=\left[1-\left(1-x_{p}\right)\right] \prod_{r=p+1}^{q} x_{r}=z_{p+1, q}-w_{p, q}=$ $1-\sum_{r=p+1}^{q} w_{r, q}-w_{p, q}=1-\sum_{r=p}^{q} w_{p, q}$. Finally, substituting (4.3) in (4.4) leads to the required inverse affine transformation given below:

$$
\begin{equation*}
z_{p, q}=1-\sum_{r=p}^{q} \sum_{s=q+1}^{n} y_{r, s} \tag{4.5}
\end{equation*}
$$

Indeed, the correctness of (4.5) can be checked via direct verification using $y_{r, s}=$ $z_{r+1, s-1}-z_{r+1, s}-z_{r, s-1}+z_{r, s}, z_{i, n}=0$ for $1 \leqslant i \leqslant n$, and $z_{i+1, i}=1$ for $1 \leqslant i \leqslant n$.

We note that Proposition 4.2 shows, by defining $n=N-i+1$ (resp. $n=j$ ) and $x_{r}=1-\zeta_{i, N-r+1}\left(\right.$ resp. $\left.x_{r}=1-\zeta_{r, j}\right)$, there is an invertible linear transformation between $\left\{\tau_{i, k, j}\right\}_{i \leqslant k<j \leqslant N}$ and $\left\{\nu_{i, k, j}\right\}_{i \leqslant k \leqslant j \leqslant N}$ (resp. $\left\{\beta_{i, l, j}\right\}_{1 \leqslant i<l \leqslant j}$ and $\left\{\omega_{i, l, j}\right\}_{1 \leqslant i<l \leqslant j}$ ). We expressed $\tau($ resp. $\beta$ ) as an affine function of $\nu$ (resp. $\omega$ ) in (A2). The inverse transformation is:

$$
\begin{align*}
& \text { for }[i, j] \in \mathcal{T}, \quad \nu_{i, k, j}= \begin{cases}0, & \text { for } k=i \\
1-\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s}, & \text { for } i+1 \leqslant k \leqslant j\end{cases}  \tag{4.6}\\
& \text { for }[i, j] \in \mathcal{T}, \quad \omega_{i, l, j}= \begin{cases}1-\sum_{r=i}^{l} \sum_{s=l+1}^{j} \beta_{r, s, j}, & \text { for } i \leqslant l \leqslant j-1 \\
0, & \text { for } l=j\end{cases} \tag{4.7}
\end{align*}
$$

Since $\nu_{i, j, j}=\omega_{i, i, j}=1-\zeta_{i, j}$, Corollary 4.1 follows directly from (4.6) and (4.7).
Corollary 4.1. (A2)-(A4) imply that $\sum_{k=i}^{j-1} \tau_{i, k, j}=\sum_{l=i+1}^{j} \beta_{i, l, j}=\zeta_{i, j}$ for all $[i, j] \in$ $\mathcal{P}$.

## Conservation of components

Corollary 4.1 has the physical interpretation that the stream $[i, j]$, when present, produces exactly one stream as distillate and one stream as residue. However, the distillate and residue streams cannot be chosen arbitrarily. They must be chosen such that, all components are conserved when $[i, j]$ undergoes a split. In other words, for $\llbracket k \rrbracket_{i}^{j-1}\left(\right.$ resp. $\left.\llbracket l \rrbracket_{i+1}^{j}\right)$, if $[i, j] \uparrow[i, k]$ (resp. $\left.[i, j] \downarrow[l, j]\right)$, then for conservation of components, the residue (resp. distillate) from $[i, j]$ must be one of $\{[l, j]\}_{l=i+1}^{k+1}$ (resp. $\left.\{[i, k]\}_{k=l-1}^{j-1}\right)$. Consider the digraph shown in Figure 4.2 for stream $[i, j]$.

We partition the nodes into four sets $D_{1}$ through $D_{4}$, where $D_{1}=\{i\}$ (resp. $D_{4}=\{j\}$ ), and $D_{2}=\{k\}_{k=i}^{j-1}$ (resp. $D_{3}=\{l\}_{l=i+1}^{j}$ ) contains the heaviest (resp. lightest) component in the top (resp. bottom) children of [i,j]. The edges in $D_{1} \times D_{2}$ (resp. $D_{3} \times D_{4}$ ) correspond to all plausible distillate (resp. residue) streams from $[i, j]$. Edges in $D_{2} \times D_{3}$ correspond to feasible splits of [i,j], i.e., each node $k \in$


Fig. 4.2. Digraph for deriving conservation of components constraint in §4.2.2
$D_{2}$ connects to $\{i+1, \ldots, k+1\} \in D_{3}$. We associate these edges with auxiliary variables $\bigcup_{k=i}^{j-1}\left\{\sigma_{i, k, l, j}\right\}_{l=i+1}^{k+1}$, referred as split variables hereafter (see Figure 4.2). We let $\sigma_{i, k, l, j}=\{1$, if $[i, k] /[l, j] ; 0$, otherwise $\}$, and write mass balances on the network by interpreting stream, section and split variables as material flows along the respective edges of the graph.

$$
\text { For }[i, j] \in \mathcal{P}\left\{\begin{array}{l}
\sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}=\tau_{i, k, j}, \llbracket k \rrbracket_{i}^{j-1} ; \sum_{k=l-1}^{j-1} \sigma_{i, k, l, j}=\beta_{i, l, j}, \llbracket l \rrbracket_{i+1}^{j} ;  \tag{A5}\\
\sigma_{i, k, l, j}^{j} \geqslant 0, \llbracket l \rrbracket_{i+1}^{k+1}, \llbracket k \rrbracket_{i}^{j-1} .
\end{array}\right.
$$

Mass balances around the nodes in $D_{1}$ and $D_{4}$, and non-negativity constraint on section variables are implied from (A2)- (A4) (see Corollary 4.1 and Remark 4.2), so it is not required to impose them explicitly. We show below that, for any $[i, j] \in \mathcal{P}$, the relaxation (A2)-(A5) is the best possible for the substructure represented by the digraph in Figure 4.2.

Proposition 4.3. The constraints (A2)-(A5), and $0 \leqslant \zeta_{i, j} \leqslant 1$ define a set such that, for any $[i, j] \in \mathcal{P},(\sigma, \tau, \beta, \zeta)$ is contained in the convex hull of

$$
S_{i, j}=\left\{(\sigma, \tau, \beta, \zeta) \left\lvert\, \begin{array}{lll}
\sigma_{i, k, l, j}=\tau_{i, k, j} \beta_{i, l, j}, & \llbracket l \rrbracket_{i+1}^{k+1} ; & \llbracket k \rrbracket_{i}^{j-1}  \tag{4.8}\\
\tau_{i, k, j} \beta_{i, l, j}=0, & \llbracket l \rrbracket_{k+2}^{j} ; & \llbracket k \rrbracket_{i}^{j-2} \\
\sum_{k=i}^{j-1} \tau_{i, k, j}=\sum_{l=i+1}^{j} \beta_{i, l, j}=\zeta_{i, j}, & & \\
\tau_{i, k, j}, \beta_{i, l, j}, \zeta_{i, j} \in\{0,1\} & \llbracket l \rrbracket_{i+1}^{j} ; & \llbracket k \rrbracket_{i}^{j-1}
\end{array}\right.\right\} .
$$

Proof. First, note that (A5), equations in Corollary 4.1, $0 \leqslant \zeta_{i, j} \leqslant 1$ and nonnegativity of section variables together constitute a network flow polytope (see Figure $4.2)$ in $(\tau, \beta, \sigma, \zeta)$ space. The extreme points of the polytope are integral, and are given by

$$
\left.\begin{array}{l}
\zeta_{i, j}=\tau_{i, k, j}=\beta_{i, l, j}=\sigma_{i, k, l, j}=1, \\
\tau_{i, k^{\prime}, j}=\beta_{i, l^{\prime}, j}=0, \quad \text { for } \quad k^{\prime} \neq k, l^{\prime} \neq l  \tag{4.9b}\\
\zeta_{i, j}=\tau_{i, k, j}=\beta_{i, l, j}=\sigma_{i, k, l, j}=0
\end{array}\right\} \quad \llbracket l \rrbracket_{i+1}^{k+1} ; \quad \llbracket k \rrbracket_{i}^{j-1},
$$

We show that the only solutions to $S_{i, j}$ are those in (4.9a) and (4.9b). Assume $\zeta_{i, j}=0$. Then, $\tau_{i, k, j}=0$ for $\llbracket k \rrbracket_{i}^{j-1}, \beta_{i, l, j}=0$ for $\llbracket l \rrbracket_{i+1}^{j}$ and $\sigma_{i, k, l, j}=0$ for $\llbracket l \rrbracket_{i+1}^{k+1} ; \llbracket k \rrbracket_{i}^{j-1}$. Now, assume $\zeta_{i, j}=1$. Then, there exists $k$ and $l$ satisfying $i<l \leqslant k+1 \leqslant j$ such that $\tau_{i, k, j}=\beta_{i, l, j}=\sigma_{i, k, l, j}=1$ and for $k^{\prime} \neq k, l^{\prime} \neq l ; \tau_{i, k^{\prime}, j}=\beta_{i, l^{\prime}, j}=\sigma_{i, k^{\prime}, l^{\prime}, j}=0$.

## Presence of a parent

Stream $[i, j] \in \mathcal{T} \backslash\{[1, N]\}$ is present in a configuration, only if it is produced as a distillate from one of its top parents and/or as a residue from one of its bottom parents. To derive the required constraints, we consider the digraph shown in Figure 4.3.

The graph is inspired from the observation that $\sum_{n=j+1}^{N+1} \tau_{i, j, n}=\zeta_{i, j}$ and $\sum_{m=0}^{i-1} \beta_{m, i, j}=$ $\zeta_{i, j}$, where we define $\tau_{i, j, N+1}=\nu_{i, j+1, N}-\nu_{i, j, N}$ and $\beta_{0, i, j}=\omega_{1, i-1, j}-\omega_{1, i, j}$. From (A3),

Complete bipartite graph with $\psi_{i, N+1,0, j}=0$


Fig. 4.3. Digraph for deriving presence of parent constraint in §4.2.2
it can be verified that $0 \leqslant \tau_{i, j, N+1} \leqslant 1$ and $0 \leqslant \beta_{0, i, j} \leqslant 1$. Physically, $\tau_{i, j, N+1}=1$ (resp. $\beta_{0, i, j}=1$ ) indicates that $[i, j]$ is not produced as distillate (resp. residue), because $\tau_{i, j, N+1}=1\left(\right.$ resp. $\left.\quad \beta_{0, i, j}=1\right)$ iff $[i, j]$ is present $\left(\zeta_{i, j}=1\right)$ and all its top (resp. bottom) parents are absent i.e., $\nu_{i, j+1, N}=1\left(\right.$ resp. $\left.\omega_{1, i-1, j}=1\right)$.

As in $\S 4.2 .2$, we partition the nodes into four sets $D_{5}$ through $D_{8}$ (see Figure 4.3), where $D_{5}=\{i\}$ (resp. $D_{8}=\{j\}$ ), and $D_{6}=\{n\}_{n=j+1}^{N+1}\left(\right.$ resp. $\left.D_{7}=\{m\}_{m=0}^{i-1}\right)$ contains the heaviest (resp. lightest) component in the top (resp. bottom) parents of $[i, j]$. Recall that $m=0$ and $n=N+1$ have a special meaning as described in the previous paragraph. The edges in $D_{5} \times D_{6}$ (resp. $D_{7} \times D_{8}$ ) correspond to all plausible ways $[i, j]$ can be produced as distillate (resp. residue), and the edges in $D_{6} \times D_{7}$ indicate whether $[i, j]$ is produced only as distillate or only as residue or both. We introduce variables for edges in $D_{6} \times D_{7}$ such that $\psi_{i, n, m, j}=1$ iff $[i, n] \uparrow[i, j]$ and $[m, j] \downarrow[i, j]$.

We require that $\psi_{i, N+1,0, j}=0$, which, otherwise, would mean that $[i, j]$ can be present even if it is neither produced as distillate nor as residue. Now, we write mass balances on the network.
for $[i, j] \in \mathcal{T} \backslash\{[1, N]\}\left\{\begin{array}{l}\sum_{m=0}^{i-1} \psi_{i, n, m, j}=\tau_{i, j, n}, \llbracket n \rrbracket_{j+1}^{N+1} ; \\ \sum_{n=j+1}^{N+1} \psi_{i, n, m, j}=\beta_{m, i, j}, \llbracket m \rrbracket_{0}^{i-1} ; \\ \psi_{i, n, m, j} \geqslant 0, \llbracket n \rrbracket_{j+1}^{N+1}, \llbracket m \rrbracket_{0}^{i-1} ; \quad \psi_{i, N+1,0, j}=0 .\end{array}\right.$

Mass balances around the nodes in $D_{5}$ and $D_{8}$, and non-negativity constraint on section variables are implied from (A2) and (A3), so it is not required to impose them explicitly.

Proposition 4.4. The constraints (A2), (A3), (4.10) and $0 \leqslant \zeta_{i, j} \leqslant 1$ define a set such that, for every $[i, j] \in \mathcal{T} \backslash\{[1, N]\},(\tau, \beta, \zeta, \psi)$ is contained in the convex hull of

$$
S_{i, j}=\left\{(\tau, \beta, \zeta, \psi) \left\lvert\, \begin{array}{lll}
\psi_{i, n, m, j}=\tau_{i, j, n} \beta_{m, i, j}, & \llbracket m \rrbracket_{0}^{i-1} ; & \llbracket n \rrbracket_{j+1}^{N+1}  \tag{4.11}\\
\sum_{n=j+1}^{N+1} \tau_{i, j, n}=\sum_{m=0}^{i-1} \beta_{m, i, j}=\zeta_{i, j}, \quad \psi_{i, N+1,0, j}=0, & \\
\tau_{i, j, n}, \beta_{m, i, j}, \zeta_{i, j} \in\{0,1\} & \llbracket m \rrbracket_{0}^{i-1} ; & \llbracket n \rrbracket_{j+1}^{N+1}
\end{array}\right.\right\} .
$$

Proof. We use a similar argument as the one used to prove Proposition 4.3. We recognize that (4.10), $\sum_{n=j+1}^{N+1} \tau_{i, j, n}=\sum_{m=0}^{i-1} \beta_{m, i, j}=\zeta_{i, j}, 0 \leqslant \zeta_{i, j} \leqslant 1$ and non-negativity requirement on section variables together constitute a network flow polytope, whose extreme points are integral and precisely those in $S_{i, j}$.

## Constraints on Heat Exchanger Variables

For every $(i, j) \in \mathcal{C}$, condenser $(i, j)$ is present only if the stream $[i, j]$ is not produced as residue, i.e., $\beta_{0, i, j}=1$ [23]. Similarly, for every $(i, j) \in \mathcal{R}$, reboiler $(i, j)$ is present only if the stream $[i, j]$ is not produced as distillate, i.e., $\tau_{i, j, N+1}=1$.

Further, a condenser (resp. reboiler) must be present with a pure component [i,i], if $[i, i]$ is not produced as residue (resp. distillate) i.e. $\beta_{0, i, i}=1\left(\right.$ resp. $\left.\tau_{i, i, N+1}=1\right)$.

$$
\begin{array}{ll}
\chi_{i, j} \leqslant \beta_{0, i, j}, \forall(i, j) \in \mathcal{C} ; & \rho_{i, j} \leqslant \tau_{i, j, N+1}, \forall(i, j) \in \mathcal{R} \\
\chi_{i, i} \geqslant \beta_{0, i, i}, \forall(i, i) \in \mathcal{C} ; & \rho_{i, i} \geqslant \tau_{i, i, N+1}, \forall(i, i) \in \mathcal{R} . \tag{A7}
\end{array}
$$

Proposition 4.5. The constraints (A2)-(A7), (4.10), $0 \leqslant \zeta_{i, j} \leqslant 1, \chi_{i, j} \geqslant 0$ and $\rho_{i, j} \geqslant 0$ define a set that, for every $[i, j] \in \mathcal{S}$, is contained in the convex hull of solutions that satisfy at least one of the following conditions, where unspecified $\tau_{i,, j}$, $\beta_{i, \cdot, j}, \sigma_{i, \cdot,, j}, \psi_{i, \cdot,,, j}, \chi_{i, j}$, and $\rho_{i, j}$ variables are zero:

1. for some $1 \leqslant m \leqslant i-1, j+1 \leqslant n \leqslant N$, and $i<l \leqslant k+1 \leqslant j$, we have $\zeta_{i, j}=\tau_{i, k, j}=\beta_{i, l, j}=\sigma_{i, k, l, j}=\tau_{i, j, n}=\beta_{m, i, j}=\psi_{i, n, m, j}=1$,
2. for some $j+1 \leqslant n \leqslant N$, and $i<l \leqslant k+1 \leqslant j$, we have $\zeta_{i, j}=\tau_{i, k, j}=\beta_{i, l, j}=$ $\sigma_{i, k, l, j}=\tau_{i, j, n}=\beta_{0, i, j}=\psi_{i, n, 0, j}=1 ; \chi_{i, j}=1$ or 0,
3. for some $1 \leqslant m \leqslant m-1$, and $i<l \leqslant k+1 \leqslant j$, we have $\zeta_{i, j}=\tau_{i, k, j}=\beta_{i, l, j}=$ $\sigma_{i, k, l, j}=\tau_{i, j, N+1}=\beta_{m, i, j}=\psi_{i, N+1, m, j}=1 ; \rho_{i, j}=1$ or 0,
4. all the variables are zero.

Proof. We modify the graph in Figure 4.3 to accommodate (A6) and (A7), and combine it with the graph in Figure 4.2. The resulting graph is shown in Figure 4.4. Next, observe that (A5), (4.10), $\sum_{k=i}^{j-1} \tau_{i, k, j}=\sum_{l=i+1}^{j} \beta_{i, l, j}=\sum_{n=j+1}^{N+1} \tau_{i, j, n}=\sum_{m=0}^{i-1} \beta_{m, i, j}=$ $\zeta_{i, j}, 0 \leqslant \zeta_{i, j} \leqslant 1$ (which are implied from (A2)-(A4)), and non-negative constraint on all variables together constitute a network flow polytope. The extreme points this polytope are integral, and are precisely those mentioned in the Proposition.

Since $\psi$ variables are not used elsewhere, we project (4.10) to the space of section variables $(\tau, \beta)$.


Fig. 4.4. Digraph for the proof of Proposition 4.5

Proposition 4.6. For every $[i, j] \in \mathcal{T} \backslash\{[1, N]\}$, let $S_{i, j}=\left\{(\tau, \beta, \psi) \mid(4.10) ; \sum_{m=0}^{i-1} \beta_{m, i, j}=\right.$ $\left.\sum_{n=j+1}^{N+1} \tau_{i, j, n} ; \tau_{i, j, n} \geqslant 0, \llbracket n \rrbracket_{j+1}^{N+1} ; \beta_{m, i, j} \geqslant 0, \llbracket m \rrbracket_{0}^{i-1}\right\}$. Then, the projection of $S_{i, j}$ in $(\tau, \beta)$ space is

$$
\operatorname{proj}_{(\tau, \beta)}\left(S_{i, j}\right)=\left\{(\tau, \beta) \left\lvert\, \begin{array}{ll}
\beta_{0, i, j} \leqslant \sum_{n=j+1}^{N} \tau_{i, j, n} ; & \sum_{m=0}^{i-1} \beta_{m, i, j}=\sum_{n=j+1}^{N+1} \tau_{i, j, n}  \tag{4.12}\\
\tau_{i, j, n} \geqslant 0, \llbracket n \rrbracket_{j+1}^{N+1} ; & \beta_{m, i, j} \geqslant 0, \llbracket m \rrbracket_{0}^{i-1}
\end{array}\right.\right\}
$$

Proof. See $\S$ B. 3 in the Appendix.

Apart from the following, the remaining constraints in (4.12) follow from (A2) and (A3):

$$
\begin{equation*}
\text { for }[i, j] \in \mathcal{T} \backslash\{[1, N]\}, \quad \beta_{0, i, j} \leqslant \sum_{n=j+1}^{N} \tau_{i, j, n} \tag{A8}
\end{equation*}
$$

Remark 4.3. Using (A5), (4.6) and (4.7), $\tau, \beta, \nu$ and $\omega$ variables can be substituted out. (The resulting model in the lower dimensional space can be found in the chapter).

Constraints (A4)-(A8) model the space of admissible configurations. We compare this formulation with CG06, GA10, and TAT19, which refer to the formulations of Caballero and Grossmann [9], Giridhar and Agrawal [10], and Tumbalam Gooty et al. [23], respectively.

Proposition 4.7. The feasible region defined using constraints (A4)-(A8) is tighter than the set by imposing the constraints in the formulations of CG06, GA10, and TAT19.

Proof. In addition to the binary variables associated with the presence/absence condensers and reboilers, CG06 has variables for the presence of heat exchanger, which we denote as $\eta_{i, j}$. To our model, we add

$$
\begin{equation*}
\eta_{i, j}=\chi_{i, j}+\rho_{i, j} . \tag{4.13}
\end{equation*}
$$

Further, we remark that for $i \leqslant k \leqslant j-1,[i, j] \in \mathcal{P}$,

$$
\begin{equation*}
\sum_{m=i}^{k} \tau_{i, m, j} \stackrel{\text { A } 5)}{=} \sum_{m=i}^{k} \sum_{l=i+1}^{m+1} \sigma_{i, m, l, j} \stackrel{\text { Fig. } 4.2}{=} \sum_{l=i+1}^{k+1} \sum_{m=l-1}^{k} \sigma_{i, m, l, j} \stackrel{k \leqslant j-1}{\lessgtr} \sum_{l=i+1}^{k+1} \sum_{m=l-1}^{j-1} \sigma_{i, m, l, j} \stackrel{\text { A5 })}{=} \sum_{l=i+1}^{k+1} \beta_{i, l, j} . \tag{4.14}
\end{equation*}
$$

In Tables 4.3, 4.2 and 4.4, we prove that the set defined by (A2)-(A8), $\zeta_{i, j} \in[0,1], \forall[i, j] \in$ $\mathcal{T}, \rho_{i, j} \in[0,1], \forall(i, j) \in \mathcal{R}$ and $\chi_{i, j} \in[0,1], \forall(i, j) \in \mathcal{C}$ is tighter than CG06, GA10 and TAT19, respectively. We point out that, in GA06, the authors did not consider thermally coupled configurations. Thus, we show the proof only for the constraints they reported.

The fact that our formulation is strictly tighter will follow the numerical example below. Consider $N=4$ :

1. When restricted to $\zeta_{1,2}=\zeta_{1,3}=0, \zeta_{1,1}=\zeta_{1,4}=\zeta_{2,2}=\zeta_{3,3}=\zeta_{4,4}=1$ and $\zeta_{2,3}=\zeta_{2,4}=\zeta_{3,4}=1 / 2$, CG06 is feasible, while (A) is infeasible.
2. The point $\tau_{1,1,3}=\tau_{1,2,3}=\tau_{1,1,4}=\tau_{1,3,4}=\tau_{2,2,4}=\beta_{1,2,3}=\beta_{1,3,3}=\beta_{1,3,4}=$ $\beta_{2,4,4}=0 ; \tau_{1,1,2}=\tau_{1,2,4}=\beta_{1,2,2}=1$ and $\tau_{2,2,3}=\tau_{2,3,4}=\tau_{3,3,4}=\beta_{1,2,4}=\beta_{1,4,4}=$ $\beta_{2,3,3}=\beta_{2,3,4}=\beta_{3,4,4}=1 / 2$ is an extreme point to GA10, and infeasible to (A).
3. When restricted to $\zeta_{3,4}=0, \zeta_{1,1}=\zeta_{1,2}=\zeta_{1,4}=\zeta_{2,2}=\zeta_{3,3}=\zeta_{4,4}=1$ and $\zeta_{1,3}=\zeta_{2,3}=\zeta_{2,4}=1 / 2$, TAT19 is feasible, while (A) is infeasible.

Table 4.2.: CG06 for the space of admissible configurations. The first column indicates the constraint number in Table 1 of [9]. 'Co.', 'Re.' and 'Pr.' stand for Corollary, Remark and Proposition, respectively.

| \# | Proof |
| :---: | :---: |
| $[1]$ | $\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} \sigma_{i, k, l, j} \stackrel{(\mathrm{~A} 5), \text { Co.4.1 }}{=} \zeta_{i, j} \leqslant 1$ |
| $[2]$ | $\begin{aligned} & \sum_{n=j+1}^{N} \sum_{m=i+1}^{j+1} \sigma_{i, j, m, n} \stackrel{(\mathrm{~A} 5)}{=} \sum_{n=j+1}^{N} \tau_{i, j, n} \stackrel{\operatorname{Pr} .4 .5}{\lessgtr} \zeta_{i, j} \leqslant 1 \\ & \sum_{m=1}^{i-1} \sum_{n=i-1}^{j-1} \sigma_{m, n, i, j} \stackrel{(\mathrm{~A} 5)}{=} \sum_{m=1}^{i-1} \beta_{m, i, j} \stackrel{\operatorname{Pr.4.5}}{\lessgtr} \zeta_{i, j} \leqslant 1 \end{aligned}$ |
| [3] | $\begin{array}{r} \sum_{m=1}^{i-1} \sigma_{m, i-1, i, i}+\sum_{n=i+1}^{N} \sigma_{i, i, i+1, n} \stackrel{(\mathrm{~A} 5)}{=} \sum_{m=1}^{i-1} \beta_{m, i, i}+\sum_{n=i+1}^{N} \tau_{i, i, n} \stackrel{(\mathrm{~A} 8)}{\geqslant} \zeta_{i, i} \stackrel{(\mathrm{~A} 4)}{\geqslant} 1 \\ \text { for }[i, i] \in \mathcal{T} \end{array}$ |
| [6] | $\begin{aligned} & \left.\sigma_{i, j, m, n} \stackrel{(\mathrm{~A} 5)}{\leqslant} \tau_{i, j, n} \stackrel{\text { Re.4.2 }}{\leqslant} \zeta_{i, j} \stackrel{\text { Co.4.1, (A5) }}{=} \sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}\right\} \text { for } \llbracket m \rrbracket_{i+1}^{j+1} ; \llbracket n \rrbracket_{j+1}^{N} \\ & \left.\sigma_{m, n, i, j} \stackrel{(\mathrm{~A} 5)}{\leqslant} \beta_{m, i, j} \stackrel{\text { Re.4.2 }}{\leqslant} \zeta_{i, j} \stackrel{\text { Co.4.1, (A5) }}{=} \sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}\right\} \text { for } \llbracket n \rrbracket_{i-1}^{j-1} ; \llbracket m \rrbracket_{1}^{i-1} \end{aligned}$ |

Table 4.2.: continued

| [6] | $\left.\begin{array}{rl} \sigma_{i, k, l, j} \stackrel{\text { Pr.4.3 }}{\leqslant} \zeta_{i, j} & \stackrel{(\mathrm{~A} 8)}{\leqslant} \sum_{n=i+1}^{N} \tau_{i, j, n}+\sum_{m=1}^{i-1} \beta_{m, i, j} \\ & \stackrel{(\mathrm{~A} 5)}{=} \sum_{n=j+1}^{N} \sum_{m=i+1}^{j+1} \sigma_{i, j, m, n}+\sum_{m=1}^{i-1} \sum_{n=i-1}^{j-1} \sigma_{m, n, i, j} \end{array}\right\} \text { for } \llbracket l \rrbracket_{i+1}^{k+1 ;} \llbracket k \rrbracket_{i}^{j-1}$ |
| :---: | :---: |
| [12] | $\sigma_{i, k, l, j} \stackrel{\text { Pr.4. }}{\stackrel{3}{*}} \zeta_{i, j}, \quad$ for $\left.\quad \llbracket l \rrbracket_{i+1}^{k+1} ; \quad \llbracket k\right]_{i}^{j-1}$ |
| $[13]$ | $\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}^{(\mathrm{A} 5), \text { Co.4.1 }}{ }^{\geqslant} \zeta_{i, j}$ |
| [4] |  |
| [5] | $\begin{array}{r} \eta_{i, i} \stackrel{(4.13)}{=} \chi_{i, j}+\rho_{i, j} \stackrel{(\mathrm{~A} 6), \operatorname{Pr} .4 .4}{\leqslant} \zeta_{i, j}-\sum_{m=1}^{i-1} \beta_{m, i, j}+\zeta_{i, j}-\sum_{n=j+1}^{N} \tau_{i, j, n} \\ \stackrel{\beta, \tau \geqslant 0}{\leqslant}\left(1-\beta_{m, i, j}\right)+\left(1-\tau_{i, j, n^{\prime}}\right) \stackrel{\operatorname{Pr.4.3}}{\leqslant}\left(1-\sigma_{m, n, i, j}\right)+\left(1-\sigma_{i, j, m^{\prime}, n^{\prime}}\right) \\ \text { for } \llbracket m^{\prime} \rrbracket_{i, j}^{j+1} ; \quad \llbracket n^{\prime} \rrbracket_{j+1}^{N} ; \quad \llbracket m \rrbracket_{1}^{i-1} ; \llbracket n \rrbracket_{i-1}^{j-1} \end{array}$ |
| [7] | $\eta_{i, j} \stackrel{(4.13)}{=} \chi_{i, j}+\rho_{i, j} \stackrel{(\mathrm{~A} 6), \mathrm{Pr} 4.4,(\mathrm{~A} 8)}{\leqslant} \zeta_{i, j} \stackrel{(\mathrm{~A} 8),(\mathrm{A} 5)}{\leqslant} \sum_{n=j+1}^{N} \sum_{m=i+1}^{j+1} \sigma_{i, j, m, n}+\sum_{m=1}^{i-1} \sum_{n=i-1}^{j-1} \sigma_{m, n, i, j}$ |

Table 4.3.
GA10 for space of admissible configurations. The first column indicates the section number in [10]. 'Co.', 'Re.' and 'Pr.' stand for Corollary, Remark and Proposition, respectively.

| § | Proof |
| :---: | :---: |
| 3.1 | $\sum_{l=i+1}^{j} \beta_{i, l, j}=\sum_{k=i}^{j-1} \tau_{i, k, j} \stackrel{\text { Co.4. }}{=} \zeta_{i, j} \leqslant 1$ |
| 3.1 | $\begin{aligned} & \sum_{n=j+1}^{N} \tau_{i, j, n} \stackrel{\text { Pr.4.5 }}{=} \zeta_{i, j} \stackrel{\text { Co.4. }}{=} \sum_{k=i}^{j-1} \tau_{i, k, j} \\ & \sum_{m=1}^{i-1} \beta_{m, i, j} \stackrel{\text { Pr.4. }}{\lessgtr} \zeta_{i, j} \stackrel{\text { Co.4.1 }}{=} \sum_{k=i}^{j-1} \tau_{i, k, j} \end{aligned}$ |
| 3.1 | $\sum_{k=i}^{j-1} \tau_{i, k, j} \stackrel{\text { Co.4. }}{=} \zeta_{i, j} \stackrel{\text { A8 })}{\lessgtr} \sum_{n=j+1}^{N} \tau_{i, j, n}+\sum_{m=1}^{i-1} \beta_{m, i, j}$ |
| 3.2 | $\begin{aligned} & \max \left\{(j-i+1) \sum_{m=1}^{i-1} \beta_{m, i, j},(j-i+1) \sum_{n=j+1}^{N} \tau_{i, j, n}\right\} \stackrel{\text { Pr.4.5 }}{\lessgtr}(j-i+1) \zeta_{i, j} \stackrel{\text { Co.4.1 }}{=} \\ & (j-i+1) \sum_{k=i}^{j-1} \tau_{i, k, j}=\sum_{k=i}^{j-1}(j-k) \tau_{i, k, j}+\sum_{k=i}^{j-1}(k-i+1) \tau_{i, k, j}=\sum_{k=i}^{j-1} \sum_{m=i}^{k} \tau_{i, m, j}+ \\ & \sum_{k=i}^{j-1}(k-i+1) \tau_{i, k, j} \stackrel{(4.14)}{\leqslant} \sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} \beta_{i, l, j}+\sum_{k=i}^{j-1}(k-i+1) \tau_{i, k, j}=\sum_{l=i+1}^{j} \sum_{k=l-1}^{j-1} \beta_{i, l, j}+ \\ & \sum_{k=i}^{j-1}(k-i+1) \tau_{i, k, j}=\sum_{l=i+1}^{j}(j-l+1) \beta_{i, l, j}+\sum_{k=i}^{j-1}(k-i+1) \tau_{i, k, j} \end{aligned}$ |
| 3. | $\begin{aligned} & \sum_{n=j+1}^{N} \tau_{i, j, n} \stackrel{\text { Pr.4. }}{\leqslant} \zeta_{i, j} \leqslant 1 \\ & \sum_{m=1}^{i-1} \beta_{m, i, j} \stackrel{\text { Pr.4.5 }}{\lessgtr} \zeta_{i, j} \leqslant 1 \end{aligned}$ |
|  | $\sum_{n=i+1}^{N} \tau_{i, i, n}+\sum_{m=1}^{i-1} \beta_{m, i, i} \stackrel{(\mathrm{~A} 8)}{\approx} \zeta_{i, i} \stackrel{\text { (A4) }}{=} 1$ |

Table 4.4.
TAT19 for the space of admissible configurations. The first column indicates the constraint number in [23]. 'Re.' and 'Pr.' stand for Remark and Proposition, respectively.
\# Proof
$(\mathrm{H} 2) \quad \zeta_{1, N} \stackrel{(\mathrm{~A} 4)}{=} \zeta_{i, i} \stackrel{(\mathrm{~A} 4)}{=} 1$
$\zeta_{i, j} \stackrel{(\mathrm{~A} 8)}{\leqslant} \sum_{n=j+1}^{N} \tau_{i, j, n}+\sum_{m=1}^{i-1} \beta_{m, i, j} \stackrel{\operatorname{Pr} .4 .3}{\leqslant} \sum_{n=j+1}^{N} \zeta_{i, n}+\sum_{m=1}^{i-1} \zeta_{m, j}$
$\left.\zeta_{i, k}-\sum_{n=k+1}^{j-1} \zeta_{i, n}+\zeta_{i, j}-1 \stackrel{\operatorname{Re.4.2}}{\leqslant} \tau_{i, k, j}^{\operatorname{Pr.4.3}} \stackrel{\sum_{l=i+1}^{k+1}}{\leqslant} \beta_{i, l, j} \stackrel{\operatorname{Re.4.2}}{\leqslant} \sum_{l=i+1}^{k+1} \zeta_{l, j}\right\} \quad$ for $\llbracket k \|_{i}^{j-1}$
$\zeta_{i, j}-\sum_{m=i+1}^{l-1} \zeta_{m, j}+\zeta_{l, j}-1 \stackrel{\operatorname{Re.4.2}}{\leqslant} \beta_{i, l, j} \stackrel{\operatorname{Pr} 4.3}{\leqslant} \sum_{k=l-1}^{j-1} \tau_{i, k, j} \stackrel{\text { Re.4.2 }}{\leqslant} \sum_{k=l-1}^{j-1}$
$\chi_{i, j}+\rho_{i, j} \leqslant \zeta_{i, j}-\sum_{m=1}^{i-1} \beta_{m, i, j}+\zeta_{i, j}-\sum_{n=j+1}^{N} \tau_{i, j, n} \stackrel{(\mathrm{~A} 8)}{\leqslant} \zeta_{i, j}$
$\chi_{i, j} \stackrel{(\mathrm{~A} 6), \text { Pr. } 4.4}{\leqslant} \zeta_{i, j}-\sum_{m=1}^{i-1} \beta_{m, i, j} \stackrel{(\mathrm{~A} 8)}{\leqslant} \sum_{n=j+1}^{N} \tau_{i, j, n} \stackrel{\operatorname{Re.} 4.2}{\leqslant} \sum_{n=j+1}^{N} \zeta_{i, n}$

$$
\begin{equation*}
\rho_{i, j} \stackrel{(\mathrm{~A} 6), \mathrm{Pr} .4 .4}{\leqslant} \zeta_{i, j}-\sum_{n=j+1}^{N} \tau_{i, j, n} \stackrel{(\mathrm{~A} 8)}{\leqslant} \sum_{m=1}^{i-1} \beta_{m, i, j} \stackrel{\operatorname{Re.4.2}}{\leqslant} \sum_{m=1}^{i-1} \zeta_{m, j} \tag{H7}
\end{equation*}
$$

| (H8) | $\begin{array}{r} \chi_{i, j}+\rho_{i, j} \stackrel{(\mathrm{~A} 6)}{\leqslant} \nu_{i, j+1, N}-\nu_{i, j, N}+\omega_{1, i-1, j}-\omega_{1, i, j} \stackrel{(\mathrm{~A} 3)}{\leqslant}\left(1-\zeta_{i, n}\right)+\left(1-\zeta_{m, j}\right), \\ \text { for } \llbracket m \rrbracket_{1}^{i-1} ; \llbracket n \rrbracket_{j+1}^{N} \end{array}$ |
| :---: | :---: |
| (H9) | $\left.\chi_{i, i} \stackrel{(\mathrm{~A} 7), \operatorname{Pr} .4 .4}{\geqslant} \zeta_{i, i}-\sum_{m=1}^{i-1} \beta_{m, i, i} \stackrel{\text { Re.4.2, (A4) }}{\geqslant} 1-\sum_{m=1}^{i-1} \zeta_{m, i}\right\} \quad \text { for } \quad(i, i) \in \mathcal{C}$ |
| (H10) | $\left.\rho_{i, i} \stackrel{(\mathrm{~A} 7), \text { Pr. } 4.4}{\geqslant} \zeta_{i, i}-\sum_{n=i+1}^{N} \tau_{i, i, n} \stackrel{\operatorname{Re.4.2,(\mathrm {A}4)}}{\geqslant} 1-\sum_{n=i+1}^{N} \zeta_{i, n}\right\} \quad \text { for } \quad(i, i) \in \mathcal{R}$ |

### 4.2.3 Mass Balance Constraints

We model the problem as a network flow problem. Figure 4.5 shows the representative nodes and arcs in the network, and variable definitions are in Table 4.5.

Each split $[i, k] /[l, j]$ is performed in a distillation column $Q_{i k l j}$ (see Figures 4.5(a) and $4.5(\mathrm{~b}))$. Material flows to and from the column $Q_{i k l j}$ only when $\sigma_{i k l j}=1$. The material balances across each column $Q_{i k l j}$ are as follows

$$
\left.\begin{array}{l}
\text { for } \quad[i, j] \in \mathcal{S}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \rrbracket_{i+1}^{k+1}: \\
\left.\qquad \begin{array}{l}
f_{i k l j p}^{\mathrm{in}}=f_{i k l j p}^{\mathrm{rs}} \delta_{p \leqslant k}+f_{i k l j p}^{\mathrm{ss}} \delta_{p \geqslant l}, \llbracket p \rrbracket_{i}^{j} ; \quad U_{i k l j}^{\mathrm{rs}} \delta_{j<N}-U_{i k l j}^{\mathrm{ss}} \delta_{1<i}=V_{i k l j}^{\mathrm{rs}}-V_{i k l j}^{\mathrm{ss}} \\
\\
K_{i k l j}^{\mathrm{ss}} \delta_{1<i}-K_{i k l j}^{\mathrm{rs}} \delta_{j<N}=L_{i k l j}^{\mathrm{ss}}-L_{i k l j}^{\mathrm{rs}} \\
0 \leqslant(\cdot) \leqslant \sigma_{i k l j}(\cdot)^{\mathrm{up}}, \forall(\cdot) \in\{\text { All component, liquid and vapor flows }\}
\end{array}\right\} \text {, (A9) } \\
\text { for }[i, j] \in\{[1, N]\}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \rrbracket_{i+1}^{k+1}: \\
\quad F_{p} \sigma_{i k l j}=f_{i k l j p}^{\mathrm{rs}} \delta_{p \leqslant k}+f_{i k l j p}^{\mathrm{ss}} \delta_{p \geqslant l}, \llbracket p \rrbracket_{i}^{j} ; \quad\left(\sum_{p=1}^{N} F_{p}\right)\left(1-\Phi_{1, N}\right) \sigma_{i k l j}=V_{i k l j}^{\mathrm{rs}}-V_{i k l j}^{\mathrm{ss}}  \tag{A10}\\
\quad\left(\sum_{p=1}^{N} F_{p}\right) \Phi_{1, N} \sigma_{i k l j}=L_{i k l j}^{\mathrm{ss}}-L_{i k l j}^{\mathrm{rs}} \\
\quad 0 \leqslant(\cdot) \leqslant \sigma_{i k l j}(\cdot)^{\mathrm{up}}, \forall(\cdot) \in\{\text { All component, liquid and vapor flows }\}
\end{array}\right\},
$$

for $[i, j] \in \mathcal{P}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \rrbracket_{i+1}^{k+1}$ :

$$
\begin{equation*}
V_{i k l j}^{\mathrm{rs}}-L_{i k l j}^{\mathrm{rs}}=\sum_{p=i}^{k} f_{i k l j p}^{\mathrm{rs}} ; \quad L_{i k l j}^{\mathrm{ss}}-V_{i k l j}^{\mathrm{ss}}=\sum_{p=l}^{j} f_{i k l j p}^{\mathrm{ss}} . \tag{A11}
\end{equation*}
$$

The constraints in (A9) model component, vapor, and liquid mass balances across column $Q_{i k l j}$. In the above $\delta_{(\cdot)}$ is 1 if $(\cdot)$ is true and 0 otherwise. (A10) handles the case where the feed stream is the process feed, $[1, N] . F_{p}$ and $\Phi_{1, N}$ are as defined in $\S 4.1$. The last constraint in both (A9) and (A10) suppresses material flows to column $Q_{i k l j}$ when $\sigma_{i k l j}=0$. We use $(\cdot)^{\text {up }}$ to denote the upper bound on $(\cdot)$, and discuss how these are obtained later. The first (resp. second) constraint in (A11) models that the net distillate (resp. residue) flow $Q_{i k l j}$ as the difference between the vapor and liquid (resp. liquid and vapor) flows in the rectifying (resp. stripping) section.

Column $Q_{i k l j}$ receives feed from the associated condenser $(i, j)$ and/or reboiler $(i, j)$ (see Figures $4.5(\mathrm{c})$ and $4.5(\mathrm{~d})$ ). Further, condenser (resp. reboiler) $(i, j)$ regulates vapor-liquid traffic from all the splits producing $[i, j]$ as distillate (resp. residue),


Fig. 4.5. (a) Representative column for splits of process feed i.e., $[i, j] \in\{[1, N]\}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \rrbracket_{i+1}^{k+1}$ (b) Representative column for the remaining splits $[i, j] \in \mathcal{S}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \rrbracket_{i+1}^{k+1}$ (c) Representative condenser for $(i, j) \in \mathcal{C} \backslash\{[i, i]\}_{i=1}^{N-1}$ (see (A12) for domain of indices $m, n, k, l$ ) (d) Representative reboiler for $(i, j) \in \mathcal{R} \backslash\{[i, i]\}\}_{i=2}^{N}$ (see (A13) for domain of indices $m, n, k, l$ ) (e) Representative arrangement for pure product withdrawals (see (A14) for domain of indices $m, n$, and (A15) for domain of indices $m^{\prime}, n^{\prime}$ ) (f) Representative arrangement for overall component mass balance for $[i, j] \in \mathcal{S}$ (see (A17) for domain of indices $\left.m, n, m^{\prime}, n^{\prime}, k, l\right)$

Table 4.5.
Definition of continuous decision variables.

| Variable | Definition |
| :--- | :--- |
| $\left\{f_{i k l j p}^{\mathrm{rs}}\right\}_{p=i}^{k}$ | Net molar flow of component $p$ in the rectifying section of $Q_{i k l j}$ |
| $\left\{f_{i k l j p}^{\mathrm{ss}}\right\}_{p=l}^{j}$ | Net molar flow of component $p$ in the stripping section of $Q_{i k l j}$ |
| $\left\{f_{i k l j p}^{\mathrm{in}}\right\}_{p=i}^{j}$ | Net molar flow of component $p$ in the feed to $Q_{i k l j}$ |
| $V_{i k l j}^{\mathrm{rs}}$ | Vapor flowrate in the rectifying section of $Q_{i k l j}$ |
| $V_{i k l j}^{\mathrm{ss}}$ | Vapor flowrate in the stripping section of $Q_{i k l j}$ |
| $L_{i k l j}^{\mathrm{rs}}$ | Liquid flowrate in the rectifying section of $Q_{i k l j}$ |
| $L_{i k l j}^{\mathrm{ss}}$ | Liquid flowrate in the stripping section of $Q_{i k l j}$ |
| $U_{i k l j}^{\mathrm{rs}}$ | Vapor in-flow into $Q_{i k l j}$ from condenser $(i, j)$ |
| $U_{i k l j}^{\mathrm{ss}}$ | Vapor out-flow from $Q_{i k l j}$ to reboiler $(i, j)$ |
| $K_{i k l j}^{\mathrm{rs}}$ | Liquid out-flow from $Q_{i k l j}$ to condenser $(i, j)$ |
| $K_{i k l j}^{\mathrm{ss}}$ | Liquid in-flow into $Q_{i k l j}$ from reboiler $(i, j)$ |
| $\left\{\theta_{i j q}\right\}_{q=i}^{j-1}$ | Underwood root of $Q_{i k l j}$ satisfying $\alpha_{q+1} \leqslant \theta_{i, j, q} \leqslant \alpha_{q}$ |
| $\Upsilon_{i k l j}^{\mathrm{rs}}$ | Minimum vapor flow required in the rectifying section of $Q_{i k l j}$ |
| $\Upsilon_{i k l j}^{\mathrm{ss}}$ | Minimum vapor flow required in the stripping section of $Q_{i k l j}$ |
| $F C_{i j}$ | Molar flowrate in condenser $(i, j)$ |
| $F R_{i j}$ | Molar flowrate in reboiler $(i, j)$ |

and distributes flows to all the splits of $[i, j]$. Material balances across these condensers and reboilers are given below:

$$
\left.\begin{array}{rl} 
& \sum_{n=j+1}^{N} \sum_{m=i+1}^{j+1} V_{i j m n}^{\mathrm{rs}}=F C_{i j}+\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} U_{i k l j}^{\mathrm{rs}} ; \\
\text { For }(i, j) \in \mathcal{C} \backslash\{[i, i]\}_{i=1}^{N-1}: & \sum_{n=j+1}^{N} \sum_{m=i+1}^{j+1} L_{i j m n}^{\mathrm{rs}}=F C_{i j}+\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} K_{i k l j}^{\mathrm{rs}}  \tag{A12}\\
& 0 \leqslant F C_{i j} \leqslant\left(F C_{i j}\right)^{\mathrm{up}} \chi_{i j} ; \\
& 0 \leqslant K_{i k l j}^{\mathrm{rs}} \leqslant\left(K_{i k l j}^{\mathrm{rs}}\right)^{\mathrm{up}}\left(1-\chi_{i j}\right), \llbracket l \rrbracket_{i+1}^{k+1}, \llbracket k \rrbracket_{i}^{j-1}
\end{array}\right\}
$$

$$
\left.\begin{array}{rl} 
& \sum_{m=1}^{i-1} \sum_{n=i-1}^{j-1} V_{m n i j}^{\mathrm{ss}}=F R_{i j}+\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} U_{i k l j}^{\mathrm{ss}} ; \\
\text { For }(i, j) \in \mathcal{R} \backslash\{[i, i]\}_{i=2}^{N}: & \sum_{m=1}^{i-1} \sum_{n=i-1}^{j-1} L_{m n i j}^{\mathrm{ss}}=F R_{i j}+\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} K_{i k l j}^{\mathrm{ss}}  \tag{A13}\\
& 0 \leqslant F R_{i j} \leqslant\left(F R_{i j}\right)^{\mathrm{up}} \rho_{i j} ; \\
& 0 \leqslant U_{i k l j}^{\mathrm{ss}} \leqslant\left(U_{i k l j}^{\mathrm{ss}}\right)^{\mathrm{up}}\left(1-\rho_{i j}\right), \llbracket l \rrbracket_{i+1}^{k+1}, \llbracket k \rrbracket_{i}^{j-1} \cdot
\end{array}\right\}
$$

We are interested in configurations that either have heat exchangers or thermal couplings, but not both. The last two constraints in (A12) and (A13) suppress flows in appropriate arcs if the heat exchangers are absent. The above constraints are written only for heat exchangers associated with mixtures. For heat exchangers associated with pure component products, the vapor and liquid flows are further constrained to produce $\Phi_{i, i} F_{i}$ and $\left(1-\Phi_{i, i}\right) F_{i}$ of component $i$ in liquid and vapor phases, respectively (see Figure 4.5(e)). Mass balances around these heat exchangers are given below.

$$
\begin{align*}
& \sum_{n=i+1}^{N} \sum_{m=i+1}^{i+1} V_{i i m n}^{\mathrm{rs}}=F C_{i i}+U_{i i i i}^{\mathrm{rs}} ; \\
& \text { For } \left.\begin{array}{rl}
(i, i) \in \mathcal{C}: & \sum_{n=i+1}^{N} \sum_{m=i+1}^{i+1} L_{\text {is }}^{\mathrm{rs}}=F C_{i i}+K_{i i i i}^{\mathrm{rs}} \\
& 0 \leqslant U_{i i i i}^{\mathrm{rs}} ; \quad 0 \leqslant F C_{i i} \leqslant\left(F C_{i i}\right)^{\mathrm{up}} \chi_{i i} ; \\
& \left(K_{i i i i}^{\mathrm{rs}}\right)^{\mathrm{lo}} \leqslant K_{i i i i}^{\mathrm{rs}} \leqslant\left(K_{i i i i}^{\mathrm{rs}}\right)^{\mathrm{up}}\left(1-\chi_{i i}\right)
\end{array}\right\},  \tag{A14}\\
& \sum_{m=1}^{i-1} \sum_{n=i-1}^{i-1} V_{m n i i}^{\mathrm{ss}}=F R_{i i}+U_{i i i i}^{\mathrm{ss}} ; \quad \sum_{m=1}^{i-1} \\
& \text { For } \left.\begin{array}{rl}
(i, i) \in \mathcal{R}: & \sum_{n=i-1}^{i-1} L_{m n i i}^{\mathrm{ss}}=F R_{i i}+K_{i i i i}^{\mathrm{ss}} \\
& 0 \leqslant K_{i i i i}^{\mathrm{ss}} ; \quad 0 \leqslant F R_{i i} \leqslant\left(F R_{i i}\right)^{\mathrm{up}} \rho_{i i} ; \\
& \left(U_{i i i i}^{\mathrm{ss}}\right)^{\mathrm{lo}} \leqslant U_{i i i i}^{\mathrm{ss}} \leqslant\left(U_{i i i i}^{\mathrm{ss}}\right)^{\mathrm{up}}\left(1-\rho_{i i}\right)
\end{array}\right\} \text {, }  \tag{A15}\\
& \text { For }(i, i) \in \mathcal{C} \cap \mathcal{R}: \quad U_{\text {iiii }}^{\mathrm{rs}}-U_{\text {iiii }}^{\mathrm{ss}}=F_{p}\left(1-\Phi_{i, i}\right) ; \quad K_{i i i i}^{\mathrm{ss}}-K_{i i i i}^{\mathrm{rs}}=F_{p} \Phi_{i, i} . \tag{A16}
\end{align*}
$$

where $(\cdot)^{\text {lo }}$ denotes the lower bound on $(\cdot)$. From (A16) and (A15) (resp. (A14)), $\left(K_{i i i i}^{\mathrm{rs}}\right)^{\mathrm{lo}}=-F_{p} \Phi_{i, i}\left(\right.$ resp. $\left.\left(U_{i i i i}^{\mathrm{ss}}\right)^{\mathrm{lo}}=-F_{p}\left(1-\Phi_{i, i}\right)\right)$. For each submixture $[i, j] \in \mathcal{P}$, the net inflow of component $p$ equals the sum of component flows from all the splits that produce $[i, j]$ as distillate or residue. The net inflow is distributed among all splits of $[i, j]$ (see Figure 4.5(f)).

$$
\begin{equation*}
\text { For }[i, j] \in \mathcal{S}: \quad \sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} f_{i k l j p}^{\mathrm{in}}=\sum_{n=j+1}^{N} \sum_{m=i+1}^{j+1} f_{i j m n p}^{\mathrm{rs}}+\sum_{m=1}^{i-1} \sum_{n=i-1}^{j-1} f_{m n i j p}^{\mathrm{ss}}, \quad \llbracket p \rrbracket_{i}^{j} . \tag{A17}
\end{equation*}
$$

Finally, modeling the problem in the above manner requires rigorous bounds on all material flows. The net component inflow to and outflow from any column cannot exceed in steady-state the component flow in the process feed. Therefore, the upper bound on all flows of component $p$ is chosen to be $F_{p}$ i.e., $\left(f_{i k l j p}^{\mathrm{in}}\right)^{\mathrm{up}}=\left(f_{i k l j p}^{\mathrm{rs}}\right)^{\mathrm{up}}=$ $\left(f_{i k l j p}^{\mathrm{ss}}\right)^{\text {up }}=F_{p}$. However, although required for deriving rigorous relaxations, there is no simple upper bound on vapor and liquid flows in the columns and heat exchangers. For deriving a bound, we use optimality-based bound tightening, where we find feasible flows for an admissible configuration using the technique of [35]. This technique can also be replaced with a local nonlinear programming solver. Let this upper bound be $V D^{*}$. Then, we solve the following linear programs (LP) to derive bounds:

$$
\begin{equation*}
\max \quad V_{i k l j}^{\mathrm{rs}}, \quad \text { s.t. } \quad(\mathrm{A} 4)-(\mathrm{A} 17), \sum_{(i, j) \in \mathcal{R}} F R_{i, j} \leqslant \phi V D^{*} \tag{4.15}
\end{equation*}
$$

We choose $\phi=1$, if only the optimal solution is desired. Since the model does not capture all operability concerns, such as controllability and suitability w.r.t heat integration with the rest of the plant, and vapor flow predictions are based on shortcut methods rather than rigorous simulations, industrial practitioners are often interested in identifying a ranklist of a few best solutions for this MINLP. Such a ranklist allows them to a posteriori incorporate such considerations. Therefore, to allow construction of such a ranklist, we choose $\phi=1.5$. With this choice, any configuration that consumes at most $50 \%$ more energy than the feasible solution remains in the search space. Our numerical experiments show that each LP can be solved in a fraction of a second using solvers such as Gurobi [49], and the computational time taken to solve all the LPs for a five-component mixture is typically negligible.

### 4.2.4 Underwood Constraints

As mentioned in $\S 2$, for a given split, there is a minimum threshold vapor requirement in each section of a column, below which the products are not produced with the desired purity. A column can, however, carry more vapor than the threshold, and the excess vapor can, if transferred to other columns, be utilized in those columns. The threshold vapor requirement can be computed using Underwood constraints included below:

$$
\begin{align*}
& \text { For }[i, j] \in \mathcal{P}, \llbracket k \|_{i}^{j-1}, \quad \llbracket l \rrbracket_{i+1}^{k+1}: \\
& \sum_{p=i}^{j} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{in}}}{\alpha_{p}-\theta_{i j q}}=U_{i k l j}^{\mathrm{rs}} \delta_{j<N}-U_{i k l j}^{\mathrm{ss}} \delta_{1<i}, \quad \llbracket q \rrbracket_{l-1}^{k},  \tag{A18}\\
& \sum_{p=i}^{k} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{i j q}} \leqslant \Upsilon_{i k l j}^{\mathrm{rs}}, \quad \sum_{p=l}^{j} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i j q}} \geqslant-\Upsilon_{i k l j}^{\mathrm{ss}}, \quad \llbracket q \rrbracket_{l-1}^{k},  \tag{A19}\\
& \sum_{p=i}^{k} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{i j q}} \geqslant \Upsilon_{i k l j}^{\mathrm{rs}}, \quad \sum_{p=l}^{j} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i j q}} \leqslant-\Upsilon_{i k l j}^{\mathrm{ss}}, \quad \llbracket q \rrbracket_{l}^{k-1},  \tag{A20}\\
& \alpha_{q+1}^{\mathrm{ss}} \leqslant \theta_{i j q} \leqslant \alpha_{q},  \tag{A21}\\
& U_{i k l j<N}^{\mathrm{rs}}-U_{1<i k l j}^{\mathrm{ss}}=\Upsilon_{i k l j}^{\mathrm{rs}}-\Upsilon_{i k l j}^{\mathrm{ss}},  \tag{A22}\\
& 0 \leqslant \Upsilon_{i k l j}^{\mathrm{rs}} \leqslant V_{i k l j}^{\mathrm{rs}}, \quad 0 \leqslant \Upsilon_{i k l j}^{\mathrm{ss}} \leqslant V_{i k l j p}^{\mathrm{ss}}, \tag{A23}
\end{align*}
$$

where $\Upsilon_{i k l j}^{\mathrm{rs}}$ and $\Upsilon_{i k l j}^{\mathrm{ss}}$ denote the threshold vapor flow in rectifying and stripping sections, respectively. Note that, for the process feed $[1, N], f_{i k l j p}^{\mathrm{in}}$ and $U_{i k l j}^{\mathrm{rs}} \delta_{j<N}-$ $U_{1<i k l j}^{\mathrm{ss}} \delta_{1<i}$ in (A18) and (A22) are replaced by $F_{p} \sigma_{i k l j}$ and $\left(\sum_{p=1}^{N} F_{p}\right)\left(1-\Phi_{1, N}\right) \sigma_{i, k, l, j}$, respectively. (A18) is commonly known in the literature as the Underwood feed equation, and it computes Underwood roots $\left\{\theta_{i j q}\right\}_{q=l-1}^{k}$, which satisfy $\alpha_{q+1} \leqslant \theta_{i j q} \leqslant \alpha_{q}$ [31]. (A19) governs the minimum vapor requirement in rectifying and stripping sections as a function of the distillate and residue compositions. (A20) ensures that the minimum vapor constraints are binding for $\left\{\theta_{i j q}\right\}_{q=l}^{k-1}$. These constraints are required for the model to have the correct degrees of freedom as described in [23]. (A22) models vapor balance at the feed location in terms of minimum vapor flows. (A23) ensures that the actual vapor in each section is at least as high as the threshold vapor flow.

Remark 4.4. Since the process feed is always present i.e., $\zeta_{1, N}=1$, and the net component and vapor inflow to columns $Q_{1 k l N}$ where $1<l \leqslant k+1 \leqslant N$ are known, we solve the Underwood feed equation (A18) a priori to determine the Underwood roots $\left\{\theta_{1 N q}\right\}_{q=1}^{N-1}$, and fix these variables to the calculated values.

Remark 4.5. Recognizing that $f_{i k l j p}^{\mathrm{rs}} \geqslant 0, \theta_{i j k} \leqslant \alpha_{k}<\alpha_{k-1}<\cdots<\alpha_{i}, f_{i k l j p}^{\mathrm{ss}} \geqslant 0$ and $\alpha_{j}<\alpha_{j-1}<\cdots<\alpha_{l}<\theta_{i j l-1}$, we have

$$
\begin{equation*}
\text { for }[i, j] \in \mathcal{P}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \rrbracket_{i+1}^{k+1} \quad\left\{0 \leqslant \sum_{p=i}^{k} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{i j k}} ; \quad 0 \leqslant-\sum_{p=l}^{j} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i j l-1}} .\right. \tag{4.16}
\end{equation*}
$$

Next, using (4.16), component mass balance $f_{i k l j p}^{\mathrm{in}}=f_{i k l j p}^{\mathrm{rs}} \delta_{p \leqslant k}+f_{i k l j p}^{\mathrm{ss}} \delta_{p \geqslant l}$, and (A18), it can be shown that

$$
\text { for }[i, j] \in \mathcal{P}, \llbracket k \rrbracket_{i}^{j-1}, \llbracket l \|_{i+1}^{k+1}\left\{\begin{array}{l}
U_{i k l j}^{\mathrm{rs}} \delta_{j<N}-U_{i k l j}^{\mathrm{ss}} \delta_{1<i} \leqslant \sum_{p=i}^{k} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{rs}}}{\alpha_{p}-\theta_{i j l-1}}  \tag{4.17}\\
U_{i k l j}^{\mathrm{ss}} \delta_{1<i}-U_{i k l j}^{\mathrm{rs}} \delta_{j<N} \leqslant-\sum_{p=l}^{j} \frac{\alpha_{p} f_{i k l j p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i j k}} .
\end{array}\right.
$$

Since the vapor flows are bounded, we have finite upper and lower bounds on all nonlinear expressions in (A18)-(A20).

### 4.2.5 Exploiting Monotonicity of Underwood Equations

These cuts are inspired from [50] and [34]. Although these relations are implicit in the model, they are not implied in the relaxation, when Underwood constraints are relaxed. We refer to [23] for a derivation.

When $[i, j]$ is produced as distillate from one of its top parent $[i, n]$ where $j+1 \leqslant$ $n \leqslant N$ i.e., $\tau_{i, j, n}=1$, but not produced as residue from any of its bottom parents i.e., $\beta_{0, i, j}=1$, and the associated condenser $(i, j)$ is absent, then $\theta_{i n q}$ lower bounds $\theta_{i j q}$ for $\llbracket q \rrbracket_{i}^{j-1}$. Similarly, when $[i, j]$ is produced as residue from one of its bottom parent $[m, j]$ where $1 \leqslant m \leqslant i-1$ i.e., $\beta_{m, i, j}=1$, but not produced as distillate from any of
its top parents i.e., $\tau_{i, j, N+1}=1$, and the associated reboiler $(i, j)$ is absent, then $\theta_{m j q}$ upper bounds $\theta_{i j q}$ for $\llbracket q \rrbracket_{i}^{j-1}$. These constraints are imposed as follows:
for $[i, j] \in \mathcal{S}\left\{\begin{array}{l}\theta_{i n q}-\theta_{i j q} \leqslant M_{q}\left[\chi_{i, j}+\left(1-\tau_{i, j, n}\right)+\left(1-\beta_{0, i, j}\right)\right], \quad \llbracket n \rrbracket_{j+1}^{N}, \llbracket q \rrbracket_{i}^{j-1} \\ \theta_{i j q}-\theta_{m j q} \leqslant M_{q}\left[\rho_{i, j}+\left(1-\beta_{m, i, j}\right)+\left(1-\tau_{i, j, N+1}\right)\right], \llbracket m \rrbracket_{1}^{i-1}, \llbracket q \rrbracket_{i}^{j-1},\end{array}\right.$
where $M_{q}=\left(\alpha_{q}-\alpha_{q+1}\right)$ corresponds to the upper bound on the difference of Underwood roots (see (A21)). Numerical examples in [23] illustrate that these cuts help branch \& bound converge faster. Given that our formulation has been developed in a lifted space, we use $\tau$ and $\beta$ variables to give a tighter representation of the constraint in (A24). Moreover, if the variables $\psi_{1, m, n, j}$ are not eliminated using Proposition 4.6, they can be used to further tighten the above constraints. For example, in the first constraint, $\left(1-\tau_{i, j, n}\right)+\left(1-\beta_{0, i, j}\right)$ can be replaced with $\left(1-\psi_{i, n, 0, j}\right)$. This concludes the formulation of MINLP (A).

### 4.3 Relaxation and Solution Procedure

Apart from integrality requirements on stream $\left(\zeta_{i, j}\right)$ and heat exchanger variables ( $\rho_{i, j}$ and $\chi_{i, j}$ ), the remaining source of nonconvexity in the MINLP is the Underwood constraints. In this section, we describe the construction of a convex relaxation of Underwood constraints ((A18)-(A21)), referred to hereafter as the relaxation, defined using convex constraints that admits all feasible solutions. One of the challenges in constructing a valid relaxation is that the denominator of certain fractions in Underwood constraints can approach arbitrarily close to zero (see (A18)-(A21)). Consequently, off-the-shelf global solvers, such as BARON [21], report an error and are not able to solve the problem. The common strategy used in the literature is to add/subtract $\epsilon_{\theta}$ (typically $10^{-2}-10^{-3}$ ) from the bounds of $\theta_{i j q}$ to prevent it from approaching either $\alpha_{q+1}$ or $\alpha_{q}$ (see (A21)). However, this ad-hoc strategy has been adopted without a rigorous proof. Our numerical experiments suggest that the choice of this $\epsilon_{\theta}$ is not straightforward, and varies from one instance to another. In the follow-
ing, we show that a rigorous relaxation for the fraction can be constructed although the denominator may approach close to zero.

In the following, we drop indices $i k l j$. This is because, Underwood equations apply to a column, say $Q_{i k l j}$, and these indices are easily gleaned from the column specification or the associated split $[i, k] /[l, j]$. Moreover, for notational convenience, we describe the relaxation using $\mathcal{U}=\left\{(f, U, \Upsilon, \theta) \mid(4.18) ;\left(f_{p}^{\mathrm{in}}, f_{p}^{\mathrm{rs}}, f_{p}^{\mathrm{ss}}\right) \in\left[0, F_{p}\right]^{3}, p=\right.$ 1,$\left.2 ; 0 \leqslant(\cdot) \leqslant(\cdot)^{\text {up }}, \forall(\cdot) \in\left\{U^{\text {rs }}, U^{\text {ss }}, \Upsilon^{\text {rs }}, \Upsilon^{\text {ss }}\right\}\right\}$, where

$$
\begin{align*}
& \frac{\alpha_{1} f_{1}^{\mathrm{in}}}{\alpha_{1}-\theta}-\frac{\alpha_{2} f_{2}^{\mathrm{in}}}{\theta-\alpha_{2}}=U^{\mathrm{rs}}-U^{\mathrm{ss}}  \tag{4.18a}\\
& E^{\mathrm{rs}} \leqslant \frac{\alpha_{1} f_{1}^{\mathrm{rs}}}{\alpha_{1}-\theta}-\frac{\alpha_{2} f_{2}^{\mathrm{rs}}}{\theta-\alpha_{2}} \leqslant \Upsilon^{\mathrm{rs}}  \tag{4.18b}\\
& E^{\mathrm{ss}} \leqslant-\frac{\alpha_{1} f_{1}^{\mathrm{ss}}}{\alpha_{1}-\theta}+\frac{\alpha_{2} f_{2}^{\mathrm{ss}}}{\theta-\alpha_{2}} \leqslant \Upsilon^{\mathrm{ss}},  \tag{4.18c}\\
& \alpha_{2} \leqslant \theta^{\mathrm{lo}} \leqslant \theta \leqslant \theta^{\mathrm{up}} \leqslant \alpha_{1},  \tag{4.18~d}\\
& U^{\mathrm{rs}}-U^{\mathrm{ss}}=\Upsilon^{\mathrm{rs}}-\Upsilon^{\mathrm{ss}}  \tag{4.18e}\\
& f_{p}^{\mathrm{in}}=f_{p}^{\mathrm{rs}}+f_{p}^{\mathrm{ss}}, \quad p=1,2 \tag{4.18f}
\end{align*}
$$

Here, we assume that column $Q_{i k l j}$ performs the split of a binary mixture. Observe that (4.18a), the second inequality in (4.18b) and (4.18c) are simplified versions of (A18) and (A19) for binary mixtures. We ensure that all fractions are non-negative by factoring out a negative sign from the fractions whose denominator is negative (see (4.18)). Next, $E^{\mathrm{rs}}$ and $E^{\text {ss }}$ denote lower bounds on nonlinear expressions in (4.18b) and $(4.18 \mathrm{c})$, respectively. We choose $E^{\text {rs }}$ (resp. $\left.E^{\text {ss }}\right)$ to be $\Upsilon^{\text {rs }}\left(\right.$ resp. $\left.\Upsilon^{\text {ss }}\right)$ if the second inequality in (4.18b) (resp. (4.18c)) needs to be binding, as in (A20). Else, we choose the lower bound derived in (4.16) and (4.17). (4.18d), (4.18e), and (4.18f) correspond to (A21), (A22), and (A9), repectively. Lastly, we remark that, in (A19) and (A20), $f_{2}^{\mathrm{rs}}=f_{1}^{\text {ss }}=0$ for a split of a binary mixture. Since our purpose in restricting to the binary case is to illustrate the mathematical structure of relaxations, we do not consider this restriction. In general splits, one or more components may distribute between the distillate and residue.

The first step in standard approaches to relax $\mathcal{U}$ is to linearize Underwood constraints by introducing an auxiliary variable representing the graph of each fraction. Then, the restriction that this variable take the value of the fraction is replaced with the less stringent restriction that the variable lies in a convex set containing the graph of fraction. Instead, we reformulate $\mathcal{U}$ as described in $\S 4.3 .1$ before linearizing the Underwood constraints.

### 4.3.1 Reformulation

We adapt classical Reformulation-Linearization Technique (RLT) [26] to fractions, and reformulate $\mathcal{U}$ by appending RLT cuts derived using Underwood constraints. For clarity, we present the derivation of RLT cuts with Underwood minimum vapor constraint in the rectifying section (second inequality in (4.18b)), and describe the entire reformulated set towards the end. We multiply each Underwood constraint with the bound factors of $\theta,\left(\theta-\theta^{\mathrm{lo}}\right)$, and $\left(\theta^{\mathrm{up}}-\theta\right)$. A naive approach would then disaggregate the product, leading to

$$
\begin{align*}
& \frac{\alpha_{1} f_{1}^{\mathrm{rs}} \theta}{\alpha_{1}-\theta}-\frac{\alpha_{1} f_{1}^{\mathrm{rs}} \theta^{\mathrm{lo}}}{\alpha_{1}-\theta}-\frac{\alpha_{2} f_{2}^{\mathrm{rs}} \theta}{\theta-\alpha_{2}}+\frac{\alpha_{2} f_{2}^{\mathrm{rs}} \theta^{\mathrm{lo}}}{\theta-\alpha_{2}} \leqslant \Upsilon^{\mathrm{rs}} \cdot \theta-\Upsilon^{\mathrm{rs}} \cdot \theta^{\mathrm{lo}}  \tag{4.19a}\\
& \frac{\alpha_{1} f_{1}^{\mathrm{rs}} \theta^{\mathrm{up}}}{\alpha_{1}-\theta}-\frac{\alpha_{1} f_{1}^{\mathrm{rs}} \theta}{\alpha_{1}-\theta}-\frac{\alpha_{2} f_{2}^{\mathrm{rs}} \theta^{\mathrm{up}}}{\theta-\alpha_{2}}+\frac{\alpha_{2} f_{2}^{\mathrm{rs}} \theta}{\theta-\alpha_{2}} \leqslant \Upsilon^{\mathrm{rs}} \cdot \theta^{\mathrm{up}}-\Upsilon^{\mathrm{rs}} \cdot \theta, \tag{4.19b}
\end{align*}
$$

following which auxiliary variables are introduced to linearize each nonlinear term: $H_{p}^{\mathrm{rs}}=f_{p}^{\mathrm{rs}} /\left|\alpha_{p}-\theta\right|, \underline{H} \theta_{p}^{\mathrm{rs}}=f_{p}^{\mathrm{rs}} \theta /\left|\alpha_{p}-\theta\right|$, for $p=1,2$, and $\underline{\Upsilon}^{\mathrm{rs}}=\Upsilon^{\mathrm{rs}} \cdot \theta$. Here, and in the rest of the chapter, the variables introduced to linearize a product will be written by underlining the concatenation of symbols, as in $\Upsilon \theta^{\text {rs }}=\Upsilon^{\text {rs }} \cdot \theta$. Instead, we use polynomial long division prior to linearization, which transforms (4.19) to

$$
\begin{align*}
& \frac{\alpha_{1}\left(\alpha_{1}-\theta^{\mathrm{lo}}\right) f_{1}^{\mathrm{rs}}}{\alpha_{1}-\theta}-\alpha_{1} f_{1}^{\mathrm{rs}}+\frac{\alpha_{2}\left(\theta^{\mathrm{lo}}-\alpha_{2}\right) f_{2}^{\mathrm{rs}}}{\theta-\alpha_{2}}-\alpha_{2} f_{2}^{\mathrm{rs}} \leqslant \Upsilon^{\mathrm{rs}} \cdot \theta-\Upsilon^{\mathrm{rs}} \cdot \theta^{\mathrm{lo}}  \tag{4.20a}\\
- & \frac{\alpha_{1}\left(\alpha_{1}-\theta^{\mathrm{up}}\right) f_{1}^{\mathrm{rs}}}{\alpha_{1}-\theta}+\alpha_{1} f_{1}^{\mathrm{rs}}-\frac{\alpha_{2}\left(\theta^{\mathrm{up}}-\alpha_{2}\right) f_{2}^{\mathrm{rs}}}{\theta-\alpha_{2}}+\alpha_{2} f_{2}^{\mathrm{rs}} \leqslant \Upsilon^{\mathrm{rs}} \cdot \theta^{\mathrm{up}}-\Upsilon^{\mathrm{rs}} \cdot \theta \tag{4.20b}
\end{align*}
$$

Next, we introduce auxiliary variables to linearize nonlinear terms: $H_{p}^{\mathrm{rs}}=f_{p}^{\mathrm{rs}} /\left|\alpha_{p}-\theta\right|$, for $p=1,2$, and $\underline{\Upsilon}^{\text {rs }}=\Upsilon^{\text {rs }} \cdot \theta$. We shall refer to the proposed variant as the

Reformulation-Division-Linearization Technique (RDLT) of fractional terms, in order to easily distinguish and emphasize the use of polynomial division as an intermediate step. Clearly, RDLT cuts require fewer variables than those derived by naive application of RLT as described above. In addition, RDLT cuts lead to a tighter relaxation of $\mathcal{U}$, which we demonstrate below.

Proposition 4.8. Let $\mathcal{B}=\left[f_{1}^{\mathrm{lo}}, f_{1}^{\mathrm{up}}\right] \times\left[f_{2}^{\mathrm{lo}}, f_{2}^{\mathrm{up}}\right] \times\left[\Upsilon^{\mathrm{lo}}, \Upsilon{ }^{\mathrm{up}}\right] \times\left[\theta^{\mathrm{lo}}, \theta^{\mathrm{up}}\right]$, and $S=$ $\left\{(f, \Upsilon, \theta) \in \mathcal{B} \left\lvert\, \frac{\alpha_{1} f_{1}}{\alpha_{1}-\theta}-\frac{\alpha_{2} f_{2}}{\theta-\alpha_{2}} \leqslant \Upsilon\right.\right\}$. Let $\underline{\Upsilon \theta}, H_{i}, \underline{H \theta}$ be linearizations of $\Upsilon \cdot \theta, \frac{f_{i}}{\left|\alpha_{i}-\theta\right|}$, and $\frac{f_{i} \theta}{\left|\alpha_{i}-\theta\right|}$ respectively. Define $S_{\text {std }}=\left\{(f, \Upsilon, \theta, H) \in \mathcal{B} \times \mathbb{R}^{2} \mid \alpha_{1} H_{1}-\alpha_{2} H_{2} \leqslant \Upsilon, \breve{H}_{i} \leqslant\right.$ $\left.H_{i} \leqslant \hat{H}_{i}, i=1,2\right\}, S_{\mathrm{RLT}}=\{(f, \Upsilon, \theta, H, \underline{H \theta}, \underline{\Upsilon \theta}) \in C \mid(4.21)\}$, where $C \subseteq \mathcal{B} \times \mathbb{R}^{5}$ and

$$
\begin{align*}
& \alpha_{1}\left(\underline{H \theta_{1}}-\theta^{\mathrm{lo}} H_{1}\right)-\alpha_{2}\left(\underline{H \theta_{2}}-\theta^{\mathrm{lo}} H_{2}\right) \leqslant \underline{\Upsilon \theta}-\Upsilon \cdot \theta^{\mathrm{lo}}  \tag{4.21a}\\
& \alpha_{1}\left(\theta^{\mathrm{up}} H_{1}-\underline{H \theta} \underline{\theta}_{1}\right)-\alpha_{2}\left(\theta^{\mathrm{up}} H_{2}-\underline{H \theta}\right) \leqslant \Upsilon \cdot \theta_{2}^{\mathrm{up}}-\underline{\Upsilon \theta} . \tag{4.21b}
\end{align*}
$$

Let $S_{\mathrm{RDLT}}=\left\{(f, \Upsilon, \theta, H, \underline{\Upsilon}) \in C^{\prime} \mid(4.22)\right\}$, where $C^{\prime} \subseteq \mathcal{B} \times \mathbb{R}^{5}$ and

$$
\begin{align*}
& \alpha_{1}\left(\alpha_{1} H_{1}-f_{1}-\theta^{\mathrm{lo}} H_{1}\right)-\alpha_{2}\left(\alpha_{2} H_{2}+f_{2}-\theta^{\mathrm{lo}} H_{2}\right) \leqslant \Upsilon \theta-\Upsilon \cdot \theta^{\mathrm{lo}},  \tag{4.22a}\\
& \alpha_{1}\left(\theta^{\mathrm{up}} H_{1}-\alpha_{1} H_{1}+f_{1}\right)-\alpha_{2}\left(\theta^{\mathrm{up}} H_{2}-f_{2}-\alpha H_{2}\right) \leqslant \Upsilon \cdot \theta^{\mathrm{up}}-\Upsilon \theta . \tag{4.22b}
\end{align*}
$$

Assume that $C \supseteq\left\{(f, \Upsilon, \theta, H, \underline{H \theta}, \underline{\Upsilon \theta}) \mid(f, \Upsilon, \theta, H, \underline{\Upsilon \theta}) \in C^{\prime}, \underline{H \theta_{1}}=\alpha_{1} H_{1}-\right.$ $\left.f_{1}, \underline{H \theta_{2}}=\alpha_{2} H_{2}+f_{2}\right\}$ and $\operatorname{proj}_{H_{1}, H_{2}} C \subseteq\left[\breve{H}_{1}, \hat{H}_{1}\right] \times\left[\breve{H}_{2}, \hat{H}_{2}\right]$. Then, $S_{\text {std }} \supseteq$ $\operatorname{proj}_{(f, \Upsilon, \theta, H)}\left(S_{\mathrm{RLT}}\right)$ and $S_{\mathrm{RLT}} \supseteq\left\{(f, \Upsilon, \theta, H, \underline{H \theta}, \underline{\Upsilon \theta}) \in S_{\mathrm{RDLT}} \times \mathbb{R}^{2} \mid \underline{H \theta_{1}}=\alpha_{1} H_{1}-\right.$ $\left.f_{1}, \underline{H \theta_{2}}=\alpha_{2} H_{2}+f_{2}\right\}$, where the right hand side is an affine lifting of $S_{\text {RDLT }}$.

Proof. The first part of the statement follows easily because $\alpha_{1} H_{1}-\alpha_{2} H_{2} \leqslant \Upsilon$ is obtained by adding (4.21a) and (4.21b), and the bounds on $H_{i}$ in $S_{\text {std }}$ are implied by our assumption $\operatorname{proj}_{H_{1}, H_{2}} C \subseteq\left[\check{H}_{1}, \hat{H}_{1}\right] \times\left[\check{H}_{2}, \hat{H}_{2}\right]$. The second part follows similarly because (4.21a) is derived by adding (4.22a) with $\alpha_{1}\left(\underline{H \theta}-\alpha_{1} H_{1}+f_{1}\right)=0$ and $\alpha_{2}\left(\underline{H \theta}_{2}-\alpha_{2} H_{2}-f_{2}\right)=0$, and affine lifting of any point in $C^{\prime}$ that satisfies this equation is assumed to be contained in $C$.

The sets $C$ and $C^{\prime}$ in Proposition 4.8 are typically created by relaxing the nonlinear expressions. We illustrate, via an example, that the relations in Proposition 4.8 can be strict.

Example 4.1. Let, $\alpha_{1}=15, \alpha_{2}=9, f_{1}^{\mathrm{lo}}=f_{1}^{\mathrm{up}}=0.6, f_{2}^{\mathrm{lo}}=f_{2}^{\mathrm{up}}=0.4, \Upsilon^{\mathrm{lo}}=-10$, $\Upsilon^{\text {up }}=10, \theta^{\text {lo }}=9.1, \theta^{\text {up }}=14.9$. The sets $C$ and $C^{\prime}$ are constructed by underand over-estimating the nonlinear terms with their respective convex and concave envelopes. Figure 4.6(a) depicts the projection of sets $S, S_{\text {std }}, S_{\text {RLT }}$ and $S_{\text {RDLT }}$ in $\Upsilon-\theta$ space. It is clear that $\operatorname{proj}_{(f, \Upsilon, \theta)}\left(S_{\text {std }}\right) \supset \operatorname{proj}_{(f, \Upsilon, \theta)}\left(S_{\mathrm{RLT}}\right) \supset \operatorname{proj}_{(f, \Upsilon, \theta)}\left(S_{\mathrm{RDLT}}\right) \supset S$. Besides improving the quality of relaxation by introducing fewer auxiliary variables, RDLT has another benefit in our context that we describe next.

Even when $f_{1}$ and $f_{2}$ are fixed, the function $\frac{\alpha_{1} f_{1}}{\alpha_{1}-\theta}-\frac{\alpha_{2} f_{2}}{\theta-\alpha_{2}}$ is nonconvex (see Figure 4.6(b)), because it is a difference of two convex functions. When this function is multiplied by $\left(\theta-\theta^{\text {lo }}\right.$ ) (resp. $\left(\theta^{\text {up }}-\theta\right)$ ), it becomes convex (resp. concave) (see 4.6(b)). In the naive RLT approach, where each fraction is relaxed independently, the product $\left(f_{1} /\left(\alpha_{1}-\theta\right)\right) \cdot\left(\theta-\theta^{\text {lo }}\right)$ is disaggregated and relaxed as a difference of the convex envelope of $f_{1} \theta /\left(\alpha_{1}-\theta\right)$ with the concave envelope of $f_{1} /\left(\alpha_{1}-\theta\right)$. Whereas, the polynomial division step makes the convexity apparent revealing better ways to construct the relaxation.

We use RDLT to obtain a reformulation of $\mathcal{U}$, denoted as $\mathcal{U}_{\text {ref }}$, in higher dimensional space as $\mathcal{U}_{\mathrm{ref}}=\left\{(f, U, \Upsilon, \theta, H, \underline{U \theta}, \underline{\Upsilon \theta}) \mid(4.23) ;\left(f_{p}, \theta, H_{p}\right) \in \mathcal{F}_{p}, \quad p=\right.$ $1,2 ;(U, \Upsilon, \theta, \underline{U \theta}, \underline{\Upsilon \theta}) \in \mathcal{V}\}$, where

$$
\begin{align*}
& \sum_{p=1}^{2}\left(\alpha_{p}\left|\alpha_{p}-\theta^{\mathrm{lo}}\right| H_{p}^{\mathrm{in}}-\alpha_{p} f_{p}^{\mathrm{in}}\right)=\left(\underline{U \theta^{\mathrm{rs}}}-\theta^{\mathrm{lo}} U^{\mathrm{rs}}\right)-\left(\underline{U \theta^{\mathrm{ss}}}-\theta^{\mathrm{lo}} U^{\mathrm{ss}}\right),  \tag{4.23a}\\
& \sum_{p=1}^{2}\left(\alpha_{p} f_{p}^{\mathrm{in}}-\alpha_{p}\left|\alpha_{p}-\theta^{\mathrm{up}}\right| H_{p}^{\mathrm{in}}\right)=\left(\theta^{\mathrm{up}} U^{\mathrm{rs}}-\underline{U \theta^{\mathrm{rs}}}\right)-\left(\theta^{\mathrm{up}} U^{\mathrm{ss}}-\underline{U \theta^{\mathrm{ss}}}\right),  \tag{4.23b}\\
& E^{\mathrm{rs}}\left(\theta-\theta^{\mathrm{lo}}\right) \leqslant \sum_{p=1}^{2}\left(\alpha_{p}\left|\alpha_{p}-\theta^{\mathrm{lo}}\right| H_{p}^{\mathrm{rs}}-\alpha_{p} f_{p}^{\mathrm{rs}}\right) \leqslant{\underline{\Upsilon} \theta^{\mathrm{rs}}-\theta^{\mathrm{lo}} \Upsilon^{\mathrm{rs}}}^{E^{\mathrm{rs}}\left(\theta^{\mathrm{up}}-\theta\right) \leqslant \sum_{p=1}^{2}\left(\alpha_{p} f_{p}^{\mathrm{rs}}-\alpha_{p}\left|\alpha_{p}-\theta^{\mathrm{up}}\right| H_{p}^{\mathrm{rs}}\right) \leqslant \theta^{\mathrm{up}} \Upsilon^{\mathrm{rs}}-{\underline{\Upsilon} \theta^{\mathrm{rs}}}} \begin{array}{l}
E^{\mathrm{ss}}\left(\theta-\theta^{\mathrm{lo}}\right) \leqslant \sum_{p=1}^{2}\left(\alpha_{p} f_{p}^{\mathrm{ss}}-\alpha_{p}\left|\alpha_{p}-\theta^{\mathrm{up}}\right| H_{p}^{\mathrm{ss}}\right) \leqslant \Upsilon^{\mathrm{ss}}-\theta^{\mathrm{lo}} \Upsilon^{\mathrm{ss}} \\
E^{\mathrm{ss}}\left(\theta^{\mathrm{up}}-\theta\right) \leqslant \sum_{p=1}^{2}\left(\alpha_{p}\left|\alpha_{p}-\theta^{\mathrm{lo}}\right| H_{p}^{\mathrm{ss}}-\alpha_{p} f_{p}^{\mathrm{ss}}\right) \leqslant \theta^{\mathrm{up}} \Upsilon^{\mathrm{ss}}-\underline{\Upsilon \theta^{\mathrm{ss}}}
\end{array} . \tag{4.23c}
\end{align*}
$$



Fig. 4.6. (a) Projection of sets $S, S_{\text {std }}, S_{\text {RLT }}$ and $S_{\text {RDLT }}$ in Example 4.1 in $\Upsilon-\theta$ space. (b) Plots of nonlinear expression in Underwood constraint

In the above, $|\cdot|$ denotes absolute value function, and the sets $\mathcal{F}_{p}, p=1,2$, and $\mathcal{V}$ are defined as

$$
\mathcal{F}_{p}=\left\{\begin{array}{l|l}
\left(f_{p}, \theta, H_{p}\right) & \begin{array}{l}
H_{p}^{\mathrm{in}}=f_{p}^{\mathrm{in}} \cdot T_{p}(\theta), H_{p}^{\mathrm{rs}}=f_{p}^{\mathrm{rs}} \cdot T_{p}(\theta), H_{p}^{\mathrm{ss}}=f_{p}^{\mathrm{ss}} \cdot T_{p}(\theta) \\
f_{p}^{\mathrm{in}}=f_{p}^{\mathrm{rs}}+f_{p}^{\mathrm{ss}} \\
\left(f_{p}^{\mathrm{in}}, f_{p}^{\mathrm{rs}}, f_{p}^{\mathrm{ss}}\right) \in\left[0, F_{p}\right]^{3}, \theta^{\mathrm{lo}} \leqslant \theta \leqslant \theta^{\mathrm{up}}
\end{array} \tag{4.24}
\end{array}\right\}
$$

and

$$
\mathcal{V}=\left\{(U, \Upsilon, \theta, \underline{U \theta}, \underline{\Upsilon \theta}) \left\lvert\, \begin{array}{l}
\underline{U \theta}^{\mathrm{rs}}=U^{\mathrm{rs}} \cdot \theta, \underline{U \theta^{\mathrm{ss}}}=U^{\mathrm{ss}} \cdot \theta  \tag{4.25}\\
\underline{\Upsilon \theta}^{\mathrm{rs}}=\Upsilon^{\mathrm{rs}} \cdot \theta, \underline{\Upsilon \theta^{\mathrm{ss}}=\Upsilon^{\mathrm{ss}} \cdot \theta} \\
U^{\mathrm{rs}}-U^{\mathrm{ss}}=\Upsilon^{\mathrm{rs}}-\Upsilon^{\mathrm{ss}} \\
\theta^{\mathrm{lo}} \leqslant \theta \leqslant \theta^{\mathrm{up}} \\
0 \leqslant U^{\mathrm{rs}} \leqslant\left(U^{\mathrm{rs}}\right)^{\mathrm{up}}, 0 \leqslant U^{\mathrm{ss}} \leqslant\left(U^{\mathrm{ss}}\right)^{\mathrm{up}} \\
0 \leqslant \Upsilon^{\mathrm{rs}} \leqslant\left(\Upsilon^{\mathrm{rs}}\right)^{\mathrm{up}}, 0 \leqslant \Upsilon^{\mathrm{ss}} \leqslant\left(\Upsilon^{\mathrm{ss}}\right)^{\mathrm{up}}
\end{array}\right.\right\}
$$

where $T_{1}(\theta)=1 /\left(\alpha_{1}-\theta\right)$, and $T_{2}(\theta)=1 /\left(\theta-\alpha_{2}\right)$.

## Generalizations

We remark that RDLT can be used for problems with constraints that have the form $\sum_{i=1}^{r} \frac{x_{i} g_{i}(y)}{h_{i}(y)} \leqslant x_{0},\left\{g_{i}(y)\right\}_{i=1}^{r}$ and $\left\{h_{i}(y)\right\}_{i=1}^{r}$ are some polynomials of $y$. We follow the steps below to derive RDLT cuts.

1. We multiply the constraint by some ratio of polynomials of $y, n(y) / d(y)$, such that the sign of the ratio does not change over the domain of $y$. Here, we assume, w.l.o.g, that $n(y) / d(y) \geqslant 0$ over the domain of $y$.
2. We use polynomial long division to express each $\frac{g_{i}(y) \cdot n(y)}{h_{i}(y) \cdot d(y)}=m_{i}(y)+\frac{k_{i}(y)}{l_{i}(y)}$ such that $\operatorname{deg}\left(k_{i}\right)<\operatorname{deg}\left(l_{i}\right)$, where $\operatorname{deg}\left(k_{i}\right)$ denotes degree of polynomial $k_{i}(y)$.
3. We factorize $l_{i}(y)$ and express it as a product of polynomials $\left\{q_{i j}(y)\right\}_{j=1}^{s_{i}}$ that are non-factorizable over real numbers (e.g., $y+2$ or $y^{2}+y+1$ ).
4. We use the general theorem of partial fraction decomposition to express each fraction $k_{i}(y) / l_{i}(y)$ as $\sum_{j=1}^{s_{i}} p_{i j}(y) / q_{i j}(y)$, where $\operatorname{deg}\left(p_{i j}\right)<\operatorname{deg}\left(q_{i j}\right)$. This transforms the constraint to $\sum_{i=1}^{r}\left(x_{i} \cdot m_{i}(y)+\sum_{j=1}^{s_{i}} x_{i} \cdot p_{i j}(y) / q_{i j}(y)\right) \leqslant x_{0} \cdot n(y) / d(y)$.
5. We linearize the constraint by introducing auxiliary variables for each nonlinear term.

The reformulation described earlier is a specific case, where we chose to multiply each Underwood constraint by $\left(\theta-\theta^{\mathrm{lo}}\right)$ and $\left(\theta^{\text {up }}-\theta\right)$. By changing the factor used in the reformulation step, we can derive alternative RDLT cuts by following the steps described above. As an illustration, we derive two types of additional RDLT cuts for reformulation of $\mathcal{U}$. While we do not use these cuts for our extensive computational experiments, we demonstrate with numerical examples in $\S 4.4$ that they further improve the relaxation for some instances.

RDLT cuts with quadratic polynomials: Here, we choose the product of bound factors of $\theta$, viz. $\left(\theta-\theta^{\text {lo }}\right)^{2},\left(\theta-\theta^{\text {lo }}\right) \cdot\left(\theta^{\text {up }}-\theta\right)$ and $\left(\theta^{\text {up }}-\theta\right)^{2}$, for reformulation. As an illustration, we derive the RDLT cut by multiplying the second inequality in (4.18b) with $\left(\theta-\theta^{\mathrm{lo}}\right) \cdot\left(\theta^{\mathrm{up}}-\theta\right)$. The remaining RDLT cuts are derived in a similar fashion. Steps 1 and 2 lead to

$$
\begin{equation*}
\sum_{p=1}^{2}\left(\alpha_{p} f_{p}^{\mathrm{rs}} \cdot\left(\theta+\alpha_{p}-\theta^{\mathrm{lo}}-\theta^{\mathrm{up}}\right)-\frac{\alpha_{p}\left(\alpha_{p}-\theta^{\mathrm{lo}}\right)\left(\alpha_{p}-\theta^{\mathrm{up}}\right) f_{p}^{\mathrm{rs}}}{\alpha_{p}-\theta}\right) \leqslant \Upsilon^{\mathrm{rs}} \cdot\left(\theta-\theta^{\mathrm{lo}}\right) \cdot\left(\theta^{\mathrm{up}}-\theta\right) \tag{4.26}
\end{equation*}
$$

Since (4.26) is already in the form attained in Step 4, we do not need Steps 3 and 4. Finally, we disaggregate the products of $f_{p}^{\mathrm{rs}}$ and $\Upsilon^{\mathrm{rs}}$ with polynomials of $\theta$, and linearize (4.26) by introducing auxiliary variables for $f_{p}^{\mathrm{rs}} /\left(\alpha_{p}-\theta\right), f_{p}^{\mathrm{rs}} \cdot \theta, \Upsilon^{\mathrm{rs}} \cdot \theta^{2}$ and $\Upsilon \cdot \theta$.

RDLT cuts with inverse bound factors: Here, we use inverse bound factors $\left(\frac{1}{\theta}-\frac{1}{\theta^{\text {up }}}\right)$ and $\left(\frac{1}{\theta^{\text {lo }}}-\frac{1}{\theta}\right)$ for reformulation. Since $\left(\frac{1}{\theta}-\frac{1}{\theta^{\mathrm{up}}}\right)=\frac{\theta^{\mathrm{up}}-\theta}{\theta^{\text {up }} \cdot \theta}$, inverse bound factors are essentially ratios of first-degree polynomial to another first-degree polynomial. As before, for illustration, we derive the RDLT cut obtained by multiplying the
second inequality in (4.18b) with $\left(\frac{1}{\theta}-\frac{1}{\theta^{\text {up }}}\right)$. The remaining RDLT cuts are obtained in a similar fashion. Step 1 leads to $\sum_{p=1}^{2} \frac{\alpha_{p} f_{p}^{\text {rs }}}{\left(\alpha_{p}-\theta\right) \theta}-\frac{\alpha_{p} f_{p}^{\text {rs }}}{\left(\alpha_{p}-\theta\right) \theta^{\mathrm{up}}} \leqslant \frac{\Upsilon^{\text {rs }}}{\theta}-\frac{\Upsilon^{\text {rs }}}{\theta^{\mathrm{rp}}}$, which is already in the form described in Step 2. Further, the denominator of each fraction is already expressed as product of non-factorizable polynomials. Next, we use partial fraction decomposition (Step 4) to obtain

$$
\begin{equation*}
\sum_{p=1}^{2}\left(\frac{f_{p}^{\mathrm{rs}}}{\theta}-\frac{\left(\alpha_{p}-\theta^{\mathrm{up}}\right) f_{p}^{\mathrm{rs}}}{\theta^{\mathrm{up}}\left(\alpha_{p}-\theta\right)}\right) \leqslant \frac{\Upsilon^{\mathrm{rs}}}{\theta}-\frac{\Upsilon^{\mathrm{rs}}}{\theta^{\mathrm{up}}} \tag{4.27}
\end{equation*}
$$

Finally, we linearize (4.27) by introducing auxiliary variables for $f_{p}^{\mathrm{rs}} /\left|\alpha_{p}-\theta\right|, f_{p}^{\mathrm{rs}} / \theta$ and $\Upsilon^{\mathrm{rs}} / \theta$.

### 4.3.2 Relaxation for $\alpha_{2}<\theta^{\text {lo }}$ and $\theta^{\text {up }}<\alpha_{1}$

The nonconvexity in $\mathcal{U}_{\text {ref }}$ is due to $\mathcal{F}_{1}, \mathcal{F}_{2}$, and $\mathcal{V}$. We convexify these sets to construct a convex relaxation of $\mathcal{U}_{\text {ref }}$. However, we first assume that $\alpha_{2}<\theta^{\text {lo }}$ and $\theta^{\text {up }}<\alpha_{1}$, and relax this assumption later in $\S 4.3 .3$. This assumption prevents the denominator of fractions in $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ from becoming zero. This discussion is needed for two reasons: (i) it will guide us in deriving additional valid cuts needed to strengthen the relaxation when $\theta=\alpha_{2}$ and $\theta=\alpha_{1}$ are admissible (ii) it is needed to construct a piecewise relaxation in $\S 4.3 .4$, where we discretize the domain of $\theta$ such that every partition excluding the extreme partitions satisfy $\alpha_{2}<\theta^{\text {lo }} \leqslant \theta \leqslant \theta^{\text {up }}<\alpha_{1}$.

The standard approach to create a relaxation is to replace each equality $H_{p}=$ $f_{p} \cdot T_{p}(\theta)$ in $\mathcal{F}_{p}$ (resp. $\Upsilon \theta=\Upsilon \cdot \theta$ in $\mathcal{V}$ ) with a less stringent restriction that $H_{p}$ (resp. $\underline{\Upsilon}$ ) lies in the convex hull of $f_{p} \cdot T_{p}(\theta)($ resp. $\Upsilon \cdot \theta)$ over a rectangle defined by the ranges of $f_{p}$ (resp. $\Upsilon$ ) and $\theta$. However, this approach does not take advantage of the fact that the component (resp. vapor) flows are constrained by mass balances (see $(4.18 \mathrm{e}),(4.18 \mathrm{f}))$ and, thus, results in a weaker relaxation. Instead, we use Proposition 4.9, which describes the construction of simultaneous hull of multiple nonlinear terms over a polytope (not necessarily a hyperrectangle), to construct a tighter relaxation of $\mathcal{U}_{\text {ref }}$.

Proposition 4.9. Let $X=\left\{x \in \mathbb{R}_{+}^{n} \mid B x \leqslant b\right\}$ be a polytope, $g(y)$ be continuous and convex for $y \in\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right] \subset \mathbb{R}, \mathcal{D}=X \times\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right] \times \mathbb{R}^{n+n}$, and $S=\left\{\pi \in \mathcal{D} \mid z_{j}=\right.$ $\left.x_{j} \cdot g(y), \underline{x y}_{j}=x_{j} \cdot y, \llbracket j \rrbracket_{1}^{n}\right\}$, where $\pi=(x, y, z, \underline{x y})$ denotes an element of $S$. Then, $\operatorname{Conv}(S)=\operatorname{proj}_{\pi}\left\{\left(\pi, y^{1}, \ldots, y^{m}, w^{1}, \ldots, w^{m}, w, \lambda^{1}, \ldots, \lambda^{m}\right) \mid(4.28)\right\}$, where

$$
\begin{align*}
& w^{i} \geqslant g^{*}\left(\lambda^{i}, y^{i}\right),  \tag{4.28a}\\
& w^{i} \leqslant \lambda^{i} g\left(y^{\mathrm{lo}}\right)+\left(\frac{g\left(y^{\mathrm{up}}\right)-g\left(y^{\mathrm{lo}}\right)}{y^{\mathrm{up}}-y^{\mathrm{lo}}}\right)\left(y^{i}-\lambda^{i} y^{\mathrm{lo}}\right), \quad i=1, \ldots, m  \tag{4.28b}\\
& \lambda^{i} y^{\mathrm{lo}} \leqslant y^{i} \leqslant \lambda^{i} y^{\mathrm{up}},  \tag{4.28c}\\
& z=\sum_{i=1}^{m} v^{i} w^{i}, \quad \underline{x y}=\sum_{i=1}^{m} v^{i} y^{i}, \quad w=1, \ldots, m  \tag{4.28d}\\
& y=\sum_{i=1}^{m} y^{i}, \quad x=\sum_{i=1}^{m} \lambda^{i} v^{i}, \quad\left(\lambda^{1}, \ldots, \lambda^{m}\right) \in \Delta^{m} . \tag{4.28e}
\end{align*}
$$

Here, $\operatorname{proj}_{\pi}\{\cdot\}$ represents projection of $\{\cdot\}$ onto the space of $(x, y, z, \underline{x y})$ variables, $\left\{v^{i}\right\}_{i=1}^{m}$ are the extreme points of $X, \Delta^{m}=\left\{\left(\lambda^{1}, \ldots, \lambda^{m}\right) \in \mathbb{R}_{+}^{m} \mid \sum_{i=1}^{m} \lambda^{i}=1\right\}$, and positively homogeneous function $g^{*}\left(\lambda^{*}, y^{*}\right)$ related to $g(y):\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right] \rightarrow \mathbb{R}$ is defined as:

$$
g^{*}\left(\lambda^{*}, y^{*}\right)= \begin{cases}\lambda^{*} g\left(\left(\lambda^{*}\right)^{-1} y^{*}\right), & \text { if }\left(\lambda^{*}\right)^{-1} y^{*} \in\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right], \lambda^{*}>0  \tag{4.29}\\ 0, & \text { if } \lambda^{*}=0, y^{*}=0\end{cases}
$$

Proof. Since $S$ is compact, its convex hull is compact and, by Krein-Milman theorem, is the convex hull of its extreme points. Therefore, we determine the extreme points of $S$, and take their convex hull to obtain $\operatorname{Conv}(S)$. When $y$ is restricted to $\bar{y} \in\left[y^{\text {lo }}, y^{\text {up }}\right]$, the set $S=\{(x, y, z, \underline{x y}) \mid z=g(\bar{y}) x, \underline{x y}=\bar{y} x, x \in X, y=\bar{y}\}$ can be expressed as an affine transform of $X$. Thus, the extreme points of $S$ project to the set of extreme points of $X$ and we may restrict attention to these points in order to construct $\operatorname{Conv}(S)$. Let $S^{i}$, for $i=1, \ldots, m$, denote the set $S$ where $x$ is restricted to $v^{i}$ i.e., $S^{i}=\left\{(x, y, z, \underline{x y}) \mid z=v^{i} g(y), \underline{x y}=v^{i} y, x=v^{i}, y \in\left[y^{\mathrm{lo}}, y^{\text {up }}\right]\right\}$. Then, $\operatorname{Conv}(S)$ is given as the convex hull of disjunctive union of $S^{i}, i=1, \ldots, m$, i.e., $\operatorname{Conv}(S)=\operatorname{Conv}\left(S^{1} \cup \cdots \cup S^{m}\right)=\operatorname{Conv}\left(\operatorname{Conv}\left(S^{1}\right) \cup \cdots \cup \operatorname{Conv}\left(S^{m}\right)\right)$.

To determine $\operatorname{Conv}\left(S^{i}\right)$, we reformulate each $S^{i}$ as $S^{i}=\{(x, y, z, \underline{x y}, w) \mid z=$ $\left.v^{i} w, \underline{x y}=v^{i} y, w=g(y), x=v^{i}, y^{\text {lo }} \leqslant y \leqslant y^{\text {up }}\right\}$, which is an affine transform of
the set $\left\{(y, w) \in\left[y^{\text {lo }}, y^{\text {up }}\right] \times \mathbb{R} \mid w=g(y)\right\}$. This implies that it suffices to convexify the latter set to obtain $\operatorname{Conv}\left(S^{i}\right)=\operatorname{proj}_{\pi}\{(\pi, w) \mid(4.30)\}$, where

$$
\begin{align*}
& w \geqslant g(y),  \tag{4.30a}\\
& w \leqslant g\left(y^{\mathrm{lo}}\right)+\left(\frac{g\left(y^{\mathrm{up}}\right)-g\left(y^{\mathrm{lo}}\right)}{y^{\mathrm{up}}-y^{\mathrm{lo}}}\right)\left(y-y^{\mathrm{lo}}\right),  \tag{4.30b}\\
& y^{\mathrm{lo}} \leqslant y \leqslant y^{\mathrm{up}}  \tag{4.30c}\\
& z=v^{i} w, \quad \underline{x y}=v^{i} y, \quad x=v^{i} . \tag{4.30d}
\end{align*}
$$

The disjunctive union of $\operatorname{Conv}\left(S^{i}\right), i=1, \ldots, m$, leads to (4.28), where $w^{i}$ and $y^{i}$ are to be regarded as linearization of $\lambda^{i} w$ and $\lambda^{i} y$, respectively.

Remark 4.6. In Proposition 4.9, if $\operatorname{Conv}\left(S^{i}\right)$ (see proof for definition) is bounded, closed and cone-quadratic representable $(\mathrm{CQR})$, for $i=1, \ldots, m$, then $\operatorname{Conv}(S)$ is CQR (see Proposition 3.3.5 in [51]). This result also applies to other conic representations. Let $P_{3}^{\delta, 1-\delta}:=\left\{x \in \mathbb{R}^{3}\left|x_{1}^{\delta} \cdot x_{2}^{1-\delta} \geqslant\left|x_{3}\right|\right\}\right.$ where $0<\delta<1$ is the power-cone, and $K_{\exp }=\left\{x_{1} \geqslant x_{2} \cdot \exp \left(x_{3} / x_{2}\right), x_{2}>0\right\} \cup\left\{\left(x_{1}, 0, x_{3}\right) \mid x_{1} \geqslant 0, x_{3} \leqslant 0\right\}$ is the exponential-cone. It is known that various elementary functions have cone representations [52]. For example, let $g(y)=|y|^{\delta}$ where $\delta>1$ (resp. $g(y)=y^{\delta}$ where $\delta<0)$. Then, $w^{i} \geqslant g^{*}\left(\lambda^{i}, y^{i}\right)$ in Proposition 4.9 can be replaced with $\left(w^{i}, \lambda^{i}, y^{i}\right) \in P_{3}^{1 / \delta, 1-1 / \delta}\left(\right.$ resp. $\left.\quad\left(w^{i}, y^{i}, \lambda^{i}\right) \in P_{3}^{1 /(1-\delta),-\delta /(1-\delta)}\right)$. For this work, we are interested in $\delta=-1$ and $\delta=2$ (for reformulation with quadratic polynomials described in §4.3.1). Next, let $g(y)=-\ln (y), y>0($ resp. $g(y)=\exp (y))$, which arises in formulations for identifying thermodynamically efficient distillation configurations (see [53]). Here, we replace $w^{i} \geqslant g^{*}\left(\lambda^{i}, y^{i}\right)$ in Proposition 4.9 with $\left(y^{i}, \lambda^{i},-w^{i}\right) \in K_{\exp }$ $\left(\right.$ resp. $\left.\left(w^{i}, \lambda^{i}, y^{i}\right) \in K_{\exp }\right)$.

Remark 4.7. In Proposition 4.9, when $g(y)$ is nonlinear, the convex hull description has nonlinear constraints (see (4.28a)). To capitalize on LP solvers, we derive a polyhedral outer-approximation of $\operatorname{Conv}(S)$ by outer-approximating the convex hull of each $S^{i}$ before taking their disjunctive union. Let $\bar{y}^{r} \in\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right]$ for $r=1, \ldots, R$. Then, an outer-approximation of the convex hull of $S^{i}$ is given
by $\operatorname{Conv}_{O A}\left(S^{i}\right)=\operatorname{proj}_{\pi}\left\{(\pi, w) \mid w \geqslant \max \left\{g\left(\bar{y}^{r}\right)+g^{\prime}\left(\bar{y}^{r}\right)\left(y-\bar{y}^{r}\right)\right\}_{r=1}^{R} ;\right.$ $(4.30 \mathrm{~d})\}$, where $g^{\prime}(y)$ denotes the first derivative of $g(y)$. The disjunctive union of $\operatorname{Conv}_{O A}\left(S^{i}\right), i=1, \ldots, m$, yields an outer-approximation of the convex hull of $S$, given by $\operatorname{Conv}_{O A}(S)=\operatorname{proj}_{\pi}\left\{\left(\pi, y^{1}, \ldots, y^{m}, w^{1}, \ldots, w^{m}, w, \lambda^{1}, \ldots, \lambda^{m}\right) \mid w^{i} \geqslant\right.$ $\left.\max \left\{g\left(\bar{y}^{r}\right) \lambda^{i}+g^{\prime}\left(\bar{y}^{r}\right)\left(y^{i}-\bar{y}^{r} \lambda^{i}\right)\right\}_{r=1}^{R} ;(4.28 \mathrm{~b})-(4.28 \mathrm{e})\right\}$.

Now, consider the set $\mathcal{F}_{p}$. We lift $\mathcal{F}_{p}$ to a higher dimensional space by appending bilinear terms of the form $f_{p} \cdot \theta$ i.e., $\mathcal{F}_{p}=\left\{(f, \theta, H, \underline{f \theta}) \mid(4.24), \underline{f \theta}_{p}^{\mathrm{in}}=f_{p}^{\mathrm{in}} \cdot \theta, \underline{f \theta}_{p}^{\mathrm{rs}}=\right.$ $\left.f_{p}^{\mathrm{rs}} \cdot \theta, \underline{f \theta_{p}^{\mathrm{ss}}}=f_{p}^{\mathrm{ss}} \cdot \theta\right\}$. Observe that the fractions and bilinear terms in $\mathcal{F}_{p}$ are defined over the polytope obtained by the intersection of hyperplane $f_{p}^{\text {in }}=f_{p}^{\text {rs }}+f_{p}^{\text {ss }}$ with the hypercube $\left[0, F_{p}\right]^{3}$ (see (4.24)). We now use Proposition 4.9 to obtain $\operatorname{Conv}\left(\mathcal{F}_{p}\right)=$ $\left\{\left(f_{p}, \theta, H_{p}, \underline{f \theta}_{p}\right) \mid(4.31)\right\}$ (see $\S$ B. 4 for a detailed derivation), where

$$
\begin{align*}
& H_{p}^{\mathrm{rs}} \geqslant F_{p} T_{p}^{*}\left(\frac{f_{p}^{\mathrm{rs}}}{F_{p}}, \frac{f \theta_{p}^{\mathrm{rs}}}{F_{p}}\right), \quad H_{p}^{\mathrm{ss}} \geqslant F_{p} T_{p}^{*}\left(\frac{f_{p}^{\mathrm{ss}}}{F_{p}}, \frac{f \theta_{p}^{\mathrm{ss}}}{F_{p}}\right),  \tag{4.31a}\\
& H_{p}^{\mathrm{rs}} \leqslant f_{p}^{\mathrm{rs}} T_{p}\left(\theta^{\mathrm{lo}}\right)+\left[\frac{T_{p}\left(\theta^{\mathrm{up}}\right)-T_{p}\left(\theta^{\mathrm{lo}}\right)}{\theta^{\mathrm{up}}-\theta^{\mathrm{lo}}}\right]\left(\underline{\left.f \theta_{p}^{\mathrm{rs}}-f_{p}^{\mathrm{rs}} \theta^{\mathrm{lo}}\right),}\right.  \tag{4.31b}\\
& H_{p}^{\mathrm{ss}} \leqslant f_{p}^{\mathrm{ss}} T_{p}\left(\theta^{\mathrm{lo}}\right)+\left[\frac{T_{p}\left(\theta^{\mathrm{up}}\right)-T_{p}\left(\theta^{\mathrm{lo}}\right)}{\theta^{\mathrm{up}}-\theta^{\mathrm{lo}}}\right]\left(\underline{\left.f \theta_{p}^{\mathrm{ss}}-f_{p}^{\mathrm{ss}} \theta^{\mathrm{lo}}\right),}\right.  \tag{4.31c}\\
& \left(F_{p}-f_{p}^{\mathrm{in}}\right) \theta^{\mathrm{lo}} \leqslant F_{p} \theta-\underline{f \theta}_{p}^{\mathrm{in}} \leqslant\left(F_{p}-f_{p}^{\mathrm{in}}\right) \theta^{\mathrm{up}},  \tag{4.31d}\\
& f_{p}^{\mathrm{rs}} \theta^{\mathrm{lo}} \leqslant \underline{f \theta}_{p}^{\mathrm{rs}} \leqslant f_{p}^{\mathrm{rs}} \theta^{\mathrm{up}}, \quad f_{p}^{\mathrm{ss}} \theta^{\mathrm{lo}} \leqslant \underline{f \theta}_{p}^{\mathrm{ss}} \leqslant f_{p}^{\mathrm{ss}} \theta^{\mathrm{up}},  \tag{4.31e}\\
& H_{p}^{\mathrm{in}}=H_{p}^{\mathrm{rs}}+H_{p}^{\mathrm{ss}}, \quad \underline{f \theta}_{p}^{\mathrm{in}}=\underline{f \theta}_{p}^{\mathrm{rs}}+\underline{f \theta}_{p}^{\mathrm{ss}}, \quad f_{p}^{\mathrm{in}}=f_{p}^{\mathrm{rs}}+f_{p}^{\mathrm{ss}} . \tag{4.31f}
\end{align*}
$$

and the positively homogeneous function $T_{p}^{*}(\lambda, \theta)$ is defined as in (4.29) from $T_{p}(\theta)$. Note that the convex hull description does not require introduction of auxiliary variables. This is in contrast to the typical application of disjunctive programming, where new variables are introduced to derive the convex hull in a lifted space. We remark that the above yields a tighter relaxation of $\mathcal{F}_{p}$ compared to the one obtained by relaxing each fraction and bilinear term separately over the bounds of $f_{p}^{\text {in }}, f_{p}^{\mathrm{rs}}, f_{p}^{\mathrm{ss}}$, and $\theta$. This is because the first two equations in (4.31f) are not implied in the latter set. Although, these relations can be obtained using RLT, appending these constraints does not result in (4.31). This is because, the set described in (4.31) is the simultane-
ous convex hull of the fraction and bilinear terms. It is known that the simultaneous hull of these functions is strictly contained in the intersection of their individual hulls (see Example 3.8 in [54]). In particular, (4.31b) and (4.31c), which are linearizations of $-\frac{f_{p}^{\text {rs }}}{\left|\alpha_{p}-\theta\right|} \cdot\left(\theta^{\text {up }}-\theta\right) \cdot\left(\theta-\theta^{\text {lo }}\right) \leqslant 0$ and $-\frac{f_{p}^{\text {ss }}}{\left|\alpha_{p}-\theta\right|} \cdot\left(\theta^{\text {up }}-\theta\right) \cdot\left(\theta-\theta^{\text {lo }}\right) \leqslant 0$ respectively, are not implied in the intersection of individual convex hulls.

The convex hull description in (4.31) is cone-quadratic representable (see Remark 4.6), since the constraints in (4.31a) can be expressed as second-order cones. For example, $H_{1}^{\mathrm{rs}} \geqslant F_{1} T_{1}^{*}\left(f_{1}^{\mathrm{rs}} / F_{1}, \underline{f \theta_{1}^{\mathrm{rs}}} / F_{1}\right)=\left(f_{1}^{\mathrm{rs}}\right)^{2} /\left(\alpha_{1} \int_{1}^{\mathrm{rs}}-\underline{f \theta_{1}^{\mathrm{rs}}}\right)$, or $\sqrt{H_{1}} \cdot \sqrt{\left(\alpha_{1} f_{1}^{\mathrm{rs}}-\underline{f \theta_{1}^{\mathrm{rs}}}\right) \geqslant}$ $\left|f_{1}^{\mathrm{rs}}\right|$ (Note that $0 \leqslant \theta^{\mathrm{lo}} f_{1}^{\mathrm{rs}}-\underline{f \theta_{1}^{\mathrm{rs}}}<\alpha_{1} f_{1}^{\mathrm{rs}}-\underline{f \theta}_{1}^{\mathrm{rs}}$ ). However, we use the conequadratic representation only in $\S 4.4$. For our computational experiments in $\S 4.5$, we use its outer-approximation given by $\operatorname{Conv}_{O A}\left(\mathcal{F}_{p}\right)=\left\{\left(f_{p}, \theta, H_{p}, \underline{f \theta}_{p}\right) \mid H_{p}^{\text {rs }} \geqslant\right.$ $\max \left\{f_{p}^{\mathrm{rs}} T_{p}\left(\bar{\theta}^{r}\right)+T_{p}^{\prime}\left(\bar{\theta}^{r}\right)\left(\underline{f \theta}_{p}^{\mathrm{rs}}-\bar{\theta}^{r} f_{p}^{\mathrm{rs}}\right)\right\}_{r=1}^{R}, H_{p}^{\mathrm{ss}} \geqslant \max \left\{f_{p}^{\mathrm{ss}} T_{p}\left(\bar{\theta}^{r}\right)+T_{p}^{\prime}\left(\bar{\theta}^{r}\right)\left({\left.\left.\underline{f \theta_{p}^{\mathrm{ss}}}-\bar{\theta}^{r} f_{p}^{\mathrm{ss}}\right)\right\}_{r=1}^{R}, ~}_{\text {, }}\right.\right.$, $(4.31 \mathrm{~b})-(4.31 \mathrm{f})\}$ for some $\bar{\theta}^{r} \in\left[\theta^{\mathrm{lo}}, \theta^{\mathrm{up}}\right], r=1, \ldots, R$, where $T_{p}^{\prime}\left(\bar{\theta}^{r}\right)$ denotes the derivative of $T_{p}(\theta)$ at $\bar{\theta}^{r}$; see Remark 4.7.

Next, consider the set $\mathcal{V}$, which contains bilinear terms defined over a polytope obtained by the intersection of a hyperrectangle in the positive orthant with the hyperplane $U^{\mathrm{rs}}-U^{\mathrm{ss}}=\Upsilon^{\mathrm{rs}}-\Upsilon^{\mathrm{ss}}$. Clearly, Proposition 4.9 can be used to construct the convex hull of $\mathcal{V}$ (only (4.28c), the equation with $\underline{x y}$ as the left-hand-side in (4.28d), and (4.28e) are needed to construct the hull). However, Proposition 4.9 requires enumeration of the extreme points of $X$. Instead, in this context, it is more convenient to directly use Proposition 4.10, which is a special case of Proposition 2.2 in [55], to obtain $\operatorname{Conv}(\mathcal{V})=\{(U, \Upsilon, \theta, \underline{U \theta}, \underline{\Upsilon \theta}) \mid(4.32)\}$, where

$$
\begin{align*}
& \left(\underline{U \theta^{\mathrm{rs}}}-\theta^{\mathrm{lo}} U^{\mathrm{rs}}\right)-\left(\underline{U \theta^{\mathrm{ss}}}-\theta^{\mathrm{lo}} U^{\mathrm{ss}}\right)=\left(\underline{\Upsilon \theta^{\mathrm{rs}}}-\theta^{\mathrm{lo}} \Upsilon^{\mathrm{rs}}\right)-\left(\underline{\Upsilon \theta^{\mathrm{ss}}}-\theta^{\mathrm{lo}} \Upsilon^{\mathrm{ss}}\right),  \tag{4.32a}\\
& \left(\theta^{\mathrm{up}} U^{\mathrm{rs}}-\underline{U \theta^{\mathrm{rs}}}\right)-\left(\theta^{\mathrm{up}} U^{\mathrm{ss}}-\underline{U \theta^{\mathrm{ss}}}\right)=\left(\theta^{\mathrm{up}} \Upsilon^{\mathrm{rs}}-\underline{\Upsilon \theta^{\mathrm{rs}}}\right)-\left(\theta^{\mathrm{up}} \Upsilon^{\mathrm{ss}}-\underline{\Upsilon \theta^{\mathrm{ss}}}\right),  \tag{4.32b}\\
& 0 \leqslant \underline{(\cdot) \theta}-\theta^{\mathrm{lo}}(\cdot) \leqslant(\cdot)^{\mathrm{up}}\left(\theta-\theta^{\mathrm{lo}}\right), \quad \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\},  \tag{4.32c}\\
& 0 \leqslant \theta^{\mathrm{up}}(\cdot)-\underline{(\cdot) \theta \leqslant(\cdot)^{\mathrm{up}}\left(\theta^{\mathrm{up}}-\theta\right), \quad \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\} .} . \tag{4.32d}
\end{align*}
$$

Finally, we construct the convex relaxation of $\mathcal{U}$ as, $\mathcal{U}_{\text {Relax }}=\{(f, U, \Upsilon, \theta, H, \underline{U \theta}, \underline{\Upsilon \theta}, \underline{f \theta}) \mid$ (4.23), $\left.\left(f_{p}, H_{p}, \theta, \underline{f \theta} p\right) \in \operatorname{Conv}\left(\mathcal{F}_{p}\right), p=1,2,(U, \Upsilon, \theta, \underline{U \theta}, \underline{\Upsilon \theta}) \in \operatorname{Conv}(\mathcal{V})\right\}$.

Proposition 4.10 ([55]). Let $X=\left\{x \in \mathbb{R}^{n} \mid B x \leqslant b\right\}$ be a polytope, $\mathcal{D}=X \times$ $\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right] \times \mathbb{R}^{n}$, and $S=\left\{(x, y, z) \in \mathcal{D} \mid \underline{x y}{ }_{j}=x_{j} \cdot y, j=1, \ldots, n\right\}$. Then, $\operatorname{Conv}(S)=$ $\left\{(x, y, \underline{x y}) \mid y^{\mathrm{lo}} \leqslant y \leqslant y^{\mathrm{up}}, B\left(\underline{x y}-y^{\mathrm{lo}} x\right) \leqslant b\left(y-y^{\mathrm{lo}}\right), B\left(y^{\mathrm{up}} x-x y\right) \leqslant b\left(y^{\mathrm{up}}-y\right)\right\}$.

Proof. When $x$ is restricted to $\bar{x} \in X$, the set $S=\{(x, y, \underline{x y}) \in \mathcal{D} \mid \underline{x y}=\bar{x} \cdot y, x=\bar{x}\}$ can be expressed as an affine transformation of $y^{\mathrm{lo}} \leqslant y \leqslant y^{\mathrm{up}}$, whose extreme points are $y \in\left\{y^{\text {lo }}, y^{\text {up }}\right\}$. Therefore, the extreme points of convex hull of $S$ are contained in the set of points where $y \in\left\{y^{\mathrm{lo}}, y^{\mathrm{up}}\right\}$. Let $S^{1}=\left\{(x, y, \underline{x y}) \mid \underline{x y}=y^{\mathrm{lo}} x, B x \leqslant b, y=\right.$ $\left.y^{\mathrm{lo}}\right\}$ and $S^{2}=\left\{(x, y, \underline{x y}) \mid \underline{x y}=y^{\mathrm{up}} x, B x \leqslant b, y=y^{\mathrm{lo}}\right\}$. Then, by Krein-Milman theorem, convex hull of $S$ is obtained by taking the disjunctive union of $S^{1}$ and $S^{2}$, i.e., $\operatorname{Conv}(S)=\operatorname{proj}_{(x, y, \underline{x y})}\left\{\left(x, y, \underline{x y}, x^{1}, x^{2}, \lambda^{1}, \lambda^{2}\right) \mid B x^{i} \leqslant b \lambda^{i}, i=1,2,(4.33), \lambda^{1} \geqslant\right.$ $\left.0, \lambda^{2} \geqslant 0\right\}$, where

$$
\begin{align*}
& \underline{x y}=x^{1} y^{\mathrm{lo}}+x^{2} y^{\mathrm{up}}, \quad x=x^{1}+x^{2},  \tag{4.33a}\\
& y=y^{\mathrm{lo}} \lambda^{1}+y^{\mathrm{up}} \lambda^{2}, \quad \lambda^{1}+\lambda^{2}=1, \tag{4.33b}
\end{align*}
$$

Solving the above equations leads to

$$
\begin{equation*}
x^{1}=\frac{y^{\mathrm{up}} x-x y}{y^{\mathrm{up}}-y^{\mathrm{lo}}}, \quad x^{2}=\frac{x y-y^{\mathrm{lo}} x}{y^{\mathrm{up}}-y^{\mathrm{lo}}}, \quad \lambda^{1}=\frac{y^{\mathrm{up}}-y}{y^{\mathrm{up}}-y^{\mathrm{lo}}}, \quad \lambda^{2}=\frac{y-y^{\mathrm{lo}}}{y^{\mathrm{up}}-y^{\mathrm{lo}}} . \tag{4.34}
\end{equation*}
$$

Using the above relations, we substitute out $x^{1}, x^{2}, \lambda^{1}$ and $\lambda^{2}$ to obtain the convex hull description in the proposition.

Remark 4.8. We remark that $\operatorname{Conv}\left(\mathcal{F}_{p}\right)$ and $\operatorname{Conv}(\mathcal{V})$ in (4.31) and (4.32) imply the convex envelope of $\sum_{p=1}^{2}\left[-\frac{\alpha_{p}\left(\alpha_{p}-\theta^{\mathrm{up}}\right) f_{p}^{\mathrm{rs}}}{\alpha_{p}-\theta}+\alpha_{p} f_{p}^{\mathrm{rs}}\right]+\Upsilon^{\mathrm{rs}} \cdot \theta-\Upsilon^{\mathrm{rs}} \cdot \theta^{\mathrm{up}}$ over bound constraints on $f_{p}^{\mathrm{rs}}, \theta$, and $\Upsilon^{\mathrm{rs}}$ (see (4.20b)). This is because, when all $f_{p}^{\mathrm{rs}}$ and $\Upsilon^{\mathrm{rs}}$ are fixed, the function is concave in $\theta$. Then, by Theorem 1.4 in [56], it follows that the convex envelope is obtained by replacing $-\frac{\alpha_{p}\left(\alpha_{p}-\theta^{\mathrm{up}}\right) f_{p}^{\mathrm{rs}}}{\alpha_{p}-\theta}$ for all $p$ and $\Upsilon^{\text {rs }} \cdot \theta$ by their convex envelopes.

We comment on the construction of convex relaxations of $\mathcal{U}$ when additional RDLT cuts described in $\S 4.3 .1$ are appended to $\mathcal{U}_{\text {ref }}$. Reformulation of Underwood
constraints using quadratic polynomials of $\theta$ introduces nonconvex terms of the form $f_{p} \cdot \theta, \Upsilon \cdot \theta^{2}($ see $(4.26))$, in addition to the existing $f_{p} \cdot T_{p}(\theta)$ and $\Upsilon \cdot \theta$ terms in $\mathcal{U}_{\text {ref. }}$. We relax $f_{p} \cdot T_{p}(\theta)$ and $f_{p} \cdot \theta$ using the simultaneous hull description in (4.31). Although Proposition 4.9 yields the simultaneous hull of $\Upsilon \cdot \theta^{2}$ and $\Upsilon \cdot \theta$ terms over the polytope in $\mathcal{V}$, we do not implement this relaxation. This is because the hull description does not project onto the space of problem variables in a striaghtforward manner. Instead, we convexify each pair of $\Upsilon \cdot \theta^{2}$ and $\Upsilon \cdot \theta$ terms over a box using Corollary 4.2, and append the RLT cuts $U^{\mathrm{rs}} \cdot \theta^{2}-U^{\mathrm{ss}} \cdot \theta^{2}=\Upsilon^{\mathrm{rs}} \cdot \theta^{2}-\Upsilon^{\mathrm{ss}} \cdot \theta^{2}$ and $U^{\mathrm{rs}} \cdot \theta-U^{\mathrm{ss}} \cdot \theta=\Upsilon^{\mathrm{rs}} \cdot \theta-\Upsilon^{\mathrm{ss}} \cdot \theta$.

On the other hand, reformulation of Underwood constraints using inverse bound factors introduces nonconvex terms of the form $f_{p} \cdot \theta^{-1}$ and $\Upsilon \cdot \theta^{-1}$ (see (4.27)), in addition to the existing $f_{p} \cdot T_{p}(\theta)$ and $\Upsilon \theta$ terms in $\mathcal{U}_{\text {ref }}$. We relax $f_{p} \cdot T_{p}(\theta)$ and $f_{p} \cdot \theta$ using the simultaneous hull description in (4.31). We use a similar hull description, obtained using Proposition 4.9, to relax $f_{p} \cdot \theta^{-1}$ and $f_{p} \cdot \theta$. Finally, for the same reason mentioned above, we convexify each pair of $\Upsilon \cdot \theta^{-1}$ and $\Upsilon \cdot \theta$ terms using Corolloary 4.2, and append RLT cuts $U^{\mathrm{rs}} \cdot \theta^{-1}-U^{\mathrm{ss}} \cdot \theta^{-1}=\Upsilon^{\mathrm{rs}} \cdot \theta^{-1}-\Upsilon^{\mathrm{ss}} \cdot \theta^{-1}$ and $U^{\mathrm{rs}} \cdot \theta-U^{\mathrm{ss}} \cdot \theta=\Upsilon^{\mathrm{rs}} \cdot \theta-\Upsilon^{\mathrm{ss}} \cdot \theta$.

Corollary 4.2. Let $\mathcal{B}=\left[x^{\text {lo }}, x^{\text {up }}\right] \times\left[y^{\text {lo }}, y^{\text {up }}\right] \times \mathbb{R}^{2}$, where we assume $0 \leqslant x^{\text {lo }}, g(y)$ : $\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right] \rightarrow \mathbb{R}$ is convex, and $S=\{(x, y, z, \underline{x y}) \in \mathcal{B} \mid \underline{x y}=x \cdot y, z=x \cdot g(y)\}$. Then, $\operatorname{Conv}(S)=\{(x, y, z, \underline{x y}) \mid(4.35)\}$, where

$$
\begin{align*}
& z \geqslant x^{\mathrm{lo}} g^{*}\left(\frac{x^{\mathrm{up}}-x}{x^{\mathrm{up}}-x^{\mathrm{lo}}}, \frac{x^{\mathrm{up}} y-\underline{x y}}{x^{\mathrm{up}}-x^{\mathrm{lo}}}\right)+x^{\mathrm{up}} g^{*}\left(\frac{x-x^{\mathrm{lo}}}{x^{\mathrm{up}}-x^{\mathrm{lo}}}, \frac{x y-x^{\mathrm{lo}} y}{x^{\mathrm{up}}-x^{\mathrm{lo}}}\right),  \tag{4.35a}\\
& z \leqslant g\left(y^{\mathrm{lo}}\right) \cdot x+\left[\frac{g\left(y^{\mathrm{up}}\right)-g\left(y^{\mathrm{lo}}\right)}{y^{\mathrm{up}}-y^{\mathrm{lo}}}\right]\left(\underline{x y}-y^{\mathrm{lo}} x\right),  \tag{4.35b}\\
& \left(x^{\mathrm{up}}-x\right) y^{\mathrm{lo}} \leqslant x^{\mathrm{up}} y-\underline{x y} \leqslant\left(x^{\mathrm{up}}-x\right) y^{\mathrm{up}}, \quad\left(x-x^{\mathrm{lo}}\right) y^{\mathrm{lo}} \leqslant \underline{x y}-x^{\mathrm{lo}} y \leqslant\left(x-x^{\mathrm{lo}}\right) y^{\mathrm{up}}, \tag{4.35c}
\end{align*}
$$

and $g^{*}\left(\lambda^{*}, y^{*}\right)$ is defined as in (4.29). Further, the outer-approximation of the convex hull is $\operatorname{Conv}_{O A}(S)=\{(x, y, z, \underline{x y}) \mid(4.36),(4.35 b)-(4.35 \mathrm{c})\}$, where

$$
z \geqslant \frac{x^{\mathrm{lo}}}{x^{\mathrm{up}}-x^{\mathrm{lo}}} \max \left\{g\left(\bar{y}^{r}\right)\left(x^{\mathrm{up}}-x\right)+g^{\prime}\left(\bar{y}^{r}\right)\left(x^{\mathrm{up}} y-\underline{x y}-\left(x^{\mathrm{up}}-x\right) \bar{y}^{r}\right)\right\}_{r=1}^{R}+
$$

$$
\begin{equation*}
\frac{x^{\mathrm{up}}}{x^{\mathrm{up}}-x^{\mathrm{lo}}} \max \left\{g\left(\bar{y}^{r}\right)\left(x-x^{\mathrm{lo}}\right)+g^{\prime}\left(\bar{y}^{r}\right)\left(\underline{x y}-x^{\mathrm{lo}} y-\left(x-x^{\mathrm{lo}}\right) \bar{y}^{r}\right)\right\}_{r=1}^{R}, \tag{4.36}
\end{equation*}
$$

for some $\bar{y}^{r} \in\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right], r=1, \ldots, R$, and $g^{\prime}(y)$ denotes the first derivative of $g(y)$ w.r.t $y$.

Proof. See $\S$ B. 5 in the Appendix.

### 4.3.3 Valid Relaxation for $\theta^{\text {lo }}=\alpha_{2}$ and $/$ or $\theta^{\text {up }}=\alpha_{1}$

In the previous subsection, we have assumed that $\alpha_{2}<\theta^{\text {lo }}$ and $\theta^{\text {up }}<\alpha_{1}$. Instead, if $\alpha_{1}$ and/or $\alpha_{2}$ is an admissible value of $\theta$, we cannot directly use (4.31) to convexify $\mathcal{F}_{p}$, because $T_{1}\left(\alpha_{1}\right)$ and $T_{2}\left(\alpha_{2}\right)$ are not well-defined. To construct a valid relaxation, we first restrict the admissible values of $\theta$ to a subset of the interval [ $\alpha_{2}, \alpha_{1}$ ] by recognizing that each fraction in $\mathcal{U}$ is bounded.

Proposition 4.11. (i) Valid upper bounds on $\frac{f_{1}^{\mathrm{rs}}}{\alpha_{1}-\theta},\left(H_{1}^{\mathrm{rs}}\right)^{\mathrm{up}}$, and on $\frac{f_{2}^{\mathrm{rs}}}{\theta-\alpha_{2}},\left(H_{2}^{\mathrm{rs}}\right)^{\mathrm{up}}$, are given by

$$
\begin{align*}
& \left(H_{1}^{\mathrm{rs}}\right)^{\mathrm{up}}=\frac{\left(\Upsilon^{\mathrm{rs}}\right)^{\mathrm{up}}\left(\alpha_{1}-\alpha_{2}\right)+\alpha_{1} F_{1}+\alpha_{2} F_{2}}{\alpha_{1}\left(\alpha_{1}-\alpha_{2}\right)}  \tag{4.37a}\\
& \left(H_{2}^{\mathrm{rs}}\right)^{\mathrm{up}}=\frac{\alpha_{1} F_{1}+\alpha_{2} F_{2}-\left(E^{\mathrm{rs}} \cdot\left(\alpha_{1}-\theta\right)\right)^{\mathrm{lo}}}{\left.\alpha_{2}\left(\alpha_{1}-\alpha_{2}\right)\right)} \tag{4.37b}
\end{align*}
$$

(ii) the admissible region of $\theta$ in the interval $\left[\alpha_{2}, \alpha_{1}\right]$ is given by

$$
\begin{equation*}
\alpha_{2}+\frac{f_{2}^{\mathrm{rs}}}{\left(H_{2}^{\mathrm{rs}}\right)^{\mathrm{up}}} \leqslant \theta \leqslant \alpha_{1}-\frac{f_{1}^{\mathrm{rs}}}{\left(H_{1}^{\mathrm{rs}}\right)^{\mathrm{up}}} \tag{4.38}
\end{equation*}
$$

Proof. (i) Consider the second inequality in (4.23c). Since this inequality holds for any $\theta^{\text {lo }}$ less than $\theta$, if we substitute $\theta^{\text {lo }}$ with $\alpha_{2}$, the inequality remains valid. Then, we obtain (4.37a) from $\alpha_{1}\left(\alpha_{1}-\alpha_{2}\right) H_{1}^{\mathrm{rs}} \leqslant\left(\underline{\Upsilon}^{\mathrm{rs}}-\alpha_{2} \Upsilon^{\mathrm{rs}}\right)+\alpha_{1} f_{1}^{\mathrm{rs}}+\alpha_{2} f_{2}^{\mathrm{rs}} \leqslant\left(\Upsilon^{\mathrm{rs}}\right)^{\mathrm{up}}\left(\alpha_{1}-\right.$ $\left.\alpha_{2}\right)+\alpha_{1} F_{1}+\alpha_{2} F_{2}$, where the last inequality is because $f_{1}^{\mathrm{rs}} \leqslant F_{1}, f_{2}^{\mathrm{rs}} \leqslant F_{2}$, and $\underline{\vartheta}^{\text {rs }}-$ $\alpha_{2} \Upsilon^{\mathrm{rs}} \leqslant\left(\Upsilon^{\mathrm{rs}}\right)^{\text {up }}\left(\alpha_{1}-\alpha_{2}\right)$. Similarly, we substitute $\theta^{\text {up }}=\alpha_{1}$ in the first inequality in (4.23d), and rearrange to get $\alpha_{2}\left(\alpha_{1}-\alpha_{2}\right) H_{2}^{\mathrm{rs}} \leqslant-E^{\mathrm{rs}} \cdot\left(\alpha_{1}-\theta\right)+\alpha_{1} f_{1}^{\mathrm{rs}}+\alpha f_{2}^{\mathrm{rs}}$. We maximize the right hand side by substituting $f_{1}^{\mathrm{rs}}=F_{1}, f_{2}^{\mathrm{rs}}=F_{2}$, and $\left(E^{\mathrm{rs}} \cdot\left(\alpha_{1}-\theta\right)\right)$
by its lower bound which is computed using the bounds on $E^{\mathrm{rs}}$ and $\theta$. This leads to the bound in (4.37b).
(ii) Every point feasible to $\mathcal{U}$ satisfies $f_{1}^{\mathrm{rs}} /\left(\alpha_{1}-\theta\right) \leqslant\left(H_{1}^{\mathrm{rs}}\right)^{\text {up }}$ and $f_{2}^{\mathrm{rs}} /\left(\theta-\alpha_{2}\right) \leqslant$ $\left(H_{2}^{\mathrm{rs}}\right)^{\text {up }}$. Rearranging the inequalities yields (4.38).

We remark that the bounds on $H_{p}^{\text {in }}$ and $H_{p}^{\text {ss }}$ for $p=1,2$ can be computed in the same manner as in the proof of (i) in Proposition 4.11. Even when additional fractions are present in the Underwood constraints, each fraction can be bounded, since the remaining fractions are strictly bounded in the interval of $\theta$. We revisit the argument on bounds of $\theta$ in light of Proposition 4.11. As mentioned before, the common approach used in the literature to overcome the singularity arising due to $\theta$ approaching one of the adjoining relative volatilities has been to restrict $\theta$ to belong to $\left[\alpha_{2}+\epsilon_{\theta}, \alpha_{1}-\epsilon_{\theta}\right]$. However, observe that our bounds in (4.38) depend on $f_{1}^{\text {rs }}$ and $f_{2}^{\mathrm{rs}}$. This explains the difficulty we encountered in choosing a value for $\epsilon_{\theta}$ in our computations with prior formulations. We have found that there are instances when $\theta$ is fairly close to one of the relative volatilities, particularly when the corresponding flow is small. We will provide a rigorous approach to addressing this singularity using (4.38). Our approach will be to construct a relaxation of $\mathcal{F}_{1}$ as the intersection of simultaneous convex hulls of $f_{1} \cdot T_{1}(\theta)$ and $f_{1} \cdot \theta$. For brevity, we only discuss the relaxation for $\mathcal{F}_{1}$ in detail, and remark that a similar result is easily derived for $\mathcal{F}_{2}$.

Proposition 4.12. Let $\mathcal{H}_{1}=\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta}\right) \mid 0 \leqslant f_{1} \leqslant F_{1}, \quad \theta^{\text {lo }} \leqslant \theta \leqslant \alpha_{1}-\right.$ $f_{1} / H_{1}^{\text {up }}, H_{1}=f_{1} \cdot T_{1}(\theta)$, if $\theta<\alpha_{1} ; H_{1} \in\left[0, H_{1}^{\text {up }}\right]$ if $\left.\theta=\alpha_{1}, \underline{f \theta}=f_{1} \cdot \theta\right\}$, where $\alpha_{2} \leqslant$ $\theta^{\text {lo }}$. Then, $\operatorname{Conv}\left(\mathcal{H}_{1}\right)=\operatorname{proj}_{\left(f_{1}, \theta, H_{1}, \underline{f \theta_{1}}\right)}\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta_{1}}, \theta^{a}, \theta^{b}, \theta^{c}, \lambda^{a}, \lambda^{b}, \lambda^{c}\right) \mid(4.39)\right\}$, where

$$
\left.\begin{array}{l}
H_{1} \geqslant H_{1}^{\mathrm{up}} \lambda^{b}+F_{1} T_{1}^{*}\left(\lambda^{c}, \theta^{c}\right) \\
H_{1} \leqslant H_{1}^{\mathrm{up}}\left(\frac{\theta^{a}-\theta^{\mathrm{lo}} \lambda^{a}}{\alpha_{1}-\theta^{\mathrm{lo}}}\right)+H_{1}^{\mathrm{up}} \lambda^{b}+\frac{F_{1} \lambda^{c}}{\alpha_{1}-\theta^{\mathrm{lo}}}+H_{1}^{\mathrm{up}}\left(\frac{\theta^{c}-\theta^{\mathrm{lo}} \lambda^{c}}{\alpha_{1}-\theta^{\mathrm{lo}}}\right) \\
\underline{f \theta}_{1} \geqslant H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c} \\
\underline{f \theta}_{1} \leqslant \underline{f \theta}_{1} \leqslant H_{1}^{\mathrm{up}}\left(\alpha_{1} \theta^{b}-\frac{\left(\theta^{b}\right)^{2}}{\lambda^{b}}\right)+F_{1} \theta^{c} \tag{4.39b}
\end{array}\right\}, ~ \$
$$

$$
\left.\begin{array}{l}
\theta^{\mathrm{lo}} \lambda^{a} \leqslant \theta^{a} \leqslant \alpha_{1} \lambda^{a} \\
\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \lambda^{b} \leqslant \theta^{b} \leqslant \alpha_{1} \lambda^{b}  \tag{4.39d}\\
\theta^{\mathrm{lo}} \lambda^{c} \leqslant \theta^{c} \leqslant\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \lambda^{c} \\
f_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \lambda^{c} \\
\theta=\theta^{a}+\theta^{b}+\theta^{c} \\
\lambda^{a}+\lambda^{b}+\lambda^{c}=1, \quad \lambda^{a}, \lambda^{b}, \lambda^{c} \geqslant 0
\end{array}\right\}
$$

Proof. See $\S$ B. 6 in the Appendix.
The convex hull in Proposition 4.12 requires several additional variables. To avoid the introduction of these additional variables, we use its relaxation, $\mathcal{H}_{1, \text { Relax }}$, derived in $\S$ B. 7 and shown below:

$$
\begin{equation*}
\max \left\{f_{1} T_{1}\left(\bar{\theta}^{r}\right)+T_{1}^{\prime}\left(\bar{\theta}^{r}\right)\left(\underline{f \theta}_{1}-\bar{\theta}^{r} f_{1}\right)\right\}_{r=1}^{R} \leqslant H_{1} \leqslant \frac{f_{1}}{\alpha_{1}-\theta^{\mathrm{lo}}}+H_{1}^{\mathrm{up}}\left(\frac{\theta-\theta^{\mathrm{lo}}}{\alpha_{1}-\theta^{\mathrm{lo}}}\right) \tag{4.40a}
\end{equation*}
$$

$$
\begin{align*}
& \max \left\{\theta^{\mathrm{lo}} f_{1}, F_{1} \theta+\alpha_{1} f_{1}-\alpha_{1} F_{1}\right\} \leqslant \min \left\{\alpha_{1} f_{1}, F_{1} \theta+\theta^{\mathrm{lo}} f_{1}-\theta^{\mathrm{lo}} F_{1}\right\},  \tag{4.40b}\\
& \theta^{\mathrm{lo}} \leqslant \theta \leqslant \alpha_{1}-\frac{f_{1}}{H_{1}^{\mathrm{up}}} \tag{4.40c}
\end{align*}
$$

where $\bar{\theta}^{r} \in\left[\theta^{\mathrm{lo}}, \alpha_{1}\right), r=1, \ldots, R$. Here, we argue from first principles that (4.40) is a valid relaxation. To derive the first inequality in (4.40a), observe that $H_{1} \geqslant f_{1} \cdot T_{1}(\theta) \geqslant$ $f_{1} \cdot \max \left\{T_{1}\left(\bar{\theta}^{r}\right)+T_{1}^{\prime}\left(\bar{\theta}^{r}\right)\left(\theta-\bar{\theta}^{r}\right)\right\}_{r=1}^{R}$. Disaggregating the product and linearizing the bilinear term yields (4.40a). To derive the second inequality in (4.40a), we begin with $H_{1} \cdot\left(\alpha_{1}-\theta\right) \leqslant f_{1}$, and replace the bilinear term on the left hand side with its convex envelope. (4.40b) is the convex hull of $\underline{f \theta}_{1}=f_{1} \cdot \theta$ over $\left[0, F_{1}\right] \times\left[\theta^{\mathrm{lo}}, \alpha_{1}\right]$, and $(4.40 \mathrm{c})$ is the same as (4.38). Using (4.40), we obtain a valid relaxation of $\mathcal{F}_{1}$ given by $\mathcal{F}_{1, \text { Relax }}=\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta} \underline{\theta}_{1}\right) \mid\left(f_{1}^{\text {in }}, \theta, H_{1}^{\text {in }},{\underline{f \theta_{1}}}_{1}^{\text {in }}\right) \in \mathcal{H}_{1, \text { Relax }}^{\text {in }},\left(f_{1}^{\mathrm{rs}}, \theta, H_{1}^{\text {rs }}, \underline{f \theta_{1}^{\mathrm{rs}}}\right) \in\right.$ $\left.\mathcal{H}_{1, \text { Relax }}^{\mathrm{rs}},\left(f_{1}^{\mathrm{rs}}, \theta, H_{1}^{\mathrm{rs}}, \underline{f \theta}_{1}^{\mathrm{rs}}\right) \in \mathcal{H}_{1, \text { Relax }}^{\mathrm{ss}}, H_{1}^{\mathrm{in}}=H_{1}^{\mathrm{rs}}+H_{1}^{\mathrm{ss}}, \underline{f \theta}_{1}^{\mathrm{in}}={\underline{f \theta_{1}}}_{1}^{\mathrm{rs}}+\underline{f \theta}_{1}^{\mathrm{ss}}\right\}$. Inspired from (4.31), the last two equations in the relaxation are derived by multiplying the component mass balance, (4.18f), with $T_{1}(\theta)$ and $\theta$, respectively.

### 4.3.4 Discretization and Solution Procedure

In this work, instead of using convex relaxations of $\mathcal{U}$ in a spatial branch-andbound framework to solve the MINLP, we construct a piecewise relaxation (see Definition 4.1) that is iteratively improved until we prove $\epsilon_{r}$-optimality. This approach capitalizes on state-of-the-art MIP solvers, such as Gurobi.

Definition 4.1 (Piecewise Relaxation). Let $x=\left(x_{1}, \ldots, x_{n}\right), \mathcal{B}=\left[x^{\mathrm{lo}}, x^{\mathrm{up}}\right] \times\left[y^{\mathrm{lo}}, y^{\mathrm{up}}\right] \subset$ $\mathbb{R}^{n+1}, S=\left\{(x, y) \in \mathcal{B} \mid g_{i}(x, y) \leqslant 0, i=1, \ldots, m\right\}$, and $S_{\text {Relax }}=\{(x, y) \in$ $\left.\mathcal{B} \mid \breve{g}_{i}(x, y) \leqslant 0, \quad i=1, \ldots, m\right\}$ be its convex relaxation, where $\left\{\breve{g}_{i}\right\}_{i=1}^{m}$ denote convex underestimators of $\left\{g_{i}\right\}_{i=1}^{m}$ over $\mathcal{B}$. Let, the domain of $y$ be partitioned as $\mathcal{I}=\left\{\left[Y^{0}, Y^{1}\right], \ldots,\left[Y^{|\mathcal{I}|-1}, Y^{|\mathcal{I}|}\right]\right\}$ with $Y^{0}=y^{\text {lo }}, Y^{|\mathcal{I}|}=y^{\text {up }}$ and $Y^{0} \leqslant Y^{1} \leqslant \ldots Y^{|\mathcal{I}|}$. By piecewise relaxation of $S$, we refer to $\bigcup_{t=1}^{|\mathcal{I}|} S_{t, \text { Relax }}$, where $S_{t, \text { Relax }}=\{(x, y, z) \in$ $\left.\mathcal{B}_{t} \mid \breve{g}_{i, t}(x, y) \leqslant 0, i=1, \ldots, m\right\}, \mathcal{B}_{t}=\left[x^{\mathrm{lo}}, x^{\mathrm{up}}\right] \times\left[Y^{t-1}, Y^{t}\right]$, and $\breve{g}_{i, t}$ is the convex under-estimator of $g_{i}$ over $\mathcal{B}_{t}$.

Piecewise relaxation of $\mathcal{U}$ can be constructed by partitioning the domain of Underwood root as $\mathcal{I}=\left\{\left[\Theta^{0}, \Theta^{1}\right], \ldots,\left[\Theta^{|\mathcal{I}-1|}, \Theta^{|\mathcal{I}|}\right]\right\}$, where $\Theta^{0}=\alpha_{2}, \Theta^{|\mathcal{I}|}=\alpha_{1}$, and $\Theta^{0} \leqslant \Theta^{1} \leqslant \cdots \leqslant \Theta^{|\mathcal{I}|}$, and taking the union of sets $\bigcup_{t=1}^{|\mathcal{I}|} \mathcal{U}_{t, \text { Relax }}$, where $\mathcal{U}_{t, \text { Relax }}$ denotes the convex relaxation of $\mathcal{U}$ restricted to $\theta \in\left[\Theta^{t-1}, \Theta^{t}\right]$. The set $\mathcal{U}_{t, \text { Relax }}$ is constructed as outlined in $\S 4.3 .2$ and $\S 4.3 .3$. Next, using standard disjunctive programming techniques, the piecewise relaxation can be expressed as a Mixed Integer Program (MIP). While this approach leads to a locally ideal formulation, it leads to a bigger problem size, because of which the computational time required is higher. Thus, in favor of smaller problem size, we do the following.

Instead of reformulating $\mathcal{U}$ in each partition using the local bound factors of $\theta$, we reformulate with the overall bound factors of $\theta:\left(\theta-\alpha_{2}\right)$ and $\left(\alpha_{1}-\theta\right)$. Next, we require that $\left(f_{p}, \theta, H_{p}, \underline{f \theta}\right), p=1,2$, and $(U, \Upsilon, \theta, \underline{U \theta}, \underline{\Upsilon \theta})$ lie in piecewise relaxations of $\mathcal{F}_{p}$ and $\mathcal{V}$, respectively. We choose piecewise relaxation of $\mathcal{F}_{1}$ to be $\bigcup_{t=1}^{|\mathcal{I}|-1} \operatorname{Conv}_{O A}\left(\mathcal{F}_{1, t}\right) \cup$ $\mathcal{F}_{1,|\mathcal{I}| \text { Relax }}$, piecewise relaxation of $\mathcal{F}_{2}$ to be $\mathcal{F}_{2,1, \text { Relax }} \cup \bigcup_{t=2}^{|\mathcal{I}|} \operatorname{Conv}_{O A}\left(\mathcal{F}_{2, t}\right)$, and piecewise relaxation of $\mathcal{V}$ to be $\bigcup_{t=1}^{|\mathcal{I}|} \operatorname{Conv}\left(\mathcal{V}_{t}\right)$. Here, the additional subscript $t$ denotes
that the set is restricted to $\theta \in\left[\Theta^{t-1}, \Theta^{t}\right]$. Observe that if zero is not an admissible value to the denominators of the fractions, we use outer-approximation of convex hulls derived in §4.3.2 to relax $\mathcal{F}_{p}$. Otherwise, we use a relaxation of the convex hull description, such as the one derived in §4.3.3. We use disjunctive programming to express the piecewise relaxations as the following mixed-integer sets.

$$
\begin{align*}
& \llbracket t \rrbracket_{1}^{|\mathrm{I}|}, \quad H_{1}^{\mathrm{rs}} \geqslant f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f r}_{1, t}^{\mathrm{rs}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right),  \tag{4.41a}\\
& \llbracket t \rrbracket_{1}^{|\tau|}, \quad H_{1}^{\mathrm{rs}} \geqslant f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(f_{1, t}^{\mathrm{rs}}-\Theta^{t} f_{1, t}^{\mathrm{rs}}\right),  \tag{4.41b}\\
& \llbracket t \rrbracket_{1}^{|I|}, \quad H_{1}^{\text {ss }} \geqslant f_{1, t}^{\text {ss }} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f f}_{1, t}^{\text {ss }}-\Theta^{t-1} f_{1, t}^{\text {ss }}\right),  \tag{4.41c}\\
& \llbracket t \rrbracket_{1}^{|I|}, \quad H_{1}^{\mathrm{ss}} \geqslant f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(f_{1, t}^{\mathrm{ss}}-\Theta^{t} f_{1, t}^{\mathrm{ss}}\right),  \tag{4.41d}\\
& H_{1}^{\mathrm{rs}} \leqslant \sum_{t=1}^{|\mathcal{I}|-1} f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+\left[\frac{T_{1}\left(\Theta^{t-1}\right)-T_{1}\left(\Theta^{t}\right)}{\Theta^{t-1}-\Theta^{t}}\right]\left({\underline{f \theta^{\mathrm{rs}}}}_{1, t}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right) \\
& +\frac{f_{1, \mid \mathcal{I T}}^{\mathrm{rs}}}{\alpha_{1}-\Theta^{|\mathcal{I}|-1}}+\left(H_{1}^{\mathrm{rs}}\right)^{\text {up }}\left[\frac{\theta_{||X|}-\Theta^{|\mathcal{I T}|-1} \mu_{t}}{\Theta^{|\mathrm{I}|}-\Theta^{||\mathcal{I}|-1}}\right]  \tag{4.41e}\\
& H_{1}^{\mathrm{ss}} \leqslant \sum_{t=1}^{\mid \mathcal{I |}-1} f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+\left[\frac{T_{1}\left(\Theta^{t-1}\right)-T_{1}\left(\Theta^{t}\right)}{\Theta^{t-1}-\Theta^{t}}\right]\left(f \theta_{1, t}^{\mathrm{ss}}-\Theta^{t-1} f_{1, t}^{\mathrm{ss}}\right) \\
& +\frac{f_{1,|\mathcal{I}|}^{\mathrm{ss}}}{\alpha_{1}-\Theta^{|\mathcal{I}|-1}}+\left(H_{1}^{\mathrm{ss}}\right)^{\mathrm{up}}\left[\frac{\theta_{|\mathcal{I}|}-\Theta^{|\mathcal{I}|-1} \mu_{t}}{\Theta^{|\mathcal{I}|}-\Theta^{|\mathcal{I}|-1}}\right]  \tag{4.41f}\\
& \llbracket t \rrbracket_{1}^{|\mathcal{T}|}, \quad\left(F_{1} \mu_{t}-f_{1, t}^{\mathrm{rs}}-f_{1, t}^{\mathrm{ss}}\right) \Theta^{t-1} \leqslant\left(F_{1} \theta_{t}-\underline{f \theta}_{1, t}^{\mathrm{rs}}-{\left.\underline{f \theta_{1, t}^{\mathrm{ss}}}\right) \leqslant\left(F_{1} \mu_{t}-f_{1, t}^{\mathrm{rs}}-f_{1, t}^{\mathrm{ss}}\right) \Theta^{t}, ~}_{1}\right.  \tag{4.41g}\\
& \llbracket t \rrbracket_{1}^{|\mathcal{I}|}, \quad f_{1, t}^{\mathrm{rs}} \Theta^{t-1} \leqslant \underline{f \theta_{1, t}^{\mathrm{rs}}} \leqslant f_{1, t}^{\mathrm{rs}} \Theta^{t}, \quad f_{1, t}^{\mathrm{ss}} \Theta^{t-1} \leqslant \underline{f \theta_{1, t}^{\mathrm{ss}}} \leqslant f_{1, t}^{\mathrm{ss}} \Theta^{t},  \tag{4.41h}\\
& H_{1}^{\mathrm{in}}=H_{1}^{\mathrm{rs}}+H_{1}^{\mathrm{ss}}, \quad \underline{f \theta_{1}^{\mathrm{in}}}=\underline{f \theta}_{1}^{\mathrm{rs}}+\underline{f \theta}_{1}^{\mathrm{ss}}  \tag{4.41i}\\
& f_{1}^{\mathrm{rs}}=\sum_{t=1}^{|\mathcal{I}|} f_{1, t}^{\mathrm{rs}}, \quad f_{1}^{\mathrm{ss}}=\sum_{t=1}^{|\mathcal{I}|} f_{1, t}^{\mathrm{ss}}, \quad \theta=\sum_{t=1}^{|\mathcal{I}|} \theta_{t}  \tag{4.41j}\\
& \sum_{t=1}^{|\mathcal{I}|} \mu_{t}=1, \quad \mu_{t} \in\{0,1\}, \quad \llbracket t \rrbracket_{1}^{|\mathcal{I}|} \tag{4.41k}
\end{align*}
$$

and

$$
\begin{array}{ll}
\underline{U \theta^{\mathrm{rs}}}-\underline{U \theta^{\mathrm{ss}}}=\underline{\Upsilon \theta^{\mathrm{rs}}}-\underline{\Upsilon \theta^{\mathrm{ss}}} \\
\llbracket t \rrbracket_{1}^{|\mathcal{I}|}, & U_{t}^{\mathrm{rs}}-U_{t}^{\mathrm{ss}}=\Upsilon_{t}^{\mathrm{rs}}-\Upsilon_{t}^{\mathrm{ss}}, \tag{4.42b}
\end{array}
$$

$$
\begin{array}{ll}
\llbracket t \rrbracket_{1}^{|\mathcal{I}|}, & 0 \leqslant \underline{(\cdot) \theta}-\sum_{t=1}^{|\mathcal{I}|} \Theta^{t-1}(\cdot)_{t} \leqslant(\cdot)^{\mathrm{up}} \theta-(\cdot)^{\mathrm{up}} \sum_{t=1}^{|\mathcal{I}|} \Theta^{t-1} \mu_{t}, \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\}, \\
\llbracket t \rrbracket_{1}^{|\mathcal{I}|}, \quad & 0 \leqslant \sum_{t=1}^{|\mathcal{I}|} \Theta^{t}(\cdot)_{t}-\underline{(\cdot) \theta} \leqslant(\cdot)^{\mathrm{up}} \sum_{t=1}^{|\mathcal{I}|} \Theta^{t} \mu_{t}-(\cdot)^{\mathrm{up}} \theta, \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\},  \tag{4.42c}\\
& (\cdot)=\sum_{t=1}^{|\mathcal{T}|}(\cdot)_{t}, \quad 0 \leqslant(\cdot) \leqslant(\cdot)^{\mathrm{up}} \mu_{t}, \quad ; \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\} \\
& \sum_{t=1}^{|\mathcal{I}|} \mu_{t}=1, \quad \mu_{t} \in\{0,1\}, \llbracket t \rrbracket_{1}^{|\mathcal{I}|} .
\end{array}
$$

The piecewise relaxation of $\mathcal{F}_{2}$ can be expressed as a mixed-integer set in a similar manner. The derivation of these sets is provided in $\S$ B. 8 and $\S$ B. 9 .

In $\S 4.4$, we illustrate through numerical examples the impact of various aspects described in this section in strengthening the overall relaxation of MINLP (A). Finally, Algorithm 2 outlines our approach to solve the MINLP. We start with a coarse discretization and use an adaptive partitioning scheme to iteratively refine the partitions until $\epsilon_{r}$-optimality is achieved. To avoid numerical issues, we maintain that each partition, $\left(\Theta_{i j q}^{t}-\Theta_{i j q}^{t-1}\right)$, is at least MinPrtSize in length.

### 4.4 Effect of Individual Cuts on Relaxation

This section illustrates, through numerical examples, the impact of of various aspects described in $\S 4.3$ in strengthening the overall relaxation of MINLP (A). We highlight the individual effect of RDLT cuts derived from Underwood constraints, simultaneous hulls derived in $\S 4.3 .2$, and discretization on the overall relaxation. In all the scenarios below, stream and heat exchanger variables are considered to be binary.

Scenario 1 : (BARON's root node relaxation) Here, we use BARON 18.5.8, on GAMS 25.1, to construct and solve the relaxation of MINLP (A). This is achieved by specifying BARON option MaxIter $=1$, which terminates the branch-and-cut

```
Input
    :N,\alpha=( (\alpha, ,\ldots,\mp@subsup{\alpha}{N}{}),F=(\mp@subsup{F}{1}{},\ldots,\mp@subsup{F}{N}{}),\Phi=(\mp@subsup{\Phi}{1,N}{},\mp@subsup{\Phi}{1,1}{},\ldots,\mp@subsup{\Phi}{N,N}{})
Output : Vectors \boldsymbol{y}\mathrm{ and }\boldsymbol{x}\mathrm{ containing optimal values of discrete (streams and heat}
                        exchangers present in the configuration), and continuous (material flows in
                        columns and heat exchangers) variables, respectively
Parameters: Relative tolerance for convergence }\mp@subsup{\epsilon}{r}{}=0.01\mathrm{ , Minimum length of each partition
MinPrtSize= 10-3.
Function [y, \boldsymbol{x}]=\operatorname{VaporDuty (N, \alpha,F,\Phi)}
    Initialization: For every [i,j]\in\mathcal{S},\llbracketq\mp@subsup{\rrbracket}{i}{j-1},\mp@subsup{\mathcal{I}}{ijq}{}\leftarrow{[\mp@subsup{\Theta}{ijq}{0},\mp@subsup{\Theta}{ijq}{1}],\ldots,[\mp@subsup{\Theta}{ijq}{{\mp@subsup{\mathcal{I}}{iqq}{}|-1},\mp@subsup{\Theta}{ijq}{|\mp@subsup{\mathcal{I}}{ijq}{\prime}}]}]}\mathrm{ , where
```



```
        [VD D
        [VD [p, 列要]
        if }(\frac{V\mp@subsup{D}{}{\mathrm{ up }}-V\mp@subsup{D}{}{\mathrm{ lo }}}{V\mp@subsup{D}{}{\mathrm{ up }}})<\mp@subsup{\epsilon}{r}{}\mathrm{ then
            The relative tolerance \epsilon}\mp@subsup{\epsilon}{r}{}\mathrm{ is achieved.
            y=\mp@subsup{\boldsymbol{y}}{}{\textrm{rlx}}\mathrm{ and }\boldsymbol{x}=\mp@subsup{\boldsymbol{x}}{}{\textrm{fsp}}
        else
            For every [i,j]\in\mathcal{S},\llbracketk\mp@subsup{\rrbracket}{i}{j-1},\llbracketl\mp@subsup{]}{i+1}{k+1}\mathrm{ , if split [i,k]/[l,j] is absent in }\mp@subsup{\boldsymbol{y}}{}{\textrm{rlx}}\mathrm{ , then }\mp@subsup{\mathcal{I}}{ijq}{}\leftarrow\mp@subsup{\mathcal{I}}{ijq}{}}\mathrm{ .
            Otherwise, }\llbracketq\mp@subsup{|}{l-1}{k},\mp@subsup{\mathcal{I}}{ijq}{}\leftarrow\mathrm{ RefineDiscretization ( }\mp@subsup{\mathcal{I}}{ijq}{},\mp@subsup{0}{ijq}{\mathrm{ rlx }}
            Go to Line 3
        end
    end
    Function [VD 'lo},\mp@subsup{\boldsymbol{y}}{}{\textrm{rlx}},\mp@subsup{\boldsymbol{x}}{}{\textrm{rlx}},\mp@subsup{\boldsymbol{0}}{}{\textrm{rlx}}]=\operatorname{RelaXation}(N,\alpha,F,\Phi,\mp@subsup{\mathcal{I}}{ijq}{*}
    Construct relaxation (A) rlx}:\mathrm{ Formulate MINLP (A) described in §4. For [i,j] S S, }\llbracketk\mp@subsup{|}{i}{j-1}\mathrm{ ,
        \llbracketl \i+1}k+1,\llbracketq\mp@subsup{\rrbracket}{l-1}{k}\mathrm{ ,reformulate Underwood constraints as described in §5.1, and construct
        piecewise relaxations of sets }\mp@subsup{\mathcal{F}}{ikljqp}{},p=i,\ldots,j,\mathrm{ and }\mp@subsup{\mathcal{V}}{ikljq}{}\mathrm{ as described in §5.4.
        Solve the resulting MI(L/SOC)P
        VD lo }\leftarrow\mathrm{ Optimum objective function value
        [\boldsymbol{y}
        variables. Vectors 政}\mp@subsup{}{}{\textrm{rlx}}\mathrm{ and }\mp@subsup{\boldsymbol{0}}{}{\textrm{rlx}}\mathrm{ contain optimal values of material flows and Underwood
        roots, respectively.
    end
    Function [VD [up},\mp@subsup{\boldsymbol{x}}{}{\textrm{fsp}}]=\operatorname{LocalSolution(N,\alpha,F,\Phi,}\boldsymbol{\mp@subsup{\boldsymbol{y}}{}{\textrm{rlx}},\mp@subsup{\boldsymbol{x}}{}{\textrm{rlx}},\mp@subsup{\boldsymbol{0}}{}{\textrm{rlx}}}
        Formulate MINLP (A) described in §4, and fix discrete decisions }\boldsymbol{y}=\mp@subsup{\boldsymbol{y}}{}{\textrm{rlx}}\mathrm{ .
        Using ( }\mp@subsup{\boldsymbol{x}}{}{\textrm{rlx}},\mp@subsup{\boldsymbol{0}}{}{\textrm{rlx}})\mathrm{ as initial point, solve the resulting NLP using local solvers
        V年}\leftarrow\mathrm{ Optimum objective function value
        \mp@subsup{x}{}{\textrm{fsp}}}\leftarrow\mathrm{ Optimal values of material flows
    end
    Function RefineDiscretization(\mathcal{I}
```



```
    if (\mp@subsup{0}{ijq}{\textrm{rlx}}-\mp@subsup{\Theta}{iq}{t-1})<MinPrtSize or ( }\mp@subsup{\Theta}{ijq}{t}-\mp@subsup{0}{ijq}{\mathrm{ rlx }})<\mathrm{ MinPrtSize then
            \mathcal{I}}\mp@subsup{i}{jq}{}\leftarrow\mp@subsup{\mathcal{I}}{ijq}{
        else
            \mathcal{I}}\mp@subsup{i}{jq}{}\leftarrow{\mp@subsup{\mathcal{I}}{ijq}{}\{[\mp@subsup{\Theta}{ijq}{t-1},\mp@subsup{\Theta}{ijq}{t}]}}\cup{[\mp@subsup{\Theta}{ijq}{t-1},\mp@subsup{0}{ijq}{\textrm{rlx}}],[\mp@subsup{0}{ijq}{\textrm{rlx}},\mp@subsup{\Theta}{ijq}{t}]
        end
        return I}\mp@subsup{\mathcal{I}}{ijq}{
    end
```

Algorithm 2：Adaptive partitioning scheme to solve MINLP（A）
algorithm after processing the root node. We let $\theta_{i j q} \in\left[\alpha_{q+1}+\epsilon_{\theta}, \alpha_{q}-\epsilon_{\theta}\right]$, with $\epsilon_{\theta}=10^{-7}$, for every $\llbracket q \rrbracket_{i}^{j-1},[i, j] \in \mathcal{S}$ to avoid a possible division by zero. We use BARON's root node relaxation as a reference for comparison. We remark that BARON solves MIP relaxations as needed [40]. We also verified that the bound obtained is close to solving a factorable MIP relaxation.

Scenario 2: (Simultaneous hull of fractional terms) This scenario illustrates the improvement in relaxation due to the use of simultaneous convexification techniques. We linearize all Underwood constraints in the MINLP by introducing auxiliary variables for each fraction. To relax fractional terms, we use (4.31), or (4.40) if zero is an admissible value for the range of the denominator of fractions. The nonlinear constraints in (4.31) are expressed as second-order cones, and the resulting Mixed Integer Second-order Cone Program (MISOCP) is solved with Gurobi 8.0 using Gurobi/MATLAB interface.

Scenario 3: (RDLT with linear polynomials of $\theta$ ) This scenario illustrates the improvement in relaxation due to reformulation of Underwood constraints using RDLT. We reformulate Underwood constraints as in (4.23), convexify fractional terms using (4.31) or (4.40), and convexify bilinear terms of the form $\underline{\Upsilon \theta}=\Upsilon \cdot \theta$ using (4.32).

Scenario 4: (RDLT with quadratic polynomials of $\theta$ ) To the relaxation in Scenario 3, we add cuts derived by reformulating Underwood constraints with quadratic polynomials of $\theta$ (see (4.26)), as described in §4.3.1. This introduces additional nonlinear terms of the form $\Upsilon \cdot \theta^{2}$, which we relax in the manner described towards the end of §4.3.2.

Scenario 5: (RDLT with inverse bound factors of $\theta$ ) To the relaxation in Scenario 3, we add cuts derived by reformulating Underwood constraints with inverse bound factors (see (4.27)). This introduces additional nonlinear terms of the form $f_{1} / \theta$ and $V / \theta$, which we relax in the manner described towards the end of $\S 4.3 .2$.

Scenario 6: (Discretization) Finally, to illustrate the potential of discretization, we construct piecewise relaxation of Scenario 3. We discretize the domain of each Underwood root into two partitions, and choose the roots of columns performing the split of the process feed, $\left\{\theta_{1 N q}\right\}_{q=1}^{N-1}$, as the partition points. In other words, we let $\mathcal{I}_{i j q}=\left\{\left[\alpha_{q+1}, \theta_{1 N q}\right],\left[\theta_{1 N q}, \alpha_{q}\right]\right\}$ for $i \leqslant q<j$ and $[i, j] \in \mathcal{S}$. As pointed out in Remark 4.4, these roots can be computed prior to solving the optimization problem. We construct the piecewise relaxation of MINLP (A) as outlined in §4.3.4.

Table 4.6 reports the percentage gap value, defined as

$$
\begin{equation*}
\% \text { Gap }=100 \times\left(1-\frac{\text { Optimal value of relaxation }}{\text { Optimal value of }(\mathrm{A})}\right) \tag{4.43}
\end{equation*}
$$

on a set of cases evaluated for all the Scenarios. To compare against BARON, we also report \% gap closed (numbers in parenthesis in Table 4.6), defined as

$$
\begin{equation*}
\% \text { Gap Closed }=100 \times\left(1-\frac{\text { Optimal value of }(\mathrm{A})-\text { Optimal value of relaxation }}{\text { Optimal value of }(\mathrm{A})-\text { Optimal value in Scenario } 1}\right) \tag{4.44}
\end{equation*}
$$

We refer to a particular combination of parameter settings: $N,\left\{F_{p}\right\}_{p=1}^{N},\left\{\alpha_{p}\right\}_{p=1}^{N}$, $\Phi_{1, N}$ and $\left\{\Phi_{p, p}\right\}_{p=1}^{N}$, as a case. The parameter settings for the cases considered in Table 4.6 are listed in the caption. It is worth noting that Case-A [17], Case-B and Case-C [46] correspond to physical mixtures: mixture of alcohols, mixture of light paraffins and mixture of light olefins and paraffins. The remaining cases do not directly correspond to physical mixtures, but are representative of specific classes of separations (see [39] for more details). Under Scenario 2, we report \% Gap value, and \% Gap closed for all cases when simultaneous hulls are used to convexify fractions. It can be observed that, this approach closes on an average $45.8 \%$ of the gap. In particular, in Case-E, implementation of simultaneous hull completely closes the gap at root node. Next, under Scenario 3, we report the combined effect of our RDLT approach and simultaneous hulls. This approach closes on an average $74.1 \%$ of the gap. Under Scenarios 4 and 5, we report further improvement in relaxation due to
addition RDLT cuts discussed in $\S 4.3 .1$ to the relaxation in Scenario 3. RDLT cuts with quadratic polynomials of Underwood roots closes the gap completely in Case-B. Finally, the gap can be completely closed for all the cases considered in Table 4.6 by discretizing the domain of Underwood root into two partitions, as described in Scenario 6.

### 4.5 Computational Results

We conducted computational experiments on a test set of 496 cases, taken from $[35,39]$, which is a representative of a majority of separations. Parameter settings for the test set are listed in $\S A$ in e-companion. In this section, we demonstrate that our proposed approach is able to solve MINLP (A) within a relative tolerance of $1 \%$. We also compare the performance of our approach with prior approaches in the literature $[17,22,23]$. Since the prior approaches develop an (MI)NLP model, we use BARON 18.5.8 via GAMS 25.1 to solve these (MI)NLPs, where all BARON options are set at their default values. For the adpative partitioning scheme described in Algorithm 1, we use Gurobi 8.0 [49] to solve the resulting MIPs, and use IPOPT [57] as a local solver. The model is loaded into Gurobi using the MATLAB/Gurobi interface, while IPOPT is used via MATLAB/GAMS interface and GAMS 25.1. We used single CPU thread to solve the MIPs so as to keep the comparison with BARON fair. Besides the setting of number of threads, the remaining options for Gurobi and IPOPT were left at their defaults. All computations were done on a Dell Optiplex 5040 with Intel Core i7-6700 3.4 GHz processor and 16 GB RAM, and is running 64-bit Windows 7.
Table 4．6．
Variation of duality gap across the scenarios described in §4．4．Here，a gap value less than $10^{-4} \%$ is marked as $0 \%$ ．For all the cases，$N=5, \Phi_{1, N}=\Phi_{1,1}=\cdots=\Phi_{N, N}=1$ ．In Case－A，$F=\{20,30,20,20,10\}$ and $\alpha=\{4.1,3.6,2.1,1.42,1\}$ ；In Case－B，$F=\{5,15,25,20,35\}$ and $\alpha=\{7.98,3.99,3,1.25,1\}$ ；In Case－C， $F=\{25,10,25,20,20\}$ and $\alpha=\{13.72,3.92,3.267,1.21,1\}$ ；In Case－D，$F=\{42.5,42.5,5,5\}$ and $\alpha=$ $\{3.3275,3.025,1.21,1.1,1\}$ ；In Case－E，$F=\{30,30,5,5,30\}$ and $\alpha=\{1.4641,1.331,1.21,1.1,1\}$ ；In Case－F， $F=\{5,5,5,42.5,42.5\}$ and $\alpha=\{3.3275,1.331,1.21,1.1,1\} ;$ In Case－G，$F=\{5,5,5,42.5,42.5\}$ and $\alpha=$ $\{17.1875,6.875,2.75,1.1,1\}$ ；In Case－H，$F=\{20,20,20,20,20\}$ and $\alpha=\{7.5625,3.025,1.21,1.1,1\}$ ．Data for Case－A is taken from［17］，Case－B and Case－C from［46］，and Case－D through Case－H from［39］．
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| （\％00г）\％0 | （\％L．28）\％ゅ | $(\% 976) \%$ \％ | （\％¢98）\％才ォ | （\％でも¢）\％ぁ $\llcorner$ ¢ | \％${ }^{\text {c }} 78$ | ［＇676 | d－asej |
| （\％00г）\％0 | （\％00г）\％0 | （\％00г）\％0 | （\％00г）\％0 | （\％00г）\％0 | $\% L \cdot L$ | 9－969 | I－əse， |
| （\％00t）\％0 | （\％¢ | （\％L＇78）\％$\%$ L | （\％6．99）\％6．tI | （\％L゙もG）\％ゅ゙ $0 \square$ | \％St | †＊968 | ¢－əse， |
| （\％00г）\％0 | （\％L＇96）\％${ }^{\text {c }}$［ | （\％L．96）\％L | （\％L．9L）\％9 | （\％L＇IE）\％L L | $\% \mathrm{~L} \mathrm{G}$ \％ | 097 | D－əse， |
| （\％00さ）\％0 | （\％L66）\％${ }^{\text {c }} 0$ | （\％00г）\％0 | （\％ヵ「L6）\％¢ ¢ | （\％でซ9）\％ | $\% \mathrm{~F} 88$ | 9． 727 | g－əse， |
| （\％00г）\％0 | （\％\＆ $0 ¢) \% \mathrm{G}$ ¢ L | $(\mp \cdot ¢ G) \% 6.8 L$ | （\％\％ $2 ¢$ ）\％9 6I | （\％¢¢ ¢ ）\％L | $\% \%^{\prime}$ TE | L． 707 | V－əsej |
| 9 оฺтеиәэऽ | с оฺтеиәэऽ | ஏ очтеиәал | $\varepsilon$ оплеиәэऽ | 7 оฺ̣еиәวS | I о！̣еиәว | unumı¢ ${ }^{\text {a }}$ |  |
|  |  |  |  |  |  |  |  |
|  <br>  <br>  <br>  <br>  <br>  <br>  <br>  9＇も әqL |  |  |  |  |  |  |  |

$\underline{\text { Average Gap Closed }}$

### 4.5.1 Comparison with Prior Approaches

Here, we compare the performance of three approaches, namely those of [9, 23], and the one proposed here. For all the computations, we set the relative tolerance for convergence $\left(\epsilon_{r}\right)$, defined as

$$
\begin{equation*}
\epsilon_{r}=\left(1-\frac{\mathrm{BestLB}}{\operatorname{BestUB}}\right) \tag{4.45}
\end{equation*}
$$

where BestLB and BestUB are the best-known relaxation bound and feasible solution, to $1 \%$ i.e., $\epsilon_{r}=0.01$. We impose a CPU time limit of five hours as the termination criterion.

Approach 1 : We solve MINLP (A) using the adaptive partitioning approach described in Algorithm 2. We begin with four partitions for each Underwood root i.e., $\mathcal{I}_{i j q}=$ $\left\{\left[\alpha_{q+1},\left(\alpha_{q+1}+\theta_{1 N q}\right) / 2\right],\left[\left(\alpha_{q+1}+\theta_{1 N q}\right) / 2, \theta_{1 N q}\right],\left[\theta_{1 N q},\left(\alpha_{q}+\theta_{1 N q}\right) / 2\right],\left[\left(\theta_{1 N q}+\right.\right.\right.$ $\left.\left.\left.\alpha_{q}\right) / 2, \alpha_{q}\right]\right\}$ for every $\llbracket q \rrbracket_{i}^{j-1},[i, j] \in \mathcal{S}$. We compute the Underwood roots for the splits of the process feed $\left\{\theta_{1 N q}\right\}_{q=1}^{N-1}$ prior to solving the MINLP (see Remark 4.4). For all but 4 cases, we set MinPrtSize $=10^{-3}$. For the remaining cases, we reduced MinPrtSize to $10^{-4}$ in order to achieve the relative tolerance of $1 \%$. Finally, we point out that the upper bounds on material flows are computed by solving (4.15), where we choose

$$
\begin{equation*}
V D^{*}=\max _{q \in\{1, \ldots, N-1\}} \sum_{p=1}^{q} \frac{\alpha_{p} F_{p}}{\alpha_{p}-\theta_{1 N q}} \tag{4.46}
\end{equation*}
$$

and $\phi=1.5$. We note that (4.46) is the objective function value corresponding to a feasible point of one of the admissible configurations, commonly known in literature as Fully Thermally Coupled or Petlyuk configuration (see [14, 15]).

Approach 2 : We obtained the GAMS code of the model proposed in [9] from the MINLP library [24]. There, the authors were interested in identifying the configuration minimizing the total annual cost. For our computations, we modify their code in the following manner. First, as mentioned in [23], the model of [24] admits solutions that are physically infeasible. This is because the constraints
corresponding to (A19) in their model should be tight for certain Underwood roots, and their model does not impose this requirement. We have added these missing constraints to their GAMS code. Second, the authors employed the BigM approach in order to transform certain disjunctions into a set of inequalities. Unfortunately, the BigM value used for vapor and liquid bypass in their GAMS code made a few test cases infeasible. Therefore, we specified 2.5 VD * as the BigM value for the vapor and liquid bypasses. This number was found by choosing the smallest BigM value for which we found a feasible solution. Third, the authors use a parameter $\epsilon_{\theta}$ and restrict $\theta_{i j q} \in\left[\alpha_{q+1}+\epsilon_{\theta}, \alpha_{q}-\epsilon_{\theta}\right]$ for $\llbracket q \rrbracket_{i}^{j-1}$, $[i, j] \in \mathcal{P}$ in order to avoid the singularity associated with $\theta_{i j q}$ approaching $\alpha_{q}$ or $\alpha_{q+1}$. Their choice of $\epsilon_{\theta}$, in some cases, made the optimal solution infeasible. Empirically, we found that $\epsilon_{\theta}=10^{-4}$ does not cut off the optimal solution, so we set $\epsilon_{\theta}=10^{-4}$. Fourth, the cost equations required for the evaluation of the objective function were removed from the model, and the objective function was modified to compute the total vapor duty instead. The resulting MINLP is then solved with BARON.

Approach 3 : Here, we consider the MINLP proposed in [23]. For a consistent comparison, we set the upper bound on all vapor flows to be $1.5 V D^{*}$. Further, we restrict $\theta_{i j q} \in\left[\alpha_{q+1}+\epsilon_{\theta}, \alpha_{q}-\epsilon_{\theta}\right]$, where $\epsilon_{\theta}=10^{-4}$, for $\llbracket q \rrbracket_{i}^{j-1},[i, j] \in \mathcal{S}$ in order to avoid the singularity associated with $\theta_{i j q}$ approaching $\alpha_{q}$ or $\alpha_{q+1}$. The resulting MINLP is then solved using BARON.

Figure 4.7 (a) shows the percentage of cases solved to $1 \%$-optimality against time, with Approach 1 (solid blue curve), Approach 2 (dotted black curve), and Approach 3 (dashed red curve). Observe that Approach 2 solves about $10 \%$ of cases to $1 \%$ optimality within five hours. This is not surprising because [9, 17] also reported difficulties in convergence. To overcome the challenges, the authors architected an algorithm by modifying logic-based outer-approximation. While the method resulted

(b)

Fig. 4.7. (a) Plot showing percentage of cases solved to $1 \%$-optimality against time. Here, Approach 1 corresponds to the current work, Approach 2 corresponds to the model proposed in [9] solved with BARON, after making the changes described in $\S 4.5$, and Approach 3 corresponds to the model proposed in [23] solved with BARON (b) Plot showing the remaining duality Gap at the end of five hours for all the three approaches.
in good solutions, optimality was not guaranteed. Approach 3 solves $64 \%$ of the cases in the test set.

We remark that [23] introduced a new search-space formulation, derived cuts that exploit monotonicity of Underwood constraints, and modeled the absence/presence of a column using disjunctions. Nevertheless, this approach fails to solve the problem to $1 \%$-optimality for $36 \%$ of the cases. The progress of lower bound for a majority of these cases is either stagnant or very slow. Figure $4.7(\mathrm{~b})$ depicts the cumulative percentage of cases as a function of the remaining duality gap at the end of five hours. In contrast, our approach, for the first time, solves all 496 cases from this test set within an optimality tolerance of $1 \%$.


Fig. 4.8. Profiles showing remaining \% Gap at the end of specific time instances for Approach 1 (A1) and Approach 3 (A3).

Figure 4.8 depicts cumulative percentage of cases as a function of the remaining duality gap at specific time instances for Approach 1. This graph demonstrates that our solution approach, with a CPU time of twenty minutes, already outperforms the best prior MINLP based approach allowed to run for a CPU time of five hours. Further, within 1800 s (green curve), 3600s (magenta curve) and 7200s (black curve),
the proposed approach solves all 496 cases to less than $5.5 \%, 3.5 \%$ and $2.5 \%$ gap, respectively. Since (A) is primarily designed as a screening tool for an otherwise highly cumbersome search of optimal distillation configuration, practicing engineers can use Approach 1 to quickly identify near optimal solutions that are worthy of further exploration. Although we do not provide specific configurations found using our procedure, the potential benefits are documented in $[5,23$ ] for a crude distillation case study.

### 4.5.2 Comparison with Nallasivam et al. [22]

Recently, [22] proposed an alternative technique that relies on explicit enumeration for identifying distillation configuration requiring the least vapor duty. After enumerating all the configurations, an NLP is formulated for each configuration and solved to $1 \%$-optimality with BARON. We refer to this as Approach 4. We compare the performance of Approach 4, with Approaches 1 and 3 by fixing the discrete decisions to a specific configuration. We choose Fully Thermally Coupled (FTC) configuration, characterized by $\zeta_{i, j}=1 \forall[i, j] \in \mathcal{T}, \chi_{i, j}=0 \forall(i, j) \in \mathcal{C} \backslash\{(1,1)\}, \chi_{1,1}=1$, $\rho_{i, j}=0 \forall(i, j) \in \mathcal{R} \backslash\{(N, N)\}$, and $\rho_{N, N}=1$, for comparison. This comparison ignores the advances in the search space formulation discussed in $\S 4.2 .2$ and other advances that relate Underwood constraints with stream variables, since we fix the binary variables a priori. We set the time limit as one hour and a relative gap of $1 \%$ $\left(\epsilon_{r}=0.01\right)$ as termination criteria.

Figure 4.9 depicts the percentage of cases solved as a function of computational time for the three approaches. Clearly, BARON solves more number of cases to 1\%-optimality with Approach 3 than with Approach 4. Despite the improvement, only $82 \%$ of the cases are solved to $1 \%$-optimality using Approach 3. In contrast, our approach solves all cases in this test set within 100 s .


Fig. 4.9. Plot showing percentage of cases solved to $1 \%$-optimum against time, when discrete variables are fixed to fully thermally coupled configuration (see §4.5.2). Approach 4 corresponds to the model proposed in [22] solved with BARON.

### 4.6 Concluding Remarks

This work addressed the optimal design of distillation configurations, which are widely used in all chemical and petrochemical industries, and are significant consumers of energy in the world economy. We proposed a novel MINLP that identifies energy-efficient configurations for a given application. Given the complexity from combinatorial explosion of the choice set and nonconvex Underwood constraints, this problem has resisted solution approaches. In this paper, we report on the first successful approach and solve this problem to global optimality for five-component mixtures. The key contributions that make this possible are (i) new formulation for discrete choices that is strictly tighter than the previous formulations, (ii) new valid cuts to the problem using RDLT, and various other convexification results for special structures, and (iii) discretization techniques and an adaptive partitioning scheme to solve the MINLP to $\epsilon$-optimality. On a test set that is a representative of a majority of five-component separations, we demonstrated that our approach solves all
the instances in a reasonable amount of time, which was not possible using existing approaches. In summary, this paper describes the first solution approach that can reliably and quickly screen several thousands of alternative distillation configurations and identify solutions that consume less energy and, thereby, lead to less greenhouse gas emissions. This approach has the potential to reduce the carbon footprint and energy usage of thermal separation processes.

## 5. MINIMIZATION OF EXERGY LOSS

Process designers may use several criteria to filter configurations from the search space. In the last two chapters, we have shown how to identify the distillation configuration that requires least vapor vapor duty. In this chapter, we extend the procedure for identifying the configuration maximizing the thermodynamic efficiency $(\eta)$, defined as

$$
\begin{equation*}
\eta=\frac{\text { Minimum work of separation }}{\text { Total work of separation }} \tag{5.1}
\end{equation*}
$$

Since all configurations in the search space perform the same task of separating a multicomponent mixture into its constituent components, the minimum work of separation is the same for all configurations. Thus, configurations with the highest thermodynamic efficiency require the least total or net work for separation. Thermodynamic analysis is crucial for work-driven distillations like cryogenic/sub-ambient separations and above-ambient distillations employing heat pumps (vapor recompression cycle, for example). [28] elucidate how thermodynamic analysis provides valuable insights for synthesis of separation systems. For example, in cases where economic models optimizing either operating cost (minimization of heat duty as in [22,23]) or total annualized cost (annualized CAPEX+OPEX as in $[9,58]$ ) yield distinct configurations having comparable objective function values, thermodynamic analysis may be supplemented to further discriminate such configurations. The other instance where thermodynamic analysis may be useful is when extensive heat integration is desired, both within the separation unit and with the rest of the plant. While it is possible to formulate a model with extensive heat integration, it may prove computationally challenging to solve the model. Since the method in this article is intended as a screening step, thermodynamic analysis considered here may be faster and it yields a model that is relatively easier to solve.

Now, consider the definition of thermodynamic efficiency in (5.1). The total work required for separation is obtained as

$$
\begin{equation*}
\text { Total work of separation }=\text { Minimum work of separation }+ \text { Exergy loss. } \tag{5.2}
\end{equation*}
$$

Exergy of a stream is defined as its work potential i.e.,the maximum work that can be extracted when a stream is brought from its current state to thermal, mechanical and chemical equilibrium with the environment via a reversible path. Exergy loss of a system corresponds to the loss of work potential due to irreversibilities in the system. We refer readers to [59] for a lucid description of exergy concepts and applications. From (5.2), a configuration with higher irreversibilities has higher exergy losses; thereby requiring higher total work for separation. This makes the overall separation process less efficient, thermodynamically. In contrast, a configuration with lower irreversibilities requires lower total work, making it thermodynamically more efficient. Thus, the problem of identifying thermodynamically efficient configurations is equivalent to the problem of identifying configurations with least exergy losses. Since both problems are equivalent, we choose the latter problem as it has a simpler objective function.

While the formulation in Chapter 3 identifies configurations requiring least heat duty (first law savings), it does not take into account the temperature levels of streams. As a result, it may lead to a solution that is attractive in terms of energy consumption, but may require utilities at extreme temperatures (second law penalty). Such solutions are not thermodynamically efficient. Therefore, in this work, we build upon the formulation introduced in Chapter 3 to account for temperature levels of streams in order to identify exergetically-efficient configurations.

Here, we review the studies which used thermodynamic analysis to obtain insights on improving the efficiency of the separation process. Use of thermodynamic analysis in the context of multicomponent distillation may be traced back to as early as 1960s. [60] introduced a novel configuration, which is now commonly known as Fully Thermally Coupled (FTC) configuration, and used thermodynamic arguments to support their design. Subsequent works include $[28,29,61-67]$. In particular, we
highlight that $[28,63,65]$ independently derived a relation relating temperature as a function of liquid mole fraction and relative volatilities of constituent components, for a multicomponent mixture using the Clausius-Claypeyron equation. Using this relation, all the aforementioned authors independently derived an expression for net work/thermodynamic efficiency/exergy loss that does not depend on temperature explicitly. Such results hold for both sub-ambient and above-ambient operation, provided the mixture has the same composition and relative volatilities for constituent components. However, [28] focused only on sharp-split configurations. Though their equations also hold for sloppy split configurations, a global optimization framework, such as the one described here, is needed [35]. On the other hand, [29,62-65] considered only binary and ternary mixtures. To the best of our knowledge, a framework that screens through all regular-column configurations, and identifies exergeticallyefficient configurations for a general $N$-component zeotropic mixture was not unavailable until recently. [53] developed an explicit enumeration approach that formulates a Nonlinear Program (NLP), with minimization of exergy loss as the objective function, for each configuration in the search space. NLPs are then solved to $\epsilon$-global optimality using BARON $[21,40]$. The configurations are then ranklisted in ascending order of the minimum exergy loss, to identify a handful of configurations attractive for the given application. The contributions in this chapter are closely related to [53], and they differ from the latter in the following aspects. Explicit enumeration, like the one proposed by [53], can be computationally intensive for mixtures containing five or more components. Whereas, the current approach is computationally more efficient as it enumerates implicitly and avoids solving every configuration in the search space. Further, this work proposes a novel reformulation of equations for exergy loss calculation. This reformulated model requires fewer number of nonlinear nonconvex equations compared to the model used in [53].

The rest of the chapter is organized as follows. In §5.1, we formulate the MINLP. In $\S 5.2$, we consider a case study concerning the recovery of Natural Gas Liquids (NGLs) from shale gas. In addition, we also consider several examples from literature


Fig. 5.1. A four-component system
to investigate the solution performance to changes in process parameters. Finally, we conclude the chapter in $\S 5.3$.

### 5.1 Problem Formulation

Figure 5.1 shows a four-component system $(N=4)$. We use the same notation introduced in Chapter 4.

The problem definition can be briefly stated as follows. Given an $N$-component mixture along with the composition of the process feed $\left\{F_{p}\right\}_{p=1}^{N}$ and component relative volatilities $\left\{\alpha_{p}\right\}_{p=1}^{N}$ (measured w.r.t the least volatile component i.e., $\alpha_{1}>\cdots>\alpha_{n}$ ), identify the optimal distillation configuration and its operating conditions minimizing the total exergy loss $\left(\Delta \mathcal{E}_{\text {loss }}\right)$ for separating the given mixture into its constituent components. Here, and in the rest of the chapter, $\{p\}_{p=1}^{n}$ is a shorthand notation for the set $\{1, \ldots, n\}$.

For better readability, we begin the formulation (W) with the problem constraints, and defer the description of the objective function to the end. Table 5.1 shows the definition of relevant sets required for the problem formulation.

Table 5.1.
Definition of sets.

| Set | Symbol | Definition |
| :--- | :---: | :--- |
| Streams | $\mathcal{T}$ | $\{[i, j]: 1 \leqslant i \leqslant j \leqslant N\}$ |
| Splits | $\mathcal{P}$ | $\mathcal{T}-\{[i, i]: 1 \leqslant i \leqslant N\}$ |
| Submixtures | $\mathcal{S}$ | $\mathcal{P}-\{[1, N]\}$ |
| Condensers | $\mathcal{C}$ | $\{(i, j): 1 \leqslant i \leqslant j \leqslant N-1\}$ |
| Reboilers | $\mathcal{R}$ | $\{(i, j): 2 \leqslant i \leqslant j \leqslant N\}$ |
| Quadrature points | $\mathcal{G}$ | $\{1,2\}$ |

### 5.1.1 Space of Admissible Distillation Configurations

We first describe the constraints to model the space of all regular-column configurations (both basic and thermally coupled configurations). We define binary variables $\zeta_{i, j}=\{1$, if $[i, j]$ is present; 0 , otherwise $\}$ for $[i, j] \in \mathcal{T}, \chi_{i, j}=\{1$, if condenser $(i, j)$ is present; 0 , otherwise $\}$ for $(i, j) \in \mathcal{C}$, and $\rho_{i, j}=\{1$, if reboiler $(i, j)$ is present; 0 , otherwise $\}$ for $(i, j) \in \mathcal{R}$. In addition, we define split variables $\sigma_{i, k, l, j}$, such that $\sigma_{i, k, l, j}=1$ if $[i, k]$ and $[l, j]$ are produced as distillate and residue from $[i, j]$, and $\sigma_{i, k, l, j}=0$ otherwise. Hereafter, for conciseness, we write $[i, k] /[l, j]$ to represent that split of stream $[i, j]$ produces $[i, k]$ and $[l, j]$ as distillate and residue. We note that, for a given distillate stream $[i, k]$ from $[i, j], i \leqslant k \leqslant j-1$, only the splits in $\{[i, k] /[l, j]\}_{l=i+1}^{k+1}$ are feasible. Whereas, the remaining splits $\{[i, k] /[l, j]\}_{l=k+2}^{j}$ are infeasible, because one or more components are not conserved in these splits. Similarly, for a given residue stream $[l, j]$ from $[i, j], i+1 \leqslant l \leqslant j$, only the splits in $\{[i, k] /[l, j]\}_{k=l-1}^{j-1}$ are feasible. We
define split variables only for feasible splits. Thus, the domain of indices for split variables is given by $\bigcup_{k=i}^{j-1}\left\{\sigma_{i, k, l, j}\right\}_{l=i+1}^{k+1}$ or $\bigcup_{l=i+1}^{j}\left\{\sigma_{i, k, l, j}\right\}_{k=l-1}^{j-1}$ for $[i, j] \in \mathcal{P}$.

We borrow constraints (A2) through (A8) in Chapter 4 for modeling the space of admissible configurations, and substitute out the auxiliary variables $(\tau, \beta, \nu, \omega)$ to obtain the formulation in the space of $(\zeta, \sigma, \rho, \chi)$ variables. The variable elimination process is described in the supplementary information. The resulting constraints are described below.

$$
\left.\begin{array}{l}
\zeta_{1, N}=\zeta_{1,1}=\cdots=\zeta_{N, N}=1, \\
\sum_{k=i}^{j-1} \sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}=\zeta_{i, j} \quad \forall \quad[i, j] \in \mathcal{P}, \\
\zeta_{i, j} \leqslant \sum_{l=j+1}^{N} \sum_{k=i+1}^{j+1} \sigma_{i, j, k, l}+\sum_{k=1}^{i-1} \sum_{l=i-1}^{j-1} \sigma_{k, l, i, j} \quad \forall \quad[i, j] \in \mathcal{T} \backslash\{[1, N]\}, \\
\left.\chi_{i, j} \leqslant \zeta_{i, j}-\sum_{k=1}^{i-1} \sum_{l=i-1}^{j-1} \sigma_{k, l, i, j}, \quad \forall \quad(i, j) \in \mathcal{C}\right] \\
\rho_{i, j} \leqslant \zeta_{i, j}-\sum_{l=j+1}^{N} \sum_{k=i+1}^{j+1} \sigma_{i, j, k, l}, \quad \forall \quad(i, j) \in \mathcal{R} \\
\chi_{i, i} \geqslant \zeta_{i, i}-\sum_{k=1}^{i-1} \sigma_{k, i-1, i, i} \quad \forall(i, i) \in \mathcal{C} \\
\rho_{i, i} \geqslant \zeta_{i, i}-\sum_{l=j+1}^{N} \sigma_{i, i, i+1, l} \quad \forall(i, i) \in \mathcal{R} \\
\sum_{s=n}^{N} \sum_{r=i}^{n-1} \sum_{m=i+1}^{r+1} \sigma_{i, r, m, s} \leqslant \sum_{s=k}^{N} \sum_{r=i}^{k-1} \sum_{m=i+1}^{r+1} \sigma_{i, r, m, s} \leqslant 1, \quad \llbracket n \rrbracket_{k+1}^{N}, \llbracket k \rrbracket_{i+1}^{N-1}  \tag{W6}\\
\sum_{r=1}^{m} \sum_{s=m+1}^{j} \sum_{n=s-1}^{j-1} \sigma_{i, n, s, j} \leqslant \sum_{r=1}^{l} \sum_{s=l+1}^{j} \sum_{n=s-1}^{j-1} \sigma_{i, n, s, j} \leqslant 1, \quad \llbracket m \rrbracket_{1}^{l-1}, \llbracket l \rrbracket_{2}^{j-1}
\end{array}\right\} .
$$

Here, $\llbracket n \rrbracket_{k+1}^{N}$ is a shorthand notation for $\forall n \in\{k+1, \ldots, N\}$. (W1) ensures that the process feed and the pure components are present in a configuration. (W2) ensures that if a submixture $[i, j]$ is produced in a configuration, it undergoes a split. (W3) ensures that every stream except the process feed stream is produced from at least
one split. (W4) and (W5) model the presence/absence of heat exchangers. (W6) ensures that only regular column configurations are present in the search space.

Proposition 5.1. Let $S=\left\{(\zeta, \sigma, \chi, \rho, \tau, \beta) \in\right.$ Unit hypercube $\mid(\mathrm{W} 1)-(\mathrm{W} 6), \tau_{i, k, j}=$ $\left.\sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}, \beta_{i, l, j}=\sum_{k=l-1}^{j-1} \sigma_{i, k, l, j}, \forall[i, j] \in \mathcal{P}\right\}$ be an affine lift of (W1) - (W6). Then, $S$ is tighter than the intersection of the search space formulations in (i) [9], (ii) [10], and (iii) [23].

Proof. See proof of Proposition 7 in Chapter 4.

### 5.1.2 Mass Balance Constraints

Figures $5.2(\mathrm{a})$ and $5.2(\mathrm{~b})$ show the superstructure for a four-component system and schematic of a representative column. The mass balances are the same as those described in Chapter 3:

$$
\begin{equation*}
(\mathrm{H} 12)-(\mathrm{H} 17) \tag{W7}
\end{equation*}
$$

The superstructure enables modeling of single/two phase heat exchangers, thermal coupling and a combination of thermal coupling and heat exchanger. In this chapter, we restrict that either a two-phase heat exchanger or a thermal coupling can be present, but not both. Further, we model two-phase heat exchangers as shown in Figure 5.3.

For a condenser, we split the inlet vapor stream into two; such that one stream passes through the condenser to supply the required liquid reflux and the liquid portion of the feed to the subsequent column, while the other stream supplies the vapor portion of the feed to the subsequent column. In a similar manner, for a reboiler, we split the inlet liquid stream into two; such that one stream passes through the reboiler to supply the required vapor reflux and the vapor portion of the feed to the subsequent column, while the other stream supplies liquid portion of the feed to the subsequent column. Note that the vapor and liquid streams will not be in equilibrium

(a)

(b)

Fig. 5.2. (a) Four-component superstructure and (b) A representative column in the superstructure. Reproduced from [23].


Fig. 5.3. (a) Two-phase condenser (b) Two-phase reboiler
unlike in conventional two-phase heat exchangers. Though this alternate approach of modeling two-phase heat exchangers does not affect minimum vapor requirement calculations, it affects exergy calculations. This is because, the temperature variation in each condenser (resp. reboiler) goes from dew point to all the way to bubble point (resp. bubble point to dew point). Whereas in a conventional two-phase condenser (resp. reboiler), the temperature is fixed at the vapor-liquid equilibrium temperature which is higher (resp. lower) than the bubble point (resp. dew popint). Despite this limitation, we choose to model two-phase exchangers in this manner to reduce the complexity (number of nonlinear nonconvex equations) of the model. We believe that this simplification does not change the ranklist of configurations significantly, and thus, it can be used for first-step screening. The required constraints are modeled as

$$
\left.\begin{array}{l}
0 \leqslant F C_{i, j} \leqslant\left(F C_{i, j}\right)^{\mathrm{up}} \chi_{i, j} \\
\left(K_{i, j+1}^{\mathrm{rs}}\right)^{\mathrm{lo}} \chi_{i, j} \leqslant K_{i, j+1}^{\mathrm{rs}} \leqslant\left(K_{i, j+1}^{\mathrm{rs}}\right)^{\mathrm{up}}\left(1-\chi_{i, j}\right) \tag{W9}
\end{array}\right\} \quad \forall \quad(i, j) \in \mathcal{C},
$$

Here, $(\cdot)^{\text {up }}$ and $(\cdot)^{\text {lo }}$ represent upper and lower bounds on $(\cdot)$, respectively. Observe that, when condenser (resp. reboiler) is absent i.e., $\chi_{i, j}=0\left(\right.$ resp. $\left.\rho_{i, j}=0\right)$, material flow into the condenser $F C_{i, j}$ (resp. reboiler $F R_{i, j}$ ) is forced to zero and $K_{i, j+1}^{\mathrm{rs}} \geqslant 0$ (resp. $U_{i-1, j}^{\mathrm{ss}} \geqslant 0$ ). This scenario models thermal coupling. On the other hand, the
scenario where $\chi_{i, j}=1$ (resp. $\rho_{i, j}=1$ ) models a two-phase condenser (resp. reboiler) by enforcing $K_{i, j+1}^{\mathrm{rs}} \leqslant 0$ (resp. $\left.U_{i-1, j}^{\mathrm{ss}} \leqslant 0\right)$. When condenser $(i, j)$ (resp. reboiler $(i, j)$ ) is present, the maximum liquid (resp. vapor) flowrate to the pseudocolumn $Q_{i, j}$ from $Q_{i, j+1}\left(\right.$ resp. $\left.Q_{i, j-1}\right)$ is $\sum_{p=i}^{j} F_{p}$. Therefore, we choose $\left(K_{i, j+1}^{\mathrm{rs}}\right)^{\text {lo }}=-\sum_{p=i}^{j} F_{p}$ and $\left(U_{i-1, j}^{\mathrm{ss}}\right)^{\text {lo }}=-\sum_{p=i}^{j} F_{p}$. The choice of upper bounds is described in Chapter 3.

### 5.1.3 Underwood Constraints

Consider a pseudocolumn $Q_{i, j}$ in the superstructure. It performs the separation of stream $[i, j]$, when $[i, j]$ is present. The resulting component distribution, vapor and liquid flows are governed by Underwood constraints. On the other hand, when $[i, j]$ is absent, pseudocolumn $Q_{i, j}$ bypasses material flows from the rectifying (resp. stripping) section of the parent pseudocolumn $Q_{i, j+1}$ (resp. $Q_{i, j-1}$ ) to the rectifying (resp. stripping) section of $Q_{i, j}$. The relevant constraints are expressed as a disjunction, which is transformed to a set of equalities and inequalities using disjunctive programming techniques. We omit the details for brevity, and refer the reader to Chapter 3. For every $[i, j] \in \mathcal{P}$, we impose the following constraints:

$$
\left.\begin{array}{l}
\left\{\begin{array}{l}
\sum_{p=i}^{j} \frac{\alpha_{p}\left(f_{i, j+1, p}^{\mathrm{rsI}}+f_{i-1, j, p}^{\mathrm{ssI}}\right)}{\alpha_{p}-\theta_{i, j, q}}=U_{i, j+1}^{\mathrm{rsz}}-U_{i-1, j}^{\mathrm{ssz}} \\
\sum_{p=i}^{j-1} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{rsO}}}{\alpha_{p}-\theta_{i, j, q}} \leqslant \Upsilon_{i, j}^{\mathrm{rsz}} \\
-\sum_{p=i+1}^{j} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i, j, q}} \leqslant \Upsilon_{i, j}^{\mathrm{ssz}} \\
-\sum_{p=i}^{j-1} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{rsO}}}{\alpha_{p}-\theta_{i, j, q}}+\Upsilon_{i, j}^{\mathrm{rsz}} \leqslant M_{i j 1}\left(\zeta_{i, j}-\sum_{k=q+1}^{j-1} \sum_{l=i+1}^{q} \sigma_{i, k, l, j}\right) \\
\sum_{p=i+1}^{j} \frac{\alpha_{p} f_{i, j, p}^{\mathrm{ss}}}{\alpha_{p}-\theta_{i, j, q}}+\Upsilon_{i, j}^{\mathrm{ssz}} \leqslant M_{i j 2}\left(\zeta_{i, j}-\sum_{k=q+1}^{j-1} \sum_{l=i+1}^{q} \sigma_{i, k, l, j}\right)
\end{array}\right\}_{q=i}^{j-1} \\
\Upsilon_{i, j}^{\mathrm{rsz}} \leqslant V_{i, j}^{\mathrm{rsz}, \quad \Upsilon_{i, j}^{\mathrm{ssz}} \leqslant V_{i, j}^{\mathrm{ssz}}} \tag{W11}
\end{array}\right\}^{1}
$$

$$
\begin{align*}
& U_{i, j+1}^{\mathrm{rsz}}-U_{i-1, j}^{\mathrm{ssz}}=\Upsilon_{i, j}^{\mathrm{rsz}}-\Upsilon_{i, j}^{\mathrm{ssz}}  \tag{W12}\\
& \left\{\begin{array}{l}
\left\{f_{i, j+1, p}^{\mathrm{rs}}-f_{i, j+1, p}^{\mathrm{rsI}}-f_{i, j, p}^{\mathrm{rs}}+f_{i, j, p}^{\mathrm{rsO}}=0\right\}_{p=i}^{j-1} \\
\left\{f_{i-1, j, p}^{\mathrm{ss}}-f_{i-1, j, p}^{\mathrm{ssI}}-f_{i, j, p}^{\mathrm{ss}}+f_{i, j, p}^{\mathrm{ssO}}=0\right\}_{p=i+1}^{j} \\
U_{i, j+1}^{\mathrm{rs}}-U_{i, j+1}^{\mathrm{rsz}}-V_{i, j}^{\mathrm{rs}}+V_{i, j}^{\mathrm{rsz}}=0 \\
U_{i-1, j}^{\mathrm{ss}}-U_{i-1, j}^{\mathrm{ssz}}-V_{i, j}^{\mathrm{ss}}+V_{i, j}^{\mathrm{ssz}}=0
\end{array}\right\} \tag{W13}
\end{align*}
$$

The auxiliary variables, defined as $a_{i j p}=\left[f_{i, j+1, p}^{\mathrm{rsI}}, f_{i-1, j, p}^{\mathrm{ssI}}, f_{i, j, p}^{\mathrm{rsO}}, f_{i, j, p}^{\mathrm{ssO}}, U_{i, j+1}^{\mathrm{rsz}}, U_{i-1, j}^{\mathrm{ssz}}\right.$, $\left.V_{i, j}^{\mathrm{rsz}}, V_{i, j}^{\mathrm{ssz}}\right]=b_{i j p} \cdot \zeta_{i, j}$, where $b_{i j p}=\left[f_{i, j+1, p}^{\mathrm{rs}}, f_{i-1, j, p}^{\mathrm{ss}}, f_{i, j, p}^{\mathrm{rs}}, f_{i, j, p}^{\mathrm{ss}}, U_{i, j+1}^{\mathrm{rs}}, U_{i-1, j}^{\mathrm{ss}}, V_{i, j}^{\mathrm{rs}}, V_{i, j}^{\mathrm{ss}}\right]$, are introduced for linearization. The bilinear equalities are relaxed with McCormick envelopes [37]. The relaxation is exact, because $\zeta_{i, j}$ is always at its bound.

$$
\left.\begin{array}{l}
a_{i j p} \leqslant \min \left\{b_{i j p}, \zeta_{i, j} j_{i j p}^{\mathrm{up}}\right\}  \tag{W14}\\
a_{i j p} \geqslant \max \left\{0, b_{i j p}+b_{i j p}^{\mathrm{up}}\left(\zeta_{i, j}-1\right)\right\}
\end{array}\right\} \quad \forall \quad p=\{i, \ldots, j\},[i, j] \in \mathcal{P}
$$

The first constraint in (W10), commonly referred as Underwood feed equation, governs Underwood roots $\left(\theta_{i, j, q}\right)$ satisfying $\alpha_{q+1} \leqslant \theta_{i, j, q} \leqslant \alpha_{q}$. The second and third constraints in (W10) govern minimum vapor requirement in rectifying and stripping sections. The fourth and fifth constraints in (W10) enforce that the minimum vapor constraints are binding in the presence of certain splits [23]. They are imposed in BigM form with $M_{i j 1}=\left(\Upsilon_{i, j}^{\mathrm{rsz}}\right)^{\text {up }}-\left(U_{i, j}^{i n}\right)^{\text {lo }}$ and $M_{i j 2}=\left(\Upsilon_{i, j}^{\text {ssz }}\right)^{\text {up }}+\left(U_{i, j}^{i n}\right)^{\text {up }}$, where $U_{i, j}^{i n}=U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}}$ denotes the net vapor inflow into pseudocolumn $Q_{i, j}$ (see Proposition 5.2). Next, (W11) ensures that the actual vapor flow in both rectifying and stripping sections is at least as high the threshold vapor flow. (W12) implies that the difference in minimum vapor flows between the rectifying and stripping sections equals the net vapor inflow into the pseudocolumn. Finally, (W13) models component and vapor bypass, when pseudocolumn $Q_{i, j}$ is absent. The liquid bypass constraints are implied from (W13), and hence are not included in the model.

Proposition 5.2. A valid lower bound on the nonlinear expression in (i) the second constraint in (W10) is $\min \left\{0,\left(V^{\mathrm{in}}\right)^{\mathrm{lo}}\right\}$, and (ii) the third constraint in (W10) is $-\max \left\{0,\left(V^{\mathrm{in}}\right)^{\mathrm{up}}\right\}$, where $V^{\mathrm{in}}$ is the net vapor inflow.

Proof. (i). We denote the net component and vapor inflow into column $Q_{i, j}$ by $f_{i, j, p}^{\mathrm{in}}=f_{i, j+1, p}^{\mathrm{rs}}+f_{i-1, j, p}^{\mathrm{ss}}$ and $V_{i, j}^{\mathrm{in}}=U_{i, j+1}^{\mathrm{rs}}-U_{i-1, j}^{\mathrm{ss}}$. For brevity, we drop indices $i$ and $j$. Let, the recovery of component $p$ in distillate be $\gamma_{p}=f_{p}^{\mathrm{rs}} / f_{p}^{\mathrm{in}} \Longrightarrow f_{p}^{\mathrm{rs}}=\gamma_{p} f_{p}^{\mathrm{in}}$. The following optimization problem is formulated:

$$
\begin{align*}
\text { Minimize } & \sum_{p=i}^{j} \frac{\alpha_{p} \gamma_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}} \\
\text { s.t. } & \sum_{p=i}^{j} \frac{\alpha_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}=V^{\text {in }}  \tag{5.3}\\
& 1=\gamma_{i} \geqslant \gamma_{i+1} \geqslant \cdots \geqslant \gamma_{j}=0 \\
& \alpha_{q+1} \leqslant \theta_{q} \leqslant \alpha_{q}
\end{align*}
$$

The first constraint is the Underwood feed equation, and the second constraint is due to the fact that the recovery a more volatile component in the distillate is always higher than that for a less volatile component Remark. By inspection, the terms in the objective function are obtained by multiplying each fraction of the feed equation with respective recovery variable. Hence, we add the following redundant constraints to the optimization problem.

$$
\begin{equation*}
\frac{\alpha_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}\left(\gamma_{p}-\gamma_{q}\right) \geqslant 0 \text { for } p \in\{i, \ldots, j\} \tag{5.4}
\end{equation*}
$$

The constraints are valid, because for $p \leqslant q$ (resp. $p>q$ ) both the fraction and the recovery difference is positive (resp. negative). Linear combination of all the redundant constraints leads to

$$
\begin{equation*}
\sum_{p=i}^{j} \frac{\alpha_{p} \gamma_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}} \geqslant \gamma_{q} \sum_{p=i}^{j} \frac{\alpha_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}=V^{\mathrm{in}} \gamma_{q} \tag{5.5}
\end{equation*}
$$

The equality is due to feed equation in (5.3). Therefore, the optimum of (5.3) is $V^{\mathrm{in}} \gamma_{q}$, which is bilinear. As it is not used in the rest of the formulation, we use its lower bound instead. Since $0 \leqslant \gamma_{q} \leqslant 1$, the lower bound on $V^{\text {in }} \gamma_{q}$ is $\min \left\{0,\left(V^{\text {in }}\right)^{\text {lo }}\right\}$; 0 when $\left(V^{\text {in }}\right)^{\text {lo }}>0$ and $\left(V^{\text {in }}\right)^{\text {lo }}$ when $\left(V^{\text {in }}\right)^{\text {lo }}<0$.

Although similar arguments can be used to prove (ii), we describe a simpler alternative. We start with the feed equation

$$
\begin{gather*}
V^{\mathrm{in}}=\sum_{p=i}^{j} \frac{\alpha_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}=\sum_{p=i}^{j} \frac{\alpha_{p} \gamma_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}+\frac{\alpha_{p}\left(1-\gamma_{p}\right) f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}} \\
-\sum_{p=i}^{j} \frac{\alpha_{p}\left(1-\gamma_{p}\right) f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}=\sum_{p=i}^{j} \frac{\alpha_{p} \gamma_{p} f_{p}^{\text {in }}}{\alpha_{p}-\theta_{q}}-V^{\text {in }} \geqslant-V^{\mathrm{in}}\left(1-\gamma_{p}\right) \tag{5.6}
\end{gather*}
$$

By recognizing that $\left(1-\gamma_{p}\right) f_{p}^{\text {in }}=f_{p}^{\text {ss }}$ and $0 \leqslant\left(1-\gamma_{p}\right) \leqslant 1$, the lower bound on the nonlinear expression in the third constraint in (W10) can be shown to be $-\max \left\{0,\left(V^{\mathrm{in}}\right)^{\mathrm{up}}\right\}$.

Before proceeding further, we make a few remarks on the Underwood constraints for pseudocolumn $Q_{1, N}$. Since the composition of the feed and net vapor inflow to $Q_{1, N}$ are known, its Underwood roots $\left(\left\{\theta_{1, N, q}\right\}_{q=1}^{N-1}\right)$ can be calculated a priori by solving the feed equation. Therefore, to reduce the number of nonlinear nonconvex equations in the model, we fix $\left\{\theta_{1, N, q}\right\}_{q=1}^{N-1}$ to the calculated value, and discard the feed equation for $Q_{1, N}$. Further, we substitute $\left\{\theta_{1, N, q}\right\}_{q=1}^{N-1}$ in Underwood minimum vapor constraints for $Q_{1, N}$ to make them linear. Furthermore, as we shall see shortly, Underwood roots $\left\{\theta_{1, N, q}\right\}_{q=1}^{N-1}$ are required for the computation of upper bounds on vapor flow variables.

### 5.1.4 Flow-of-roots Constraints

These cuts are derived by exploiting monotonicity of Underwood constraints, and are added to expedite the convergence of branch-and-bound. We refer the reader
to Chapters 3 and 4 for derivation and computational evidence demonstrating the efficacy of the cuts.

$$
\left\{\begin{array}{l}
\left.\left\{\theta_{i, l, q}-\theta_{i, j, q} \leqslant M_{q}^{\prime}\left[\chi_{i, j}+\sum_{r=1}^{i-1} \sum_{s=i-1}^{j-1} \sigma_{r, s, i, j}+1-\sum_{r=i+1}^{j+1} \sigma_{i, j, r, l}\right]\right\}_{l=j+1}^{N}\right\}^{j-1} \forall[i, j] \in \mathcal{S} \\
\left.\left\{\theta_{i, j, q}-\theta_{k, j, q} \leqslant M_{q}^{\prime}\left[\rho_{i, j}+\sum_{s=j+1}^{N} \sum_{r=i+1}^{j+1} \sigma_{i, j, r, s}+1-\sum_{s=i-1}^{j-1} \sigma_{k, s, i, j}\right]\right\}_{k=1}^{i-1}\right\}_{q=i}
\end{array}\right.
$$

Here, $M_{q}^{\prime}=\alpha_{q}-\alpha_{q+1}$ corresponds to the upper bound on the difference between the roots. This concludes the discussion on model constraints, and we now move on to the objective function.

### 5.1.5 Objective Function and Exergy Constraints

The objective is to minimize the overall exergy loss. Consider the superstructure shown in Figure 5.2(a). The shaded region inside the dashed boundary marks the control volume. Note that heat exchangers are excluded from the control volume (see Figure $5.2(\mathrm{a})$ ) to focus only on the separation process. Exergy, either in the form of heat or work, is neither added nor removed from the control volume. Thus, the total exergy loss is simply the difference between the inflow and outflow of exergy via material streams. The inflow is due to the process feed $\left(\mathcal{E}_{1, N}\right)$, saturated liquid streams from condensers $\left(\mathcal{E}_{\text {con }, i, j}^{\mathrm{in}}\right)$ and saturated vapor streams from reboilers $\left(\mathcal{E}_{\text {reb }, i, j}^{\text {in }}\right)$. Whereas the outflow is due to pure product streams $\left(\left\{\mathcal{E}_{p, p}\right\}_{p=1}^{N}\right)$, saturated vapor streams entering condensers ( $\left.\mathcal{E}_{\mathrm{con}, i, j}^{\text {out }}\right)$ and saturated liquid streams entering reboilers $\left(\mathcal{E}_{\text {reb }, i, j}^{\text {out }}\right)$. The total exergy loss in the system is given by

$$
\begin{equation*}
\Delta \mathcal{E}_{\text {loss }}=\left(\mathcal{E}_{1, N}-\sum_{p=1}^{N} \mathcal{E}_{p, p}\right)+\sum_{(i, j) \in \mathcal{C}}\left(\mathcal{E}_{\text {con }, i, j}^{\text {in }}-\mathcal{E}_{\text {con }, i, j}^{\text {out }}\right)+\sum_{(i, j) \in \mathcal{R}}\left(\mathcal{E}_{\text {reb }, i, j}^{\text {in }}-\mathcal{E}_{\text {reb }, i, j}^{\text {out }}\right) . \tag{5.7}
\end{equation*}
$$

Each exergy variable $(\mathcal{E})$ in (5.7) consists of chemical exergy associated with mixture $\left(\mathcal{E}^{M}\right)$, thermal $\left(\mathcal{E}^{T}\right)$ and pressure $\left(\mathcal{E}^{P}\right)$ exergy associated with temperature and
pressure change from a reference state to saturated liquid state, and thermal exergy associated with phase change $\left(\mathcal{E}^{P C}\right)$ from saturated liquid to the current state; i.e., $\mathcal{E}=\mathcal{E}^{M}+\mathcal{E}^{T}+\mathcal{E}^{P}+\mathcal{E}^{P C}$. Note that $\mathcal{E}^{M}=0$ for pure components, and $\mathcal{E}^{P C}=0$ for a saturated liquid stream. Following the procedure of [29, 63], the terms in (5.7) are evaluated to

$$
\begin{align*}
\left(\mathcal{E}_{1, N}-\sum_{p=1}^{N} \mathcal{E}_{p, p}\right)= & \mathfrak{F} R T_{0}\left(\sum_{p=1}^{N} z_{1, N, p}^{\text {in }} \ln z_{1, N, p}^{\text {in }}\right)+\mathfrak{F} \Delta H \int_{\Phi_{1, N}}^{1}\left(1-\frac{T_{0}}{T_{1, N}}\right) d \phi \\
& -\sum_{p=1}^{N} F_{p} \Delta H \int_{\Phi_{p, p}}^{1}\left(1-\frac{T_{0}}{T_{p, p}}\right) d \phi  \tag{5.8a}\\
\left(\mathcal{E}_{\text {con }, i, j}^{\text {in }}-\mathcal{E}_{\text {con }, i, j}^{\text {out }}\right)= & -F C_{i, j} \Delta H \int_{0}^{1}\left(1-\frac{T_{0}}{T_{i, j}^{\text {con }}}\right) d \phi  \tag{5.8b}\\
\left(\mathcal{E}_{\text {reb }, i, j}^{\text {in }}-\mathcal{E}_{\text {reb }, i, j}^{\text {out }}\right)= & F R_{i, j} \Delta H \int_{0}^{1}\left(1-\frac{T_{0}}{T_{i, j}^{\text {reb }}}\right) d \phi \tag{5.8c}
\end{align*}
$$

Where $\mathfrak{F}=\sum_{p=1}^{N} F_{p}$ is the total flow rate of the process feed, $z_{1, N, p}^{\text {in }}=F_{p} / \mathfrak{F}$ is the mole fraction of component $p$ in the process feed, $R$ is the universal gas constant and $T_{0}$ is the reference temperature. The terms on RHS of (5.8a), respectively, correspond to chemical exergy associated with mixing $\left(\mathcal{E}_{1, N}^{M}\right)$, thermal exergy associated with phase change from saturated liquid state to the state corresponding to liquid fraction $\Phi_{1, N}\left(\mathcal{E}_{1, N}^{P C}\right)$ of process feed, and thermal exergy associated with phase change from saturated liquid state to the state corresponding to liquid fraction $\Phi_{p, p}\left(\mathcal{E}_{p, p}^{P C}\right)$ of pure component $p$. The difference in thermal $\left(\mathcal{E}^{T}\right)$ and pressure $\left(\mathcal{E}^{P}\right)$ exergy contributions arising from process feed and pure products is set to zero i.e., $\mathcal{E}_{1, N}^{T}-\sum_{p=1}^{N} \mathcal{E}_{p, p}^{T} \approx 0$ and $\mathcal{E}_{1, N}^{P}-\sum_{p=1}^{N} \mathcal{E}_{p, p}^{P} \approx 0$. This simplification is found to be valid after rigorous testing on several systems [29].

The only difference between the inlet and outlet terms in (5.8b) and (5.8c) is the phase of the stream. Thus, only thermal exergy corresponding to phase change $\left(\mathcal{E}_{i, j}^{P C}\right)$ survives in both the equations. Note that, the temperature varies during phase change for mixtures, and thus, it is a function of liquid fraction $\phi$. On the other hand, for pure components, temperature remains constant during phase change
i.e., $T_{i, i}^{\mathrm{con}}=T_{i, i}^{\mathrm{reb}}=T_{i, i}$, and it is independent of $\phi$. Now, we perform a series of manipulations to eliminate the dependence on temperature.

First, an overall energy balance on the control volume implies that the net condenser duty equals the sum of net reboiler duty and the difference between the enthalpies of process feed and pure components.

$$
\begin{equation*}
\sum_{(i, j) \in \mathcal{C}} F C_{i, j} \Delta H=\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \Delta H+\mathfrak{F}\left(1-\Phi_{1, n}\right) \Delta H-\sum_{p=1}^{N} F_{p}\left(1-\Phi_{p, p}\right) \Delta H \tag{5.9}
\end{equation*}
$$

During the energy balance, it is assumed that the sum of enthalpies of pure products at saturated liquid state is roughly the same as the enthalpy of process feed at saturated liquid state. This is also a reasonable approximation that holds for a majority of cases. Next, we multiply (5.9) with the Carnot efficiency factor measured w.r.t the boiling point of the least volatile component $\left(T_{N, N}\right)$, and rewrite the equation as

$$
\begin{align*}
& \sum_{(i, j) \in \mathcal{C}} F C_{i, j} \Delta H \int_{0}^{1}\left(1-\frac{T_{0}}{T_{N, N}}\right) d \phi-\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \Delta H \int_{0}^{1}\left(1-\frac{T_{0}}{T_{N, N}}\right) d \phi \\
& -\mathfrak{F} \Delta H \int_{\Phi_{1, N}}^{1}\left(1-\frac{T_{0}}{T_{N, N}}\right) d \phi+\sum_{p=1}^{N} F_{p} \Delta H \int_{\Phi_{p, p}}^{1}\left(1-\frac{T_{0}}{T_{N, N}}\right) d \phi=0 \tag{5.10}
\end{align*}
$$

(5.10) is equivalent to (5.9), because the boiling point of the least volatile component $\left(T_{N, N}\right)$ and the reference temperature $\left(T_{0}\right)$ are constant. Next, we add (5.10) to (5.7), substitute (5.8a) - (5.8c), and rearrange the expression to obtain

$$
\begin{align*}
\Delta \mathcal{E}_{\text {loss }}= & \mathfrak{F} R T_{0}\left(\sum_{p=1}^{N} z_{1, N, p}^{\text {in }} \ln z_{1, N, p}^{\text {in }}\right)-\mathfrak{F} T_{0} \Delta H \int_{\Phi_{1, N}}^{1}\left(\frac{1}{T_{1, N}}-\frac{1}{T_{N, N}}\right) d \phi \\
& +\sum_{p=1}^{N} F_{p} T_{0} \Delta H \int_{\Phi_{p, p}}^{1}\left(\frac{1}{T_{p, p}}-\frac{1}{T_{N, N}}\right) d \phi \\
& +\sum_{(i, j) \in \mathcal{C}} F C_{i, j} T_{0} \Delta H \int_{0}^{1}\left(\frac{1}{T_{i, j}^{\text {con }}}-\frac{1}{T_{i, i}}\right) d \phi+\sum_{(i, j) \in \mathcal{C}} F C_{i, j} T_{0} \Delta H \int_{0}^{1}\left(\frac{1}{T_{i, i}}-\frac{1}{T_{N, N}}\right) d \phi \\
& -\sum_{(i, j) \in \mathcal{R}} F R_{i, j} T_{0} \Delta H \int_{0}^{1}\left(\frac{1}{T_{i, j}^{\mathrm{reb}}}-\frac{1}{T_{j, j}}\right) d \phi-\sum_{(i, j) \in \mathcal{R}} F R_{i, j} T_{0} \Delta H \int_{0}^{1}\left(\frac{1}{T_{j, j}}-\frac{1}{T_{N, N}}\right) d \phi . \tag{5.11}
\end{align*}
$$

In the above equation, we have added and subtracted the inverse of boiling point of the lightest (resp. heaviest) component in terms associated with condensers (resp.
reboilers). The reason for this choice will be explained shortly. By combining Dalton's law, Raoult's law and Clausius-Clapeyron equation (both liquid and vapor phases are assumed to be ideal), [28, 29] derived

$$
\left.\begin{array}{rl}
\Delta H\left(\frac{1}{T_{j, j}}-\frac{1}{T_{N, N}}\right) & =R \ln \alpha_{j}  \tag{5.12}\\
\Delta H\left(\frac{1}{T_{i, j}}-\frac{1}{T_{j, j}}\right) & =R \ln \left(\frac{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p}}{\alpha_{j}}\right)
\end{array}\right\}
$$

where $x_{i, j, p}$ is the liquid composition in equilibrium with vapor at temperature $T_{i, j}$. Substituting (5.12) in (5.11) and dividing by $R T_{0}$ leads to the scaled total exergy loss in a distillation configuration, solely expressed in terms of relative volatilities and material flows.

$$
\begin{align*}
\frac{\Delta \mathcal{E}_{\text {loss }}}{R T_{0}}= & \mathfrak{F}\left(\sum_{p=1}^{N} z_{1, N, p}^{\mathrm{in}} \ln z_{1, N, p}^{\mathrm{in}}\right)-\mathfrak{F} \int_{\Phi_{1, N}}^{1} \ln \left(\frac{\sum_{p=1}^{N} \alpha_{p} x_{1, N, p}^{\mathrm{in}}}{\alpha_{N}}\right) d \phi+\sum_{p=1}^{N} F_{p}\left(1-\Phi_{p, p}\right) \ln \alpha_{p} \\
& +\sum_{(i, j) \in \mathcal{C}} F C_{i, j} \int_{0}^{1} \ln \left(\frac{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p}^{\mathrm{con}}}{\alpha_{i}}\right) d \phi+\sum_{(i, j) \in \mathcal{C}} F C_{i, j} \ln \alpha_{i} \\
& -\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \int_{0}^{1} \ln \left(\frac{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p}^{\mathrm{reb}}}{\alpha_{j}}\right) d \phi-\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \ln \alpha_{j} . \tag{5.13}
\end{align*}
$$

Note that, $x_{i, j, p}=x_{i, j, p}(\phi)$ since $T_{i, j}=T_{i, j}(\phi)$, for $i \neq j$. We emphasize that the temperature independence of (5.13) implies that the total exergy loss for a mixture, with $\left\{\alpha_{p}\right\}_{p=1}^{N}$, is the same irrespective of sub-ambient or above-ambient distillation. This is an astounding result from the foregoing procedure!

The first three terms in (5.13) can be determined prior to solving the MINLP, as they are functions of problem parameters only. Thus, we will exclude those terms from the objective function, and add the value to the optimal solution post-optimization to determine the total exergy loss. Further, we approximate the integral with a quadrature formula. A two-point quadrature is found to be sufficient in all the cases we tested. Nevertheless, for higher accuracy three-point or higher order quadrature formulas can be used. The drawback of using higher order quadrature formulas is
that the number of variables and nonconvex equations increase rapidly. The objective function after the aforementioned changes, simplifies to

$$
\begin{align*}
\operatorname{Minimize} \Delta \mathcal{E}_{\text {loss }}^{\prime} \approx & \sum_{(i, j) \in \mathcal{C}} F C_{i, j} \ln \alpha_{i}-\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \ln \alpha_{j} \\
& -\sum_{(i, j) \in \mathcal{C}} F C_{i, j} \sum_{g \in \mathcal{G}} \xi_{g} \ln \left(\frac{\alpha_{i}}{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p, g}^{\mathrm{con}}\left(\phi_{g}\right)}\right)  \tag{5.14}\\
& -\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \sum_{g \in \mathcal{G}} \xi_{g} \ln \left(\frac{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p, g}^{\mathrm{reb}}\left(\phi_{g}\right)}{\alpha_{j}}\right),
\end{align*}
$$

where $\xi_{g}$ are the Gauss weights corresponding to quadrature points $\phi_{g}$ (see $\S \mathrm{C} .2$ ). $x_{i, j, p, g}^{\mathrm{con}}$ is the liquid phase mole fraction in equilibrium with the vapor, when $\phi_{g}$ fraction of the vapor is condensed in a condenser. Similarly, $x_{i, j, p, g}^{\mathrm{reb}}$ is the liquid phase mole fraction in equilibrium with the vapor, when $\left(1-\phi_{g}\right)$ fraction of the liquid is vaporized in a reboiler. To determine $x_{i, j, p, g}^{\mathrm{con}}$ and $x_{i, j, p, g}^{\mathrm{reb}}$, we perform material balance between the vapor and liquid phases. At equilibrium, total number of moles of component $p$ equals the sum of number of moles of $p$ in liquid (total moles of liquid times the composition of $p$ in liquid) and vapor phases (total moles of vapor times the composition of $p$ in vapor). We divide the material balance equation with the total number of moles, and replace the ratio of total moles of liquid (resp. vapor) to total moles with $\phi_{g}$ (resp. $1-\phi_{g}$ ). Further, we make use of vapor-liquid equilibrium equations to express the composition of vapor phase in terms of the composition of liquid phase. Material balance equations, after making the aforementioned manipulations, are shown below:

$$
\left.\begin{array}{l}
z_{i, j, p}^{\mathrm{con}}=\phi_{g} x_{i, j, p, g}^{\mathrm{con}}+\left(1-\phi_{g}\right) \frac{\alpha_{p} x_{i, j, p, g}^{\mathrm{con}}}{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p, g}^{\mathrm{con}}} \text { for } i \leqslant p \leqslant j, g \in \mathcal{G},(i, j) \in \mathcal{C} \\
\left.z_{i, j, p}^{\mathrm{reb}}=\phi_{g} x_{i, j, p, g}^{\mathrm{reb}}+\left(1-\phi_{g}\right) \frac{\alpha_{p} x_{i, j, p, g}^{\mathrm{rb}}}{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p, g}^{\mathrm{reb}}} \text { for } i \leqslant p \leqslant j, g \in \mathcal{G},(i, j) \in \mathcal{R}\right\} . \tag{5.15}
\end{array}\right\} .
$$

The LHS of the above equations corresponds to the net mole fraction of component $p$ : moles of $p$ in mixture/total moles of mixture. Since the liquid (resp. vapor) reflux from a condenser (resp. reboiler) has the same composition as that of the inlet vapor (resp. liquid) to the condenser (resp. reboiler) (see Figure 5.3), the net composition of component $p$ in the inlet vapor $z_{i, j, p}^{\mathrm{con}}$ (resp. inlet liquid $z_{i, j, p}^{\mathrm{reb}}$ ) is equal
to its composition in distillate (resp. residue). Thus, in (5.16), we compute the net composition of component $p$ in the condenser as the ratio of its flowrate in the distillate of pseudocolumn $Q_{i, j+1}$ to the net distillate flowrate, and rearrange it in bilinear form to prevent singularity issues associated with the denominator going to zero. In a similar manner, the net composition of component $p$ in reboiler $(i, j)$ is computed by taking the ratio of its flowrate in the residue of pseudocolumn $Q_{i-1, j}$ to the total residue flowrate.

$$
\left.\begin{array}{l}
\left(\sum_{m=i}^{j} f_{i, j+1, m}^{\mathrm{rs}}\right) z_{i, j, p}^{\mathrm{con}}=f_{i, j+1, p}^{\mathrm{rs}} \text { for } i \leqslant p \leqslant j,(i, j) \in \mathcal{C}  \tag{5.16}\\
\left(\sum_{m=i}^{j} f_{i-1, j, m}^{\mathrm{ss}}\right) z_{i, j, p}^{\mathrm{reb}}=f_{i-1, j, p}^{\mathrm{ss}} \text { for } i \leqslant p \leqslant j,(i, j) \in \mathcal{R}
\end{array}\right\} .
$$

Although, summation of mole fraction constraints: $\sum_{p=i}^{j} z_{i, j, p}^{\mathrm{con}}=1, z_{i, j, p}^{\mathrm{reb}}=1, \sum_{p=i}^{j} x_{i, j, p, g}^{\mathrm{con}}=$ 1 , and $x_{i, j, p, g}^{\mathrm{reb}}=1$ are implied from (5.15) and (5.16), adding them explicitly to the model helps, as they are not implied in the relaxation.

Observe that, in (5.14), a negative sign is introduced in front of the third term by changing the argument of $\ln$ function accordingly. The advantage of this manipulation will be apparent when we reformulate the problem. Next, we remark that the argument of all $\ln$ functions in (5.14) belong to the interval $\left[1, \alpha_{i} / \alpha_{j}\right]$, because $\alpha_{j} \leqslant \sum_{p=i}^{j} \alpha_{p} x_{i, j, p} \leqslant \alpha_{i}$ as $\sum_{p=i}^{j} x_{i, j, p}=1$. This is the consequence of manipulations performed in (5.11). Because ln varies steeply in the interval ( 0,1 ], as a precautionary measure, we made the arguments of all $\ln$ function to lie outside $(0,1]$.

The MINLP (W) can be solved with (5.14) as the objective function, and by appending (5.15) and (5.16) to the constraint set. After determining the optimum $\Delta \mathcal{E}_{\text {loss }}^{\prime}$, the total exergy loss $\left(\Delta \mathcal{E}_{\text {loss }}\right)$ can be obtained as

$$
\begin{align*}
& \Delta \mathcal{E}_{\text {loss }}=R T_{0}\left[\Delta \mathcal{E}_{\text {loss }}^{\prime}+\mathfrak{F} \sum_{p=1}^{N} z_{1, N, p}^{\mathrm{in}} \ln z_{1, N, p}^{\mathrm{in}}-\mathfrak{F} \int_{\Phi_{1, N}}^{1} \ln \left(\frac{\sum_{p=1}^{N} \alpha_{p} x_{1, N, p}^{\mathrm{in}}}{\alpha_{N}}\right) d \phi\right. \\
&\left.+\sum_{p=1}^{N} F_{p}\left(1-\Phi_{p, p}\right) \ln \alpha_{p}\right] . \tag{5.17}
\end{align*}
$$

The explicit enumeration-based algorithm introduced by [53] formulates an optimization problem for each configuration in the above manner. As is evident from (5.15)
and (5.16), this approach adds several nonlinear nonconvex equations, which may make it more challenging to solve the MINLP to $\epsilon$-optimum. Therefore, we propose a reformulation to the model to reduce the number of nonconvex terms in the problem significantly.

The purpose of (5.15) and (5.16) is to determine the values of $x_{i, j, p, g}$, required for evaluating $\sum_{p} \alpha_{p} x_{i, j, p, g}$ in objective function. However, we are not interested in the explicit values of $x_{i, j, p, g}$ and $z_{i, j, p}$, as they do not appear anywhere else in the problem. Therefore, if there is a simpler alternative to determine $\sum_{p} \alpha_{p} x_{i, j, p, g}$ without explicitly computing $x_{i, j, p, g}$ or $z_{i, j, p}$, it would be attractive. This is achieved by performing the following manipulations. We modify the objective function by introducing auxiliary variables $\Psi_{i, j, g}$ and $\Omega_{i, j, g}$ for the arguments of $\ln$ functions

$$
\begin{align*}
\text { Minimize } \Delta \mathcal{E}_{\text {loss }}^{\prime} & \approx \sum_{(i, j) \in \mathcal{C}} F C_{i, j} \ln \alpha_{i}-\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \ln \alpha_{j}  \tag{W16}\\
& -\sum_{(i, j) \in \mathcal{C}} F C_{i, j} \sum_{g \in \mathcal{G}} \xi_{g} \ln \Psi_{i, j, g}-\sum_{(i, j) \in \mathcal{R}} F R_{i, j} \sum_{g \in \mathcal{G}} \xi_{g} \ln \Omega_{i, j, g},
\end{align*}
$$

where

$$
\begin{align*}
\Psi_{i, j, g} & =\frac{\alpha_{i}}{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p, g}^{\mathrm{con}}}  \tag{5.18a}\\
\Omega_{i, j, g} & =\frac{\sum_{p=i}^{j} \alpha_{p} x_{i, j, p, g}^{\mathrm{reb}}}{\alpha_{j}} . \tag{5.18b}
\end{align*}
$$

We substitute (5.18) in (5.15), and rearrange to obtain liquid mole fractions in terms of auxiliary variables:

$$
\begin{align*}
x_{i, j, p, g}^{\mathrm{con}} & =\frac{z_{i, j, p}^{\mathrm{con}}}{\phi_{g}+\left(1-\phi_{g}\right)\left(\alpha_{p} / \alpha_{i}\right) \Psi_{i, j, g}}  \tag{5.19a}\\
x_{i, j, p, g}^{\mathrm{reb}} & =\frac{\alpha_{j} \Omega_{i, j, g} z_{i, j, p}^{\mathrm{reb}}}{\phi_{g} \alpha_{j} \Omega_{i, j, g}+\left(1-\phi_{g}\right) \alpha_{p}} \tag{5.19b}
\end{align*}
$$

Next, to eliminate $x_{i, j, p, g}^{\mathrm{con}}$, we sum (5.19a) over $p$ from $i$ to $j$. The left hand side equals one (sum of mole fractions). Further, we eliminate $z_{i, j, p}^{\text {con }}$ by substituting its definition from (5.16). The foregoing manipulations lead to

$$
\begin{equation*}
\sum_{p=i}^{j} \frac{f_{i, j+1, p}^{\mathrm{rs}}}{\phi_{g}+\left(1-\phi_{g}\right)\left(\alpha_{p} / \alpha_{i}\right) \Psi_{i, j, g}}=\sum_{p=i}^{j} f_{i, j+1, p}^{\mathrm{rs}} \quad g \in \mathcal{G} ;(i, j) \in \mathcal{C} . \tag{W17}
\end{equation*}
$$

To eliminate $x_{i, j, p, g}^{\mathrm{reb}}$, we multiply (5.19b) by $\alpha_{p}$, and sum over $p$ (from $i$ to $j$ ). The left hand side is replaced with $\Omega_{i, j, g} \alpha_{j}$ (by definition. See (5.18b)). As before, we eliminate $z_{i, j, p}^{\mathrm{reb}}$ by substituting its definition from (5.16). The foregoing manipulations lead to

$$
\begin{equation*}
\sum_{p=i}^{j} \frac{\alpha_{p} f_{i-1, j, p}^{\mathrm{ss}}}{\phi_{g} \alpha_{j} \Omega_{i, j, g}+\left(1-\phi_{g}\right) \alpha_{p}}=\sum_{p=i}^{j} f_{i-1, j, p}^{\mathrm{ss}} \quad g \in \mathcal{G} ; \quad(i, j) \in \mathcal{R} . \tag{W18}
\end{equation*}
$$

We remark that, (W18) can also be derived in a manner similar to (W17) with an additional partial fraction decomposition step. Because (W17) and (W18) govern variables $\Psi_{i, j, g}$ and $\Omega_{i, j, g}$, which are required for the computation of exergy loss, we refer them as exergy constraints associated with condensers and reboilers, respectively. Observe that the solution of (W17) (resp. (W18)) directly yields the value of $\sum_{p} \alpha_{p} x_{i, j, p}^{\mathrm{con}}\left(\right.$ resp. $\left.\sum_{p} \alpha_{p} x_{i, j, p}^{\mathrm{reb}}\right)$, without explicitly calculating $x_{i, j, p}^{\mathrm{con}}$ and $z_{i, j, p}^{\mathrm{con}}$ (resp. $x_{i, j, p}^{\mathrm{reb}}$ and $z_{i, j, p}^{\mathrm{reb}}$ ). Therefore, by appending (W17) and (W18) to the constraint set, (5.15) and (5.16) can be eliminated from the model, as well as variables $x_{i, j, p}^{\mathrm{con}}, z_{i, j, p}^{\mathrm{con}}, x_{i, j, p}^{\mathrm{reb}}$ and $z_{i, j, p}^{\mathrm{reb}}$. As a result, for each heat exchanger and at each quadrature point, one exergy constraint replaces $(j-i+1)$ vapor-liquid equilibrium equations in (5.15) and $(j-i+1)$ mole fraction computations in (5.16). Clearly, the proposed reformulation reduces the number of nonlinear nonconvex equations drastically, making the model cleaner and simple. Finally, exergy constraints associated with condensers and reboilers have the following properties, one of which is exploited in the next subsection to derive additional valid cuts.

Property 1. For a given $\left\{f_{i, j+1, p}^{\mathrm{rs}}\right\}_{p=i}^{j}$ (resp. $\left.\left\{f_{i-1, j, p}^{\mathrm{ss}}\right\}_{p=i}^{j}\right)$, there exists a unique $\Psi_{i, j, g}$ (resp. $\Omega_{i, j, g}$ ) satisfying (W17) (resp. (W18)).

Proof. For $\phi_{g} \in[0,1]$ (see §C.2), the LHS of (W17) (resp. (W18)) is continuous and decreases monotonically with $\Psi_{i, j, g}\left(\right.$ resp. $\Omega_{i, j, g}$ ). Further, it can be shown that,

$$
\begin{aligned}
\sum_{p=i}^{j} \frac{f_{i, j+1, p}^{\mathrm{rs}}}{\phi_{g}+\left(1-\phi_{g}\right)\left(\alpha_{p} / \alpha_{i}\right) \Psi_{i, j, g}^{\mathrm{log}}} \geqslant \sum_{p=i}^{j} f_{i, j+1, p}^{\mathrm{rs}} \geqslant \sum_{p=i}^{j} \frac{f_{i, j+1, p}^{\mathrm{rs}}}{\phi_{g}+\left(1-\phi_{g}\right)\left(\alpha_{p} / \alpha_{i}\right) \Psi_{i, j, g}^{\mathrm{up}}}, \\
\sum_{p=i}^{j} \frac{\alpha_{p} f_{i-1, j, p}^{\mathrm{ss}}}{\phi_{g} \alpha_{j} \Omega_{i, j, g}^{\mathrm{lo}}+\left(1-\phi_{g}\right) \alpha_{p}} \geqslant \sum_{p=i}^{j} f_{i-1, j, p}^{\mathrm{ss}} \geqslant \sum_{p=i}^{j} \frac{\alpha_{p} f_{i-1, j, p}^{\mathrm{ss}}}{\phi_{g} \alpha_{j} \Omega_{i, j, g}^{\mathrm{up}}+\left(1-\phi_{g}\right) \alpha_{p}},
\end{aligned}
$$

where $\Psi_{i, j, g}^{\mathrm{lo}}=\Omega_{i, j, g}^{\mathrm{lo}}=1$ and $\Psi_{i, j, g}^{\mathrm{up}}=\Omega_{i, j, g}^{\mathrm{up}}=\alpha_{i} / \alpha_{j}$ (see (5.18)). Application of Intermediate value theorem implies that there exists a solution for (W17) (resp. (W18)) in the interval $\left[\Psi_{i, j, g}^{\mathrm{lo}}, \Psi_{i, j, g}^{\mathrm{up}}\right]$ (resp. $\left.\left[\Omega_{i, j, g}^{\mathrm{lo}}, \Omega_{i, j, g}^{\mathrm{up}}\right]\right)$, and monotonicity guarantees uniqueness. This property avoids the issues associated with solution multiplicity.

Property 2. $\Psi_{i, j}$ (resp. $\Omega_{i, j}$ ) decreases (resp. increases) monotonically with increase in $\phi$.

Proof. First, we prove $\Psi_{i, j}$ decreases monotonically with $\phi$. For conciseness, we drop indices ' $i, j+1$ ' and superscript rs from $f_{i, j+1, p}^{\mathrm{rs}}$, drop indices ' $i, j$ ' from $\Psi_{i, j}$, and define a new variable for the denominator of fractions in (W17): $\mathbf{D}_{p}=\phi+(1-\phi)\left(\alpha_{p} / \alpha_{i}\right) \Psi$. Differentiating (W17) w.r.t $\phi$ partially, leads to

$$
-\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}\left\{1+(1-\phi)\left(\frac{\alpha_{p}}{\alpha_{i}}\right) \frac{\partial \Psi}{\partial \phi}-\left(\frac{\alpha_{p}}{\alpha_{i}}\right) \Psi\right\}=0
$$

Multiplying the above equation with $(1-\phi)$, and rearranging the resulting expression yields

$$
\begin{align*}
\frac{\partial \Psi}{\partial \phi} & =\left[-\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}(1-\phi)^{2}\left(\frac{\alpha_{p}}{\alpha_{i}}\right)\right]^{-1}\left[\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}\left\{1-\phi-(1-\phi)\left(\frac{\alpha_{p}}{\alpha_{i}}\right) \Psi\right\}\right] \\
& =\left[-\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}(1-\phi)^{2}\left(\frac{\alpha_{p}}{\alpha_{i}}\right)\right]^{-1}\left[\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}-\frac{f_{p}}{\mathbf{D}_{p}}\right]\left[\frac{\sum_{p} f_{m}}{\sum_{p} f_{m}}\right] \\
& =\left[-\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}(1-\phi)^{2}\left(\frac{\alpha_{p}}{\alpha_{i}}\right)\right]^{-1}\left[\left(\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}\right)\left(\sum_{p} f_{p}\right)-\left(\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}}\right)^{2}\right]\left[\frac{1}{\sum_{p} f_{m}}\right] . \tag{5.20}
\end{align*}
$$

In the last line, we used $\sum_{p} f_{p}=\sum_{p} f_{p} / \mathbf{D}_{p}$ (see (W17)). Using the identity $\left(\sum_{p} u_{p} w_{p}\right)^{2}+$ $\sum_{p} \sum_{l, l<p}\left(u_{p}-u_{l}\right)^{2} w_{p} w_{l}=\left(\sum_{p} w_{p}\right)\left(\sum_{p} u_{p}^{2} w_{p}\right)$ (see $\S$ C. 3 for proof), with $u_{p} \equiv 1 / \mathbf{D}_{p}$ and $w_{p} \equiv f_{p}$, we express the second term in the last line of (5.20) as

$$
\begin{equation*}
\frac{\partial \Psi}{\partial \phi}=\left[-\sum_{p} \frac{f_{p}}{\mathbf{D}_{p}^{2}}(1-\phi)^{2}\left(\frac{\alpha_{p}}{\alpha_{i}}\right)\right]^{-1}\left[\sum_{p} \sum_{l, l<p}\left(\frac{1}{\mathbf{D}_{p}}-\frac{1}{\mathbf{D}_{l}}\right)^{2} f_{p} f_{l}\right]\left[\frac{1}{\sum_{p} f_{m}}\right] \tag{5.21}
\end{equation*}
$$

Observe that the first term on RHS of (5.21) is always negative, while the second and third terms are positive. Therefore, $\frac{\partial \Psi}{\partial \phi}<0$, indicating that $\Psi_{i, j, g}$ decreases monotonically with increase in $\phi$.

Although similar arguments can be used to prove $\Omega_{i, j, g}$ increases monotonically with $\phi$, we show a simpler alternative. We recognize that $\Omega \propto \Psi^{-1}$, by definition (see (5.18)). Therefore, $\Psi_{i, j}$ is a monotonically decreasing function of $\phi$ implies that $\Omega_{i, j}$ increases monotonically with $\phi$.

Remark 5.1. By definition, thermal quality equals zero $(\phi=0)$ for a saturated vapor stream and equals one $(\phi=1)$ for a saturated liquid stream. As a result, $\phi$ increases monotonically with decrease in temperature i.e., $\phi_{1}<\phi_{2}$ for $T\left(\phi_{1}\right)>T\left(\phi_{2}\right)$. By combining this observation with Property 2, we observe that $\Psi_{i, j}$ (resp. $\Omega_{i, j}$ ) increases (resp. decreases) monotonically with increase in temperature.

### 5.1.6 Exploiting Monotonicity of Exergy Constraints

In our prior work [23], we presented computational evidence illustrating the importance of (W15), derived by exploiting the monotonicity of Underwood constraints, in expediting the convergence of branch-and-bound. We have also shown cases where global solvers fail to converge in a reasonable amount of time, in the absence of (W15). This was because, the monotonicity constraints, though implicit in Underwood constraints, are not implied in the relaxation. Explicitly adding the constraints to the model aids global solvers to use the information in inferring tighter bounds on Underwood roots via feasibility and optimality based bound tightening techniques. Based on this evidence, we expect that the constraints derived by exploiting monotonicity of exergy constraints (Property 2) have potential in expediting the convergence of branch-and-bound, as they will not be implied in the relaxation.

We present the constraints for two-point quadrature formula. The extension to higher order quadrature formulas is straightforward. Exergy constraint in (W17) (resp. (W18)) is written at both quadrature points $\phi_{1}$ and $\phi_{2}$ (where $\phi_{1}<\phi_{2}$. See


Fig. 5.4. A five-component configuration motivating the need for constraints in section 2.7
$\S$ C.2). Because $\Psi_{i, j, g}$ (resp. $\Omega_{i, j, g}$ ) is a monotonically decreasing (resp. increasing) function of $\phi$ (see Property 2), we have

$$
\left.\begin{array}{l}
\Psi_{i, j, 1} \geqslant \Psi_{i, j, 2}, \quad \forall \quad(i, j) \in \mathcal{C}  \tag{W19}\\
\Omega_{i, j, 1} \leqslant \Omega_{i, j, 2}, \quad \forall \quad(i, j) \in \mathcal{R}
\end{array}\right\}
$$

We shall see in the next subsection, that these constraints are not only useful, but necessary for the model.

### 5.1.7 Relation Between Temperatures of Condensers and Reboilers

The motivation for the inclusion of the following constraints is better understood with an example. Consider a five-component mixture of hydrocarbons: $A \equiv$ Propylene $\left(F_{1}=5, \alpha_{1}=11.761\right), B \equiv \operatorname{Propane}\left(F_{2}=5, \alpha_{2}=9.801\right), C \equiv 1$-Butene $\left(F_{3}=\right.$ 32.5, $\alpha_{3}=3.63$ ), $D \equiv$ n-Butane $\left(F_{4}=25, \alpha_{4}=3\right)$ and $E \equiv$ n-Pentane $\left(F_{5}=\right.$ $32.5, \alpha_{5}=1$ ). Flowrate of each component $\left(F_{p}\right)$ in the process feed $([1, N])$ is given
in $\mathrm{kmol} / \mathrm{h}$, and the relative volatility information is taken from [46]. The remaining problem parameters are taken to be $\Phi_{1, N}=1$ and $\left\{\Phi_{p, p}\right\}_{p=1}^{N}=\{1,1,1,1,1\}$. We fix the discrete variables $\left(\zeta_{i, j}, \chi_{i, j}\right.$ and $\left.\rho_{i, j}\right)$ to configuration shown in Figure 5.4, and solve the MINLP (W). The optimum objective function value ( $\Delta \mathcal{E}_{\text {loss }}^{\prime}$ ) is -84.671 making the first term on the right hand side of (5.17) negative. Further, the second term of (5.17) is also negative, the third and fourth terms for the chosen parameters evaluate to zero; implying that the total exergy loss for the configuration at optimum operation is negative. Physically, negative exergy loss implies that the exergy is generated in the system, because of which, the net outflow of exergy from the system is greater than the net inflow of exergy into the system. In other words, work is produced by distilling the hydrocarbon mixture with the configuration in Figure 5.4. Obviously, such solutions are infeasible as they violate physics of the distillation process. To understand why such solutions are feasible to the model, we examine the optimum operating conditions (material flows) more closely.

The net component, vapor and liquid flows in the rectifying and stripping sections of all pseudocolumns at optimum are shown in Table 5.2. In particular, observe the net component flows in the stripping section of pseudocolumn $Q_{1,4}$. The net component flowrate, and thus, the net flowrate of residue is zero. As a result, exergy constraints for reboiler $(2,4)$ are satisfied trivially; making variables $\Omega_{2,4,1}$ and $\Omega_{2,4,2}$, which are a measure of temperature, become unrestricted. This makes the optimizer push the temperature of the reboiler $(2,4)$ to the lowest value possible, by pushing both $\Omega_{2,4,1}$ and $\Omega_{2,4,2}$ to their upper bound (see Remark 1 for dependence of temperature on $\left.\Omega_{i, j}\right)$. In fact, for the configuration in Figure 5.4, the temperature of condenser $(1,3)$ at optimum is higher than the temperature of reboiler $(2,4)$, enabling extraction of work by running a heat engine between the heat exchangers.
Table 5.2.
Material flowrates (in kmol/h) corresponding to the optimal operation of configuration in Figure. Material flowrates (in kmol $/ \mathrm{h}$ ) in condensers and reboilers at optimum operation: $F C_{1,1}=63.659, F C_{2,2}=20.912$,

 parameters are taken to be $N=5,\left\{F_{p}\right\}_{p=1}^{N}=\{5,5,32.5,25,32.5\},\left\{\alpha_{p}\right\}_{p=1}^{N}=\{11.761,9.801,3.63,3,1\}$, $\Phi_{1, n}=1$ and $\left\{\Phi_{p, p}\right\}_{p=1}^{N}=\{1,1,1,1,1\}$. In the table, we write ' - ' to indicate that the variable is not defined in the problem. The objective function value $\left(\Delta \mathcal{E}_{\text {loss }}^{\prime}\right)$ at optimum operation: -84.671 .

|  | Material flows in rectifying sections |  |  |  |  |  |  | Material flows in stripping sections |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Q_{i, j}$ | $f_{i, j, 1}^{\text {fis }}$ | $f_{i, 2}$ | $f_{i, 2,3}^{\text {fix }}$ | $f_{i, 2}^{\text {fig }}$ | $f_{i, j, 5}^{\text {IT, }}$ | $V_{i, j}^{\text {ris }}$ | $L_{i, j}^{\text {mi }}$ | $f_{i, j, 1}^{\text {ss }}$ | $f_{i, j, 2}$ | $f_{i, i, 3}^{\text {six }}$ | $f_{i, 1}^{\text {ss }}$ | $f_{i, j, 5}^{\text {sis }}$ | $V_{i, j}^{\text {ss }}$ | $L_{i, j}^{s,}$ |
| $Q_{1,5}$ | 5 | 5 | 32.5 | 0 |  | 320.727 | 278.227 |  | 0 | 0 | 25 | 32.5 | ${ }^{320.727}$ | 378.227 |
| $Q_{1,4}$ | 5 | 5 | 32.5 | - |  | 1122.545 | 1080.045 | - | 0 | 0 | 0 | - | 801.818 | 801.818 |
| $Q_{1,3}$ | 5 | 0 | - |  |  | 63.659 | 58.659 | - | 5 | 32 |  | - | 63.659 | 101.159 |
| $Q_{2,4}$ | - | 0 | 0 |  |  | 53.75 | 53.75 | - | - | 0 | 0 | - | 53.75 | 53.75 |
| $Q_{4,5}$ | - | - | - | 25 | - | 53.75 | 28.75 | - | - | - | - | 32.5 | 53.75 | 86.25 |
| $Q_{2,3}$ | - | 5 | - | - | - | 20.912 | 15.912 | - | - | 32.5 |  | - | 30.822 | 63.322 |

In contrast, when the net distillate and residue flows are nonzero, variables $\Psi_{i, j}$ and $\Omega_{i, j}$ are restricted by exergy constraints. As such, Underwood method ensures that the distillate from a column is "lighter" than the residue from the same column; solutions making the condenser of a pseudocolumn hotter than its reboiler are infeasible to the model. In the explicit enumeration approach of [53], the authors impose a small, but nonzero, lower bound on distillate and residue flows. Consequently, the authors never encountered situations which violated the physics of distillation process. However, in our model, we optimize over the entire search space of configurations, and thus nonzero lower bounds on net component flows cannot be imposed. This is the reason why our model admits the solution in Table 5.2, while it is infeasible to the model of [53].

We resolve this issue by explicitly imposing constraints which ensure that the condenser of a pseudocolumn is always colder than its reboiler. These constraints are redundant when the net distillate and residue flows are nonzero, but are required otherwise. Consider pseudocolumn $Q_{i, j}$. The hottest (resp. coldest) temperature in condenser $(i, j-1)$ (resp. reboiler $(i+1, j)$ ) is the dew point $\left(T_{i, j-1}^{d e w}\right)$ (resp. bubble point $\left(T_{i+1, j}^{b u b}\right)$ ) of distillate (resp. residue). In any distillation column $T_{i, j-1}^{d e w} \leqslant T_{i+1, j}^{b u b}$ or $\left(1 / T_{i, j-1}^{d e w}\right) \geqslant\left(1 / T_{i+1, j}^{b u b}\right)$, which we rewrite as

$$
\begin{equation*}
\left(\frac{1}{T_{i, j-1}^{\text {dew }}}-\frac{1}{T_{i, i}}\right)+\left(\frac{1}{T_{i, i}}-\frac{1}{T_{N, N}}\right) \geqslant\left(\frac{1}{T_{i+1, j}^{b u b}}-\frac{1}{T_{j, j}}\right)+\left(\frac{1}{T_{j, j}}-\frac{1}{T_{N, N}}\right) . \tag{5.22}
\end{equation*}
$$

Using (5.12) and (5.18), we rewrite the above constraint as

$$
\begin{equation*}
-\ln \left(\Psi_{i, j-1}^{d e w}\right)+\ln \alpha_{i} \geqslant \ln \left(\Omega_{i+1, j}^{b u b}\right)+\ln \alpha_{j} \tag{5.23}
\end{equation*}
$$

which is further simplified to

$$
\begin{equation*}
\Psi_{i, j-1}^{d e w} \Omega_{i+1, j}^{b u b} \leqslant \frac{\alpha_{i}}{\alpha_{j}} . \tag{5.24}
\end{equation*}
$$

Here, $\Psi_{i, j-1}^{\text {dew }}=\Psi_{i, j-1}(\phi=0)\left(\right.$ resp. $\left.\Omega_{i+1, j}^{b u b}=\Omega_{i+1, j}(\phi=1)\right)$ is determined by solving an equation of the form (W17) (resp. (W18)) with $\phi_{g}$ substituted to 0 (resp. 1). Clearly, (5.24) requires introduction of additional variables and nonlinear constraints.

However, we exploit Property 2, and derive a relaxed version of (5.24) in terms of problem variables.

Because $\Psi_{i, j-1}$ decreases monotonically with increase in $\phi$, and $0<\phi_{1}, \Psi_{i, j-1}(\phi=$ $0)>\Psi_{i, j-1}\left(\phi=\phi_{1}\right)$ or $\Psi_{i, j-1}^{d e w}>\Psi_{i, j-1,1}$. Similarly, $\Omega_{i+1, j}(\phi=1)>\Omega_{i+1, j}\left(\phi=\phi_{2}\right)$ or $\Omega_{i+1, j}^{\text {bub }}>\Omega_{i+1, j, 2}$ because $1>\phi_{2}$ and $\Omega_{i+1, j}$ increases monotonically with increase in $\phi$. From the foregoing arguments, $\Psi_{i, j-1,1} \Omega_{i+1, j, 2}<\Psi_{i, j-1}^{d e w} \Omega_{i+1, j}^{b u b}$, which in conjunction with (5.24) leads to

$$
\begin{equation*}
\Psi_{i, j-1,1} \Omega_{i+1, j, 2} \leqslant \frac{\alpha_{i}}{\alpha_{j}}, \quad \forall \quad[i, j] \in \mathcal{P} \tag{W20}
\end{equation*}
$$

Obviously, this raises the following question: Does the relaxation of (5.24) add physically infeasible solutions to the model? The answer is no, and the reason is stated as a proposition below.

Proposition 5.3. (W20) along with monotonicity constraints in (W19) imply that the exergy associated with unit heat at reboiler of a pseudocolumn is greater than the exergy associated with unit heat at condenser of the same pseudocolumn.

Proof. Consider pseudocolumn $Q_{i, j}$. We need to show

$$
\int_{0}^{1}\left(1-\frac{T_{0}}{T_{i+1, j}^{\mathrm{reb}}}\right) d \phi \geqslant \int_{0}^{1}\left(1-\frac{T_{0}}{T_{i, j-1}^{\mathrm{con}}}\right) \phi
$$

As in (5.22) and (5.23), we add and subtract appropriate terms, use (5.12) and (5.18) to rewrite the above inequality as shown below

$$
\int_{0}^{1}\left(-\ln \Omega_{i+1, j}-\ln \Psi_{i, j-1}+\ln \alpha_{i}-\ln \alpha_{j}\right) d \phi \geqslant 0 .
$$

Next, we approximate the integral with two-point Gauss quadrature formula to obtain

$$
\begin{equation*}
\Psi_{i, j-1,1} \Psi_{i, j-1,2} \Omega_{i+1, j, 1} \Omega_{i+1, j, 2} \leqslant\left(\frac{\alpha_{i}}{\alpha_{j}}\right)^{2} \tag{5.25}
\end{equation*}
$$

We show that (W20) and (W19) imply the inequality in (5.25). $\Psi_{i, j-1,1} \geqslant \Psi_{i, j-1,2}$ implies $\Psi_{i, j-1,1} \Omega_{i+1, j, 2} \geqslant \Psi_{i, j-1,2} \Omega_{i+1, j, 2}$, and $\Omega_{i+1, j, 2} \geqslant \Omega_{i+1, j, 1}$ implies $\Omega_{i+1, j, 2} \Psi_{i, j-1,1} \geqslant$ $\Omega_{i+1, j, 1} \Psi_{i, j-1,1}$. Combining the arguments leads to $\Omega_{i+1, j, 1} \Psi_{i, j-1,1} \Psi_{i, j-1,2} \Omega_{i+1, j, 2} \leqslant$ $\left(\Omega_{i+1, j, 2} \Psi_{i, j-1,1}\right)^{2}$, which, along with (W20), implies (5.25).

This concludes the formulation (W). It can be readily solved to $\epsilon$-global optimum with off-the-shelf solvers like BARON.

### 5.2 Computational Studies

The purpose of this section is twofold. First, with a case study, we present two ways of using the MINLP formulation (W): identification of simple (requiring fewer number of column sections) yet exergetically favorable configurations, and determining good retrofits. Second, with several four and five component examples from literature, we investigate the solution performance to changes in problem parameters viz., composition of process feed $\left\{F_{p}\right\}_{p=1}^{N}$ and relative volatilities $\left\{\alpha_{p}\right\}_{p=1}^{N}$.

### 5.2.1 Case Study: Shale Gas Separation

Due to advances in technology such as hydraulic fracturing and horizontal drilling, the production of shale gas has increased rapidly in the United States. Shale gas contains considerable amount of Natural Gas Liquids (NGLs): mixture of C2, C3, $\mathrm{C} 4, \mathrm{C} 5{ }^{+}$. For example, shale gas from Eagle Ford contains roughly $24 \mathrm{~mol} \%$ of NGLs $[68,69]$. Motivated by applications such as gasoline blending ( $\mathrm{C} 5^{+}$), production of olefins (feedstock for production of several value-added chemicals) etc., it is desired to recover NGLs from shale gas. For this task, distillation is attractive owing to (i) the relative ease of separation of consecutive components, (ii) ability to produce high purity products and (iii) ability to process large quantities of feed. Since the lighter hydrocarbons boil at sub-ambient temperatures, a sub-ambient distillation configuration, which uses work rather than heat, is required for the portion of flowsheet separating lighter hydrocarbons. Minimization of exergy losses is crucial for such flowsheets, as the work input is proportional to the total exergy losses. Therefore, the formulation developed in the previous section is useful for this application.

Table 5.3.
Composition of shale gas from Eagle Ford

|  | Component | Composition (mol\%) | Relative Volatility |
| :---: | :---: | :---: | :---: |
| $A$ | C 1 | 75.52 | 24 |
| $B$ | C 2 | 14 | 4.21 |
| $C$ | C 3 | 5.49 | 2.08 |
| $D$ | C 4 | 2.82 | 1.32 |
| $E$ | $\mathrm{C} 5^{+}$ | 2.17 | 1 |

As an example, we consider a shale gas mixture from Eagle Ford, whose composition is shown in Table 5.3. We remark that shale gas also contains acid gases $\left(\mathrm{CO}_{2}\right.$ and $\left.\mathrm{H}_{2} \mathrm{~S}\right), \mathrm{N}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$. However, these gases are generally removed prior to distillation. Therefore, we borrowed the shale gas composition from [68,69], removed acid gases, $\mathrm{N}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$, and normalized the composition of hydrocarbons. We refer the reader to $\S \mathrm{C} .4$ for a description on the computation of relative volatilities reported in Table 5.3. We consider the case, where the process feed is fed as a saturated vapor $\left(\Phi_{1, N}=0\right)$ and the pure components are withdrawn as saturated vapors $\left(\left\{\Phi_{p, p}\right\}_{p=1}^{N}=\{0,0,0,0,0\}\right)$. We use BARON 18.5.1 on GAMS 25.1 to solve MINLPs to $\epsilon$-global optimum, with relative tolerance for convergence $\left(\epsilon_{r}\right)$ set to $1 \%$.

First, we determine the best sharp-split configuration for this application. Of all regular-column configurations, sharp-split configurations have the least number of column sections and inter-column transfer streams; making them attractive from operational standpoint. A characteristic of sharp-split configurations is that they have exactly $(N-2)$ submixture streams, one process feed stream $([1, N])$ and $N$ pure component product streams $\left(\{[p, p]\}_{p=1}^{N}\right)$. Therefore, to tailor the search space to contain only sharp-split configurations, we add

$$
\begin{equation*}
\sum_{[i, j] \in \mathcal{T}} \zeta_{i, j}=(N-2)+(N+1) . \tag{5.26}
\end{equation*}
$$


(a)

(b)

Fig. 5.5. (a) Conventional configuration for shale gas separation (b) A plausible retrofit to reduce exergy loss. Operating conditions at optimum operation are shown in Table 5.4.
to (W). Solving the MINLP to $\epsilon$-optimality yields the configuration shown in Figure $5.5(\mathrm{a})$. This configuration, commonly referred as the direct-split configuration, is currently the preferred choice for shale gas separation in industry. Our model, despite several simplifying assumptions, determined it to be the best among all 112 sharp-split
configurations in less than a minute. This illustrates that the simplifying assumptions are reasonable and the model results in worthwhile solutions.

However, it is well known that sharp-split configurations are not always attractive in terms of overall energy requirement. Substantial benefits can be obtained by including sloppy splits in a configuration. Therefore, to assess the penalty from using a sharp-split configuration, we solve (W) over the entire space of regular-column configurations, and compare the optimal exergy loss with that of the direct-split configuration. The optimal configuration among all the regular-column configurations has an exergy loss of $29.96 R T_{0} \mathrm{~kJ} / \mathrm{h}$. On the other hand, the total exergy loss for the direct-split configuration at optimum operation is $47.73 R T_{0} \mathrm{~kJ} / \mathrm{h}$, which is $59.3 \%$ higher than the optimal configuration. This shows that there is a large potential in reducing the overall exergy losses, and in turn the overall energy requirement, by introducing sloppy splits in the configuration.

Since $a b$ initio redesign of an existing plant may not be economical, the process designer would be interested in a plausible retrofit for the direct-split configuration. For this purpose, we look for configurations that are structurally similar to the directsplit configuration. We add

$$
\begin{align*}
\zeta_{2,5}=\zeta_{3,5} & =\zeta_{4,5}=1 \\
\sum_{[i, j] \in \mathcal{T}} \zeta_{i, j} & =(N-2)+(N+1)+1 \tag{5.27}
\end{align*}
$$

to (W). The first constraint enforces that the desired configuration contains submixtures $B C D E, C D E$ and $D E$. Whereas, the second constraint is added to limit the increase in number of column sections to two. This way, we seek configurations that may provide substantial benefits with minimal increase in operational complexity. The optimal solution is shown in Figure 5.5(b), and its exergy loss is $36.45 R T_{0} \mathrm{~kJ} / \mathrm{h}$. Table 5.4 lists the material flows in rectifying and stripping sections of all pseudocolumns at optimum operation for both configurations in Figure 5.5. In particular, we point out that the duty of condenser $(1,1)$ is the same for both the configurations.
Table 5.4.
Optimal material flowrates (in kmol/h) in rectifying and stripping sections for configurations in Figure 5.5. For Figure 5.5(a), material flowrates (in $\mathrm{kmol} / \mathrm{h}$ ) in condensers and reboilers at optimum operation: $F C_{1,1}=45.54, F C_{2,2}=17.64, F C_{3,3}=6.23, F C_{4,4}=4.03, F R_{2,5}=41.73, F R_{3,5}=17.68, F R_{4,5}=8.77$ and $F R_{5,5}=3.1$. For Figure 5.5(b), material flowrates (in $\mathrm{kmol} / \mathrm{h}$ ) in condensers and reboilers at optimum
 $F R_{5,5}=3.1$. As before, we write ' - ' to indicate that the variable is not defined in the problem.

|  | Material flows in rectifying sections |  |  |  |  |  |  | Material flows in stripping sections |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Direct-split configuration (Figure 5.5(a)) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $Q_{i, j}$ | $f_{i, j, 1}^{\mathrm{rs}}$ | $f_{i, j, 2}^{\mathrm{rs}}$ | $f_{i, j, 3}^{\mathrm{rs}}$ | $f_{i, j, 4}^{\mathrm{rs}}$ | $f_{i, j, 5}^{\mathrm{rs}}$ | $V_{i, j}^{\mathrm{rs}}$ | $L_{i, j}^{\text {rs }}$ | $f_{i, j, 1}^{\text {ss }}$ | $f_{i, j, 2}^{\text {ss }}$ | $f_{i, j, 3}^{\text {ss }}$ | $f_{i, j, 4}^{\text {ss }}$ | $f_{i, j, 5}^{\text {ss }}$ | $V_{i, j}^{\text {ss }}$ | $L_{i, j}^{\text {ss }}$ |
| $Q_{1,5}$ | 75.52 | 0 | 0 | 0 | - | 116.52 | 41 | - | 14 | 5.49 | 2.82 | 2.17 | 16.52 | 41 |
| $Q_{2,5}$ | - | 14 | 0 | 0 | - | 42.51 | 28.51 | - | - | 5.49 | 2.82 | 2.17 | 19.03 | 29.51 |
| $Q_{3,5}$ | - | - | 5.49 | 0 | - | 24.61 | 19.12 | - | - | - | 2.82 | 2.17 | 16.1 | 21.09 |
| $Q_{4,5}$ | - | - | - | 2.82 | - | 20.58 | 17.76 | - | - | - | - | 2.17 | 15.59 | 17.76 |

[^1]Further, in Figure 5.5(b), the liquid reflux produced at condenser $(1,1)$ is used efficiently between $Q_{1,5}, Q_{1,2}$ and $Q_{2,5}$. On the other hand, in Figure 5.5(a), the required liquid reflux for the columns $Q_{1,5}$ and $Q_{2,5}$ is produced independently at condensers $(1,1)$ and $(2,2)$, respectively; thereby arising the need for additional refrigeration at condenser $(2,2)$. For this reason, the configuration in Figure $5.5(\mathrm{~b})$ is attractive over the direct-split configuration. Moreover, it is structurally similar to Figure 5.5(a), and thus, amenable for retrofitting.

Nonetheless, the configuration in Figure 5.5(b) has $21.66 \%$ higher exergy loss than that of the optimal solution over the entire search space. Alternative solutions that provide additional benefit may be determined by relaxing the limitation on the number of column sections and re-solving (W). Figures $5.6(\mathrm{a})$ and $5.6(\mathrm{~b})$ show the optimal configurations with four and six additional sections than the direct split configuration. The optimal exergy loss for Figure 5.6(a) is $35.62 R T_{0} \mathrm{~kJ} / \mathrm{h}(18.9 \%$ higher than the optimal configuration over the entire search space) and Figure 5.6(b) is $31.4 R T_{0} \mathrm{~kJ} / \mathrm{h}$ ( $4.8 \%$ higher than the optimal configuration over the entire search space). Now, the process designer has to assess trade-offs between the benefit from introducing additional sections in configurations vs. increased operational complexity, in order to determine the best configuration for the separation of shale gas.

### 5.2.2 Examples from Literature

In addition to the shale gas example discussed in the previous subsection, we also tested the model (W) on several four and five component examples taken from the literature. Problem parameters are reported in the third and fourth columns of Table 5.5. The remaining parameters are taken to be $\Phi_{1, n}=1$ and $\left\{\Phi_{p, p}=1\right\}_{p=1}^{N}$ for all cases. We chose BARON 18.5.1 on GAMS 25.1 to solve the MINLP (W), with all options, except pDo, set at their defaults. We observed that BARON can solve (W) faster, when pDo is set to -1 i.e.,when all variables are probed. Finally, we chose $1 \%$ for relative tolerance for convergence $\left(\epsilon_{r}\right)$ and 10000 s for time limit as the termination

(a)

(b)

Fig. 5.6. (a) Conventional configuration for shale gas separation (b) A plausible retrofit to reduce exergy loss.
criteria. All computations were done on Dell Optiplex 5040 with 16 GB RAM Intel Core i7-6700 3.4 GHz processor. The results are summarized in Table 5.5. Evidently, BARON could solve all the cases considered to $1 \%$-global optimum within the
Table 5.5.
 Relative volatility information for Cases $12,13,14$ and 15 are taken from [46]. All BARON options except pDo are set at their defaults (pDo is set to -1 ). Relative tolerance for convergence $\left(\epsilon_{r}\right)$ is set to $1 \%$.

|  |  |  |  | Optimum | \# of | Comp. |
| :---: | :---: | :--- | :--- | :---: | :---: | :---: |
| Case | $N$ | $\left\{F_{p}\right\}_{p=1}^{N}$ | $\left\{\alpha_{p}\right\}_{p=1}^{N}$ |  | Iterations | Time (s) |
| 1 | 4 | $\{17.8,40.4,27.7,14.1\}$ | $\{3.413,2.146,1.398,1\}$ | 74.05 | 71 | 36 |
| 2 | 4 | $\{30,40,25,5\}$ | $\{29.07,12.81,2.35,1\}$ | 87.88 | 51 | 22 |
| 3 | 4 | $\{5,25,40,30\}$ | $\{24.19,4.599,2.19,1\}$ | 70.68 | 53 | 26 |
| 4 | 4 | $\{3,55,12,30\}$ | $\{27.88,12.28,4.76,1\}$ | 109.45 | 82 | 45 |
| 5 | 5 | $\{20,20,20,20,20\}$ | $\{39.0625,15.625,6.25,2.5,1\}$ | 100.97 | 2449 | 9396 |
| 6 | 5 | $\{10,10,40,30,10\}$ | $\{8.9,5.7,3.2,1.55,1\}$ | 84.35 | 1036 | 2905 |
| 7 | 5 | $\{10,20,30,20,20\}$ | $\{8.9,5.7,3.2,1.55,1\}$ | 84.71 | 1142 | 3462 |
| 8 | 5 | $\{10,10,40,30,10\}$ | $\{4.1,3.6,2.1,1.42,1\}$ | 79.14 | 715 | 2031 |
| 9 | 5 | $\{20,30,20,20,10\}$ | $\{4.1,3.6,2.1,1.42,1\}$ | 96.62 | 252 | 540 |
| 10 | 5 | $\{15,15,40,20,10\}$ | $\{10.5,4.04,1.76,1.31,1\}$ | 71.01 | 834 | 1849 |
| 11 | 5 | $\{4,6,50,35,5\}$ | $\{10.5,4.04,1.76,1.31,1\}$ | 69.96 | 415 | 1139 |
| 12 | 5 | $\{5,15,25,20,35\}$ | $\{7.98,3.99,3,1.25,1\}$ | 77.64 | 169 | 585 |
| 13 | 5 | $\{25,15,25,20,20\}$ | $\{13.72,3.92,3.267,1.21,1\}$ | 94.26 | 211 | 565 |
| 14 | 5 | $\{5,32.5,25,32.5,5\}$ | $\{11.761,9.801,3.63,3,1\}$ | 90.97 | 381 | 1021 |
| 15 | 5 | $\{5,5,32.5,25,32.5\}$ | $\{11.761,9.801,3.63,3,1\}$ | 67.07 | 410 | 978 |

specified time limit. This illustrates that model (W) performs well to changes in problem parameters, and it can be used to quickly identify attractive solutions with off-the-shelf global solvers.

### 5.3 Conclusion

In this work, we proposed a novel MINLP formulation for identification of thermo-dynamically-efficient distillation configurations, for separation of non-azeotropic multicomponent mixtures. Thermodynamic analysis is crucial, especially for work-driven systems like heat-pump assisted distillations, which also include cryogenic separations. The highlights of this work are summarized in the following. First, we proposed a new model for the space of admissible distillation configurations, and proved it to be strictly tighter than the intersection of prior formulations. Second, using techniques described in $[28,29]$, we formulated exergy loss calculations that do not depend on temperature of mixtures, explicitly. Third, the model in its default form has several nonlinear nonconvex equations. We proposed a simple variable elimination strategy, that collapses a system of equations describing material balance and vapor-liquid equilibrium onto a single equation. The approach reduces the number of nonconvex equations and simplifies the model significantly. Fourth, we described the properties satisfied by the derived equations, and exploited them while deriving additional valid cuts to the problem. Finally, the model was used to identify attractive configurations for shale gas separation. We have also shown through numerical examples from literature that the model performs well with changes in problem parameters. Designing distillation sequences is challenging. This model empowers process designers to quickly screen through thousands of alternatives, and identify attractive solutions worthy of further exploration.

## 6. FUTURE DIRECTION

In this work, we have developed novel MINLP-based approaches for systematically identifying the best distillation configuration along with its optimal operating condition for a given separation. Despite significant energy savings possible, and decades of work, the problem has continued to resist solution. By performing a careful mathematical analysis, we have addressed the key challenges and developed the first valid formulation. Through extensive computational experiments, we have demonstrated that the proposed approach improves the state-of-the-art. However, this is simply the first step towards making industrial distillations more sustainable. Below, we describe a few possible ways to build up on the current work.

### 6.1 Heat Integration

For various reasons (e.g., ease of operation), industrial practitioners might continue to run above-ambient separations using heat. In that case, heat integration is crucial to minimize the overall heat duty. Here, heat integration refers to utilization of the heat rejected from the condenser of one distillation column in the reboiler of another distillation column. For example, consider the configuration in Figure 6.1(a). Since the boiling point of component $C$ is greater than that of component $B$, the heat duty of the condenser of the column $Q 3$ (see Figure caption) can be rejected to the reboiler of the column $Q 2$. This heat integration is always feasible, unless the column $Q 2$ is operated at a much higher pressure than the column $Q 3$. In general, whenever the lightest component in the mixture that is being condensed is the same or heavier than the heaviest component in the mixture that is being boiled, then the heat integration between the condenser and the reboiler is always feasible. Such


Fig. 6.1. Four-component configurations. We refer the leftmost column as $Q 1$, the middle column as $Q 2$ and the rightmost column as Q3.
heat integrations can be included in the proposed MINLP approach directly without additional constraints to check for feasibility.

Next, some heat integrations are feasible only when the composition of certain streams are favorable. For example, consider the configuration in Figure 6.1(b), In general, the temperature of the reboiler $B C D$ will not be less than that of the condenser $C$. However, when the submixture $B C D$ is very rich in $B$, it is possible to heat integrate the reboiler $B C D$ and the condenser $C$. Mathew et al. [70] pointed out that such heat integrations can reduce the overall heat duty well below that of the fully thermally coupled configuration. An immediate question that arises is the following. How do we identify such non-intuitive heat integrations? Of course, if the temperature of the streams were available, then the feasibility can be inferred from the temperatures. However, computation of the temperature requires the solution of complex thermodynamic nonlinear and nonconvex equations. In their presence, solving the MINLP to the desired optimality gap can be challenging. A more promising approach is to use the shortcut criteria proposed by Mathew et al. [71]. As demonstrated therein, off-the-shelf solvers like BARON are able to solve the optimization problem to the desired optimality gap for specific configurations. Therefore, by incor-
porating their shortcut criteria, the proposed formulation can be extended to identify the optimal heat integrated distillation configuration.

### 6.2 Improvement to the Proposed Algorithm

In Chapter 4, we proposed a simple discretization-based solution procedure to solve the MINLP. Below, we describe two possible ways to further improve the algorithm.

First, consider the performance profile in Figure 4.7(a). In the beginning, the proposed algorithm solves fewer cases than BARON. The analysis of the results revealed the following. In some cases, the lower bound has reached the global optimum in the first two iterations and the algorithm did not find the optimal solution (upper bound). Nevertheless, the current algorithm solves the computationally expensive MIP relaxation again in order to find a new initial point for the local search. This can be avoided by collecting multiple points, for the local search, in each iteration using the solution pool feature of Gurobi. This improves the possibility of finding the optimal solutions very quickly, and reduces the number of iterations (and computational time) to solve the MINLP.

Second, the main inefficiency of the algorithm is that it solves the MIP relaxation from scratch at every iteration. This increases the computational time per iteration substantially beyond the sixth or seventh iteration. Since refinement of discretization does not worsen the MIP relaxation, it is worthwhile to investigate if there is a way to utilize the solution from the previous iteration to solve the next iteration more efficiently. If successful, this can reduce the computational time substantially, given that the MILP solvers currently need more than one hour per iteration beyond the sixth iteration.

### 6.3 Application to Design and Operation

After identifying an attractive configuration for a given separation, the next step involves a detailed design. One of the underlying assumptions in the formulation is that a distillation column is allowed to operate at pinch i.e., at its minimum reflux ratio. In reality, due to economic considerations, a distillation column is always operated above the minimum reflux ratio. Because of this, the actual composition of the distillate and the residue product streams may deviate from that predicted by the MINLP framework. This is especially true when the column performs a sloppy split, since the product composition is sensitive to both the number of trays, the feed location and the actual reflux ratio. The detailed design of a configuration is usually performed using a process simulator, such as Aspen Plus. However, as described in Chapter 1, process simulators face convergence issues and often get trapped in a sub-optimal solution. It would be interesting to develop a method that guides the process simulators to obtain a detailed design by using the optimal solution obtained from the MINLP approach. Another potential direction is to explore the practicality of the proposed approach in designing controllers for optimal operation.
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APPENDICES

## A. TEST SET

The test set for computational experiments is borrowed from [39]. The current state-of-the-art methods can handle design problem involving four components. However, they are often unable to scale to five components, which are practically relevant and remains challenging. In this study, we focus on five component separations, i.e., $N=5$.

The parameter settings are generated in the following manner. For every $a \in$ $\left\{1, \ldots, 2^{N}-1\right\}$, we first construct $N$-digit binary representation of $a$, denoted as $\operatorname{bin}(a)$. Let $\operatorname{bin}(a)(p)$ deonte the $p^{\text {th }}$ digit of $\operatorname{bin}(a)$. We define two sets: $\mathcal{D}_{0}=$ $\{p: \operatorname{bin}(a)(p)=0\}$ and $\mathcal{D}_{1}=\{p: \operatorname{bin}(a)(p)=1\} . \operatorname{bin}(a)(p)=0$ indicates that component $p$ is lean in the mixture, and its composition is set to $5 \%$. On the other hand, $\operatorname{bin}(a)(p)=1$ indicates that component $p$ is abundant in the mixture. We consider the case, where all abundant components are present in equal proportions. Therefore, for a given $a$, the feed composition $\left\{F_{p}^{a}\right\}_{p=1}^{N}$ is obtained as

$$
F_{p}^{a}=\left\{\begin{array}{ll}
5 & \text { if } p \in \mathcal{D}_{0}  \tag{A.1}\\
\frac{100-5 \times\left|\mathcal{D}_{0}\right|}{\left|\mathcal{D}_{1}\right|} & \text { if } p \in \mathcal{D}_{1}
\end{array} \quad \forall p \in\{1, \ldots, N\}\right.
$$

In a similar manner, for every $b \in\left\{0, \ldots, 2^{N-1}-1\right\}$, we first construct $(N-1)$-digit binary representation of $b$. Here, $\operatorname{bin}(b)(p)=0($ resp. $\operatorname{bin}(b)(p)=1)$ indicates that the separation between component $p$ and $p+1$ is easy (resp. difficult). We take relative volatility value of 2.5 and 1.1 for an easy and difficult separation, respectively. For a given $b$, expressing all relative volatilities w.r.t to the heaviest component, we have $\alpha_{N}^{b}=1$ and

$$
\begin{equation*}
\alpha_{p}^{b}=\prod_{q=p}^{N-1}[2.5(1-\operatorname{bin}(b)(q))+1.1 \operatorname{bin}(b)(q)] \quad \forall \quad p \in\{1, \ldots, N-1\} \tag{A.2}
\end{equation*}
$$

The parameter settings for Case (a, b) are then given by $N=5,\left\{F_{p}^{a}\right\}_{p=1}^{N},\left\{\alpha_{p}^{b}\right\}_{p=1}^{N}$, $\Phi_{1, N}=\Phi_{1,1}=\cdots=\Phi_{N, N}=1$. Since $a \in\left\{1, \ldots, 2^{N}-1\right\}$ and $b \in\left\{0, \ldots, 2^{N-1}-1\right\}$, total number of cases in the test set is $\left(2^{5}-1\right) \times 2^{4}=496$.

## B. MISSING PROOFS AND DERIVATIONS

## B. 1 Proof of Proposition 4.1

Let, $\mathcal{B}=[0,1]^{n} \times[0,1]^{n}$. Since the set $S=\left\{(x, z) \in \mathcal{B} \mid z_{j}=\prod_{p=1}^{j} x_{p}, j=\right.$ $1, \ldots, n\}$ is compact, $\operatorname{Conv}(S)$ is compact and, by Krein-Milman Theorem, is the convex hull of its extreme points. Therefore, we determine the extreme points of $S$, and take their disjunctive union to obtain $\operatorname{Conv}(S)$. When $\left(x_{2}, \ldots, x_{n}\right)$ in $S$ are restricted to $\left(\bar{x}_{2}, \ldots, \bar{x}_{n}\right) \in[0,1]^{n-1}$, then the set $S$ is convex and its extreme points are such that $x_{1} \in\{0,1\}$. Let $S_{1}$ and $\tilde{S}_{2}$ denote the set $S$ restricted to $x_{1}=0$ and $x_{1}=1$, respectively, i.e., $S_{1}=\left\{(x, z) \in \mathcal{B} \mid x_{1}=0, z_{j}=0, j=1, \ldots, n\right\}$ and $\tilde{S}_{2}=\left\{(x, z) \in \mathcal{B} \mid x_{1}=z_{1}=1, z_{j}=\prod_{p=2}^{j} x_{j}, j=2, \ldots, n\right\}$. Observe that $S_{1}$ is convex, and $\tilde{S}_{2}$ is nonconvex. Next, when $\left(x_{3}, \ldots, x_{n}\right)$ in $\tilde{S}_{2}$ are restricted to $\left(\bar{x}_{3}, \ldots, \bar{x}_{n}\right) \in[0,1]^{n-2}$, then $\tilde{S}_{2}$ is convex and its extreme points are such that $x_{2} \in\{0,1\}$. Let $S_{2}$ and $\tilde{S}_{3}$ denote the set $\tilde{S}_{2}$ restricted to $x_{2}=0$ and $x_{2}=1$, respectively, i.e., $S_{2}=\left\{(x, z) \in \mathcal{B} \mid x_{1}=z_{1}=1, x_{2}=z_{2}=\ldots, z_{n}=0\right\}$ and $\tilde{S}_{3}=\left\{(x, z) \in \mathcal{B} \mid x_{1}=z_{1}=x_{2}=z_{2}=1, z_{j}=\prod_{p=3}^{j} x_{j}, j=3, \ldots, n\right\}$. As before, $S_{2}$ is convex and $\tilde{S}_{3}$ is nonconvex. Repeating the argument leads to sets $S_{3}, \ldots, S_{n+1}$, where $S_{i}=\left\{(x, z) \in \mathcal{B} \mid x_{1}=z_{1}=\cdots=x_{i-1}=z_{i-1}=1, x_{i}=z_{i}=\ldots z_{n}=0\right\}$ for $i=3, \ldots, n$ and $S_{n+1}=\tilde{S}_{n+1}=\left\{x_{1}=z_{1}=\ldots x_{n}=z_{n}=1\right\}$. The sets $S_{1}$ through $S_{n+1}$ contain the extreme points of convex hull of $S$. Therefore, $\operatorname{Conv}(S)=$ $\operatorname{Conv}\left(S_{1} \cup S_{2} \cup \cdots \cup S_{n+1}\right)$, where $S_{1} \cup S_{2} \cup \cdots \cup S_{n+1}$ is given below
$\left[\begin{array}{l}x_{1}=0 \\ z_{1}=\cdots=z_{n}=0 \\ 0 \leqslant x_{j} \leqslant 1, j=2, \ldots, n\end{array}\right] \bigvee_{i=2}^{n}\left[\begin{array}{l}x_{1}=\cdots=x_{i-1}=1, x_{i}=0 \\ z_{1}=\cdots=z_{i-1}=1 \\ z_{i}=\cdots=z_{n}=0 \\ 0 \leqslant x_{j} \leqslant 1, j=i+1, \ldots, n\end{array}\right] \bigvee\left[\begin{array}{l}x_{1}=\cdots=x_{n}=1 \\ z_{1}=\cdots=z_{n}=1\end{array}\right]$.

Application of disjunctive programming technique leads to

$$
\operatorname{Conv}(S)=\left\{\begin{array}{lll}
x_{j}^{i}=\lambda^{i}, & \text { for } j=1, \ldots, i-1 ; & i=2, \ldots, n+1  \tag{B.1}\\
x_{i}^{i}=0, & \text { for } & i=1, \ldots, n \\
0 \leqslant x_{j}^{i} \leqslant \lambda^{i}, & \text { for } j=i+1, \ldots, n ; i=1, \ldots, n-1 \\
x_{j}=\sum_{i=1}^{n+1} x_{j}^{i}, & \text { for } j=1, \ldots, n & \\
z_{j}=\sum_{i=j+1}^{n+1} \lambda^{i}, & \text { for } j=1, \ldots, n \\
\sum_{i=1}^{n+1} \lambda^{i}=1, \lambda^{i} \geqslant 0, & \text { for } & i=1, \ldots, n+1
\end{array}\right\},
$$

where $\left\{x_{j}^{i}\right\}_{i=1}^{n+1}$ are to be regarded as linearization of $x_{j} \cdot \lambda^{i}$. We eliminate $\left\{x_{j}^{i}\right\}_{i=j}^{n+1}$ by direct substitution (see (B.1)). This leads to $x_{j}=\sum_{i=1}^{j-1} x_{j}^{i}+\sum_{i=j+1}^{n+1} \lambda^{i}$, or $\sum_{i=1}^{j-1} x_{j}^{i} \leqslant$ $x_{j}-\sum_{i=j+1}^{n+1} \lambda^{i} \leqslant \sum_{i=1}^{j-1} x_{j}^{i}$, where $\left\{x_{j}^{i}\right\}_{i=1}^{j-1}$ are constrained by $0 \leqslant x_{j}^{i} \leqslant \lambda^{i}$. Now, using Fourier-Motzkin elimination, we eliminate $\left\{x_{j}^{i}\right\}_{i=1}^{j-1}$ to obtain $0 \leqslant x_{j}-\sum_{i=j+1}^{n+1} \lambda^{i} \leqslant$ $\sum_{i=1}^{j-1} \lambda^{i}$, or $\sum_{i=j+1}^{n+1} \lambda^{i} \leqslant x_{j} \leqslant \sum_{i=1}^{j-1} \lambda^{i}+\sum_{i=j+1}^{n+1} \lambda^{i}=1-\lambda^{j}$. This transforms (B.1) to

$$
\operatorname{Conv}(S)=\left\{\begin{array}{ll}
\sum_{i=j+1}^{n+1} \lambda^{i} \leqslant x_{j} \leqslant 1-\lambda^{j}, & \text { for } j=1, \ldots, n  \tag{B.2}\\
z_{j}=\sum_{i=j+1}^{n+1} \lambda^{i}, & \text { for } j=1, \ldots, n \\
\sum_{i=1}^{n+1} \lambda^{i}=1, \lambda^{i} \geqslant 0, & \text { for } i=1, \ldots, n+1
\end{array}\right\}
$$

Next, we determine $\lambda^{i}$ in terms of $z_{j}$. From $z_{j}=\sum_{i=j+1}^{n+1} \lambda^{i}$ for $j=1, \ldots, n$ and $\sum_{i=1}^{n+1} \lambda^{i}=1, z_{n}=\lambda^{n+1}, z_{n-1}=\lambda^{n}+\lambda^{n+1}$ or $z_{n-1}-z_{n}=\lambda^{n}, z_{n-2}=\lambda^{n-1}+\lambda^{n}+\lambda^{n+1}$ or $z_{n-2}-z_{n-1}=\lambda^{n-1}, \ldots, z_{1}-z_{2}=\lambda^{2}$, and $\lambda^{1}=1-\sum_{i=2}^{n+1} \lambda^{i}=1-z_{1}$. Using these relations, we eliminate $\lambda^{i}$ variables from (B.2) to obtain

$$
\operatorname{Conv}(S)=\left\{\begin{array}{ll}
z_{1} \leqslant x_{1} \leqslant z_{1} &  \tag{B.3}\\
z_{j} \leqslant x_{j} \leqslant 1-z_{j-1}+z_{j}, & \text { for } j=2, \ldots, n \\
z_{n} \geqslant 0,\left(1-z_{1}\right) \geqslant 0, & \\
z_{j-1}-z_{j} \geqslant 0, & \text { for } j=2, \ldots, n
\end{array}\right\}
$$

Observe that the same set of inequalities result from recursive McCormick relaxation of $z_{j}=z_{j-1} \cdot x_{j}$ for $j=2, \ldots, n$. Therefore, the convex hull of set $S$ can be constructed by a recursive application of Mc Cormick procedure on $z_{j}=z_{j-1} \cdot x_{j}, j=2, \ldots, n$.

## B. 2 Proof of Remark 4.2

We show the proof for $\tau_{i, k, j}$ variables, and the proof for $\beta_{i, l, j}$ variables is similar. By Remark 4.1, the convex hull of $\nu_{i, k, j}=\prod_{n=k}^{j}\left(1-\zeta_{i, n}\right)$ over $\left(\zeta_{i, k}, \ldots, \zeta_{i, j}\right) \in[0,1]^{j-k+1}$, given by

$$
\begin{align*}
& \nu_{i, k, j} \geqslant \max \left\{0,-\zeta_{i, k}-\cdots-\zeta_{i, j}+1\right\}  \tag{B.4a}\\
& \nu_{i, k, j} \leqslant \min \left\{1-\zeta_{i, k}, \ldots, 1-\zeta_{i, j}\right\} \tag{B.4b}
\end{align*}
$$

is implied from (A3), for every $[i, j] \in \mathcal{P}, \llbracket k \rrbracket_{i}^{j-1}$. We use the above inequalities, in addition to (A2) and (A3), for the proof. We consider two cases: $k+1<j$ and $k+1=j$. When, $k+1<j$, the convex hull of $\tau_{i, k, j}=\zeta_{i, k}\left(1-\zeta_{i, k+1}\right) \ldots\left(1-\zeta_{i, j-1}\right) \zeta_{i, j}$ over $\left(\zeta_{i, k}, \ldots, \zeta_{i, j}\right) \in[0,1]^{j-k+1}$ is given by [72]

$$
\begin{align*}
\tau_{i, k, j} & \geqslant 0  \tag{B.5a}\\
\tau_{i, k, j} & \geqslant \zeta_{i, k}-\zeta_{i, k+1}-\cdots-\zeta_{i, j-1}+\zeta_{i, j}-1,  \tag{B.5b}\\
\tau_{i, k, j} & \leqslant \zeta_{i, k}  \tag{B.5c}\\
\tau_{i, k, j} & \leqslant 1-\zeta_{i, n}, \quad \llbracket n \rrbracket_{k+1}^{j-1},  \tag{B.5d}\\
\tau_{i, k, j} & \leqslant \zeta_{i, j} . \tag{B.5e}
\end{align*}
$$

On the other hand, when $k+1=j$, the convex hull of $\tau_{i, k, j}=\tau_{i, j-1, j}=\zeta_{i, j-1} \zeta_{i, j}$ over $\left(\zeta_{i, j-1, \zeta_{i, j}}\right) \in[0,1]^{2}$ is given by

$$
\begin{align*}
\tau_{i, j-1, j} & \geqslant \max \left\{0, \zeta_{i, j-1}+\zeta_{i, j}-1\right\}  \tag{B.6a}\\
\tau_{i, j-1, j} & \leqslant \min \left\{\zeta_{i, j-1}, \zeta_{i, j}\right\} \tag{B.6b}
\end{align*}
$$

In the following, we present the proof only for $k+1<j$, and point out that the proof for the case $k+1=j$ is similar.
(B.5a): From (A3), $\nu_{i, k, j-1}+\nu_{i, k+1, j}-\nu_{i, k+1, j-1} \leqslant \nu_{i, k, j} \Longrightarrow 0 \leqslant \nu_{i, k+1, j-1}-\nu_{i, k, j-1}-$ $\nu_{i, k+1, j}+\nu_{i, k, j} \stackrel{(\mathrm{~A} 2)}{=} \tau_{i, k, j}$.

> (B.5b): $\tau_{i, k, j} \stackrel{(\mathrm{~A} 2)}{=} \nu_{i, k+1, j-1}-\nu_{i, k, j-1}-\nu_{i, k+1, j}+\nu_{i, k, j} \stackrel{(\mathrm{~B} .4 \mathrm{a})}{\geqslant}-\zeta_{i, k+1}-\cdots-\zeta_{i, j-1}+$ $1-\nu_{i, k, j-1}-\nu_{i, k+1, j} \stackrel{(\mathrm{~B} .4 \mathrm{~b})}{\geqslant}-\zeta_{i, k+1}-\cdots-\zeta_{i, j-1}+1-\left(1-\zeta_{i, k}\right)-\left(1-\zeta_{i, j-1}\right)=$ $\zeta_{i, k}-\zeta_{i, k+1}-\cdots-\zeta_{i, j-1}+\zeta_{i, j}-1$.
(B.5c): $\tau_{i, k, j} \stackrel{(\mathrm{~A} 2)}{=} \nu_{i, k+1, j-1}-\nu_{i, k, j-1}-\nu_{i, k+1, j}+\nu_{i, k, j} \underset{\nu_{i, k, j} \leqslant \nu_{i, k+1, j}}{\stackrel{(\mathrm{~A} 3)}{\leq}} \nu_{i, k+1, j-1}-\nu_{i, k, j-1}$ $\stackrel{(\mathrm{A} 3)}{\lessgtr} \underset{\nu_{i, k, j-1} \geqslant \nu_{i, k+1, j-1}+\nu_{i, k, k}-1}{\lessgtr} 1-\nu_{i, k, k} \stackrel{(\mathrm{~A} 3)}{=} \zeta_{i, k}$.
(B.5d): $\tau_{i, k, j} \stackrel{(\mathrm{~A} 2)}{=} \nu_{i, k+1, j-1}-\nu_{i, k, j-1}-\nu_{i, k+1, j}+\nu_{i, k, j} \underset{\nu_{i, k, j} \leqslant \nu_{i, k+1, j}}{\stackrel{(\mathrm{~A} 3)}{\leq}} \nu_{i, k+1, j-1}-\nu_{i, k, j-1} \stackrel{\text { (B.4a) }}{\lessgtr}$ $\nu_{i, k+1, j-1} \stackrel{(\text { B.4b) }}{\leqslant} 1-\zeta_{i, n}$, for $k+1 \leqslant n \leqslant j-1$.
(B.5e): $\tau_{i, k, j} \stackrel{(\mathrm{~A} 2)}{=} \nu_{i, k+1, j-1}-\nu_{i, k, j-1}-\nu_{i, k+1, j}+\nu_{i, k, j} \underset{\nu_{i, k, j} \leqslant \nu_{i, k, j-1}}{\stackrel{(\mathrm{~A} 3)}{\leq}} \nu_{i, k+1, j-1}-\nu_{i, k+1, j}$ $\stackrel{(\mathrm{A} 3)}{\lessgtr} \nu_{i, k+1, j} \geqslant \nu_{i, k+1, j-1}+\nu_{i, j, j}-1-\nu_{i, j, j} \stackrel{(\mathrm{~A} 3)}{=} \zeta_{i, j}$.

## B. 3 Proof of Proposition 4.6

Definition B.1. Let, $\mathcal{D}=(V, A)$ be a digraph and $b \in \mathbb{R}^{|V|}$. A function $f: A \rightarrow \mathbb{R}$ is called as $b$-transshipment if $\operatorname{excess}_{f}\left(v_{i}\right):=f\left\langle\delta^{i n}\left(v_{i}\right)\right\rangle-f\left\langle\delta^{o u t}\left(v_{i}\right)\right\rangle=b\left(v_{i}\right) \forall v_{i} \in V$, where $\delta^{i n}\left(v_{i}\right) \subseteq A\left(\right.$ resp. $\left.\delta^{\text {out }}\left(v_{i}\right) \subseteq A\right)$ is the set of all arcs entering (resp. leaving) the vertex $v_{i}$, and $f\left\langle\delta\left(v_{i}\right)\right\rangle:=\sum_{a \in \delta\left(v_{i}\right)} f(a)$. In our case, the function $f(a)$ evaluates the flow along the arc a.

Lemma B. 1 ([73]). Let $\mathcal{D}=(V, A)$ be a digraph, and let $b: V \rightarrow \mathbb{R}$ with $b\langle V\rangle=0$. Then there exists a b-transshipment $f \geqslant \mathbf{0}$ if and only if $b\langle U\rangle \leqslant 0$ for each $U \subseteq V$ with $\delta^{\text {in }}(U)=\varnothing$.

We now use Lemma B. 1 to prove Proposition 4.6.
Consider the digraph $\mathcal{D}=(V, A)$, where $V=D_{6} \cup D_{7}$ and $A=\left(D_{6} \times D_{7}\right) \backslash\{(N+$ $1,0)\}$ (see $\S 4.2 .2$ and Figure 4.3 for definition of $D_{6}$ and $D_{7}$ ). We have discarded the arc from $N+1 \in D_{6}$ to $0 \in D_{7}$, because the flow along that arc is zero (see (4.10)).

Observe that, for every $n \in D_{6}, b(n)=\operatorname{excess}_{\psi}(n)=-\sum_{m \in D_{7}} \psi_{i, n, m, j}=-\tau_{i, j, n}$ (see Figure 4.3). Similarly, for every $m \in D_{7}, b(m)=\operatorname{excess}_{\psi}(m)=\sum_{n \in D_{6}} \psi_{i, n, m, j}=\beta_{m, i, j}$. Then, $b\langle V\rangle=\sum_{n=j+1}^{N+1} b(n)+\sum_{m=0}^{i-1} b(m)=-\sum_{n=j+1}^{N+1} \tau_{i, j, n}+\sum_{m=0}^{i-1} \beta_{m, i, j}=0$ (from definition of $S_{i, j}$ ). From Lemma B.1, a $b$-transshipment $\psi \geqslant \mathbf{0}$ exists if and only if $b\langle U\rangle \leqslant 0$ for each $U \subseteq V$ with $\delta^{\text {in }}(U)=\varnothing$. For every $U \subseteq D_{6} \subset V, b\langle U\rangle \leqslant 0$ is satisfied trivially. On the other hand, $U$ cannot be chosen to be a subset of $D_{7}$, because for every $U \subseteq D_{7}, \delta^{\text {in }}(U) \neq \varnothing$. Therefore, in order to derive non-trivial inequalities, we must choose subsets of $V$ containing vertices of both $D_{6}$ and $D_{7}$.

Let $U=\left(D_{6} \backslash\{N+1\}\right) \cup\{0\}$. Note that $\delta^{\text {in }}(U)=\varnothing$. Then, a $b$-transshipment $\psi \geqslant \mathbf{0}$ exists if and only if $b\langle U\rangle=-\sum_{n=j+1}^{N} \tau_{i, j, n}+\beta_{0, i, j} \leqslant 0$, or

$$
\begin{equation*}
\beta_{0, i, j} \leqslant \sum_{n=j+1}^{N} \tau_{i, j, n} \tag{B.7}
\end{equation*}
$$

It can be verified that for every other subset $U \subseteq V$ satisfying $\delta^{\text {in }}(U)=\varnothing$, the inequality ensuring $b\langle U\rangle \leqslant 0$ is implied from $\sum_{m=0}^{i-1} \beta_{m, i, j}=\sum_{n=j+1}^{N+1} \tau_{i, j, n}$. Therefore,

$$
\begin{equation*}
\operatorname{proj}_{(\tau, \beta)}\left(S_{i, j}\right)=\left\{(\mathrm{B} .7) ; \sum_{m=0}^{i-1} \beta_{m, i, j}=\sum_{n=j+1}^{N+1} \tau_{i, j, n} ; \tau_{i, j, n} \geqslant 0, \llbracket n \rrbracket_{j+1}^{N+1} ; \beta_{m, i, j} \geqslant 0, \llbracket m \rrbracket_{0}^{i-1}\right\} . \tag{B.8}
\end{equation*}
$$

Indeed, $\psi_{i, n, m, j}$ can be defined to verify that (B.8) is the projection of $S_{i, j}$.
Def1: Define $\psi_{i, N+1,0, j}=0$.
Def2: For $1 \leqslant m \leqslant i-1$, define

$$
\psi_{i, N+1, m, j}= \begin{cases}\tau_{i, j, N+1} \cdot \frac{\beta_{m, i, j}}{\sum_{m=1}^{i-1} \beta_{m, i, j}}, & \text { if } \sum_{m=1}^{i-1} \beta_{m, i, j}>0 \\ 0, & \text { if } \sum_{m=1}^{i-1} \beta_{m, i, j}=0\end{cases}
$$

Since $\sum_{m=0}^{i-1} \beta_{m, i, j}=\sum_{n=j+1}^{N+1} \tau_{i, j, n}$, (B.7) implies $\tau_{i, j, N+1} \leqslant \sum_{m=1}^{i-1} \beta_{m, i, j}$. Then, the above definition guarantees that $\psi_{i, N+1, m, j} \leqslant \beta_{m, i, j}$ for every $1 \leqslant m \leqslant i-1$, and $\sum_{m=1}^{i-1} \psi_{i, N+1, m, j}=\tau_{i, j, N+1}$.

Def3: For $j+1 \leqslant n \leqslant N$, define

$$
\psi_{i, n, 0, j}= \begin{cases}\beta_{0, i, j} \cdot \frac{\tau_{i, j, n}}{\sum_{n=j+1}^{N} \tau_{i, j, n}}, & \text { if } \sum_{n=j+1}^{N} \tau_{i, j, n}>0 \\ 0, & \text { if } \sum_{n=j+1}^{N} \tau_{i, j, n}=0\end{cases}
$$

Because $\beta_{0, i, j} \leqslant \sum_{n=j+1}^{N} \tau_{i, j, n}$ (see (B.7)), the above definition guarantees that $\psi_{i, n, 0, j} \leqslant \tau_{i, j, n}$ for every $j+1 \leqslant n \leqslant N$, and $\sum_{n=j+1}^{N} \psi_{i, n, 0, j}=\beta_{0, i, j}$.

Def4: For every $1 \leqslant m \leqslant i-1$ and $j+1 \leqslant n \leqslant N$, define

$$
\psi_{i, n, m, j}= \begin{cases}\frac{\left(\tau_{i, j, n}-\psi_{i, n, 0, j}\right) \cdot\left(\beta_{m, i, j}-\psi_{i, N+1, m, j}\right)}{\sum_{n=j+1}^{N}\left(\tau_{i, j, j n}-\psi_{i, n, 0, j}\right)}, & \text { if } \sum_{n=j+1}^{N}\left(\tau_{i, j, n}-\psi_{i, n, 0, j}\right) \\ 0, & \text { if } \sum_{n=j+1}^{N}\left(\tau_{i, j, n}-\psi_{i, n, 0, j}\right)=0\end{cases}
$$

Since $\left(\beta_{m, i, j}-\psi_{i, N+1, m, j}\right) \geqslant 0$ (see Def2) and $\left(\tau_{i, j, n}-\psi_{i, n, 0, j}\right) \geqslant 0$ (see Def3), the above definition guarantees $\psi_{i, n, m, j} \geqslant 0$ for every $1 \leqslant m \leqslant i-1$ and $j+1 \leqslant n \leqslant$ $N$. Next, it can be shown that $\sum_{n=j+1}^{N}\left(\tau_{i, j, n}-\psi_{i, n, 0, j}\right)=\sum_{m=1}^{i-1}\left(\beta_{m, i, j}-\psi_{i, N+1, m, j}\right)$ from $\sum_{n=j+1}^{N+1} \tau_{i, j, n}=\sum_{m=0}^{i-1} \beta_{m, i, j}, \sum_{m=1}^{i-1} \psi_{i, N+1, m, j}=\tau_{i, j, N+1}$ (see Def2), and $\sum_{n=j+1}^{N} \psi_{i, n, 0, j}=\beta_{0, i, j}$ (see Def3). Then, the above definition guarantees that $\sum_{n=j+1}^{N} \psi_{i, n, m, j}=\beta_{m, i, j}-\psi_{i, N+1, m, j}$ and $\sum_{m=1}^{i-1}=\tau_{i, j, n}-\psi_{i, n, 0, j}$.

## B. 4 Derivation of $\operatorname{Conv}\left(\mathcal{F}_{p}\right)$

Let $X:=\left\{\left(f_{p}^{\mathrm{in}}, f_{p}^{\mathrm{rs}}, f_{p}^{\mathrm{ss}}\right) \in\left[0, F_{p}\right]^{3} \mid f_{p}^{\mathrm{in}}=f_{p}^{\mathrm{rs}}+f_{p}^{\mathrm{ss}}\right\}$. Then, the extreme points of the polytope $X$ are $v^{1}=(0,0,0), v^{2}=\left(F_{p}, F_{p}, 0\right)$ and $v^{3}=\left(F_{p}, 0, F_{p}\right)$. From Proposition 4.9, the convex hull of $\mathcal{F}_{p}$ is obtained as $\operatorname{Conv}\left(\mathcal{F}_{p}\right)=\operatorname{proj}_{(f, \theta, H, \underline{f \theta})}\{(\mathrm{B} .9)\}$, where

$$
\begin{align*}
& w^{i} \geqslant T_{p}^{*}\left(\lambda^{i}, \theta^{i}\right),  \tag{B.9a}\\
& w^{i} \leqslant \lambda^{i} T_{p}\left(\theta^{\mathrm{lo}}\right)+\left[\frac{T_{p}\left(\theta^{\mathrm{up}}\right)-T_{p}\left(\theta^{\mathrm{lo}}\right)}{\theta^{\mathrm{up}}-\theta^{\mathrm{lo}}}\right]\left(\theta^{i}-\lambda^{i} \theta^{\mathrm{lo}}\right), \quad i=1,2,3 \\
& \lambda^{i} \theta^{\mathrm{lo}} \leqslant \theta^{i} \leqslant \lambda^{i} \theta^{\mathrm{up}},  \tag{B.9b}\\
& H_{p}^{\mathrm{in}}=F_{p} w^{2}+F_{p} w^{3}, \quad H_{p}^{\mathrm{rs}}=F_{p} w^{2}, \quad H_{p}^{\mathrm{ss}}=F_{p} w^{3},  \tag{B.9c}\\
& {\underline{f \theta^{\mathrm{in}}}=F_{p} \theta^{2}+F_{p} \theta^{3}, \quad \underline{f \theta_{p}^{\mathrm{rs}}=F_{p} \theta^{2}, \quad f_{p}^{\mathrm{ss}_{p}^{\mathrm{ss}}}=F_{p} \theta^{3},}}^{f_{p}^{\mathrm{in}}=F_{p} \lambda^{2}+F_{p} \lambda^{3}, \quad f_{p}^{\mathrm{rs}}=F_{p} \lambda^{2}, \quad f_{p}^{\mathrm{ss}}=F_{p} \lambda^{3},}  \tag{B.9d}\\
& w=w^{1}+w^{2}+w^{3}, \quad \theta=\theta^{1}+\theta^{2}+\theta^{3},  \tag{B.9e}\\
& \lambda^{1}+\lambda^{2}+\lambda^{3}=1, \quad \lambda^{1}, \lambda^{2}, \lambda^{3} \geqslant 0 . \tag{B.9f}
\end{align*}
$$

We solve linear equations and obtain auxiliary variables in terms of problem variables as $\left(\lambda^{2}, \theta^{2}, w^{2}\right)=\left(f_{p}^{\mathrm{rs}} / F_{p}, \underline{f \theta^{\mathrm{rs}}} / F_{p}, H_{p}^{\mathrm{rs}} / F_{p}\right),\left(\lambda^{3}, \theta^{3}, w^{3}\right)=\left(f_{p}^{\mathrm{ss}} / F_{p}, \underline{f \theta}_{p}^{\mathrm{ss}} / F_{p}, H_{p}^{\mathrm{ss}} / F_{p}\right)$, $\left(\lambda^{1}, \theta^{1}, w^{1}\right)=\left(1-\lambda^{2}-\lambda^{3}, \theta-\theta^{2}-\theta^{3}, w-w^{2}-w^{3}\right)=\left(\left(F_{p}-f_{p}^{\text {in }}\right) / F_{p},\left(F_{p} \theta-\right.\right.$ $\left.\left.\underline{f \theta_{p}^{\text {in }}}\right) / F_{p},\left(F_{p} w-H_{p}^{\text {in }}\right) / F_{p}\right)$ (from first equation in (B.9d),(B.9e), and (B.9f)). Using these relations, all variables can be eliminated from the hull description, except $w$, which is constrained by

$$
T_{p}^{*}\left(\lambda^{1}, \theta^{1}\right) \leqslant \frac{F_{p} w-H_{p}^{\mathrm{in}}}{F_{p}} \leqslant \lambda^{1} T_{p}\left(\theta^{\mathrm{lo}}\right)+\left(\frac{T_{p}\left(\theta^{\mathrm{up}}\right)-T_{p}\left(\theta^{\mathrm{lo}}\right)}{\theta^{\mathrm{up}}-\theta^{\mathrm{lo}}}\right)\left(\theta^{1}-\lambda^{1} \theta^{\mathrm{lo}}\right)
$$

We eliminate $w$ using Fourier-Motzkin elimination to obtain $T_{p}^{*}\left(\lambda^{1}, \theta^{1}\right) \leqslant \lambda^{1} T_{p}\left(\theta^{\mathrm{lo}}\right)+$ $\left[\frac{T_{p}\left(\theta^{\mathrm{up}}\right)-T_{p}\left(\theta^{\mathrm{lo}}\right)}{\theta^{\mathrm{up}}-\theta^{\mathrm{Io}}}\right]\left(\theta^{1}-\lambda^{1} \theta^{\mathrm{lo}}\right)$. The resulting constraint is redundant, so we do not impose it explicitly. This leads to the convex hull description described in §4.3.2.

## B. 5 Proof of Corollary 4.2

Here, $x$ lies in the polytope $x^{\text {lo }} \leqslant x \leqslant x^{\text {up }}$, whose extreme points are $x^{\text {lo }}$ and $x^{\text {up }}$. Application of Proposition 4.9 yields $\operatorname{Conv}(S)=\operatorname{proj}_{(x, y, z, \underline{x y})}\left\{\left(x, y, z, \underline{x y}, w, y^{1}, y^{2}, w^{1}\right.\right.$, $\left.\left.w^{2}, \lambda^{1}, \lambda^{2}\right)\right\}$

$$
\begin{align*}
& w^{1} \geqslant g^{*}\left(\lambda^{1}, y^{1}\right), \quad w^{2} \geqslant g^{*}\left(\lambda^{2}, y^{2}\right),  \tag{B.10a}\\
& w^{i} \leqslant \lambda^{i} g\left(y^{\mathrm{lo}}\right)+\left[\frac{g\left(y^{\mathrm{up}}\right)-g\left(y^{\mathrm{lo}}\right)}{y^{\mathrm{up}}-y^{\mathrm{lo}}}\right]\left(y^{i}-\lambda^{i} y^{\mathrm{lo}}\right), \quad i=1,2,  \tag{B.10b}\\
& \lambda^{1} y^{\mathrm{lo}} \leqslant y^{1} \leqslant \lambda^{1} y^{\mathrm{up}}, \quad \lambda^{2} y^{\mathrm{lo}} \leqslant y^{2} \leqslant \lambda^{2} y^{\mathrm{up}},  \tag{B.10c}\\
& z=x^{\mathrm{lo}} w^{1}+x^{\mathrm{up}} w^{2}, \quad \underline{x y}=x^{\mathrm{lo}} y^{1}+x^{\mathrm{up}} y^{2}, \quad w=w^{1}+w^{2},  \tag{B.10d}\\
& y=y^{1}+y^{2}, \quad x=x^{\mathrm{lo}} \lambda^{1}+x^{\mathrm{up}} \lambda^{2}, \lambda^{1}+\lambda^{2}=1, \quad \lambda^{1}, \lambda^{2} \geqslant 0 . \tag{B.10e}
\end{align*}
$$

We remove the equality $w=w^{1}+w^{2}$ to project out $w$. Solving the linear equations yields $\lambda^{1}=\left(x^{\mathrm{up}}-x\right) /\left(x^{\mathrm{up}}-x^{\mathrm{lo}}\right), \lambda^{2}=\left(x-x^{\mathrm{lo}}\right) /\left(x^{\mathrm{up}}-x^{\mathrm{lo}}\right), y^{1}=\left(x^{\mathrm{up}} y-\underline{x y}\right) /\left(x^{\mathrm{up}}-x^{\mathrm{lo}}\right)$ and $y^{2}=\left(\underline{x y}-x^{\mathrm{lo}} y\right) /\left(x^{\mathrm{up}}-x^{\mathrm{lo}}\right)$. Using these equations, we substitute out auxiliary variables $y^{1}, y^{2}, \lambda^{1}$ and $\lambda^{2}$. Finally, eliminating variables $w^{1}$ and $w^{2}$ using FourierMotzkin elimination yields the convex hull description in the Proposition. The outerapproximation of the convex hull follows directly from Remark 4.7.

## B. 6 Proof of Proposition 4.12

We assume w.l.o.g that

$$
\begin{equation*}
\theta^{\mathrm{lo}} \leqslant \alpha_{1}-F_{1} / H_{1}^{\mathrm{up}} \tag{B.11}
\end{equation*}
$$

Otherwise, we update $F_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1}-\theta^{\mathrm{lo}}\right)$ (See Figure B.1).
We begin by determining the extreme points of the convex hull of $\mathcal{H}_{1}$. When $\theta$ is restricted to $\bar{\theta} \in\left[\theta^{\mathrm{lo}}, \alpha_{1}\right]$, the set $\mathcal{H}_{1}=\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta}\right) \mid 0 \leqslant f_{1} \leqslant \min \left\{F_{1}, H_{1}^{\mathrm{up}}\left(\alpha_{1}-\right.\right.\right.$ $\bar{\theta})\}, \theta=\bar{\theta}, \underline{f \theta_{1}}=f_{1} \cdot \bar{\theta}, H_{1}=\left\{f_{1} /\left(\alpha_{1}-\bar{\theta}\right)\right.$, if $\bar{\theta}<\alpha_{1} ; H_{1} \in\left[0, H_{1}^{\mathrm{up}}\right]$, if $\left.\left.\bar{\theta}=\alpha_{1}\right\}\right\}$ can be expressed as an affine transform of $0 \leqslant f_{1} \leqslant \min \left\{F_{1}, H_{1}^{\mathrm{up}}\left(\alpha_{1}-\bar{\theta}\right)\right\}$ whose extreme points are $f_{1} \in\left\{0, \min \left\{F_{1}, H_{1}^{\mathrm{up}}\left(\alpha_{1}-\bar{\theta}\right)\right\}\right\}$. Therefore, the extreme points of $\operatorname{Conv}\left(\mathcal{H}_{1}\right)$ are contained in the set of points where $f_{1}=0$, or $f_{1}=F_{1}$ and $\theta^{\text {lo }} \leqslant \theta \leqslant$ $\left(\alpha_{1}-F_{1} / H_{1}^{\mathrm{up}}\right)$, or $f_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1}-\theta\right)$ and $\left(\alpha_{1}-F_{1} / H_{1}^{\mathrm{up}}\right) \leqslant \theta \leqslant \alpha_{1}$ (see Figure B.1). Let,

1. $S^{a}$ be $\mathcal{H}_{1}$ restricted to $f_{1}=0$ i.e., $S^{a}=\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta_{1}}\right) \mid f_{1}=0, \theta^{\text {lo }} \leqslant \theta \leqslant\right.$ $\alpha_{1}, \underline{f \theta}_{1}=0, H_{1}=0$ if $\theta<\alpha_{1} ; H_{1} \in\left[0, H_{1}^{\mathrm{up}}\right]$, if $\left.\theta=\alpha_{1}\right\}$ (see Figure B.1).
2. $S^{b}$ be $\mathcal{H}_{1}$ restricted to $f_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1}-\theta\right)$ and $\left(\alpha_{1}-F_{1} / H_{1}^{\mathrm{up}}\right) \leqslant \theta \leqslant \alpha_{1}$ i.e., $S^{b}=\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta}\right) \mid f_{1}=H_{1}^{\text {up }}\left(\alpha_{1}-\theta\right),\left(\alpha_{1}-F_{1} / H_{1}^{\text {up }}\right) \leqslant \theta \leqslant \alpha_{1}, H_{1}=\right.$ $\left.H_{1}^{\mathrm{up}}, \underline{f \theta_{1}}=H_{1}^{\mathrm{up}}\left(\alpha_{1}-\theta\right) \theta\right\}$ (see Figure B.1).
3. $S^{c}$ be $\mathcal{H}_{1}$ restricted to $f_{1}=F_{1}$ and $\theta^{\text {lo }} \leqslant \theta \leqslant\left(\alpha_{1}-F_{1} / H_{1}^{\mathrm{up}}\right)$ i.e., $S^{c}=$ $\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta}_{1}\right) \mid f_{1}=F_{1}, \theta^{\mathrm{lo}} \leqslant \theta \leqslant\left(\alpha_{1}-F_{1} / H_{1}^{\mathrm{up}}\right), H_{1}=F_{1} /\left(\alpha_{1}-\theta\right), \underline{f \theta}=\right.$ $\left.F_{1} \cdot \theta\right\}$ (see Figure B.1).

By Krein-Milman theorem, $\operatorname{Conv}\left(\mathcal{H}_{1}\right)=\operatorname{Conv}\left(S^{a} \cup S^{b} \cup S^{c}\right)=\operatorname{Conv}\left(\operatorname{Conv}\left(S^{a}\right) \cup\right.$ $\operatorname{Conv}\left(S^{b}\right) \cup \operatorname{Conv}\left(S^{c}\right)$, where

$$
\operatorname{Conv}\left(S^{a}\right)=\left\{\left(f_{1}, \theta, H_{1}, \underline{f \theta}_{1}\right) \left\lvert\, \begin{array}{l}
f_{1}=0, \underline{f \theta}_{1}=0  \tag{B.12}\\
0 \leqslant H_{1} \leqslant H_{1}^{\mathrm{up}}\left(\frac{\theta-\theta^{\mathrm{lo}}}{\alpha_{1}-\theta^{\mathrm{lo}}}\right) \\
\theta^{\mathrm{lo}} \leqslant \theta \leqslant \alpha_{1}
\end{array}\right.\right\},
$$



Fig. B.1. $\left(f_{1}, \theta\right)$ domain for $\S$ B.6. The extreme points of $\operatorname{Conv}\left(\mathcal{H}_{1}\right)$ are contained in points in red.

$$
\left.\left.\begin{array}{l}
\operatorname{Conv}\left(S^{b}\right)=\left\{\begin{array}{l|l}
\left(f_{1}, \theta, H_{1}, \underline{f \theta} 1\right.
\end{array} \left\lvert\, \begin{array}{l}
f_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1}-\theta\right), H_{1}=H_{1}^{\mathrm{up}} \\
H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left(\alpha_{1}-\theta\right) \leqslant \underline{f \theta}_{1} \\
\frac{f \theta}{1} \leqslant H_{1}^{\mathrm{up}} \theta\left(\alpha_{1}-\theta\right) \\
\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \leqslant \theta \leqslant \alpha_{1}
\end{array}\right.\right\},
\end{array}\right\} \begin{array}{l}
\operatorname{l}_{1}=F_{1}, \underline{f \theta}=F_{1} \cdot \theta \\
\frac{F_{1}}{\alpha_{1}-\theta} \leqslant H_{1}  \tag{B.14}\\
H_{1} \leqslant \frac{F_{1}}{\alpha_{1}-\theta^{\mathrm{lo}}}+\frac{H_{1}^{\mathrm{up}}}{\alpha_{1}-\theta^{\mathrm{lo}}}\left(\theta-\theta^{\mathrm{lo}}\right) \\
\theta^{\mathrm{lo}} \leqslant \theta \leqslant\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)
\end{array}\right\} .
$$

Disjunctive union of $\operatorname{Conv}\left(S^{a}\right), \operatorname{Conv}\left(S^{b}\right)$ and $\operatorname{Conv}\left(S^{c}\right)$ leads to (4.39).

## B. 7 Relaxation of (4.39)

Since (4.39) introduces many variables, we derive a relaxation of $\operatorname{Conv}\left(\mathcal{H}_{1}\right)$ instead. Let, $\bar{\theta}^{r} \in\left[\theta^{\mathrm{lo}}, \alpha_{1}\right]$ for $r=1, \ldots, R$. First, we outer approximate $\operatorname{Conv}\left(S^{b}\right)$ and $\operatorname{Conv}\left(S^{c}\right)$ as shown below:

$$
\begin{aligned}
& \operatorname{Conv}_{O A}\left(S^{2}\right)=\left\{\begin{array}{l}
\left.\left(f_{1}, \theta, H_{1}, \underline{f \theta}_{1}\right) \left\lvert\, \begin{array}{l}
f_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1}-\theta\right), H_{1}=H_{1}^{\mathrm{up}} \\
H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left(\alpha_{1}-\theta\right) \leqslant \underline{f \theta}_{1} \\
\frac{f \theta}{1} \leqslant \min \left\{H_{1}^{\mathrm{up}} \bar{\theta}^{r}\left(\alpha_{1}-\bar{\theta}^{r}\right)+H_{1}^{\mathrm{up}}\left(\alpha_{1}-2 \bar{\theta}^{r}\right)\left(\theta-\bar{\theta}^{r}\right)\right\}_{r=1}^{R} \\
\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \leqslant \theta \leqslant \alpha_{1}
\end{array}\right.\right\},
\end{array}\right. \\
& \operatorname{Conv}_{O A}\left(S^{3}\right)=\left\{\begin{array}{l}
\left.\left(f_{1}, \theta, H_{1}, \underline{f \theta}_{1}\right) \left\lvert\, \begin{array}{l}
f_{1}=F_{1}, \frac{f \theta}{1}=F_{1} \cdot \theta \\
H_{1} \geqslant \max \left\{\frac{F_{1}}{\alpha_{1}-\bar{\theta}^{r}}+\frac{F_{1}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}}\left(\theta-\bar{\theta}^{r}\right)\right\}_{r=1}^{R} \\
H_{1} \leqslant \frac{F_{1}}{\alpha_{1}-\theta^{\mathrm{lo}}}+\frac{H_{1}^{\mathrm{up}}}{\alpha_{1}-\theta^{\mathrm{lo}}}\left(\theta-\theta^{\mathrm{lo}}\right) \\
\theta^{\mathrm{lo}} \leqslant \theta \leqslant\left(\alpha_{1}-\frac{F_{1}}{\left.H_{1}^{\mathrm{up}}\right)}\right.
\end{array}\right.\right\} .
\end{array}\right.
\end{aligned}
$$

Next, we take the disjunctive union of $\operatorname{Conv}\left(S^{a}\right), \operatorname{Conv}_{O A}\left(S^{b}\right)$ and $\operatorname{Conv}_{O A}\left(S^{c}\right)$ to obtain

$$
\begin{align*}
& H_{1} \geqslant H_{1}^{\mathrm{up}} \lambda^{b}+\max \left\{\frac{F_{1} \lambda^{c}}{\alpha_{1}-\bar{\theta}^{r}}+\frac{F_{1}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}}\left(\theta^{3}-\bar{\theta}^{r} \lambda^{c}\right)\right\}_{r=1}^{R}  \tag{B.15a}\\
& H_{1} \leqslant H_{1}^{\mathrm{up}}\left(\frac{\theta^{a}-\theta^{\mathrm{lo}} \lambda^{a}}{\alpha_{1}-\theta^{\mathrm{lo}}}\right)+H_{1}^{\mathrm{up}} \lambda^{b}+\frac{F_{1} \lambda^{c}}{\alpha_{1}-\theta^{\mathrm{lo}}}+\frac{H_{1}^{\mathrm{up}}}{\alpha_{1}-\theta^{\mathrm{lo}}}\left(\theta^{c}-\theta^{\mathrm{lo}} \lambda^{c}\right)  \tag{B.15b}\\
& \underline{f \theta}_{1} \geqslant H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c}  \tag{B.15c}\\
& \underline{f \theta}_{1} \leqslant \min \left\{H_{1}^{\mathrm{up}} \bar{\theta}^{r}\left(\alpha_{1}-\bar{\theta}^{r}\right) \lambda^{b}+H_{1}^{\mathrm{up}}\left(\alpha_{1}-2 \bar{\theta}^{r}\right)\left(\theta^{b}-\bar{\theta}^{r} \lambda^{b}\right)\right\}_{r=1}^{R}+F_{1} \theta^{c}  \tag{B.15d}\\
& f_{1}=H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \lambda^{c}  \tag{B.15e}\\
& \theta=\theta^{a}+\theta^{b}+\theta^{c}  \tag{B.15f}\\
& \theta^{\mathrm{lo}} \lambda^{a} \leqslant \theta^{a} \leqslant \alpha_{1} \lambda^{a}  \tag{B.15g}\\
& \left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \lambda^{b} \leqslant \theta^{b} \leqslant \alpha_{1} \lambda^{b} \tag{B.15h}
\end{align*}
$$

$$
\begin{align*}
& \theta^{\mathrm{lo}} \lambda^{c} \leqslant \theta^{c} \leqslant\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \lambda^{c}  \tag{B.15i}\\
& \lambda^{a}+\lambda^{b}+\lambda^{c}=1, \quad \lambda^{a}, \lambda^{b}, \lambda^{c} \geqslant 0 \tag{B.15j}
\end{align*}
$$

In the following, we derive relaxed version of each inequality in terms of problem variables.

$$
\left.\begin{array}{rl}
H_{1} \geqslant & H_{1}^{\mathrm{up}} \lambda^{b}+\frac{F_{1} \lambda^{c}}{\alpha_{1}-\bar{\theta}^{r}}+\frac{F_{1}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}}\left(\theta^{c}-\bar{\theta}^{r} \lambda^{c}\right) \\
= & \frac{\left(\alpha_{1}-2 \bar{\theta}^{r}\right) f_{1}+H_{1}^{\mathrm{up}} \bar{\theta}^{r}\left(\alpha_{1}-\bar{\theta}^{r}\right) \lambda^{b}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}} \\
& +\frac{H_{1}^{\mathrm{up}}\left(\alpha_{1}-2 \bar{\theta}^{r}\right)\left(\theta^{2}-\bar{\theta}^{r} \lambda^{b}\right)+F_{1} \theta^{c}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}} \\
\geqslant & \frac{\left(\alpha_{1}-2 \bar{\theta}^{r}\right) f_{1}+\underline{f \theta}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}}  \tag{B.15d}\\
= & \frac{f_{1}}{\left(\alpha_{1}-\bar{\theta}^{r}\right)}+\frac{1}{\left(\alpha_{1}-\bar{\theta}^{r}\right)^{2}}\left(\underline{f \theta} 1-\bar{\theta}^{r} f_{1}\right) \\
= & f_{1} T_{1}\left(\bar{\theta}^{r}\right)+T_{1}^{\prime}\left(\bar{\theta}^{r}\right)(\underline{f \theta} \\
1
\end{array} \bar{\theta}^{r} f_{1}\right),
$$

$H_{1} \leqslant \frac{H_{1}^{\mathrm{up}}\left(\theta^{a}-\theta^{\mathrm{lo}} \lambda^{a}\right)}{\alpha_{1}-\theta^{\mathrm{lo}}}$

$$
+\frac{H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}+\theta^{b}-\theta^{\mathrm{lo}} \lambda^{b}\right)}{\alpha_{1}-\theta^{\mathrm{lo}}}
$$

$$
\begin{equation*}
+\frac{F_{1} \lambda^{c}+H_{1}^{\mathrm{up}}\left(\theta^{c}-\theta^{\mathrm{lo}} \lambda^{c}\right)}{\alpha_{1}-\theta^{\mathrm{lo}}} \tag{B.15b}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{f_{1}}{\alpha_{1}-\theta^{\mathrm{lo}}}+H_{1}^{\mathrm{up}}\left(\frac{\theta-\theta^{\mathrm{lo}}}{\alpha_{1}-\theta^{\mathrm{lo}}}\right) \tag{B.15e}
\end{equation*}
$$

$$
\begin{align*}
\underline{f \theta}_{1} \geqslant & H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c}  \tag{B.15c}\\
= & \theta^{\mathrm{lo}} H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}-\theta^{\mathrm{lo}}\right)\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c} \\
= & \theta^{\mathrm{lo}} f_{1}+H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}-\theta^{\mathrm{lo}}\right)\left(\alpha_{1} \lambda^{b}-\theta^{b}\right) \\
& \quad+F_{1}\left(\theta^{c}-\theta^{\mathrm{lo}} \lambda^{c}\right)  \tag{B.15e}\\
\geqslant & \theta^{\mathrm{lo}} f_{1} \tag{B.15h}
\end{align*}
$$

$$
\begin{align*}
& \underline{f \theta}_{1} \geqslant H_{1}^{\mathrm{up}}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c}  \tag{B.15c}\\
& =\alpha_{1} H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)-F_{1}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c} \\
& =\alpha_{1}\left(f_{1}-F_{1} \lambda^{c}\right)-F_{1}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c}  \tag{B.15e}\\
& =\alpha_{1} f_{1}-\alpha_{1} F_{1}\left(1-\lambda^{a}\right)+F_{1}\left(\theta-\theta^{a}\right)  \tag{B.15f}\\
& \geqslant \alpha_{1} f_{1}+F_{1} \theta-F_{1} \alpha_{1}  \tag{B.15g}\\
& \underline{f \theta}_{1} \leqslant\left\{H_{1}^{\mathrm{up}} \bar{\theta}^{r}\left(\alpha_{1}-\bar{\theta}^{r}\right) \lambda^{b}\right. \\
& \left.+H_{1}^{\mathrm{up}}\left(\alpha_{1}-2 \bar{\theta}^{r}\right)\left(\theta^{b}-\bar{\theta}^{r} \lambda^{b}\right)\right\}_{\bar{\theta}^{r}=\alpha_{1}}+F_{1} \theta^{c}  \tag{B.15d}\\
& =\alpha_{1} H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)+F_{1} \theta^{c} \\
& =\alpha_{1} f_{1}-\alpha_{1} F_{1} \lambda^{c}+F_{1} \theta^{c}  \tag{B.15e}\\
& \leqslant \alpha_{1} f_{1}  \tag{B.15i}\\
& \underline{f \theta}_{1} \leqslant\left\{H_{1}^{\mathrm{up}} \bar{\theta}^{r}\left(\alpha_{1}-\bar{\theta}^{r}\right) \lambda^{b}\right. \\
& \left.+H_{1}^{\mathrm{up}}\left(\alpha_{1}-2 \bar{\theta}^{r}\right)\left(\theta^{b}-\bar{\theta}^{r} \lambda^{b}\right)\right\}_{\bar{\theta}^{r}=\alpha-\frac{F_{1}}{H_{1}^{1 p}}}+F_{1} \theta^{c}  \tag{B.15d}\\
& =F_{1}\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\text {up }}}\right) \lambda^{b}+\left(\alpha_{1}-2 \frac{F_{1}}{H_{1}^{\text {up }}}\right)\left[H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)-F_{1} \lambda^{b}\right]+F_{1} \theta^{c} \\
& =\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right)\left[H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)-F_{1} \lambda^{b}\right]+F_{1} \theta^{b}+F_{1} \theta^{c} \\
& \leqslant \theta^{\mathrm{lo}}\left[H_{1}^{\mathrm{up}}\left(\alpha_{1} \lambda^{b}-\theta^{b}\right)-F_{1} \lambda^{b}\right]+F_{1} \theta^{b}+F_{1} \theta^{c}  \tag{B.15h}\\
& \leqslant \theta^{\mathrm{lo}}\left[f_{1}-F_{1} \lambda^{b}-F_{1} \lambda^{c}\right]+F_{1} \theta^{b}+F_{1} \theta^{c}  \tag{B.15e}\\
& \leqslant \theta^{\mathrm{lo}}\left[f_{1}-F_{1} \lambda^{a}-F_{1} \lambda^{b}-F_{1} \lambda^{c}\right] \\
& +F_{1} \theta^{a}+F_{1} \theta^{b}+F_{1} \theta^{c}  \tag{B.15g}\\
& \leqslant F_{1} \theta+\theta^{\text {lo }} f_{1}-F_{1} \theta^{\text {lo }}  \tag{B.15f}\\
& \theta=\theta^{a}+\theta^{b}+\theta^{c} \tag{B.15f}
\end{align*}
$$

$$
\begin{align*}
& \leqslant \alpha_{1} \lambda^{a}+\theta^{b}+\left(\alpha_{1}-\frac{F_{1}}{H_{1}^{\mathrm{up}}}\right) \lambda^{c}  \tag{B.15g}\\
& \leqslant \alpha_{1}-\frac{f_{1}}{H_{1}^{\mathrm{up}}} \tag{B.15e}
\end{align*}
$$

## B. 8 Derivation of MIP Representation of Piecewise Relaxation of $\mathcal{F}_{1}$

Let the domain of Underwood root be partitioned as $\mathcal{I}=\left\{\left[\Theta^{0}, \Theta^{1}\right], \ldots,\left[\Theta^{|\mathcal{I}|-1}, \Theta^{|\mathcal{I}|}\right]\right\}$, such that $\alpha_{2}=\Theta^{0} \leqslant \cdots \leqslant \Theta^{|\mathcal{I}|}=\alpha_{1}$. We express the piecewise relaxation of $\mathcal{F}_{1}$, given by $\bigcup_{t=1}^{|\mathcal{I}|-1} \operatorname{Conv}_{O A}\left(\mathcal{F}_{1, t}\right) \cup \mathcal{F}_{1,|\mathcal{I}| \text {,Relax }}$, as the following disjunction:

$$
\bigvee_{t=1}^{|\mathcal{I}|-1}\left[\begin{array}{l}
H_{1}^{\mathrm{rs}} \geqslant f_{1}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{\left.f \theta_{1}^{\mathrm{rs}}-\Theta^{t-1} f_{1}^{\mathrm{rs}}\right)}\right. \\
H_{1}^{\mathrm{rs}} \geqslant f_{1}^{\mathrm{rs}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(\underline{f \theta_{1}^{\mathrm{rs}}}-\Theta^{t} f_{1}^{\mathrm{rs}}\right) \\
H_{1}^{\mathrm{ss}} \geqslant f_{1}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{\left.f \theta_{1}^{\mathrm{ss}}-\Theta^{t-1} f_{1}^{\mathrm{ss}}\right)}\right. \\
H_{1}^{\mathrm{ss}} \geqslant f_{1}^{\mathrm{ss}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(\underline{\left.f \theta_{1}^{\mathrm{ss}}-\Theta^{t} f_{1}^{\mathrm{ss}}\right)}\right. \\
H_{1}^{\mathrm{rs}} \leqslant f_{1}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+\left[\frac{T_{1}\left(\Theta^{t-1}\right)-T_{1}\left(\Theta^{t}\right)}{\Theta^{t-1}-\Theta^{t}}\right]\left(\underline{\left.f \theta_{1}^{\mathrm{rs}}-\Theta^{t-1} f_{1}^{\mathrm{rs}}\right)}\right. \\
H_{1}^{\mathrm{ss}} \leqslant f_{1}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+\left[\frac{T_{1}\left(\Theta^{t-1}\right)-T_{1}\left(\Theta^{t}\right)}{\Theta^{t-1}-\Theta^{t}}\right]\left({\left.\underline{f \theta_{1}^{s s}}-\Theta^{t-1} f_{1}^{\mathrm{ss}}\right)}_{\left(F_{1}-f_{1}^{\mathrm{in}}\right) \Theta^{t-1} \leqslant\left(F_{1} \theta-\underline{f \theta_{1}^{\mathrm{in}}}\right) \leqslant\left(F_{1}-f_{1}^{\mathrm{in}}\right) \Theta^{t}}\right. \\
f_{1}^{\mathrm{rs}} \Theta^{t-1} \leqslant \underline{f \theta_{1}^{\mathrm{rs}}} \leqslant f_{1}^{\mathrm{rs}} \Theta^{t}, \quad f_{1}^{\mathrm{ss}} \Theta^{t-1} \leqslant \underline{f \theta_{1}^{\mathrm{ss}}} \leqslant f_{1}^{\mathrm{ss}} \Theta^{t} \\
H_{1}^{\mathrm{in}}=H_{1}^{\mathrm{rs}}+H_{1}^{\mathrm{ss}}, \quad \underline{f \theta}_{1}^{\mathrm{in}}=\underline{f \theta}_{1}^{\mathrm{rs}}+\underline{f \theta}_{1}^{\mathrm{ss}}, \quad f_{1}^{\mathrm{in}}=f_{1}^{\mathrm{rs}}+f_{1}^{\mathrm{ss}}
\end{array}\right]
$$

$$
\bigvee_{t=|\mathcal{I}|}\left[\begin{array}{l}
H_{1}^{\mathrm{rs}} \geqslant f_{1}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta_{1}^{\mathrm{rs}}}-\Theta^{t-1} f_{1}^{\mathrm{rs}}\right)  \tag{B.16}\\
H_{1}^{\mathrm{ss}} \geqslant f_{1}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta_{1}^{\mathrm{ss}}}-\Theta^{t-1} f_{1}^{\mathrm{ss}}\right) \\
H_{1}^{\mathrm{in}} \geqslant f_{1}^{\mathrm{in}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{\left.f \theta_{1}^{\mathrm{in}}-\Theta^{t-1} f_{1}^{\mathrm{in}}\right)}\right. \\
H_{1}^{\mathrm{rs}} \leqslant \frac{f_{1}^{\mathrm{rs}}}{\alpha_{1}-\Theta^{t-1}}+\left(H_{1}^{\mathrm{rs}}\right)^{\mathrm{up}}\left[\frac{\theta-\Theta^{t-1}}{\alpha_{1}-\Theta^{t-1}}\right] \\
H_{1}^{\mathrm{ss}} \leqslant \frac{f_{1}^{\mathrm{ss}}}{\alpha_{1}-\Theta^{t-1}}+\left(H_{1}^{\mathrm{ss}}\right)^{\mathrm{up}}\left[\frac{\theta-\Theta^{t-1}}{\alpha_{1}-\Theta^{t-1}}\right] \\
H_{1}^{\mathrm{in}} \leqslant \frac{f_{1}^{\mathrm{in}}}{\alpha_{1}-\Theta^{t-1}}+\left(H_{1}^{\mathrm{in}}\right)^{\mathrm{up}}\left[\frac{\theta-\Theta^{t-1}}{\alpha_{1}-\Theta^{t-1}}\right] \\
\left(F_{1}-f_{1}^{\mathrm{in}}\right) \Theta^{t-1} \leqslant\left(F_{1} \theta-\underline{f \theta_{1}^{\mathrm{in}}}\right) \leqslant\left(F_{1}-f_{1}^{\mathrm{in}}\right) \Theta^{t} \\
f_{1}^{\mathrm{rs}} \Theta^{t-1} \leqslant{\underline{f \theta_{1}^{\mathrm{rs}}} \leqslant f_{1}^{\mathrm{rs}} \Theta^{t}, \quad f_{1}^{\mathrm{ss}} \Theta^{t-1} \leqslant \underline{f \theta}_{1}^{\mathrm{ss}} \leqslant f_{1}^{\mathrm{ss}} \Theta^{t}}_{H_{1}^{\mathrm{in}}=H_{1}^{\mathrm{rs}}+H_{1}^{\mathrm{ss}}, \quad \underline{f \theta_{1}^{\mathrm{in}}=\underline{f \theta_{1}^{\mathrm{rs}}}+\underline{f \theta_{1}^{\mathrm{ss}}}, \quad f_{1}^{\mathrm{in}}=f_{1}^{\mathrm{rs}}+f_{1}^{\mathrm{ss}}}}
\end{array}\right] .
$$

In $\operatorname{Conv}_{O A}\left(\mathcal{F}_{1, t}\right)$, we choose the extreme points of the partition, $\bar{\theta}=\Theta^{t-1}$ and $\bar{\theta}=\Theta^{t}$, for linearization; and in $\mathcal{F}_{1,|\mathcal{I}| \text {,Relax }}$, we choose only $\bar{\theta}=\Theta^{t-1}$ since $T_{1}(\cdot)$ is not defined at $\bar{\theta}=\Theta^{|\mathcal{I}|}$. In order to derive an MIP representation that is reasonable in size, we make the following simplifications to the set $\mathcal{F}_{1,|\mathcal{I}| \text {,Relax }}$. First, observe that the third inequality in $\mathcal{F}_{1,|\mathcal{I}| \text {,Relax }}$ is implied from the first two inequalities and $H_{1}^{\mathrm{in}}=H_{1}^{\mathrm{rs}}+H_{1}^{\mathrm{ss}}$, so we drop it from the set. Next, if $\left(H_{1}^{\text {in }}\right)^{\text {up }}>\left(H_{1}^{\text {rs }}\right)^{\text {up }}+\left(H_{1}^{\text {ss }}\right)^{\text {up }}$, we reduce $\left(H_{1}^{\text {in }}\right)^{\text {up }}$ to $\left(H_{1}^{\text {rs }}\right)^{\text {up }}+\left(H_{1}^{\text {ss }}\right)^{\text {up }}$ because of fourth and fifth inequalities and $H_{1}^{\text {in }}=H_{1}^{\text {rs }}+H_{1}^{\text {ss }}$. Otherwise, we relax the sixth inequality by letting $\left(H_{1}^{\mathrm{in}}\right)^{\mathrm{up}}=\left(H_{1}^{\mathrm{rs}}\right)^{\mathrm{up}}+\left(H_{1}^{\mathrm{ss}}\right)^{\text {up }}$. Then, the sixth inequality is implied from the fourth and fifth inequalities, so we drop it from the set. Next, using disjunctive programming techniques, we obtain

$$
\begin{align*}
& H_{1, t}^{\mathrm{rs}} \geqslant \max \left\{f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left({\underline{f \theta^{\mathrm{rs}}}}_{1, t}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right),\right. \\
& \left.f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(\underline{f \theta_{1, t}^{\mathrm{rs}}}-\Theta^{t} f_{1, t}^{\mathrm{rs}}\right)\right\}, \quad \quad \llbracket t \rrbracket_{1}^{|\mathcal{I}|-1}  \tag{B.17a}\\
& H_{1, t}^{\mathrm{rs}} \geqslant f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta_{1, t}^{\mathrm{rs}}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right), \quad t=|\mathcal{I}|  \tag{B.17b}\\
& H_{1, t}^{\mathrm{ss}} \geqslant \max \left\{f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta_{1, t}^{\text {ss }}}-\Theta^{t-1} f_{1, t}^{\mathrm{ss}}\right),\right. \\
& \left.f_{1, t}^{\text {ss }} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(\underline{f \theta_{1, t}^{\text {ss }}}-\Theta^{t} f_{1, t}^{\text {ss }}\right)\right\}, \quad \quad \llbracket t \rrbracket_{1}^{|\mathcal{I}|-1}  \tag{B.17c}\\
& H_{1, t}^{\mathrm{ss}} \geqslant f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta_{1, t}^{\mathrm{ss}}}-\Theta^{t-1} f_{1, t}^{\mathrm{ss}}\right), \quad t=|\mathcal{I}| \tag{B.17d}
\end{align*}
$$

Here, $\mu_{t}$ are the convex multipliers in disjunctive progamming, and variables with subscript $t$ are to be regarded as linearizations of products of the corresponding variables with $\mu_{t}$. For example, $\theta_{1, t}^{\mathrm{in}}$ linearizes $\theta^{\text {in }} \mu_{t}$. To control the problem size, we project out $H_{1, t}^{\mathrm{in}}, \underline{f} \underline{\theta}_{1, t}^{\mathrm{in}}$ and $f_{1, t}^{\mathrm{in}}$ variables by substitution. Next, we eliminate $H_{1, t}^{\mathrm{rs}}$ and $H_{1, t}^{\text {ss }}$ variables using Fourier-Motzkin. This leads to

$$
\begin{equation*}
H_{1}^{\mathrm{ss}} \geqslant \sum_{t=1}^{|\mathcal{I}|-1} \max \left\{f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left({\left.\underline{f \theta_{1, t}^{\mathrm{ss}}}-\Theta^{t-1} f_{1, t}^{\mathrm{ss}}\right), ~, ~, ~}_{\text {s. }}\right.\right. \tag{B.18a}
\end{equation*}
$$

$$
\begin{aligned}
& H_{1}^{\mathrm{rs}} \geqslant \sum_{t=1}^{|\mathcal{I}|-1} \max \left\{f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left({\left.\underline{f \theta_{1, t}^{\mathrm{rs}}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right), ~}_{1}\right.\right. \\
& f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left({\left.\left.\underline{f \theta_{1, t}^{\mathrm{rs}}}-\Theta^{t} f_{1, t}^{\mathrm{rs}}\right)\right\}+f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta}_{1, t}^{\mathrm{rs}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right), ~(\mathrm{~B}}_{1}\right.
\end{aligned}
$$

$$
\begin{align*}
& H_{1, t}^{\mathrm{rs}} \leqslant f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+\left[\frac{T_{1}\left(\Theta^{t}\right)-T_{1}\left(\Theta^{t-1}\right)}{\Theta^{t}-\Theta^{t-1}}\right]\left(\underline{\theta}_{1, t}^{\mathrm{rs}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right), \quad \llbracket t \rrbracket_{1}^{|\mathrm{I}|-1}  \tag{B.17e}\\
& H_{1, t}^{\mathrm{rs}} \leqslant \frac{f_{1, t}^{\mathrm{rs}}}{\alpha_{1}-\Theta^{t-1}}+\left(H_{1}^{\mathrm{rs}}\right)^{\mathrm{up}}\left[\frac{\theta_{t}-\Theta^{t-1} \mu_{t}}{\Theta^{t}-\Theta^{t-1}}\right], \quad t=|\mathcal{I}|  \tag{B.17f}\\
& H_{1, t}^{\mathrm{ss}} \leqslant f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+\left[\frac{T_{1}\left(\Theta^{t}\right)-T_{1}\left(\Theta^{t-1}\right)}{\Theta^{t}-\Theta^{t-1}}\right]\left(\underline{\left.f \theta_{1, t}^{\mathrm{ss}}-\Theta^{t-1} f_{1, t}^{\mathrm{ss}}\right), \quad \llbracket t \rrbracket_{1}^{|\mathcal{I}|-1}, ~\left(\Theta^{2}\right)}\right.  \tag{B.17g}\\
& H_{1, t}^{\mathrm{ss}} \leqslant \frac{f_{1, t}^{\mathrm{ss}}}{\alpha_{1}-\Theta^{t-1}}+\left(H_{1}^{\mathrm{ss}}\right)^{\mathrm{up}}\left[\frac{\theta_{t}-\Theta^{t-1} \mu_{t}}{\Theta^{t}-\Theta^{t-1}}\right],  \tag{B.17h}\\
& \left(F_{1} \mu_{t}-f_{1, t}^{\text {in }}\right) \Theta^{t-1} \leqslant\left(F_{1} \theta_{t}-\underline{f \theta_{1, t}^{\text {in }}}\right) \leqslant\left(F_{1} \mu_{t}-f_{1, t}^{\text {in }}\right) \Theta^{t},  \tag{B.17i}\\
& f_{1, t}^{\mathrm{rs}} \Theta^{t-1} \leqslant \underline{f \theta_{1, t}^{\mathrm{rs}}} \leqslant f_{1, t}^{\mathrm{rs}} \Theta^{t}, \quad f_{1, t}^{\mathrm{ss}} \Theta^{t-1} \leqslant \underline{f \theta_{1, t}^{\mathrm{ss}}} \leqslant f_{1, t}^{\mathrm{ss}} \Theta^{t},  \tag{B.17j}\\
& H_{1, t}^{\mathrm{in}}=H_{1, t}^{\mathrm{rs}}+H_{1, t}^{\mathrm{ss}}, \quad \underline{f \theta_{1, t}^{\mathrm{in}}}=\underline{f \theta_{1, t}^{\mathrm{rs}}}+\underline{f \theta_{1, t}^{\mathrm{ss}}}, \quad f_{1, t}^{\mathrm{in}}=f_{1, t}^{\mathrm{rs}}+f_{1, t}^{\mathrm{ss}}, \quad \llbracket t \rrbracket_{1}^{|\mathcal{I}|}  \tag{B.17k}\\
& H_{1}^{\mathrm{in}}=\sum_{t=1}^{|\mathcal{I}|} H_{1, t}^{\mathrm{in}}, \quad H_{1}^{\mathrm{rs}}=\sum_{t=1}^{|\mathcal{I}|} H_{1, t}^{\mathrm{rs}}, \quad H_{1}^{\mathrm{ss}}=\sum_{t=1}^{|\mathcal{I}|} H_{1, t}^{\mathrm{ss}},  \tag{B.17l}\\
& \underline{f \theta}_{1}^{\mathrm{in}}=\sum_{t=1}^{|\mathcal{T}|} \underline{\theta}_{1, t}^{\mathrm{in}}, \quad \underline{f \theta}_{1}^{\mathrm{rs}}=\sum_{t=1}^{|\mathcal{I}|} \underline{f}_{1, t}^{\mathrm{rs}}, \quad \underline{f \theta}_{1}^{\mathrm{ss}}=\sum_{t=1}^{|\mathcal{T}|} \underline{f \theta_{1, t}^{\mathrm{ss}}},  \tag{B.17m}\\
& f_{1}^{\mathrm{in}}=\sum_{t=1}^{|\mathcal{I}|} f_{1, t}^{\mathrm{in}}, \quad f_{1}^{\mathrm{rs}}=\sum_{t=1}^{|\mathcal{I}|} f_{1, t}^{\mathrm{rs}}, \quad f_{1}^{\mathrm{ss}}=\sum_{t=1}^{|\mathcal{T}|} f_{1, t}^{\mathrm{ss}}, \quad \theta=\sum_{t=1}^{|\mathcal{T}|} \theta_{t},  \tag{B.17n}\\
& \left.\sum_{t=1}^{|\mathcal{I}|} \mu_{t}=1, \quad \mu_{t} \geqslant 0, \quad \llbracket t\right]_{1}^{|\mathcal{I}|} \tag{B.17o}
\end{align*}
$$

$$
\begin{equation*}
\left.f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t}\right)+T_{1}^{\prime}\left(\Theta^{t}\right)\left(\underline{f \theta_{1, t}^{\mathrm{ss}}}-\Theta^{t} f_{1, t}^{\mathrm{ss}}\right)\right\}+f_{1, t}^{\mathrm{ss}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left(\underline{f \theta}_{1, t}^{\mathrm{ss}}-\Theta^{t-1} f_{1, t}^{\mathrm{ss}}\right) \tag{B.18b}
\end{equation*}
$$

Now, we observe that each linear function in (B.18a) and (B.18b) is nonnegative. For example, consider $f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right)+T_{1}^{\prime}\left(\Theta^{t-1}\right)\left({\left.\underline{f \theta_{1, t}^{\mathrm{rs}}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right) \text { in (B.18a). Here, }}_{\text {, }}\right.$. $f_{1, t}^{\mathrm{rs}} T_{1}\left(\Theta^{t-1}\right) \geqslant 0, T_{1}^{\prime}\left(\Theta^{t-1}\right) \geqslant 0$, and $\left(\underline{f \theta_{1, t}^{\mathrm{rs}}}-\Theta^{t-1} f_{1, t}^{\mathrm{rs}}\right) \geqslant 0$ (see (4.41h)). We use this observation, and relax (B.18a) and (B.18b) to (4.41a)-(4.41d). Finally, we require the solution to lie in a single partition by imposing integrality constraint on $\mu_{t}$ variables.

## B. 9 Derivation of MIP representation of Piecewise Relaxation of $\mathcal{V}$

For convenience, we replace (4.32a) and (4.32b) in $\operatorname{Conv}(\mathcal{V})$ with $U^{\mathrm{rs}}-U^{\mathrm{ss}}=$ $\Upsilon^{\mathrm{rs}}-\Upsilon^{\mathrm{ss}}$ and $\underline{U \theta^{\mathrm{rs}}}-\underline{U \theta^{\mathrm{ss}}}=\underline{\Upsilon \theta^{\mathrm{rs}}}-{\underline{\Upsilon} \theta^{\text {ss }}}$. Note that this still captures $\operatorname{Conv}(\mathcal{V})$, since the former can be derived by a linear combination of the latter. Next, we use disjunctive programming to construct the convex hull of piecewise relaxation of $\mathcal{V}=\bigcup_{t=1}^{|\mathcal{I}|} \operatorname{Conv}\left(\mathcal{V}_{t}\right)$.

$$
\begin{array}{ll}
\llbracket t \rrbracket_{1}^{|\mathcal{I}|}, & U_{t}^{\mathrm{rs}}-U_{t}^{\mathrm{ss}}=\Upsilon_{t}^{\mathrm{rs}}-\Upsilon_{t}^{\mathrm{ss}} \\
\llbracket t \rrbracket_{1}^{|\mathcal{I}|}, & \underline{U \theta_{t}^{\mathrm{rs}}-\underline{U \theta_{t}^{\mathrm{ss}}}=\underline{\Upsilon \theta}_{t}^{\mathrm{rs}}-\underline{\Upsilon}_{t}^{\mathrm{ss}},} \\
\llbracket \eta \rrbracket_{1}^{|\mathcal{I}|}, & 0 \leqslant \underline{(\cdot) \theta}_{t}-\Theta^{t-1}(\cdot)_{t} \leqslant(\cdot)^{\mathrm{up}}\left(\theta_{t}-\Theta^{t-1} \mu_{t}\right), \quad \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\} \tag{B.19c}
\end{array}
$$

$$
\begin{equation*}
\llbracket t \rrbracket_{1}^{|\mathcal{I}|}, \quad 0 \leqslant \Theta^{t}(\cdot)_{t}-\underline{(\cdot) \theta} t \leqslant(\cdot)^{\mathrm{up}}\left(\theta^{\mathrm{up}} \mu_{t}-\theta_{t}\right), \quad \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\} \tag{B.19d}
\end{equation*}
$$

$$
\begin{equation*}
\underline{(\cdot) \theta}=\sum_{t=1}^{|\mathcal{T}|} \underline{(\cdot) \theta} t, \quad(\cdot)=\sum_{t=1}^{|\mathcal{I}|}(\cdot)_{t}, \quad \forall(\cdot) \in\left\{U^{\mathrm{rs}}, U^{\mathrm{ss}}, \Upsilon^{\mathrm{rs}}, \Upsilon^{\mathrm{ss}}\right\} \tag{B.19e}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{t=1}^{|\mathcal{I}|} \theta_{t}=\theta, \quad \sum_{t=1}^{|\mathcal{I}|} \mu_{t}=1, \quad \mu_{t} \geqslant 0, \llbracket t \rrbracket_{1}^{|\mathcal{I}|} \tag{B.19f}
\end{equation*}
$$

 regarded as the linearizations of $\underline{U \theta^{\mathrm{rs}}} \cdot \mu_{t}, U^{\mathrm{rs}} \cdot \mu_{t}$, respectively. To the above, we append the redundant constraint $\underline{U \theta^{\mathrm{rs}}}-\underline{U \theta^{\text {ss }}}=\underline{\Upsilon \theta^{\text {rs }}}-\underline{\Upsilon \theta^{\text {ss }}}$, which is derived by
adding all the equations in (B.19a), and using (B.19e). Then, we relax (B.19) by discarding all the equations in (B.19b). Next, we eliminate variables of the form $\underline{U \theta_{t}}$ and $\theta_{t}$ in the following manner. For notational convenience, we present the elimination process assuming we have three partitions. Consider

$$
\begin{align*}
& 0 \leqslant \underline{U \theta_{t}}-\Theta^{t-1} U_{t} \leqslant U^{\mathrm{up}}\left(\theta_{t}-\Theta^{t-1} \mu_{t}\right), \quad t=1,2,3  \tag{B.20a}\\
& 0 \leqslant \Theta^{t} U_{t}-\underline{U \theta_{t}} \leqslant U^{\mathrm{up}}\left(\Theta^{t} \mu_{t}-\theta_{t}\right), \quad t=1,2,3  \tag{B.20b}\\
& \underline{U \theta}=\underline{U \theta_{1}}+\underline{U \theta_{2}}+\underline{U \theta_{3}}, \quad \theta=\theta_{1}+\theta_{2}+\theta_{3} \tag{B.20c}
\end{align*}
$$

First, we substitute out $\underline{U \theta_{1}}$ by $\underline{U \theta}-\underline{U \theta_{2}}-\underline{U \theta_{3}}$. Then, we rearrange the inequalities governing $\underline{U \theta_{2}}$ in the following manner:

$$
\begin{align*}
-\left(\Theta^{0} U_{1}-\underline{U \theta}+\underline{U \theta_{3}}\right)-U^{\mathrm{up}}\left(\theta_{1}-\Theta^{0} \mu_{1}\right) & \leqslant \underline{U \theta_{2}} \\
-\left(\Theta^{1} U_{1}-\underline{U \theta}+\underline{U \theta} \underline{\theta_{3}}\right) & \left.\leqslant \underline{U \theta_{2}} \Theta^{0} U_{1}-\underline{U \theta}+\underline{U \theta_{3}}\right) \\
\Theta^{1} U_{2} & \leqslant \underline{U \theta_{2}}\left(\Theta^{1} \mu_{1}-\theta_{1}\right)-\left(\Theta^{1} U_{1}-\underline{U \theta}\left(\theta_{2}-\Theta^{1} \mu_{2}\right)+\Theta^{1} U_{2}\right. \\
\Theta^{2} U_{2}-U^{\mathrm{up}}\left(\Theta^{2} \mu_{2}-\theta_{2}\right) & \leqslant \underline{U \theta_{2}} \tag{B.21}
\end{align*}
$$

Now, we eliminate $\underline{U \theta}_{2}$ using Fourier-Motzkin. We write (L1R3) to denote first inequality from the left hand side, and third inequality from the right hand side.
(L1R1) and (L2R2): $\Theta^{0} \mu_{1} \leqslant \theta_{1} \leqslant \Theta^{1} \mu_{1}$
(L2R1) and (L1R2): $0 \leqslant U_{1} \leqslant \mu_{1} U^{\text {up }}$
(L3R3) and (L4R4): $\Theta^{1} \mu_{2} \leqslant \theta_{2} \leqslant \Theta^{2} \mu_{2}$
(L3R4) and (L4R3): $0 \leqslant U_{2} \leqslant \mu_{2} U^{\text {up }}$
(L1R3) and (L3R1): $-\left(\Theta^{0} U_{1}+\Theta^{1} U_{2}-\underline{U \theta}\right)-U^{\mathrm{up}}\left(\theta_{1}+\theta_{2}-\Theta^{0} \mu_{1}-\Theta^{1} \mu_{2}\right)$

$$
\leqslant \underline{U \theta_{3}} \leqslant-\left(\Theta^{0} U_{1}+\Theta^{1} U_{2}-\underline{U \theta}\right)
$$

(L2R4) and (L4R2): $\quad-\left(\Theta^{1} U_{1}+\Theta^{2} U_{2}-\underline{U \theta}\right)$

$$
\leqslant \underline{U \theta_{3}} \leqslant U^{\mathrm{up}}\left(\Theta^{1} \mu_{1}+\Theta^{2} \mu_{2}-\theta_{1}-\theta_{2}\right)-\left(\Theta^{1} U_{1}-\Theta^{2} U_{2}-\underline{U \theta}\right)
$$

(L1R4) and (L4R1): $\quad-\left(\Theta^{0} U_{1}-\underline{U \theta}\right)-\Theta^{2} U_{2}-U^{\mathrm{up}}\left(\theta_{1}-\Theta^{0} \mu_{1}\right)$

$$
\leqslant \underline{U \theta}_{3} \leqslant-\left(\Theta^{0} U_{1}-\underline{U \theta}\right)-\Theta^{2} U_{2}+U^{\mathrm{up}}\left(\Theta^{2} \mu_{2}-\theta_{2}\right)
$$

(L2R3) and (L3R2):

$$
\begin{aligned}
& -\left(\Theta^{1} U_{1}-\underline{U \theta}\right)-\Theta^{1} U_{2}-U^{\mathrm{up}}\left(\theta_{2}-\Theta^{1} \mu_{2}\right) \\
& \quad \leqslant \underline{U \theta_{3}} \leqslant U^{\mathrm{up}}\left(\Theta^{1} \mu_{1}-\theta_{1}\right)-\Theta^{1} U_{2}-\left(\Theta^{1} U_{1}-\underline{U \theta}\right)
\end{aligned}
$$

We relax the set by discarding inequalities obtained from (L1R4), (L4R1), (L2R3) and (L3R2). The inequalities obtained from (L1R3), (L3R1), (L2R4) and (L4R2) have the same form as the four inequalities in (B.21). As before, we eliminate $\underline{U \theta_{3}}$ using Fourier-Motzkin, and discard inequalities obtained from (L1R4), (L4R1), (L2R3) and (L3R2). This leads to

$$
\begin{align*}
& 0 \leqslant \underline{U \theta}-\sum_{t=1}^{3} \Theta^{t-1} U_{t} \leqslant U^{\mathrm{up}}\left(\theta-\sum_{t=1}^{3} \Theta^{t-1} \mu_{t}\right)  \tag{B.22a}\\
& 0 \leqslant \sum_{t=1}^{3} \Theta^{t} U_{t}-\underline{U \theta} \leqslant U^{\mathrm{up}}\left(\sum_{t=1}^{3} \Theta^{t} \mu_{t}-\theta\right)  \tag{B.22b}\\
& \theta=\sum_{t=1}^{3} \theta_{t}, \quad \Theta^{t-1} \mu_{t} \leqslant \theta_{t} \leqslant \Theta^{t} \mu_{t}, \quad 0 \leqslant U_{t} \leqslant U^{\mathrm{up}} \mu_{t}, \quad t=1,2,3 \tag{B.22c}
\end{align*}
$$

In this manner, we eliminate all variables of the form $\underline{(\cdot) \theta}{ }_{t}$ from (B.19). Then, we eliminate all $\theta_{t}$ variables, which are now constrained only by (B.22c), using FourierMotzkin. This leads to $\sum_{t=1}^{|\mathcal{I}|} \Theta^{t-1} \mu^{t} \leqslant \theta \leqslant \sum_{t=1}^{|\mathcal{I}|} \Theta^{t} \mu^{t}$. Since it is implied from (B.22a) and (B.22b), we do not impose it explicitly. Finally, we require the solution to lie in a single partition by imposing integrality constraint on $\mu_{t}$ variables.

## C. MISSING IDENTITIES AND DERIVATIONS

## C. 1 Derivation of the Search Space Formulation

Constraints (A2) through (A8) in Chapter 4 are described below. Here, we write $\{p\}_{p=1}^{n}$ and $\llbracket p \rrbracket_{1}^{n}$ as a shorthand notation for $\{1, \ldots, n\}$ and $\forall p \in\{1, \ldots, n\}$, respectively.

$$
\begin{align*}
& \text { for }[i, j] \in \mathcal{P},
\end{align*}\left\{\begin{array} { l } 
{ \tau _ { i , k , j } = \nu _ { i , k + 1 , j - 1 } - \nu _ { i , k , j - 1 } - \nu _ { i , k + 1 , j } + \nu _ { i , k , j } , \quad \llbracket k \rrbracket _ { i } ^ { j - 1 } } \\
{ \beta _ { i , l , j } = \omega _ { i + 1 , l - 1 , j } - \omega _ { i + 1 , l , j } - \omega _ { i , l - 1 , j } + \omega _ { i , l , j } , }  \tag{A3}\\
{ \llbracket l \rrbracket _ { i + 1 } ^ { j } }
\end{array} \quad \left(\text { A2) }, \begin{array}{l}
\nu_{i, j, j}=\omega_{i, i, j}=1-\zeta_{i, j} \\
\nu_{i, k, j} \geqslant \max \left\{0, \nu_{i, k, m}+\nu_{i, n, j}-\nu_{i, n, m}\right\}, \quad \llbracket n \rrbracket_{k+1}^{m+1}, \llbracket m \rrbracket_{k}^{j-1}, \llbracket k \rrbracket_{i}^{j-1} \\
\text { for }[i, j] \in \mathcal{P},_{\nu_{i, k, j} \leqslant \min \left\{\nu_{i, k, m}, \nu_{i, n, j}\right\}, \quad \llbracket n \rrbracket_{k+1}^{m+1}, \llbracket m \rrbracket_{k}^{j-1}, \llbracket k \rrbracket_{i}^{j-1}}^{\omega_{i, l, j} \geqslant \max \left\{0, \omega_{i, m, j}+\omega_{n, l, j}-\omega_{n, m, j}\right\}, \quad \llbracket n \rrbracket_{i+1}^{m+1}, \llbracket m \rrbracket_{i}^{l-1}, \llbracket l \rrbracket_{i+1}^{j}} \begin{array}{l}
\omega_{i, l, j} \leqslant \min \left\{\omega_{i, m, j}, \omega_{n, l, j}\right\}, \quad \llbracket n \rrbracket_{i+1}^{m+1}, \llbracket m \rrbracket_{i}^{l-1}, \llbracket l \rrbracket_{i+1}^{j}
\end{array}
\end{array}\right.\right.
$$

$$
\begin{equation*}
\zeta_{1, N}=\zeta_{1,1}=\cdots=\zeta_{N, N}=1 \tag{A4}
\end{equation*}
$$

$$
\text { for }[i, j] \in \mathcal{P}, \quad\left\{\begin{array}{l}
\sum_{l=i+1}^{k+1} \sigma_{i, k, l, j}=\tau_{i, k, j}, \quad \llbracket k \rrbracket_{i}^{j-1}  \tag{A5}\\
\sum_{k=l-1}^{j-1} \sigma_{i, k, l, j}=\beta_{i, k, l, j}, \quad \llbracket l \rrbracket_{i+1}^{j} \\
\sigma_{i, k, l, j} \geqslant 0, \quad \llbracket l \rrbracket_{i+1}^{k+1}, \quad \llbracket k \rrbracket_{i}^{j-1}
\end{array}\right.
$$

$$
\begin{align*}
& \begin{cases}\chi_{i, i} \geqslant \zeta_{i, i}-\sum_{k=1}^{i-1} \beta_{k, i, i}, & \forall(i, i) \in \mathcal{C} \\
\rho_{i, i} \geqslant \zeta_{i, i}-\sum_{l=i+1}^{n} \tau_{i, i, l}, & \forall(i, i) \in \mathcal{R}\end{cases}  \tag{A7}\\
& \text { for }[i, j] \in \mathcal{T} \backslash[1, n], \quad \zeta_{i, j} \leqslant \sum_{k=1}^{i-1} \beta_{k, i, j}+\sum_{l=j+1}^{n} \tau_{i, j, l} \tag{A8}
\end{align*}
$$

In the above, $\nu_{i, k, j}$ and $\omega_{i, l, j}$ are linearizations of $\prod_{m=k}^{j}\left(1-\zeta_{i, m}\right)$ and $\prod_{m=i}^{l}\left(1-\zeta_{m, j}\right)$, respectively. $\tau_{i, k, j}=1\left(\right.$ resp. $\left.\beta_{i, l, j}=1\right)$ if and only if stream $[i, k]$ (resp. $\left.[l, j]\right)$ is produced as distillate (resp. residue) from stream $[i, j]$. Note that in (A6) and (A7), we used $\beta_{0, i, j}=\zeta_{i, j}-\sum_{k=1}^{i-1} \beta_{k, i, j}$ and $\tau_{i, j, n+1}=\zeta_{i, j}-\sum_{l=j+1}^{n} \tau_{i, j, l}$. For more details, see [25]. Using (C.1) and (C.2) (see (3) and (4) in [25] for derivation), we substitute out $\nu_{i, k, j}$ and $\omega_{i, l, j}$ variables.

$$
\begin{align*}
& \text { for }[i, j] \in \mathcal{T}, \quad \nu_{i, k, j}= \begin{cases}0, & \text { for } k=i, \\
1-\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s}, & \text { for } i+1 \leqslant k \leqslant j\end{cases}  \tag{C.1}\\
& \text { for }[i, j] \in \mathcal{T}, \quad \omega_{i, l, j}= \begin{cases}1-\sum_{r=i}^{l} \sum_{s=l+1}^{j} \beta_{r, s, j}, & \text { for } i \leqslant l \leqslant j-1 \\
0, & \text { for } l=j\end{cases} \tag{C.2}
\end{align*}
$$

We substitute (C.1) and (C.2) in (A2) to obtain

$$
\text { for }[i, j] \in \mathcal{P}, \quad\left\{\begin{array}{l}
\tau_{i, k, j}=\tau_{i, k, j}  \tag{C.3}\\
\omega_{i, l, j}=\omega_{i, l, j}
\end{array}\right.
$$

Since the above constraints satisfy trivially, we do not include them in the model. Next, we substitute (C.1) and (C.2) in (A3) to obtain


We express the second constraint in (C.4) as the intersection of two inequalities $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant 1$ and $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant \sum_{s=k}^{m} \sum_{r=i}^{k-1} \tau_{i, r, s}+\sum_{s=n}^{j} \sum_{r=i}^{n-1} \tau_{i, r, s}-\sum_{s=n}^{m} \sum_{r=i}^{n-1} \tau_{i, r, s}$. By noting that $k \leqslant m<j$ and $k<n \leqslant m+1 \leqslant j$, the second inequality can be simplified as $0 \leqslant \sum_{s=m+1}^{j} \sum_{r=k}^{n-1} \tau_{i r s}$. This inequality is trivially satisfied because of (A5), so we do not include it in the model. Similarly, we express the third constraint in (C.4) as the intersection of two inequalities $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \geqslant \sum_{s=k}^{m} \sum_{r=i}^{k-1} \tau_{i, r, s}$ and $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \geqslant \sum_{s=n}^{j} \sum_{r=i}^{n-1} \tau_{i, r, s}$. By recognizing $k \leqslant m<j$, the first inequality can be simplified to $0 \leqslant \sum_{m+1}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s}$. This inequality is redundant, because of
(A5). We repeat the arguments with the last two constraints in (C.4), and discard the redundant inequalities. This simplifies (C.4) to

$$
\text { for }[i, j] \in \mathcal{P}, \quad\left\{\begin{array}{l}
\sum_{r=i}^{j-1} \tau_{i, r, j}=\sum_{s=i+1}^{j} \beta_{i, s, j}=\zeta_{i, j}  \tag{C.5}\\
\sum_{s=n}^{j} \sum_{r=i}^{n-1} \tau_{i, r, s} \leqslant \sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant 1, \quad \llbracket n \rrbracket_{k+1}^{j}, \llbracket k \rrbracket_{i+1}^{j-1} \\
\sum_{r=i}^{m} \sum_{s=m+1}^{j} \beta_{r, s, j} \leqslant \sum_{r=i}^{l} \sum_{s=l+1}^{j} \beta_{r, s, j} \leqslant 1, \quad \llbracket m \rrbracket_{i}^{l-1}, \llbracket l \rrbracket_{i+1}^{j-1}
\end{array}\right.
$$

The second constraint in (C.5) for streams of the form $[i, N]$ is given by

$$
\begin{equation*}
\sum_{s=n}^{N} \sum_{r=i}^{n-1} \tau_{i, r, s} \leqslant \sum_{s=k}^{N} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant 1, \quad \llbracket n \rrbracket_{k+1}^{N}, \llbracket k \rrbracket_{i+1}^{N-1} \tag{C.6}
\end{equation*}
$$

Consider a stream $[i, j]$ such that $j<N$. Then, we observe that $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant$ $\sum_{s=k}^{N} \sum_{r=i}^{k-1} \tau_{i, r, s}$. This implies that the constraint $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant 1$ in (C.5) is redundant for $j<N$, since it can be derived from (C.6). Next, we observe that the first inequality in (C.6) can be expressed as $\sum_{s=n}^{j} \sum_{r=i}^{n-1} \tau_{i, r, s}+\sum_{s=j+1}^{N} \sum_{r=k}^{n-1} \tau_{i, r, s} \leqslant$ $\sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s}$. Since $\tau_{i, r, s} \geqslant 0$ from (A5), the constraint $\sum_{s=n}^{j} \sum_{r=i}^{n-1} \tau_{i, r, s} \leqslant \sum_{s=k}^{j} \sum_{r=i}^{k-1} \tau_{i, r, s}$ in (C.5) is implied from (C.6) for $j<N$. In a similar manner, it can be shown that it suffices to impose the third constraint in (C.5) only for streams of the form $[1, j]$ i.e., $i=1$. Therefore, the projection of (A2) and (A3) in $\tau-\beta$ space is given by

$$
\left\{\begin{array}{l}
\sum_{r=i}^{j-1} \tau_{i, r, j}=\sum_{s=i+1}^{j} \beta_{i, s, j}=\zeta_{i, j}, \quad \forall[i, j] \in \mathcal{P}  \tag{C.7}\\
\sum_{s=n}^{N} \sum_{r=i}^{n-1} \tau_{i, r, s} \leqslant \sum_{s=k}^{N} \sum_{r=i}^{k-1} \tau_{i, r, s} \leqslant 1, \quad \llbracket n \rrbracket_{k+1}^{N}, \llbracket k \rrbracket_{i+1}^{N-1} \\
\sum_{r=1}^{m} \sum_{s=m+1}^{j} \beta_{r, s, j} \leqslant \sum_{r=1}^{l} \sum_{s=l+1}^{j} \beta_{r, s, j} \leqslant 1, \quad \llbracket m \rrbracket_{1}^{l-1}, \llbracket l \rrbracket_{2}^{j-1}
\end{array}\right.
$$

Next, we use (A5) to project out $\tau_{i, k, j}$ and $\beta_{i, l, j}$ variables from (C.7), (A6) - (A8) to obtain the constraints (W1) - (W6).

## C. 2 Gauss Quadrature Formula

$$
\begin{equation*}
\int_{0}^{1} f(\phi) d \phi \approx \sum_{g \in \mathcal{G}} \xi_{g} f\left(\phi_{g}\right) \tag{C.8}
\end{equation*}
$$

where $\mathcal{G}=\{1,2\}, \xi_{1}=\xi_{2}=1 / 2, \phi_{1}=0.211325$ and $\phi_{2}=0.788675$ for two point quadrature formula.

## C. 3 Proof of Identity

$$
\begin{equation*}
\left(\sum_{k} u_{k} w_{k}\right)^{2}+\sum_{k} \sum_{l, l<k}\left(u_{k}-u_{l}\right)^{2} w_{k} w_{l}=\left(\sum_{l} w_{l}\right)\left(\sum_{k} u_{k}^{2} w_{k}\right) \tag{C.9}
\end{equation*}
$$

Consider the left hand side

$$
\begin{aligned}
\text { LHS } & =\left(\sum_{k} u_{k} w_{k}\right)^{2}+\sum_{k} \sum_{l, l<k}\left(u_{k}-u_{l}\right)^{2} w_{k} w_{l} \\
& =\sum_{k} u_{k}^{2} w_{k}^{2}+2 \sum_{k} \sum_{l, l<k} u_{k} u_{l} w_{k} w_{l}+\sum_{k} \sum_{l, l<k}\left(u_{k}^{2}+u_{l}^{2}-2 u_{k} u_{l}\right) w_{k} w_{l} \\
& =\sum_{k} u_{k}^{2} w_{k}^{2}+\sum_{k} \sum_{l, l<k} u_{k}^{2} w_{k} w_{l}+\sum_{k} \sum_{l, l<k} u_{l}^{2} w_{k} w_{l} \\
& =\sum_{k} u_{k}^{2} w_{k}^{2}+\sum_{k} \sum_{l, l<k} u_{k}^{2} w_{k} w_{l}+\sum_{l} \sum_{k, k<l} u_{k}^{2} w_{l} w_{k} \\
& =\sum_{k} \sum_{l, k=l} u_{k}^{2} w_{k} w_{l}+\sum_{k} \sum_{l, k>l} u_{k}^{2} w_{k} w_{l}+\sum_{k} \sum_{l, k<l} u_{k}^{2} w_{k} w_{l} \\
& =\sum_{k} \sum_{l} u_{k}^{2} w_{k} w_{l} \\
& =\left(\sum_{l} w_{l}\right)\left(\sum_{k} u_{k}^{2} w_{k}\right)=\mathrm{RHS}
\end{aligned}
$$

## C. 4 Relative Volatilities for the Case Study

We remark on the computation of relative volatilities used for the case study in $\S 5.2$. Shale gas is treated as a mixture of five components C1 through C5. For
this system, large number of data points are required to span the entire composition space. Therefore, to reduce the computational effort, we chose to fit the surrogate for each consecutive binary pairs of representative species. Figure C. 1 shows the true VLE (solid blue curve) and the best surrogate (dashed red curve) in least-square error sense for Methane-Ethane, Ethane-Propane, Propane-Butane, Butane-Pentane pairs. Next, the required relative volatilities are computed as $\alpha_{1}=\alpha_{12} \alpha_{23} \alpha_{34} \alpha_{45}$, $\alpha_{2}=\alpha_{23} \alpha_{34} \alpha_{45}, \alpha_{3}=\alpha_{34} \alpha_{45}, \alpha_{4}=\alpha_{45}$ and $\alpha_{5}=1$ (see Figure title for $\alpha_{12}, \alpha_{23}, \alpha_{34}$, and $\alpha_{45}$ values).
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[^0]:    ${ }^{1} 1$ Quad $=1$ quadrillion $\left(10^{15}\right) \mathrm{BTU}$

[^1]:    Best retrofit for Direct-split configuration (Figure 5.5(b))

    | $Q_{i, j}$ | $f_{i, j, 1}^{\mathrm{rs}}$ | $f_{i, j, 2}^{\mathrm{rs}}$ | $f_{i, j, 3}^{\mathrm{rs}}$ | $f_{i, j, 4}^{\mathrm{rs}}$ | $f_{i, j, 5}^{\mathrm{rs}}$ | $V_{i, j}^{\mathrm{rs}}$ | $L_{i, j}^{\mathrm{rs}}$ | $f_{i, j, 1}^{\mathrm{ss}}$ | $f_{i, j, 2}^{\mathrm{ss}}$ | $f_{i, j, 3}^{\mathrm{ss}}$ | $f_{i, j, 4}^{\mathrm{ss}}$ | $f_{i, j, 5}^{\mathrm{ss}}$ | $V_{i, j}^{\mathrm{ss}}$ | $L_{i, j}^{\mathrm{ss}}$ |
    | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
    | $Q_{1,5}$ | 75.52 | 8.45 | 0 | 0 | - | 108.12 | 24.15 | - | 5.55 | 5.49 | 2.82 | 2.17 | 8.12 | 24.15 |
    | $Q_{1,2}$ | 75.52 | - | - | - | - | 116.52 | 41 | - | 8.45 | - | - | - | 8.4 | 16.85 |
    | $Q_{2,5}$ | - | 5.55 | 0 | 0 | - | 22.4 | 16.85 | - | - | 5.49 | 2.82 | 2.17 | 13.52 | 24 |
    | $Q_{3,5}$ | - | - | 5.49 | 0 | - | 24.61 | 19.12 | - | - | - | 2.82 | 2.17 | 16.1 | 21.09 |
    | $Q_{4,5}$ | - | - | - | 2.82 | - | 20.58 | 17.76 | - | - | - | - | 2.17 | 15.59 | 17.76 |

