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ABSTRACT

O’Neill, William Ph.D., Purdue University, December 2020. Optimizing Stakeholder
Objectives of Space Exploration Architectures Using Portfolio Optimization . Major
Professor: Daniel D. Delaurentis.

The large number and significant variety of systems available for space exploration

missions produce countless potential architecture combinations. Compounding this

are the scheduling intricacies of system life-cycle phases, time dependent operational

dependencies, as well as the uncertainty associated with each system and technology

in terms of cost, schedule, and performance. Traditional architecting emphasizes the

individual design of component systems over the wide-ranging and robust assessment

of architecture options early in mission design. A top down method that can assess the

capabilities, requirements, and risks associated with the diversity of available space

systems and form optimal portfolios of interdependent systems is necessary. This dis-

sertation describes and demonstrates a portfolio optimization technique that can de-

sign and assess Lunar space exploration architectures by optimizing on programmatic

objectives such as cost, performance, schedule, and robustness while simultaneously

accounting for system operational interdependencies and schedule dependencies of the

selected systems. Several specific enhancements to the Robust Portfolio Optimization

method are produced, resulting in the the novel Progarmamtic Portfolio Optimiza-

tion (PPO) approach: including life-cycle phase modeling, variable capability sizing

of systems, and multi-domain constraints to model time dependent objectives.
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1. INTRODUCTION

Nations of Earth have long desired to explore and settle the distant planets and

moons of our solar system but have been limited by technological and managerial

challenges. Many of the challenges are common to System of Systems(SoS) type

problems including the evolutionary nature, the vast range of distances over which

systems interact, and the emergent behavior resulting from the complex interactions

of constituent interdependent systems. Further challenging is the extensive number

of potential systems and technologies and the resulting inability to properly assess

trade-offs due to the exponential number of system combinations, complex interaction

of systems, scheduling dependencies, and the diversity of system type, performance,

cost, and schedule.

The crux of NASA’s proposed future in human space exploration is a cisLunar

orbital platform enabling human lunar surface missions with the horizon goal of land-

ing humans on Mars. NASA has proposed avenues to accomplish these goals with a

myriad of subsequent technical and strategic decisions that would need to be made.

Further, private companies are developing their own vehicles and mission objectives

for cislunar activities. While a bespoke, clean sheet architecture could be designed to

accomplish mission objectives, it may be advantageous to integrate a portfolio of ex-

isting and future systems. This modular and reusable approach can aid in achieving

overarching stakeholder objectives, minimizing both development cost and schedule,

reducing risk through flight tested hardware, and encouraging commercial and inter-

national involvement. An abundance of potential systems exist or are in near-term

developmental stages that could compose an optimal architecture. NASA’s stake-

holders and many of the companies tasked with developing Deep Space Habitats

for NASA’s NextSTEP-2 public-private partnership have chosen this modular strat-

egy [1].



2

The questions that remain are which systems and technologies to select, when to

develop, produce and operate them, and how they interact. Given the large number

of potential choices for various systems and the differences in capabilities, cost, sched-

ule, and robustness of each, the resulting combinatorial problem becomes difficult to

evaluate in terms of overall architecture cost, performance, schedule and robustness.

Compounding this is the scheduling dependencies that exist between systems, the

cost of Design Development Test and Evaluation(DDT&E) of new technologies, and

the impact of evolving stakeholder objectives.

NASA, the Department of Defense and commercial entities have built numerous

tools to design and size space systems for specific roles within an architecture. Many

of these tools have been crafted from extensive experience and literature review to

accurately design that specific type of system. While these tools are adept for their

use scenario, the ability to synthesize at the architecture level is often lacking. A

new method, like the Programmatic Portfolio Optimization method presented in this

paper, that can leverage this wealth of knowledge and tools and apply them at the

architecture level is necessary.

Several methods exist that optimize space exploration architectures as networks of

interacting systems including: the interplanetary logistics model [2], the Exploration

Architecture Model for In-space and Earth-to-orbit(EXAMINE) [3], and the General-

ized MultiCommodity Network Flow(GMCNF) model [4]. These methods often focus

on minimizing the Initial Mass in Low Earth Orbit(IMLEO) by varying the parame-

ters of the interacting systems as a means of estimating cost. Improving on this topic

are methods that incorporate time-based modeling of system operations within the

optimization model such as the time-expanded GMCNF [5, 6] which enables opera-

tional scheduling of elements. Chen et al further improved the method by using fully

periodic Time-Expanded Networks(TENs) to make the computational model more

scalable [7] and applicable to larger human space exploration architectures.

While these methods are effective at designing an architecture where every ele-

ment is optimized for the reduction of mass, our approach emphasises treatment of
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the architecture programmatics related to the previously discussed modular architec-

ture composed of systems of mixed development. Future space architectures will be

collaborative in nature, a ‘System of Systems’ where each system is independently

designed and managed. Additionally, impacts of architecture choices are often most

apparent in the budget and schedule impacts due to the system development status.

A portfolio optimization that enables the stakeholder to investigate the trade-space

of both future and existing systems as well as their impact on budget and schedule

metrics is necessary.

Space system development organizations have devised numerous techniques and

approaches to evaluate which technologies to prioritize and invest [8, 9]. While these

are powerful tools, they often do not completely assess all of the interdependencies

within the architecture. These techniques either focus on how technologies correlate

with stakeholder objectives or how they affect directly dependent systems and thus

lack a direct connection to the stakeholder objectives at the architecture level.

The methodology demonstrated here addresses the aforementioned deficiencies by

utilizing a robust portfolio approach with three enhancements. The basis is derived

from Markowitz’s modern portfolio theory [10, 11] which is widely used to compare

risk and reward of selected options. It has since been applied to engineering problems

by allowing constraints to be enforced within the optimization that represent system

to system interactions. Several studies using Robust Portfolio Optimization(RPO)

have been conducted involving different naval warfare scenarios by Davendralingam

et al where mission performance was compared to mission cost and several forms

of architecture robustness [12, 13]. Studies by Walton and Mehr have examined the

uncertainty and development risk of space systems architectures using portfolio theory

[14, 15]. The key enhancements differentiating our work are: 1) The addition of life-

cycle phase scheduling constraints within the optimization while still accounting for

the inter-dependencies between selected systems. This allows the user to compare

various technologies and systems of varying levels of maturity or readiness and their

impact on budget and schedule metrics. 2) The ability to optimize system sizing
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within the optimization process. Previous versions of RPO required fixed capabilities

and requirements within the optimization and thus limit further optimization of the

architecture. 3) The ability to optimize specific objectives for specific periods of time

to optimize an architecture for evolving stakeholder objectives.

This dissertation is organized in chapters as follows: Chapter 2 details an overview

of potential application areas with stakeholder analysis needs. Chapter 3 is a review

of other tools and methodologies and identification of limitations. Chapter 4 is a de-

tailed overview of the Programmatic Portfolio Optimization methodology. Chapter

5 is an example application of the methodology enhancements with simple scenarios.

Chapter 6 is an example application of the methodology to a human Lunar orbit

mission architecture. Chapter 7 is an example application of the methodology to a

human Lunar lander mission architecture. Chapter 8 is an application of the method-

ology to a human Mars surface mission architecture. Chapter 9 is an application of

the methodology to a stepping-stones style Moon then Mars architecture. Chapter 10

is an overview of the work and recommendations for future research. The appendix

details the inputs used within the example applications as well as some additional

figures and tables.
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2. MISSION APPLICATIONS

Three different areas of application, or scope, have been identified where Robust

Portfolio Optimization, with some enhancements, would be beneficial including: 1) a

human lunar surface exploration mission,2) a human Mars surface exploration mis-

sion, and 3) a stepping-stones approach that combines the first two scope areas into an

evolution of one to the other. These scope areas represent unique portfolio problems

with unique objectives, requirements, time scales, and potential systems that require

different analysis methods to obtain solutions for each unique portfolio problem. The

aim of this section is to highlight key traits, major decisions, and systems for each of

the respective scope areas.

The first scope area represents a human lunar surface exploration mission. Cur-

rently, NASA’s goal of landing humans on the moon by the year 2024 is a combination

of government contracts and several public-private partnerships called NextSTEP-

2 [1]. A central theme of this approach is the proposal and selection process where

different commercial partners propose their own plan for building an orbital plat-

form and designing a landing architecture. The result of this phase of the NextSTEP

program will be a number of unique modular architectures in which NASA can use,

modify, or combine to fit their own cis-lunar architecture.

The second scope area represents a human surface exploration mission of the

planet Mars. The concept of landing humans on Mars dates back to Wernher von

Braun’s ”Das Marsprojekt” [16] and many studies have examined different approaches

including NASA’s Design Reference Architectures 1-5 [17–20], Dr. Robert Zubrin’s

Mars Direct concept [21], and several studies by the European Space Agency [22]

and the Russia space agency Roscosmos [22]. While each study is unique, they all

share the same difficulties of long transit times with high exposure to radiation and

zero gravity, large propulsion system requirements, complex logistics problems, and
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the development of long-lead technologies. Many proposals solve some of these chal-

lenges with common traits including pre-deploying assets to the Mars surface and

in-situ resource utilization by making propellant, oxygen, and water from the mar-

tian environment.

The third scope area covers the timespan from the current day, through the cis-

lunar architecture and eventually to the execution of a Martian mission. A major

theme of this scope area is the adoption of technologies that benefit both a lunar

and Mars mission. Key here is that while some technologies may benefit both scope

areas, they may be sub-optimal choices for a single scope area but provide an overall

benefit to the combined scope area.

2.1 S1 - NASA Lunar Human Exploration Architecture

After the Apollo program ended, the United States focused its efforts on Low

Earth Orbit [23] but have been plotting a return to the moon since the early 90s, in-

cluding various proposals ranging from short duration lunar landings to more rooted

missions with lunar surface bases or habitable rovers [24]. International organizations

have proposed multilateral plans including the Lunar Village concept [25]. A mis-

sion architect has many potential operational concepts at hand to try and maximize

stakeholder objectives and achieve requirements. Several key concept-level decisions

define the architecture trade space and are listed below. Further questions remain

including the use of In-Situ Resource Utilization(ISRU) for propellant production,

propellant type, crew size, and landing location.

1. Staging Orbit - Whether staging operations should be held in a Low Earth Orbit, a

more distant lunar orbit like a Near Rectilinear Halo Orbit (Current plan), or a Low

Lunar Orbit.

2. Number of Ascent and Descent Elements - The number of systems or elements

required to bring crew members from a staging point to the Lunar surface and back.

This ranges from single stage architectures to as many as four propulsive elements.
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3. Duration of surface stay - Length of stay on lunar surface ranging from short

single day missions to multi-week expeditions.

In 2019, the Trump administration called for NASA to have “boots on the moon”

by the year 2024 [26]. Recent policy directives have heavily shaped the potential

solutions to the above questions. A hotly debated trait of the administration’s plan

is the use of an orbital platform in a Near Rectilinear Halo Orbit(NRHO) that could

enable assembly and refueling of lander elements as well as the use of less expensive

commercial launch vehicles for delivering lander elements [27,28]. Given that funding

and development has already begun, it firmly answers the question of staging orbit.

This platform represents a departure from the Apollo program where every piece of

the mission was launched on a single massive rocket to Low Lunar Orbit(LLO). Its

necessity results from decisions made two decades earlier during the Constellation

program. The Orion spacecraft does not have the performance to complete both the

capture and the departure burn at a LLO orbit. During the Constellation program

the Altair lunar lander was responsible for the capture burn, however the launch

performance of the Space Launch System rocket is not sufficient to launch both Orion

and a propulsive element and therefore Orion by itself is not suitable for operations at

LLO. However it does have the performance to get to and from the Near Rectilinear

Halo Orbit where the “Gateway” would be located. Shown in Figure 2.1 is a trajectory

transfer map of the main orbit options being compared for a lunar mission [29] that

details the approximate required change of velocity(∆V ) between each staging point.

While the NRHO requires more propulsive capability of the lander element, the

trade-off is the ability to send larger cargo to Lunar orbit via low-cost commercial

heavy lift vehicles on less demanding Ballistic Lunar Transfer(BLT) trajectories than

a LLO transfer which would require much larger rockets or smaller payloads. A

third potential option is a High Lunar Orbit which is a compromise between the two

options. A fourth option includes the use of Low Earth Orbit as a staging point

using commercial heavy lift vehicles to separately launch and rendezvous the Orion

crew vehicle and a propulsive stage. This could negate the requirement for expensive
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Fig. 2.1.: Low Lunar Orbit and Near Rectilinear Halo Orbit staging options as and
transfer cost as detailed in [29]. This diagram details the approximate velocity change
required to transition from one orbit to another.

government super heavy lift vehicles but would require substantial changes to Orion as

well as the development of a new propulsive stage capable of orbit loiter, rendezvous,

and docking. Listed in Table 2.1 are some of the benefits and drawbacks of the NRHO

and LLO staging option.

Another major decision facing stakeholders is the number of lander elements to

descend from the staging point to the lunar surface and then ascend from the surface

back to the staging point. This decision is tightly correlated with the staging point

decision. Several options exist for the number of elements with many varieties in how

those elements are utilized. Architectures with elements ranging from a single stage

vehicle to those requiring three or more have been proposed. Due to the estimated

15t delivery to NRHO limit of commercial heavy lift launch vehicles, the 1 and 2

stage lander architectures become difficult to infeasible based on propulsive sizing. A
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Table 2.1.: Benefits and drawbacks of different lunar architecture orbit options

NRHO Approach Apollo Approach

Benefits • Ability to send lander elements

to NRHO with low-cost commer-

cial launch vehicles

• No propulsive cost of reaching

high science value sites at poles

• Stability of halo orbits and low-

cost delivery enables low cost re-

usability of lander elements

• Fewer lander elements required

• Less complex architecture

• Fewer launches

Drawbacks • Additional 750 m/s of veloc-

ity change required for both tran-

sit from NRHO to LLO and LLO

to NRHO

• Requires redesign of Orion crew

vehicle or new design

• May require an upgraded Space

Launch System or other super

heavy launch vehicle

• For polar landing sites, 3100

m/s additional velocity change for

plane change maneuver

• Station-keeping in LLO or HLO

poses difficulty for re-usability
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3 element lander architecture is feasible but may require refueling prior to a mission

given certain propulsive technologies.

The length of stay on the surface is a major decision that is tied to stakeholder

value. Short missions on the surface can accomplish a relatively large amount of

science but longer durations allow for more frequent and longer duration experiments

on the surface. However, longer duration surface stays require more crew consumables

in terms of oxygen, water, food and other soft goods. Long duration stays also

require a surface habitat as well as power and surface systems. The potential for

using propellant derived from ice on the lunar surface could eliminate the need for

refueling from earth and enable massive cost savings. For missions using NRHO as

a staging ground, the length of stay is dictated by the period of the orbit leading to

either single day stays or stays of increments of approximately seven days [29].

Key to NASA’s acquisition plan is the NextSTEP-2 public-private partnership

[30]. This platform will leverage existing systems and technology from the commer-

cial sector. As part of the “Next Space Technologies for Exploration Partnerships-

2” [31], NASA has solicited designs from 6 competing companies for a cis-lunar deep

space habitat and several proposals for technologies including specific habitat sys-

tems, in-space manufacturing, power and propulsion systems, and In-Situ Resource

Utilization (ISRU) technology. The focus of the partnership is to develop deep space

habitat designs for orbit around the moon. An effective habitat comprises a pres-

surized volume plus an integrated array of complex systems and components that

include Environmental Control and Life Support Systems (ECLSS), Power and Ther-

mal management systems, Command Data Handling(CDH), logistics management,

radiation mitigation and monitoring, fire safety technologies, crew health systems,

and docking capabilities. From these proposed architectures, NASA plans to advance

promising plans for further development and prototyping.

One of the stated objectives of the Artemis Program is to use the lunar environ-

ment to develop and test technologies that benefit a future Mars mission [30]. This

environment is ideal for the testing of several key technologies such as deep space habi-
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tat systems and advanced propulsion concepts like Solar Electric Propulsion(SEP) or

Nuclear Thermal Propulsion(NTP). It’s unclear how much surface habitation will be

conducted but there is the possibility of surface habitats and In-Situ Resource Utiliza-

tion(ISRU). ISRU has the potential to take resources on the lunar surface and turn

them into oxygen for breathing, water for drinking and propellant for propulsion.

Any lunar architecture will require a plethora of new systems and added complex-

ity. The NASA plan will need the orbital habitat as well as the systems to launch

all of the components to space, send them to lunar orbit, and assemble them. Ad-

ditionally, logistic missions to resupply and refuel the Deep Space Gateway(DSG)

and lander elements will be required. While the DSG will be involved in testing of

crucial technology for future missions, it will require less internal space, power, and

dry mass than the ISS and will be comparatively small in cost. NASA plan or other,

the two or three element lander architecture will need to be designed, integrated, and

launched as well. If a lunar surface base is attempted, then the habitats, supporting

infrastructure, cargo landers and surface mobility will also need to be designed and

operational. For each of these potential systems there are many different choices for

each.

A non-exhaustive list of the general classes of systems is as follows:

• Launch vehicles

• Launch facilities

• In space propulsion systems

• Orbital propellant depots

• Crew vehicles

• Deep space habitat modules

• Power and propulsion modules

• Lunar lander elements

• Lunar surface power

• Lunar habitat systems

• Lunar mobility systems

• In-Situ Resource Utilization systems

• Deep Space Network and communication

systems

• Logistics and supply modules

• Mission Control Centers



12

Across these classes, some systems exist, while others are conceptual (yet to be

designed). Each of the potential systems is differentiated in cost, performance, sched-

ule, operational uncertainty, financial uncertainty, and compatibility. A selection, or

portfolio, of these unique systems could be combined to create a working architecture

that meets overall mission goals and satisfies requirements. The difficulty from a

stakeholders perspective is that the assembly of an optimal set of systems requires

more than a simple interaction of parts, and it needs to account for the scheduling

of systems as well as the assessment of total cost and annual budget. For instance, a

stakeholder may have to choose between a system that could be deployed sooner or a

system that may offer long-term cost savings but would delay the schedule of the first

lunar landing. The standard design tools and systems engineering practices break

down when trying to solve this problem. Because of the large number of potential

systems, there exist near infinite potential portfolios with different stakeholder value.

Due to the intractability of the number combinations, conducting trade-off analysis

becomes difficult to impossible.

2.2 S2 - Mars Human Exploration Architecture

Mars is substantially harder to reach than the moon requiring more delta-v, longer

travel times, more difficult Entry Descent and Landing(EDL), and more difficult

ascent from the surface. The nominal mission duration is nearly 2 years and thus

requires redundant systems and adequate logistics and supplies for the entire mission.

The crew during this long mission is subjected to deep space radiation and reduced

gravity for much of this time. Many of the proposed systems and technologies are

of a low Technology Readiness Level(TRL) and require significant development and

impose operational and financial uncertainty on the mission. Some of the key concept

level decisions stakeholders must contest are:

1. Transfer Trajectory - Either a conjunction class or opposition class trajectory
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2. Deployment of Mars Surface Systems - Whether to pre-deploy cargo or arrive

with it

3. Mars Capture Method - Whether to use aerocapture around Mars or use a propul-

sive method

4. Mars Ascent Propellant - Whether to produce propellant on the martian surface

for the return journey

5. Interplanetary Propulsion Type - The propulsion type for in space transit

The difference in the orbital period of the two planets results in a closest approach

every 2.1 years. A mission manager must plan to launch crew or cargo during these

launch windows. A short response resupply or rescue is thus impossible. There

are two resulting types of trajectories that result in two different classes of missions:

opposition and conjunction class missions. The conjunction class mission incorporates

a long stay(500+ days) on the martian surface whereas the opposition class mission

incorporates a short stay(30-90 days). While the long stay mission does incur a longer

overall mission time, the crew spends a substantially longer time on the surface with

almost the same amount of time spent in deep space. A majority of mission proposals

select the long stay mission type. Two other subcategories of long stay trajectories

include a “fast transit” which reduces the time spent in space with a higher energy

transfer and a “low energy” transit used for cargo which requires less energy but takes

longer.

Unlike the moon, Mars has a thin but still substantial atmosphere composed of

95% CO2 at about 1% the pressure of Earth’s atmosphere. While thin, it still poses

a challenge to Entry Descent and Landing in that the entry velocity requires a heat

shield and parachutes are not very effective below Mach 1. Thus propulsive landings

with rocket engines are required. The CO2 atmosphere and hydrogen from water ice

permits the production of methane rocket fuel and oxygen for Mars ascent and return

to earth. Small scale ISRU testbeds have demonstrated this ability on earth, but not

to the required scale and not on the martian surface.
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(a) Conjunction class mission (b) Opposition class mission

Fig. 2.2.: Trajectory design of opposition and conjunction class Mars missions from
NASA Design Reference Architecture 5 [32]

Fig. 2.3.: High level mission Con-ops detailing types of capability transfer within
architecture

Like the lunar mission, the mission architect must make several major mission level

decisions and system trades for many of the different system types. The challenge

for the architect is finding the right combination of systems that achieve or optimize
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stakeholder objectives. Demonstrated in Figure 2.3 is a capability mapping of a

potential Mars mission that demonstrates at a very high level the integration challenge

of the various types of capabilities. Many of these capabilities are time dependent

and thus have strict scheduling constraints to meet launch windows.

• Launch vehicles

• Launch facilities

• In space propulsion systems

• Orbital fuel depots

• Crew vehicles

• Deep space habitat modules

• Power and propulsion modules

• Mars Capture systems elements

• Mars crew landers

• Mars cargo landers

• Mars surface power

• Mars surface habitat systems

• Mars mobility systems

• Mars Ascent Vehicles(MAV)

• Earth Re-entry systems

• Mars ISRU plant

• Deep Space Network and communication

systems

• Logistics and supply modules

• Mission Control Centers

2.3 S3 - Multi-Epoch Multi-Destination Mission

The third scenario focuses on the NASA stepping-stones approach for exploring

the moon and sequentially Mars [33]. Proponents of this approach have lauded the

benefits as it allows technologies and systems required for a martian mission to be

tested in a less demanding environment. The most likely sequence is a campaign

utilizing a Deep Space Habitat and Lunar landings followed by a campaign leveraging

the experience gained from deep space orbital habitats, landing vehicles, and surface

utilization to land on Mars. This scope area is fundamentally the fusion of two

different architectures, from which one evolves to become the other.

A key piece of NASA’s proposed lunar mission is an orbital station that that acts

as a crew habitat, docking station for lunar lander elements, and has the potential

to provide power and propellant refueling. Many technologies can be tested in this
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environment that would be useful for a Mars mission. Some of these key technologies

include advanced propulsion systems such as Solar Electric Propulsion (SEP) and Nu-

clear Thermal Propulsion (NTP), as well as long term cryogenic storage of propellants

and the use of propellant depots. However, there are technologies required for Mars

that cannot be tested in-depth in the lunar environment such as some of the In-Situ

Resource Utilization(ISRU) technologies and the Entry Descent and Landing(EDL)

technologies.

Unlike the ISS, any trip to Mars does not allow for timely resupply or an emergency

return to Earth. Required supplies must either be predeployed to the destination or

brought with the crew. A high value is thus placed on efficient life support systems

that can recycle and filter air and water efficiently. These are systems that are

proposed being evaluated and tested in the cislunar environment. Developing and

testing these technologies in the cislunar environment effectively buys-down some of

the risk and uncertainty in terms of the reliability for use in a Mars mission.

The systems required for the stepping-stones scenario are those of the lunar and

martian scenarios with one significant distinction. There may be systems that were

not optimal for either individual scope area but are optimal for the stepping-stones

architecture. In a sense these systems are globally optimal for the stepping-stones

architecture but not locally optimal for the individual architectures.

Development of PPO is driven by the need to address portfolios of systems at each

time point and how carrying systems and technologies forward to the next mission

time point affects decision-making. Thus, PPO would help find the best combination

of systems to develop for early portions of the mission that in turn benefit the later

events of the mission. Systems that are required for Mars missions may be adequate

but not optimal for cislunar missions and thus may not be immediately obvious. This

approach allows mission managers to see the impact of technology investment across

an entire architecture. In another manner, this approach could help identify cislunar

architectures that are more flexible to possible changes in later mission goals.
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In terms of analysis tools, many of the same needs and requirements of the pre-

vious scope areas are true of the stepping-stones architecture with one additional

requirement. When planning this type of architecture the stakeholder must account

for objectives that may change over time. For instance, in the first half of the architec-

ture, the stakeholder will value a lunar mission and may have little desire for a Mars

mission and for the second half would have high value for a Mars mission but little

value for a lunar mission. Optimizing for only a single mission type or each mission

individually does not satisfy the stakeholder needs of an evolving architecture.

2.4 Summary

While there are several common themes between the three scope areas, they are

differentiated by the overall mission goals, required systems, the time frame surround-

ing the decisions being made, as well the level of abstraction of the systems. Table

2.2 summarizes, compares, and contrasts the different scope areas.

In a way, each scope area can be thought of as a necessary step that leads to the

next scope area in that they overlap each other in time and breadth. For instance, the

NextSTEP program is a phase in NASA’s plan for a cislunar mission and the cislunar

mission is a phase of the stepping-stones program. Each scope area differs in terms of

technology development. The first scope area does not require large expenditures to

develop new technologies whereas the later part of the stepping-stones architecture

requires the research and development of new technologies. Developing and testing

these new technologies in the cislunar environment may be suboptimal in terms of

lunar exploration, but is a necessary step in order to develop the required systems for

a Mars mission. The effects of the decisions that NASA makes in the first scope area

ripple through the later scope areas.

The three different scope areas identified form opportunistic test cases for the

application of a portfolio theory methodology such as Robust Portfolio Optimization.

RPO is a technique that helps SoS managers identify not only optimal systems, but
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Table 2.2.: Summary of different scope areas including traits and analysis methodol-
ogy needs

Scope Area Key Traits Requirement on Architecture

Analysis Methods

Lunar Human

Exploration

Architecture

• Missions duration mea-

sured in weeks

• Delta-V budget of 20

km/s

• Portfolio Selection

• Schedule Analysis

• Financial robustness

• Operational robustness

• System sizing

Mars Human Ex-

ploration Archi-

tecture

• Missions measured in

years

• Delta-V budget of 30

kms

• Launch windows every

2 years

• Pre-deploy of assets

and ISRU highly benefi-

cial

• All Above+

• Technology Development

Multi-Epoch

Multi-

Destination

Mission

• Multiple missions

• Multiple destinations

• Changing objective

with time

• All Above+

• Time dependent objectives

optimal systems that are robust in terms of uncertainty and risk. The application of

the RPO methodology alone would lend well to these three scope areas. However,

with some critical enhancements to the methodology, a greater impact can be made

by assessing the time dependent impact of specific decisions.
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3. LITERATURE REVIEW AND GAP ANALYSIS

Guariniello et al. [34] have called for a change in how space mission architectures

are traditionally designed and planned. Their paper makes the case that current

space exploration planning utilizes a “bottom-up” approach that relies on a team

of technical experts designing a single-threaded architecture. Such methods struggle

to properly account for the size and complexity of space system architectures and

often limit the scope and design space of such studies. Additionally, the number of

decisions to be made and systems involved create a massive combination space that

makes it difficult to assess all possible decision choices and can lead to overlooking of

optimal solutions.

A top-down approach is needed to account for the complexity of interactions,

variability of systems, evolutionary nature of the SoS, and both the managerial and

operational independence of the constituent systems. This approach is not meant to

replace the traditional approaches but to complement and align them. The Robust

Portfolio Optimization approach is one method identified that could link the bottom

up approach to the top level view of stakeholder objectives, budgets, and architecture

entities. The following subsections detail some of the current techniques related to

RPO and identify literature gaps.

3.1 System of Systems Research

While the definition of a System of Systems(SoS) is not uniquely defined, the def-

inition by Maier constitutes one of the most agreed upon: “a SoS is a special system,

often complex, consisting of a collection of systems that collaborate for a unique pur-

pose but also retains operational and managerial independence.” The five heuristics

highlighted by Maier are useful for making this distinction and are paraphrased be-



20

low [35]. These traits are useful in understanding the difference between a monolithic

system and a System of Systems and why certain tools and methodologies that are

valid for a system are not valid for the SoS.

Table 3.1.: Traits of System of Systems defined by Maier [35]

Property Description

Operational Independence Elements have their own useful purposes outside

the SoS

Managerial Independence Elements operate independently and are provided

unique purposes by owners and operators

Geographical Distribution Elements are physically distributed and can be

linked by information (not mass, energy)

Evolutionary Development The SoS is constantly changing; elements are being

added and removed

Emergent Behavior Properties of whole emerge from the assembly and

interaction of elements

A human space exploration architecture demonstrates many of the traits high-

lighted by Maier and is an excellent example of an SoS. Many of the systems have

purposes outside of the space exploration architecture including communication sys-

tems and launch services. Many of the systems are operated by different government,

commercial, and foreign entities. Many of the required systems are well beyond geo-

graphically co-located and operate throughout space. Historically, space exploration

architectures have evolved in terms of the progression of their capabilities. The early

days of the American space program is a demonstrative example which began with

suborbital flights, evolving to multi-day missions, to lunar flyby missions, and finally

to landing a man on the moon. The International Space Station is another example

in that it began with the Russian Zarya module and through the collaboration of

many different nations evolved to the football field sized station of today.
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NASA and industry have decades of experience, knowledge, and tools for designing

space systems. The majority of these tools focus on specific systems or subsystems.

While these tools are adept for their use-case, there often is a lack of ability to

synthesize them at the architecture level. For instance, countless analysis and tools

exist for assessing spacecraft propulsion, surface habitats, and landing systems but

few methods exist to optimize the outputs of this analysis. A method that can

leverage this wealth of knowledge and tools and apply them at the architecture level

is necessary.

Delaurentis has proposed a three-phase methodology to model and analyze trans-

portation systems that can be applied to other SoS [36]. The three phase model

includes the definition phase, the abstraction phase, and the implementation phase.

During the definition phase, the user frames the problem and identifies the operational

context, status quo, barriers, and stakeholder goals. Key to the definition phase is

identifying system levels of abstraction and system hierarchy. Many governing ground

rules and assumptions are identified in the definition phase as well. During the ab-

straction phase, the user identifies the governing physics of the problem, identifies the

inner workings of the architecture, and estimates the properties of potential systems.

Lastly, in the implementation phase, the user performs the actual modeling and anal-

ysis of the whole SoS, exploring the behavior, dynamics, and features of the systems

involved.

Many Systems of Systems can be visualized and analyzed as graphs or networks.

Examples include air transportation networks, the internet, power grids, disease

spread, and military command and control networks. Analyzing SoS using network

theory can be split into assessing pre-configured networks and designing or optimizing

a network that represents the SoS.

Many techniques to quantitatively assess network properties have been developed.

Newman and others have identified many properties of networks including degree

correlation, network growth models, and network centrality amongst many others [37].

These properties can be useful for understanding the inner workings of an SoS and how
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it can be improved. Some properties are especially useful for space based SoS, such as

the work by Albert in identifying weak points to improve the network resilience against

loss of nodes [38]. While these are important properties, their application favors

analysis of existing networks but nonetheless are still educational when designing an

architecture.

System Operational Dependency Analysis(SODA) is a methodology devised to

investigate the impact and propagation of failures or partial failures of systems in an

interconnected SoS. SODA models an SoS as a network and uses: A) a set of param-

eters to characterize the relationship between connected nodes as well as accounting

for B) the Self Effectiveness, or health, of each system. While SODA can be used to

compare different configurations of an SoS and the impact on robustness, it requires

that the topology and relations between those systems are known a priori. SODA

has been applied to both human lunar and martian architectures to assess robustness

and resiliency of the architecture [39,40].

Several methods exist that optimize space exploration architectures as networks of

interacting systems including: the interplanetary logistics model [2], the Exploration

Architecture Model for In-Space and Earth-to-Orb(EXAMINE) [3] and the General-

ized MultiCommodity Network Flow(GMCNF) model [4]. These methods often focus

on minimizing the Initial Mass in Low Earth Orbit(IMLEO), as a means of estimating

cost, by varying the parameters of the interacting systems.

Some of these methods can be categorized as “Space Logistics,” which is defined

by the American Institute of Aeronautics and Astronautics(AIAA) Space Logistics

Committee as “the theory and practice of driving space systems design for operability

and managing the flow of material, services and information needed throughout the

system life-cycle.” In practice this relates to the sizing and operational concept of a

space exploration architecture while accounting for consumable resources like system

mass, propellant, and consumables. Metrics like initial launch mass or delivered

payload can be optimized for specific missions. Massachusetts Institute of Technology

pioneered some of the early space logistics research when they launched the Space
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Logistics Project in coordination with NASA’s Constellation Program. Central to this

project was network modeling of space architectures by Taylor et al. where terrestrial

logistics modeling tools were adapted for space transportation [2]. The central theme

of this method applies network theory in modeling the architecture as nodes and arcs

where resources are transferred between locations and systems. Improving on this

topic are methods that incorporate time based modeling of system operations within

the optimization model such as the time-expanded GMCNF [5,6]. Chen et a. further

improved the method by using fully periodic Time-Expanded Networks(TENs) to

make the computational model more scalable [7]. Numerous tools, including work by

Shull, have been developed to help model these logistics problems both in terms of

design and assessment of existing networks [41].

While these methods are effective at designing an architecture where every ele-

ment is optimized, our approach emphasises treatment of the architecture program-

matics related to the previously discussed modular architecture composed of systems

of mixed development. Future space architectures will be collaborative in nature,

where each system is independently designed and managed. Additionally, much of

the effects of these architecture choices are apparent in the budget and schedule im-

pacts due to the system development status. A portfolio optimization that enables

the stakeholder to investigate the trade-space of both future and existing systems as

well as their impact on budget and schedule metrics is necessary.

3.1.1 Multi Stakeholder Dynamic Optimization

Multi Stakeholder Dynamic Optimization(MUSTDO), is a technique used for as-

sessing multistage SoS system acquisition with resource constraints, uncertainty and

competing stakeholders [42]. MUSTDO is applicable to an acknowledged SoS prob-

lem where there is some authority or manager that has partial control of the multiple

stakeholders that may have conflicting goals. The goal of the SoS manager is to max-

imize a capability over time while managing resources amongst the SoS participants
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who may have competing objectives. MUSTDO employs a transfer contract mecha-

nism to model how SoS participants share resources to maximize SoS capability at the

global level. MUSTDO applies Approximate Dynamic Programming(ADP) to relate

approximate future values of capability with the value of transfer contract pricing.

ADP is a well recognized method for addressing complex multistage decision mak-

ing problems with uncertainty in operations research. In essence, MUSTDO selects

optimal systems at the participant perspective that mirror the optimal selection of

systems at the SoS managers perspective through the use of the transfer contract

mechanism. While MUSTDO solves a portfolio problem that evolves over time, it

does not determine how systems interact with each other and does not account for

the development and production scheduling of said systems.

3.1.2 Robust Optimization and Portfolio Based Methodologies

Portfolio theory approaches were designed in order to assemble the most promis-

ing investment portfolio given uncertainty by Harry Markowitz [11]. The problem

statement focused on how to predict which stocks would grant the highest return

given the predicted performance and the inherent correlated uncertainty. This tech-

nique allowed the user to gauge risk aversion in terms of how the portfolio of stocks

is selected. There are some obvious parallels between the selection of stocks and the

selection of future technologies, but the application of a financial engineering tool to

a systems engineering problem requires a bit of modification. Much attention has

been paid to robust optimization of portfolio selection problems. The term robust

optimization has taken many forms but generally is concerned with the protection of

a decision against uncertainty. In this sense, the robustness or protection guaranteed

is evaluated for the worst case scenario of possible uncertainty. Gabrel identifies two

forms of potential uncertainty: 1) uncertainty on feasibility and 2) uncertainty on an

objective value [43]. Uncertainty in feasibility aims to provide a feasible solution that

is optimal but provides a specific probabilistic guarantee against constraint violation.
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Several methods and formulations exist for obtaining optimal robust solutions in re-

gards to feasibility including work by Ben-Tal and Nemirovski [44]. The difficulty

associated with this approach is that robust solutions often severely deteriorate the

objective value. The formulation Provided by Bertsimas and Sim provides a method

of guaranteeing the feasibility of a solution, within a degree of confidence, without

adversely affecting the objective function [45]. This formulation is one of several used

in the upcoming analysis. Uncertainty in solution parameters can also impact the

objective function directly. Many formulations exist to determine robust and optimal

solutions for the worst case effect on the objective function. Several techniques exist

for robust optimization of a single objective including Thiele who investigates cost

uncertainty and Gancarova and Todd who investigate an inaccurate measure as the

objective function [46, 47]. Work by Tutuncu applies Semi Definite Programming to

solving the mean variance problem to a multi objective robust optimization prob-

lem [48]. By selecting a specific uncertainty set, the solution space becomes bounded

and is able to be solved. This is one of the formulations used in the upcoming analysis.

Robust Portfolio Optimization (RPO) is a portfolio theory based optimization

tool for comparing different selections, or portfolios, of systems that combine to meet

overall Systems-of-Systems requirements and effectively accomplish an overall goal.

These systems are affected by constraints that come from technological, operational or

budgetary concerns as well as system to system integration. This method has its roots

in financial engineering where it is used to maximize expected profit while minimizing

the risk of a collection of investments. As a result, it is well suited for comparing risk

and reward of selected options. It has since grown to apply to engineering problems

by allowing constraints to be enforced on the solutions. In the engineering sense, this

can be used to help managers choose which technologies to invest in given uncertain

capabilities. What differentiates RPO from other forms of Multidisciplinary Design

Optimization methods, is its basis in network theory. Each system is highly integrated

into the larger SoS by its respective capabilities and requirements. These requirements

are satisfied by other nodes in the network allowing for a collaborative operation.
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The interactions between nodes are modelled by the following five rules grounded in

network theory: capability, requirements, compatibility, relay, and bandwidth which

are defined below:

• Capability - Each node has an upper bound on the capabilities that it can

provide.

• Requirements Each node has requirements that must be met in order for it

to function. These requirements can be met by capabilities of other connected

nodes.

• Compatibility - Certain nodes can only connect to other nodes based on

pre-established rules.

• Relay - A node can transfer a finite amount of capability between nodes.

• Bandwidth - A finite number of connections can be made to other nodes.

The approach to solving a problem of this class is similar to traditional process for

the engineering design of a system [49]. First, mission objectives and requirements

are defined. A functional decomposition is completed in order to determine classes

of necessary systems of which unique systems can be associated to each class of

system. Next, a library of unique systems with values for each of the five network

constraints as well as cost and uncertainty are defined. In regards to space exploration

architectures, these systems can range from different launch vehicles, habitat systems,

power systems, propulsion systems, and crew return vehicles. Each system has a

different associated cost, performance, and requirements to function. This lends well

to the current status of the space industry, where there are often several providers

of systems with similar functionality. These systems combine to form a library of

possible choices that are used in the optimization. A mixed integer optimization

scheme is applied to find a portfolio of systems that maximizes key mission objectives

given the network constraints of the individual systems.
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3.2 Technology Roadmaps and Developmental Dependencies

Many of the necessary technologies required for a human Mars exploration mission

lack the technological maturity for flight application on such a mission. NASA needs

to invest in these technologies in order to enable such a mission. Fixed budgets,

competing technologies, and uncertainty in performance and development make the

decision on how to invest difficult.

NASA and other organizations have come up with numerous techniques and ap-

proaches to prioritize which technologies to invest and prioritize [9,50]. While power-

ful tools, these techniques do not completely evaluate the system to system interac-

tions within the architecture. These techniques either focus on how these technologies

correlate with stakeholder objectives or how they affect directly dependent systems.

However, these techniques rarely assess how decisions affect the entire architecture.

For instance, Solar Electric Propulsion technologies meet stakeholder goals of improv-

ing propulsive efficiency and may directly affect launch vehicle design and selection,

but impacts such as the potential benefit of additional cargo capacity and what that

can mean for redundancy or supply margins are not examined. It also becomes dif-

ficult to measure the impact of these decisions while other decisions are being made,

i.e. when concurrent decisions are being made. This makes ranking the importance

of multiple decisions or groups of decisions difficult.

In any architecture or program, there will be a schedule for how systems are

designed and built. This reduces to a set of tasks that depend on each other and

must be completed in a specific order. Knowing the order of tasks and what are

the most critical tasks to accomplish is of high value to program managers. There

have been several attempts at creating methodologies to analyze and even optimize

possible schedules. One of the first attempts was a combination of Program Evalua-

tion and Review Technique(PERT) [51] and Critical Path Method(CPM) [52]. This

method combined technique examined the order of which tasks must be fully com-

pleted and derived the optimal schedule or the schedule with least possible delays.
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Individual system development can be thought of as a task in these algorithms. In

system development there exist systems whose developmental progress depends on

the development of another system. These have been characterized as developmen-

tal dependencies [53]. These dependencies arise from a number of reasons including

technology dependence, system sizing or manufacturing processes.

In PERT and CPM, these dependencies are complete in that each task must be

fully completed before the next can begin. In reality, there exist many examples where

full completion of a predecessor system is not necessary. Instead these dependencies

can range from being complete dependencies where development of the dependent

system cannot begin untill the development of the preceding system has completed

or partial dependencies where the dependent system needs only partial completion of

the preceding system.

Guariniello and Delaurentis demonstrates the modeling of partial developmen-

tal method using System Developmental Dependency Analysis(SDDA) [53]. In this

method, dependencies are modeled using a two parameter relationship that accounts

for the partial development requirement as well as how the development schedule

responds to delays encountered by predecessor systems. This method has been ap-

plied to a number of architectures including naval warfare and space exploration

missions [53].

NASA and the DoD have developed the Technology Readiness Level metric for

evaluating the developmental maturity of a technology. This scale ranges from the

conceptual level(Level 1) to operating systems and technologies(Level 9) [54]. Kenley

et al. have developed models for evaluating the cost and schedule time required for

transitioning between TRL levels [55]. While these metrics and methods do not track

the developmental dependencies between systems in an architecture, they do provide

methods for evaluating the individual development of each system. These methods

could potentially be combined with a dependency analysis like PERT of SDDA to

more accurately evaluate both cost and schedule impacts of a specific architecture.

Through the use of workshops composed of technical experts NASA has developed a
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tool and database called the Technology Cost and Schedule Estimation tool (TCASE)

[56,57]. However, this database is not available for academic use.

3.3 Literature Gap

While each of these methodologies give decision makers manager more insight

into architecture design problems and their possible solutions, there is room for im-

provement. The combinatorial complexity of space architectures and the interactions

between the inherent systems create issues that the RPO methodology, to some de-

gree, can alleviate. It is postulated in the coming sections that RPO, with some

modifications, can be an effective tool at comparing architecture choices in terms of

cost, performance, risk, schedule, and/or other stakeholder metrics.

Some of the identified literature gaps are listed below:

• Many technology road maps focus on how a technology correlates to a perceived

benefit without examining system interactions and thus fail to assess the im-

pact across an entire architecture. Therefore, comparing investment between

technologies is difficult or inaccurate at the architecture level.

• The bottom up approach that is prevalent in most architecture studies limits

SoS managers from effectively comparing possible combinations of systems and

technologies in terms of high level stakeholder objectives like cost, schedule,

robustness, and performance.

• The current version of RPO lacks the ability to assess schedule impacts of

different technology choices and the combined effects of multiple technology

choices. For space systems where there is a wide range of system maturity, this

is problematic.

• The current version of RPO lacks the ability to optimally size systems within the

architecture and requires knowledge of system capabilities prior to optimization.
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For architectures with cascading inter-dependencies like space systems this is

problematic.

• The current version of RPO lacks the ability to optimize stakeholder objectives

for specific time domains, which is helpful in planning stepping-stones space

architectures.
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4. METHODOLOGY

An enhanced version of Robust Portfolio Optimization(RPO) is the proposed method-

ology for selecting candidate systems that form feasible architectures that accomplish

overarching mission goals while assessing cumulative cost, schedule, performance, and

risk [58]. These systems are collectively affected by imposed constraints due to techno-

logical, operational, or budgetary concerns. The method demonstrated here extends

the Robust Portfolio Optimization formulation detailed by Davendralingam [58] via

the addition of three enhancements: system life-cycle phase modeling(E1), variable

capability sizing(E2), and time dependent objective domains(E3). This enhanced ver-

sion of Robust Portfolio Optimization will henceforth be called Programmatic Port-

folio Optimization(PPO) given that it can select optimal portfolios of interconnected

systems in terms of stakeholder programmatic objectives such as cost, performance,

schedule, and robustness.

4.1 Robust Portfolio Optimization Methodology Formulation

The basis of Programmatic Portfolio Optimization is formed by Robust Portfolio

Optimization which is distinguished by its use of network theory to delineate possible

portfolios. Each system is treated as a potential discrete node in an interacting

network that can potentially contribute to the capabilities of the overall architecture.

The interactions between systems are modeled by five different aspects: Capability,

Requirements, Compatibility, Relay, and Bandwidth and are defined below.

• Capability Each system has an upper bound on the capabilities that it can

provide to other systems or the architecture.
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• Requirements Each system has requirements that must be met in order for it

to function. These requirements can be met by capabilities of other connected

systems.

• Compatibility Certain systems can only connect to other systems based on

pre-established rules.

• Relay A system can transfer a finite amount of capability between systems.

• Bandwidth A finite number of connections can be made to other systems.

Each system contributes specific capabilities to the SoS but may also have re-

quirements that must be met by other systems in the network in order to function.

Furthermore, there may be unique circumstances where systems have compatibility,

bandwidth, or relay constraints that impact the potential connectivity of systems.

For instance, a specific module on the space station may be able to produce electrical

power if its thermal requirements are met with the help of another system. It can

then relay a finite amount of power to other systems provided that bandwidth and

compatibility constraints are met. Many other examples can be found in thermal

control networks, command and data handling networks, and Environmental Control

and Life Support System (ECLSS) onboard a crewed spacecraft.

The overall problem formulation is composed of a selected objective function and

many constraints enforced on the optimization. Equation 4.1 represents an example

multi-objective function in terms of the overall SoS capabilities that are to be summed

across the entire network as well as a summation of the unit cost of selected systems.

The individual system capabilities Sci represent a systems performance in each form

of capability c. Ccost,i represents the unit cost of each system i. The Allocation,

AB
i , is a vector that represents whether each potential system within the architecture

is selected and is a decision variable manipulated in the optimization routine. This

vector can include multiple instances, or copies, of a specific type of system such that

multiple units of a system may be present in an architecture. Constants CCap and
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CCost are used to normalize the objective function and constants W1 and W2 are used

to weight the objectives against each other. Various different objective functions are

used in this study to maximize or minimize certain properties of a space architecture.

Objective = max

(
W1 ∗

∑
i

(
SCi ∗ AB

i

CCap

)
−W2 ∗

∑
i

(
Ccost,i ∗ AB

i

CCost

))
(4.1)

This optimization routine is subject to the network constraint aspects listed previ-

ously. Key to these constraints is the decision variables AB
i and Xcij. The capability

transfer Xcij represents any potential transfer of capability from any system i to any

system j for every potential type of capability c. Some examples include: payload

mass launched to orbit, electrical power, and crew consumables(food, oxygen, and

water). This decision variable is of dimension [n,n,c] where n is the number of po-

tential systems and c is the number of capabilities. Xcij,bin is the binary version of

Xcij that relates whether a system is connected to another regardless of the amount

of capability transfer. Each system has a finite capability that it can provide to other

systems in the network and is modeled by Equation 4.2, applied to every column j

of Xcij:

∑
j

Xcij ≤ AB
i Sci (4.2)

Where the sum of Xcij represents the total amount of a specific capability c leaving

system i going to all other systems by summing over j. This represents the fact

that the summation of all outgoing capability from a system must be less than the

maximum possible capability that the system can produce. Similarly, requirements

of each system are enforced with the following constraint, applied to every row i of

Xcij. Srj represents the requirement that system j needs to function and is a vector

of user specified constants.

∑
i

Xcij ≥ AB
j Srj (4.3)
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Each system has a finite number of connections, or bandwidth, that can be made

with other systems. Shown here is the form of constraint used to enforce this where

Xij,bin represents all of the systems j that system i connects with and Limiti represents

the finite number of connections that can be made. This constraint can be enforced

on either the inflow or outflow of connections with a change of index.

∑
j

Xij,bin ≤ Limiti (4.4)

To account for the ability to relay capability between systems, the relay property can

be enforced upon the architecture through Equation 4.5 and applied for every system

and for each capability c. The capability being produced by a system as well as the

capability being received is balanced with the amount of capability that is required

as well as the capability leaving the system to all other nodes. This constraint is not

used in this analysis but is included for the benefit of the reader.

AB
j Scj +

∑
i

Xcij − AB
j Srj −

∑
j

Xcij = 0 (4.5)

Compatibility constraints are addressed through a matrix of binary constants Kij

in which each cell value represents whether a specific system i can connect to a system

j as shown below. Where Kij = 1 if system i is compatible with system j and Kij

= 0 if system i is incompatible with system j. This constraint can be enforced for

any potential connection between a system i and a system j. An example use case

for this would be preventing low thrust propulsion systems with large transit times

being used for crew vehicles like the Orion space capsule.

Xij,bin <= Kij, [0, 1] (4.6)

A number of other constraints may be imposed on the architecture by the SoS

manager. Mandatory systems can be specified via the simple constraint shown in

Equation 4.7 with a a value of 1 constraining the system to be selected.

AB
k = l, [0, 1] (4.7)
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In general, uncertainty is represented in robust optimization in two ways: 1) uncer-

tainty in feasibility (constraint satisfaction) and 2) uncertainty in the objective func-

tion [43]. Uncertainty in feasibility takes an operational view of robustness by exam-

ining the degree to which system to system dependencies, manifested as constraints,

are met. The Bertsimas-Sim formulation addresses this as parametric uncertainty

in the constraints of a linear optimization problem without impacting the objective

function [45]. This formulation formed the basis of Robust Portfolio Optimization for

System of Systems problems by Davendralingam [13]. The Bertsimas-Sim formulation

solves the traditional linear programming problem shown in Equation 4.8 (tradition-

ally AX ≤ b). Here C replaces the traditional A to avoid confusion with previous

variables. The matrix Cij contains uncertain elements that exist within symmetric

intervals that belong to set Ji and are bounded by [Cij − Ĉij, Cij + Ĉij]. This un-

certainty interval represents a symmetric and bounded random variable which obeys

a symmetric but potentially unknown distribution. These bounds can be estimated

through designer intuition, simulation outcomes, parametric analysis, or confidence

intervals derived from test data.

A conservatism parameter Γi is used to adjust the degree to which feasibility

(constraint satisfaction) is enforced within Equation 4.9. However, the introduction

of uncertainty into the coefficients of Cij results in a nonlinear problem formulation.

The Bertsimas-Sim formulation as highlighted in Equations 4.9-4.12 converts the

nonlinear problem into a linear form. Several new variables are necessary including

the auxiliary variables pij,yij and zij. Further documentation and the full proof

can be found in Ref [45]. A weakness of the Bertsimas-Sim formulation is that it

does not account for correlation and assumes independent uncertainties between the

coefficients and thus departs from the traditional Markowitz formulation of which

correlated uncertainties was a central theme.

CX ≤ b (4.8)
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∑
j

CijXj + ziΓi +
∑
i∈Ji

pij ≤ bi (4.9)

zi + pij ≥ Ĉijyi (4.10)

− yi ≤ xj ≤ yi (4.11)

pij, yij, zij ≥ 0 (4.12)

The adapted linear formation with uncertainty Ĉij in this study is applied to the

capability and requirement constraints, Equations 4.2 and 4.3, to model operational

uncertainty in terms of mission success. This formulation incorporates the parameter

Γ as a measure of stakeholder conservatism that provides a degree of protection from

uncertain linear constraint infeasibility.

The second form of uncertainty representation, that in the objective function,

is implemented via a penalty function within the optimization objective function.

While there exist more advanced formulations like the Markowitz Formulation [11]

and work by Ttnc and Koenig [48] that are highly adept at solving portfolio problems

with correlated uncertainty, the systems with appreciable uncertainties in the current

work were found to be uncorrelated and thus a simpler linear formulation was used.

An example objective of this form is shown in Equation 4.13 where the goal is to

maximize C, but also minimize uncertainty Ĉ relative to stakeholder conservatism Γ.

Here C can be a performance parameter, cost factor, or some measure of stakeholder

value. The uncertainty Ĉ represents a standard deviation of that objective parameter

C. As with the operational uncertainties, Ĉ can be estimated with the same methods.

As the value of Γ increases, the stakeholder tolerance of uncertainty decreases and

lower performing but more certain systems may become optimal selections.

Objective = max

(∑
i

CiAi − Γ
∑
i

ĈiAi

)
(4.13)
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4.2 Scheduling Enhancement to Robust Portfolio Optimization

To incorporate life-cycle phase scheduling into the mathematical model, additional

decision variables and constraints were added to the formulation. These include deci-

sion variables for each type of system and unit of a system representing the beginning

and end of the development phase of system type s (tDB,s,tDE,s), the beginning and

end of the production phase of each system unit i (tPB,i,tPE,i), and the beginning

and end of the operational phase of each system unit i (tOB,i,tOE,i). Begin and end

times were constrained for both development and production phases given their re-

spective phase durations(TD,s,TP,i) for each type of system as shown in Equations 4.14

and 4.15. Phase durations are estimated either by published data or by parametric

estimation using NASAs Advanced Missions Cost Model. For systems which have

already completed development, a zero development duration was assumed. Further

details of the estimation of phase length will be discussed in Subsection 4.5.1. The

development phase and production phase are related through Equation 4.16. It was

assumed that the first unit could begin production during the development phase as

a prototype but could not be completed before the end of the development phase as

shown in Equation 4.16. The beginning of production of additional units was con-

strained by the end of production of the preceding unit as shown in Equation 4.17.

The operational time of a system was constrained to be no earlier than the end of

production as shown in Equation 4.18.

tDE,s ≥ tDB,s + TD,s (4.14)

tPE,i ≥ tPB,i + TP,i (4.15)

tPE,i ≥ tDE,s (4.16)

tPB,i+1 ≥ tPE,i (4.17)

tOB,i ≥ tPE,i (4.18)

In order to associate the time dependent system-to-system operational dependen-

cies to the life-cycle schedule constraints, an application of the Big-M formulation was
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Fig. 4.1.: Scheduling of life-cycle phases and operational dependencies

used to link the time of first operation (tOB) to the operational dependencies Xcij,bin

as shown in Equation 4.19. Simply put, a system j cannot become operational unless

the system(s) i that support it are also operational at that time. The Big-M formula-

tion was required to enforce the constraint between two systems where a dependency

exists but avoid affecting any systems that do not share a dependency. The value of

M was chosen to be sufficiently large such that the constraint is enforced but does not

adversely hinder the speed of optimization convergence. This constraint is enforced

for every non-diagonal index of the matrix Xcij,bin.

tOB,j − tOB,i ≥ −(1 −Xcij,bin) ∗M (4.19)

Figure 4.1 graphically displays a potential solution with the previously mentioned

variables and constraints for a simple scenario. The linking of the operational con-

straints with the scheduling constraints is demonstrated in that system B has an

operational dependency on system A and therefore cannot begin operation until Sys-

tem A is also operational, even if System B is manufactured before system A. This

example obeys both the scheduling and operational constraints.

A final constraint can be applied on an as needed basis and is used to incorporate

technology dependencies within the scheduling. This is applied for systems that have

a dependence on a technology with a low Technology Readiness level(TRL < 6). The
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constraint actualizes that the technology development must be complete before the

system’s Design, Development, Test, and Evaluation(DDT&E) moves past the initial

design phase. For a system i that has a technological dependency on technology d,

system i’s development cannot advance past D development until that technology

development is complete. Value D% can be tailored to the field of study. For space

systems D is set to a value of 10-20% to represent the end of NASA system life-cycle

Phase A “Technology Concept and Technology Development” [59].

tDE,d ≤ tDB,i + TDi ∗ (D/100) (4.20)

4.3 Variable Capability Enhancement to RPO

The second enhancement that separates PPO from RPO is the ability to account

for variable sizing of systems, thus allowing the performance of certain systems to

be determined within the optimization. In certain portfolio problems with a large

number of different candidate systems that require varying levels of a capability, it

becomes cumbersome or impossible to model every size of supporting system with a

fixed amount of capability. By allowing the capability of that supporting system to be

controlled within the optimization, the number of candidate systems and the number

of constraints within the problem for each potential supporting system is greatly

reduced. This is especially significant for sizing of lander systems where there may

be multiple propulsive elements staged together with cascading dependencies. This

also improves architecture cohesion, in that systems can be sized for exactly their

role. Variable sizing can be applied to any system as long as the relationship between

the system capabilities and the resulting requirements is known. For each variable

system, the type of the variable capability, the resulting type of requirements and the

mathematical relationship between the two are defined a priori. The mathematical

relationship between the variable capability and variable requirement is implemented

through optimization constraints.
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Several new variables are needed for implementation of the variable capability en-

hancement: two optimization floating point decision variables V arC(i) and V arR(i)

representing variable capability and variable requirements for each variable system

i. In this analysis the relationship between V arC(i) and V arR(i) was assumed to

be linear, thus Constant values mReq(i) and bReq(i) represent the slope and intercept

of the relationship between V arC(i) and V arR(i). Additional constants specifying

the upper and lower bounds of the capability (UBC(i),LBC(i)) and requirements

(UBR(i),LBR(i)) are defined. The following equations are applied to only the sys-

tems that have been identified as having variable capability. Equation 4.21 defines

the linear relationship between a systems variable capability V arC(i) and its result-

ing variable requirement V arR(i) using the slope and intercept values mReq(i) and

bReq(i). These values can be determined through the literature review, historical rela-

tions, parametric analysis, or software tools like the Beyond LEO Architecture Sizing

Tool(BLAST) [60]. A linear relationship between the variable capability to the vari-

able requirement is assumed in this study. If the desired relationship is not linear, a

mixture of systems with a piece-wise relationship can be used.

Fig. 4.2.: System to system interactions with variable capabilities and requirements

V arR(i, n) ≥ V arC(i) ∗mReq(i, n) + AB
i ∗ bReq(i, n) (4.21)

The decision variable representing the variable capability V arC is allowed to vary

within some upper UBC and lower bounds LBC if it is selected (A(i) = 1), but

constrained to have a zero value if the system is not selected (A(i) = 0) as shown

below in equations 4.24 , 4.23, 4.24 and 4.25
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AB
i ∗ UBC(i) ≥ V arC(i) (4.22)

LBC(i) ≤ V arC(i) + LBC(i) ∗ (1 − AB
i ) (4.23)

V arC(i) ≤ UBC(i) (4.24)

0 ≤ V arC(i) (4.25)

Similar to Equation 4.2, the total capability leaving system i is constrained to be

less than the total capability V arC of system i as defined by Equation 4.26.

V arC(i) ≥
∑
j

Xcij (4.26)

A similar set of equations is necessary for the variable requirements V arR(i, n).

Equations 4.27-4.29 constrain V arR(i) to be less than UBR(i) and greater than

LBR(i) if system i is selected or zero if it is not. If system i has multiple requirements(n ≥

1) that are a function of V arC(i), then Equations 4.27-4.29 can be repeated n times.

LBR(i, n) ≤ V arR(i, n) +m ∗ LBR(i, n) ∗ (1 − AB
i ) (4.27)

V arR(i, n) ≤ UBR(i, n) ∗ AB
i (4.28)

V arR(i, n) ≥ 0 (4.29)

Equation 4.30 confirms that sufficient capability is being provided to the variable

system by other systems to meet the variable requirement and supersedes the fixed

requirement constraint in Equation 4.3.

∑
i

Xcij ≥ V arR(i, n) (4.30)
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The above equations can be applied to any system that is deemed to have a

variable capability. When applying these constraints, the user will need to determine

the relationship between the capability and the requirements for the system prior to

optimization. This can be accomplished in several ways, including parametric sizing

tools, general physics constraints, expert opinion, and general rules of thumb.

4.4 Multi-Domain Objectives

The third enhancement is the addition of multistage decision making to the PPO

method using optimization to influence the objective function. As identified in Chap-

ter 2, many decisions must be made at different points in time and the value a

stakeholder gains from a certain decision varies with time. An example use case for

this enhancement is to select systems that enable lunar missions for a period of time

then to evolve to selecting systems that enable a mars mission for a later period of

time. This does not necessarily mean that the stakeholder may not have value for

one of the missions in the off-period, but that the optimization will prioritize missions

that align with the stakeholder value at the time.

Different portions of a mission timeline are split into domains. Each system or

technology selected in an early domain can potentially be carried forward to the

next domain. Constraints on budget, facilities, and manpower, as well as changing

stakeholder objectives may control how many systems may be produced or operated

at a time.

Multi-domain optimization is accomplished using a modification of the scheduling

constraints from the E1 enhancement to control when desired systems are operational.

Using these constraints, multiple domains may be created to tailor stakeholder value.

We introduce two constant variables TMDB,d and TMDE,d that define the beginning and

end of a stakeholder value of time domain d. Equation 4.31 constrains the operation

start time of a set of systems d that have stakeholder value within time domain d.

This effectively constrains the start time to that specific domain meaning that if the
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start time of that system cannot fit in that period of time due to operational or

scheduling constraints, it cannot be selected for incorporation into the architecture.

The system(s) i can be included into an objective function as shown in Equation 4.32

where those system(s) have value Vi. Multiple time domains can be created to suit

changing stakeholder needs as shown in Figure 4.3.

TMDB,d ≤ tOB,d ≤ TMDE,d (4.31)

Obj =
∑

iVi ∗ Ai (4.32)

Fig. 4.3.: Graphical representation of the relationship between time domains and
governing equations

Multiple time domains can be created using multiple iterations of Equation 4.31.

Different formulations were examined to achieve multi-domain optimization. Sev-

eral techniques create a new binary vector that mirrors the allocation vector A for

controlling when systems are operational. However the formulation as described is

numerically simpler for the solver which leads to substantially quicker solve times.
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4.5 Application of Methodology to Human Space Exploration Architec-

tures

Figure 4.4 presents the process flow for executing the PPO methodology for a

space exploration setting, but can be applied to other scenarios as well. The three

phase process consists of decomposing the problem(Phase 1), assembling a library of

candidate systems(Phase 2), and converting the problem to a Mixed Integer Linear

Programming (MILP) optimization and solving the resulting problem(Phase 3).

The first phase of this process is a functional decomposition to identify the de-

pendencies and inner workings of a human space exploration architecture and begins

with determining the stakeholder goals and requirements. These high level objectives

are decomposed into measurable functions necessary to satisfy those objectives. The

problem is further decomposed by defining an interdependent network of functions

that satisfy the goal functions. This step also identifies the types of capability transfer

that might be present in the architecture. Next, general systems are identified that

fulfill the functions. There may be many unique systems that can be represented by

a general class that can fulfill a given objective. A list of unique systems is formed

that eventually become the Candidate System Library.

The second Phase of this process is the assembly of a Candidate System Li-

brary(CSL), from which systems can be selected to form a functional architecture.

Unique systems are identified for each of the general classes of systems identified in

the first phase. Key to the formation of the CSL is to identify and quantify sys-

tem requirements and capabilities, system uncertainties and risks, connectivity and

incompatibility issues, as well as life-cycle cost and schedule components for devel-

opment, production, and operation. Each of these characteristics has been estimated

through the help of Subject Matter Experts, available literature and historical rela-

tions. The specific candidate systems form the candidate system library from which

combinations of systems can then be formed into feasible architectures.
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The third phase of the process assembles the systems, constraints, and objectives

into a Mixed Integer Linear Programming(MILP) problem and solves the resulting

problem. This includes the operational constraints, schedule constraints, annual bud-

get constraint(if implemented), and any space architecture specific constraints. An

objective function is defined that details the stakeholders goals and any mission spe-

cific requirements are defined as constraints. The resulting problem is a Mixed Integer

Linear Programming problem, of which there are several available solvers. The con-

strained problem was converted to a mathematical programming problem via decision

variables using a MATLAB package called YALMIP [61] and was solved using the

GUROBI commercial solver [62]. The resulting solution can be examined by the

user and/or stakeholders and the decision can be made to either A) re-evaluate some

of the initial conditions such as system values within the CSL or requirements that

were placed on the architecture or B) evaluate the architecture with other tools and

methods.

4.5.1 Characterization of Individual Potential System Cost and Schedule

Impacts

For each potential system, both the Design, Development, Test, and Evaluation

(DDT&E) phase as well as the Production phase were estimated and represent non-

recurring and recurring costs. A mixture of literature and parametric modeling was

used to estimate the cost components for each system. For systems currently of-

fered by a commercial partner, market pricing was used for the production cost

with a zero DDT&E cost. An updated version of NASA’s Advanced Missions Cost

Model(AMCM) was used to estimate the cost of future systems not currently in use

or offered by a commercial partner. AMCM is a parametric technique that estimates

system life-cyle cost and schedule components using the following variables to relate to

historical systems: number of systems to produce, dry mass (kg), system type, initial

operating year, system generation, and technical complexity and program complex-
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Fig. 4.4.: pPO methodology process

ity. A modified version of AMCM by Rolley et al. modernizes and updates the

parameters to represent lunar and Martian systems [63]. One of the key differences

in the propulsion systems demonstrated in this study was the Technology Readiness

Level(TRL) of those systems and its impact on the cost and schedule components;

in that lower TRL systems exhibited relatively longer development times and larger

associated costs.
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The life-cycle cost of each system ultimately affects the total architecture cost,

which can be assessed as either an objective or enforced as a constraint within the

optimization. Equation 6.1 represents how the total architecture cost, including life

cycle cost components, can be mathematically modeled within RPO. Where AB
i rep-

resents a binary decision variable representing each potential system i and AB
Dev,s is

a binary decision variable representing the development of system of type s. CostNR

and CostR represent the non-recurring DDT&E cost and recurring production cost

of each system respectively. An important note here is that constraints were added

such that a system cannot be selected unless its associated DDT&E component is

selected.

TotalCost =
∑
i

AB
i ∗ CostR,i +

∑
s

AB
Dev,s ∗ CostNR,s (4.33)
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5. DEMONSTRATION OF METHODS - FUNDAMENTAL

EXAMPLES

5.1 Overview

This section demonstrates the application of the three previously described en-

hancements to the Robust Portfolio Optimization methodology with simplified cases

composed of fictitious example systems. While these are not complex or difficult

problems to solve by hand, they serve as a bridge between the methodology and the

more complex space exploration architecture trade studies. Each example demon-

strates one of the enhancements and has a corresponding unique Candidate System

Library.

5.2 Life-Cycle Phase Schedule Modeling example(E1)

This example demonstrates the scheduling enhancement(E1) made to PPO, specif-

ically Equations 4.14-4.19. A fictitious scenario is imagined where a stakeholder wants

to maximize a specific capability of an architecture within a specific period of time

and has a number of candidate systems in which to do so. The fictitious stakeholder

wants to maximize capability C3 while minimizing cost within some given time pe-

riod. A library of candidate systems exists with unique systems that have specific

capabilities, requirements and life-cycle phase components. While this is a simple

example, it contains some complexity to demonstrate the operational and scheduling

constraints. The objective function below balances minimizing total cost and maxi-

mizing capability C3. An end time constraint for this architecture was set such that

all development, production, and operation is complete by 10 days. The Candidate

System Library(CSL) for this example is shown in Table 5.1 and is composed of three
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types of systems: A, B and C with capabilities C1, C2 and C3. Each system has

specific capabilities and requirements as well as unique cost and schedule life-cycle

components. Lifecycle cost and schedule components are listed in days and a generic

cost unit.

Table 5.1.: Candidate System Library for E1 example with system capabilities, re-
quirements, schedule components, and cost components.

ObjCost =
∑
i

AB
i ∗CostR,i +

∑
s

AB
Dev,s ∗CostNR,s +

∑
s

(tOE,s− tOB,s)∗CostO,s (5.1)

ObjCap,C3 =
∑
i

C3,iA
B
i (5.2)

Objective = ObjCap,C3 +ObjCost (5.3)

An optimization problem composed of the constraints in Equations 4.2 - 4.19 and

the objective function in Equation 5.3 with decision variables AB
i , AB

Dev,s, Xcij, tDB,s,

tDE,s tPB,i, tPE,i,tOB,i, and tOE,i is formulated as previously described. Parameters

within the constraints are populated from the Candidate System Library shown in

Table 5.1. The Candidate System Library has more specific units of each potential

system than feasible within the time period. In this example System C provides the

capability C3 of stakeholder value and must be supported by other systems. The

optimization determines the selection of systems, timing of life-cycle components and

transfer of capability between systems. The optimization problem is formulated with

the YALMIP [61] package within MATLAB and solved with the GUROBI solver [62]
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The overall results of the optimization are shown in Table 5.2 with a max archi-

tecture value of 3 C3 capability and total architecture cost of 45 units. The value

of the decision variables including the Allocation vector as well as start/end times

of the each life cycle phase are shown in Table 5.3. The graphical representation

of the adjacency matrix Xcij shown in Figure 5.1 represents the system to system

interactions in terms of the connectivity, value, and type of capability transfer. The

interactions obey the operational constraints in Equations 4.2 - 4.7. As can be seen

in Figure 5.1, for each system of type C, 2 units of system type B provide 1 unit of

C2 capability each. Systems of type B are supported by a system of of type A which

provides 1 unit of C1 capability to each B system. Systems of type C in this example

provide the C3 capability valued by the stakeholder. Overall, 3 groupings of these

systems is feasible within the time period.

The results of the life-cycle phase scheduling can be visually seen in Figure 5.2.

The life-cycle phase scheduling obeys the scheduling constraints in Equations 4.14-

4.19. Due to the lifecycle scheduling, only 3 units of system C can be completed in

the constrained 10 day period.

Table 5.2.: High level Results of optimization including total architecture cost, opti-
mal number of systems selected, and relevant details of the optimization mechanics
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Table 5.3.: Optimal decision variable values of solution resulting from optimization
of the E1 problem. Values include system allocation as well as the begin and end
time of each lifecycle phase(development, production, and operation).
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Fig. 5.1.: System to System interactions defined by the variable xcij from the solution
of the optimization problem with capability transfer type and value labeled in the
graph. For example, system C-1 is dependent systems B-1 and B-2 and receives 2
C2 capability from those two systems. System B-2 is dependent on system A-1 and
receives 1 C1 capability from that system
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Fig. 5.2.: Gantt chart of system life-cycle phases depicting system scheduling depen-
dencies resulting from optimization solution.
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5.3 Variable Capability Example (E2)

This example demonstrates the variable capability enhancement to PPO, specif-

ically, the addition of Equations 4.21-4.30 as constraints on the optimization. In a

similar fashion to the previous example, this demonstration is based on a simplistic

scenario consisting of systems A,B,and C with the addition of a new system D. Sys-

tems of type D have a variable capability of type C2 whose value is determined by the

optimization. System D is proposed as an optimally sized replacement for the use of

2 units of system B. The development and production schedule components of system

D are given fixed values but the cost components are allowed to scale with its variable

capability. The relationship between capability C2 and the requirements is of linear

form with slope of 1 and intercept of zero and is enabled within the optimization

through Equation 4.21.

Hand calculations will prove that the system type D is the better choice over

system B, but this simple example demonstrates that the PPO method can both

select and size an optimal architecture. An optimization problem composed of the

operational constraints, scheduling constraints, and the variable capability constraints

as previously described is formulated and solved. The Candidate System Library is

shown in Figure 5.4 including the new system D. The Candidate System Library has

more specific units of each potential system then necessary.

Table 5.4.: Candidate System Library for E2 example with system capabilities, re-
quirements, schedule components, cost components, as well as variable sizing param-
eters. Parameters governing the variable sizing include the upper and lower bounds
of the variable capability and variable requirement as well as the relationship between
the two variables.
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ObjCost = ObjFixedCost +ObjV arCost (5.4)

ObjFixedCost =
∑
i

AB
i ∗CostR,i+

∑
s

AB
Dev,s∗CostNR,s+

∑
s

(tOE,s−tOB,s)∗CostOper,s)

(5.5)

ObjV arCost =
∑
i

V arC,FS(s) ∗ CostV NRm,s +
∑
i

V arC,iB ∗ CostV Rm,i (5.6)

ObjCap,C3 =
∑
i

CiAi (5.7)

Objective = ObjCap,C3 +ObjCost (5.8)

The overall results of the optimization are shown in Table 5.5 and the value

of the decision variables including the Allocation as well as start/end times of the

each life cycle phase are shown in Table 5.6. As can be seen, the result of the

optimization includes the selection and sizing of system D without system B being

selected. In this example the variable enhancement has been demonstrated. The

graphical representation of the adjacency matrix Xcij shown in Figure 5.4 represents

the system to system interactions in terms of the connectivity, value, and type of

capability transfer. The interactions obey the operational constraints. The results

of the life-cycle phase scheduling can be visually seen in Figure 5.3. The life-cycle

phase scheduling obeys the scheduling constraints of the optimization. The results of

the system sizing are, as predicted, a capability of 2 C2 and a requirement of 2 C1.

The resulting capability is sized such that the capability of system D is 2 C2 with a

corresponding requirement of 2 C1.
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Table 5.5.: High level Results of E2 results from the optimization including total
architecture cost, optimal number of systems selected, total C4 capability of architec-
ture, and relevant details of the optimization mechanics
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Fig. 5.3.: Gantt chart of system life-cycle phases depicting system scheduling resulting
from optimization solution of the E2 example
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Table 5.6.: Optimal decision variable values of solution resulting from optimization
of the E2 problem. Values include system allocation as well as the begin and end
time of each lifecycle phase(development, production, and operation).
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Fig. 5.4.: System to System interactions defined by the variable xcij from the solution
resulting from optimization with capability transfer type and value labeled in the
graph. Systems of type D is optimally sized to provide 2 C2 capability to systems of
type C and requires 2 C1 provided by systems of type A.
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5.4 Multistage Decision making example(E3)

The third simple example demonstrates the multi-domain constraints (enhance-

ment 3). This example follows a scenario such that during the first half of a timeline

the stakeholders value one specific capability and then after a midway point switch

to valuing only another capability. A new set of candidate systems is introduced and

detailed in Table 5.7. Given the Candidate System Library, the following system

combinations are possible and shown in Figure 5.5.

Table 5.7.: Candidate System Library for E3 example with system capabilities, re-
quirements, schedule components, cost components, as well as variable sizing param-
eters. Parameters governing the variable sizing include the upper and lower bounds
of the variable capability and variable requirement as well as the relationship between
the two variables.

In this scenario, stakeholders value maximizing the C4 capability in the first 6

days(0-6) and maximizing the C6 capability in the last 4 days(6-10) and don’t value

those capabilities otherwise. Additionally, the fictitious stakeholders also wishes to

minimize total cost and will not tolerate excess systems that do not contribute value.

A suitable objective function is shown below. Weighting between total cost and

maximizing capability is set to 50-50.

Obj = Cost+
∑
i

Xi ∗ Si,C4 +
∑
i

Xi ∗ Si,C6 (5.9)
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Fig. 5.5.: Example potential system to system interactions that can be formed within
this scenario.

When applying the optimization without the multi domain constraints the result-

ing architecture maximizes capability regardless of the time domains as shown in the

scheduling chart in Figure 5.6. Thus, selecting systems and having them operational

when the stakeholder gains no value from them results in less capability and wasted

resources.

However, when the multi domain constraints are enacted, the systems become

operational only when the stakeholder gains value from them as shown in Figure 5.8.

The resulting system selection has also changed in that different systems are selected

to maximize the capability being produced in the different domains. The resulting

system allocation and values of decision variables is detailed in Table 5.9.The system

to system interactions are shown in Figure 5.9.

The architecture without the multi-domain constraints expends resources(cost

units) on producing and operating systems outside of their respective domains. The

resulting total cost of 84.5 units is higher than the total cost of the architecture with

the multi-domain constraints at 65 units. The stakeholder true value of the archi-

tecture can be calculated by summing the C4 and C6 of active systems within their

respective time domains. For C4 systems this is a system that is active between 0 and
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6 days and for C6 systems this is a system that is active between 6 and 10 days. The

stakeholder true value of the architecture without domain constraints is 7 and the

stakeholder true value of the architecture with domain constraints is 8. The archi-

tecture with domain constraints results in higher stakeholder true value and a lower

total cost.

Fig. 5.6.: Gantt chart of system life-cycle phases depicting system scheduling resulting
from optimization solution
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Fig. 5.7.: System to System interactions defined by the variable xcij from the solution
resulting from optimization with capability transfer type and value labeled in the
graph
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Fig. 5.8.: Gantt chart of system life-cycle phases depicting system scheduling resulting
from optimization solution of the E3 example
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Fig. 5.9.: System to System interactions defined by the variable xcij from the solution
resulting from optimization with capability transfer type and value labeled in the
graph. These results come from the Multi Domain Example E3
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Table 5.8.: Optimal decision variable values of solution resulting from optimization
of the E3 problem. Values include system allocation as well as the begin and end
time of each lifecycle phase(development, production, and operation).
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Table 5.9.: High level Results of optimization resulting from with and without the
multi-domain constraint formulation including total architecture cost, optimal num-
ber of systems selected, and relevant details of the optimization mechanics. True
stakeholder value is is calculated by summing the capability obtained within their
prospective time domains.
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6. DEMONSTRATION OF METHODS - LUNAR ORBIT

EXAMPLE SCENARIO

The method as previously described is applied to a cislunar human space exploration

mission consisting of a Deep Space Habitat as well as robotic lunar landers deployed

to the lunar surface with particular focus on demonstrating the RPO method with the

PPO scheduling enhancement(E1). This specific mission is examined at a high level in

terms of cost, schedule, performance, and robustness. The Candidate System Library

for this study, shown in Tables A.1, A.2, and A.3 is non-exhaustive but includes

several options for many of the systems required for a cislunar mission. Since the

data used for many systems is representative, but not authoritative, the results are

examined from the the perspective of evaluating efficacy of the method. However,

based on the preliminary results, some interesting findings are available and presented

here.

Figure 4.4 presents the process flow for executing the enhanced RPO methodol-

ogy for a space exploration setting. In particular, this scenario examines a scenario

consisting of a Deep Space Habitat as well as robotic landers deployed to the lunar

surface. The three phase process consists of decomposing the problem(Phase 1), as-

sembling a library of candidate systems(Phase 2), and converting the problem to a

Mixed Integer Linear Programming (MILP) optimization and solving the resulting

problem(Phase 3).

The first phase of this process is a functional decomposition to identify the depen-

dencies and the inner workings of a human space exploration architecture. The first

step of this phase begins with determining the overall stakeholder goals and require-

ments. These high level objectives are decomposed into measurable goal functions

necessary to satisfy those objectives. The problem is further decomposed by defining

an interdependent network of functions that satisfy the goal functions. This step also
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identifies the types of capability transfer that might be present in the architecture.

The list and description of the types of capability present in this scenario is detailed

in Table 6.1. Next, general systems are identified that fulfill the functions. There

may be many unique systems that can be represented by a general class that fulfills

a given objective. A list of unique systems is formed that eventually become the

Candidate System Library.

Table 6.1.: Lunar orbit architecture capability descriptions

Capability Description

Exploration A top level capability equal to the crew duration spent

in space (days)

Crew Earth Surface to Lunar

Orbit

Transfer and habitability of crew between Earth surface

and Lunar Orbit (n)

Habitable Volume at Lunar

Orbit

Habitable Crew Volume in Lunar Orbit (m3)

Electric Power The amount of electrical power supplied or required

(kWe)

Deliver Mass to LEO Ability to deliver systems to Low Earth Orbit (kg)

Deliver Mass to LO Ability to deliver systems to Lunar Orbit (kg)

Return Crew to Earth Ability to return crew members to Earth (n)

Consumables Breathable air, water, food, and supplies (kg)

Science Airlock Access Ability to transfer lunar samples to within Deep Space

Habitat

Lander Ability Ability to land and collect samples on Lunar Surface

(kg)

Mission Control Ability to command and control space systems

Return Samples to Earth Ability of a vehicle to return samples back to Earth

from Lunar orbit (kg)
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The network of interacting capabilities provides a useful visual for understanding

how systems transition between state locations such as Earths surface, Earth orbit,

lunar orbit, and the lunar surface. The network diagram in Figure 6.1 illustrates how

some of the transitive capabilities interact. A key assumption in this analysis was that

rendezvous in Low Earth Orbit is possible for any system. For example, an in-space

propulsion system could be launched on a different launch vehicle and rendezvous

with another space system that needs to be sent to lunar orbit. This assumption was

found to heavily favor the use of more economical but less capable commercial rockets

as opposed to the more expensive but also more capable government super heavy lift

rockets. While this assumption was upheld for this analysis, it is possible to enforce

that an in-space propulsion system must launch on the same rocket as its associated

cargo.

Fig. 6.1.: State/Location transition network

The second Phase of this process is the assembly of a Candidate System Li-

brary(CSL), from which systems can be selected to form a functional architecture.

Unique systems are identified for each of the general classes of systems identified in

the first phase. Key to the formation of the CSL is the identification of systems and

the quantification of system capabilities and requirements, system uncertainties and

risks, connectivity and incompatibility issues, as well as life-cycle cost and life-cycle

schedule components for development, production, and operation. Each of these char-

acteristics has been estimated through the help of Subject Matter Experts, available

literature, and historical relations. The specific candidate systems form the Candi-
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date System Library from which combinations of systems can be formed into feasible

architectures. The CSL for this study is represented in Table A.2 and A.3. While

this CSL is non-exhaustive, it is sufficient to demonstrate the suggested method.

The third phase of the process assembles the systems, constraints, and objectives

into a Mixed Integer Linear Programming(MILP) problem and solves the resulting

problem. This includes the operational constraints, schedule constraints, annual bud-

get constraint(if implemented), and any space architecture specific constraints. An

objective function is defined that details the stakeholders goals and any mission spe-

cific requirements are defined as constraints. The resulting problem is a Mixed Integer

Linear Programming problem, of which there are several available solvers. The con-

strained problem was converted to a mathematical programming problem via decision

variables using a MATLAB package called YALMIP [61] and was solved using the

GUROBI commercial solver [62]. The resulting solution can be examined by the user

and/or stakeholders, and the decision can be made to A) re-evaluate some of the

initial conditions such as system values within the CSL or requirements that were

placed on the architecture or B) to further evaluate the resulting architecture with

other tools and methods.

One of the initial goals of our work is to demonstrate a method of selecting systems

based on trade-offs between cost, schedule, risk, and performance. Both the launch

vehicle class and in-space propulsion class of systems were used as the barometer in

this preliminary effort, and as such, a greater variety of these systems are present

in the Candidate System Library. Furthermore, the chemical in-space propulsion

system was assessed as less expensive and more certain in terms of performance

and cost. The Nuclear Thermal Rocket(NTR) in-space propulsion system was more

expensive and more uncertain in terms of performance and cost. In this study, for

the same capability, the NTR system was estimated to have a lower launch mass

than the comparably sized chemical propulsion system. Additionally, several choices

for launch vehicles ranging in cost and performance were available and include both

commercial and government systems.
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A number of domain specific constraints were enforced on the architecture to more

accurately model a space exploration architecture. For instance, a payload that needs

to be placed into orbit cannot be launched by a combination of two or more rockets

and must be launched by a single rocket or instead split up into smaller systems.

An assumption was made that rendezvous in earth orbit with an in-space propulsion

system that can send payloads to the moon was feasible. This allowed the utilization

of medium to heavy lift rockets instead of super heavy lift rockets in some scenarios.

However, this assumption can be relaxed and the requirement for launching the in-

space propulsion system and cargo on the same rocket can be enforced within the

model. The technical challenge of rendezvous in Earth orbit and the necessary R&D

is represented in the development and production cost and schedule components of

such systems. While a chemical or nuclear thermal rocket can send a crew capsule

quickly to a lunar orbit, a pure solar electric propulsion system was deemed to be

too slow for crewed missions without some small impulse stage to reduce transit

time. More propulsion system choices, including hybrid electric systems, as well as

additional propulsion sizes will be the focus of further study. Additionally, several

constraints relating crew operations and human factors were enforced within the

model. Habitable volume constraints relative to crew size and crew duration were

chosen based on the findings of the NASA 2011 Habitable Volume Workshop [64].

Similarly, consumable requirements for crew were based on open loop Environmental

Control and Life Support Systems with estimates from several studies [65,66].

There were a number of systems that were deemed necessary to any deep space

habitat and include: a crew airlock, a science airlock, a robotic arm, and a propel-

lant storage system, and several robotic lander missions. These systems were often

associated with stakeholder objectives and were deemed required for the architecture

and constrained using Equation 4.7. Each required system has its own cost, schedule,

and physical requirements that must be met by the architecture.

Additionally, other constraints defined by the physics of space exploration are

modeled. One such constraint is the rocket equation, in that there is a propellant
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requirement for any translational maneuver used to change the spacecraft’s orbit that

depends on the vehicles performance, propellant, mass, and the associated payload

masses. There are at least two methods of accounting for the rocket equation. The

simplest approach is to assign capabilities to systems that represent the payload trans-

lational capability, which bypasses the addition of the rocket equation as a nonlinear

constraint. This would require calculation prior to optimization to determine the re-

sulting requirements, but would reduce the computational complexity of the problem

being solved. The more complex, but potentially more accurate, method would be

to include the rocket equation as a constraint combined with specific rocket engine

performance and the treatment of propellant as a commodity. The results demon-

strated here apply the first method of accounting for translational capability before

optimization but may utilize the second method in future work.

For each potential system, both the Design Development Test and Evaluation

(DDT&E) phase as well as the Production phase were estimated and represent non-

recurring and recurring costs. A mixture of literature and parametric modeling was

used to estimate the cost components for each system. For systems currently of-

fered by a commercial partner, market pricing was used for the production cost

with a zero DDT&E cost. An updated version of NASA’s Advanced Missions Cost

Model(AMCM) was used to estimate the cost of future systems not currently in use

or offered by a commercial partner. AMCM is a parametric technique that estimates

system life-cyle cost and schedule components using the following variables to relate

to historical systems: number of systems to produce, dry mass (kg), system type, ini-

tial operating year, system generation, technical complexity and program complexity.

A modified version of AMCM by Rolley et al modernizes and updates the parameters

to represent lunar and Martian systems [63]. One of the key differences in the propul-

sion systems demonstrated in this study was the Technology Readiness Level(TRL)

of those systems and its impact on the cost and schedule components in that lower

TRL systems exhibited longer development times and larger associated costs.
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The life-cycle cost of each system ultimately affects the total architecture cost,

which can be assessed as either an objective or enforced as a constraint within the

optimization. Equation 6.1 represents how the total architecture cost, including life

cycle cost components, can be mathematically modeled within RPO. Where AB
i rep-

resents a binary decision variable representing each potential system i and AB
Dev,s is a

binary decision variable representing the development of each system type s. CostNR

and CostR represent the non-recurring DDT&E cost and recurring production cost of

each system respectively. An important note here is that constraints were added such

that a system cannot be selected unless its associated DDT&E component is selected.

Documented in Table A.1 are the life-cycle cost components for each system as well

as the parameters used to estimate those values.

TotalCost =
∑
i

AB
i ∗ CostR,i +

∑
s

AB
Dev,s ∗ CostNR,s (6.1)

The results in this section are as follows: A) a demonstration of the methodology

applied to portfolio selection of an architecture in terms of a single objective metric,

B) a demonstration of a Pareto trade-off analysis between cost and a performance

metric, C) a demonstration of methods of accounting for financial and operational

robustness, D) a Pareto trade-off between architecture readiness and total architecture

cost, E) and the impact of an annual budget limit on system selection and resulting

schedule.

6.1 Demonstration of Single Objective Optimization

The first demonstration of this method details the optimization of a space ex-

ploration architecture for minimum total architecture cost with some associated con-

straints in terms of mission capabilities as well as the Candidate System Library as

previously detailed. Requirements are imposed on the architecture in that a total of 4

crewed missions must be sent to a Deep Space Habitat, which is composed of a Power

Propulsion Element, a habitation module as well as several required systems(Robotic

Arm, Crew Airlock, Propellant Storage Module, and Science Airlock).
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The resulting architecture is both feasible and optimal in that it was the minimum

cost solution while still obeying all of the imposed constraints. The topology of the

architecture is detailed in Figure 6.2 and represents the capability transfer between

systems to meet system to system requirements. For clarity, the connections repre-

senting the mission control capability were removed from the network diagram. A

sand chart is shown in Figure 6.3a and demonstrates the calculated annual budget

for each year. Detailed in Table 6.3b is the number and type of each system that

was selected for the architecture. A Gantt chart of the phase scheduling is shown

in Figure 6.4 and demonstrates the outcome of the scheduling constraints imposed

on the architecture. The resulting architecture utilizes Nuclear Thermal Rocket in-

space propulsion as well as commercial heavy lift launch vehicles. While this is the

minimum cost architecture, its first crewed mission is delayed by the development of

the NTR system compared to other architectures. The two year cadence of crewed

missions is a result of the two year duration of NTR production. The production of

an Orion vehicle and the required launch vehicles the year of a crewed mission results

in the non-uniform annual spending as seen in the sand chart. This single point op-

timization serves as an example of the applied methodology and the available output

for every single point along the Pareto frontiers found in the following analyses.
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Fig. 6.2.: System to System interactions defined by the variable xcij from the solution of the optimization problem with
capability transfer type labeled in the graph. For example each lunar orbit mission is supported by a crew who is supported
by Orion and a Deep Space Habitat. These support systems are launched into space on rockets and sent to NRHO with a
propulsion stage.
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Fig. 6.3.: Total development and production budget per year(a) and table of archi-
tecture system selection and cost(b)

6.2 Architecture Total Cost vs Architecture Performance

A powerful application of Programmatic Portfolio Optimization is the ability to

explore the design space and examine the impact of different stakeholder metrics and

how they influence system selection. In this demonstration, two metrics, a perfor-

mance objective and total architecture cost, compete against each other and form a

Pareto frontier of optimal portfolios of systems. The performance objective in this

demonstration is crew duration spent at a deep space habitat measured in crew-days,

where a longer duration stay would require more consumables, more supplies, and a

higher volume habitat. Options for varying sizes of habitat, crew stay durations and

logistics vehicles for resupply were modeled in the the Candidate System Library.

Several other systems were deemed highly desired space systems including robotic

landers, a crew airlock, a science airlock, and a robotic arm and were constrained to

be mandatory systems of any portfolio.

The objective function was set to minimize the total architecture cost as shown

below, and constraints were placed on the architecture such that a minimum number



78

20
16

20
18

20
20

20
22

20
24

20
26

20
28

20
30

20
32

20
34

Time [year]

4 Person Crew (30 Day) #4
Orion #4

Science Airlock #1
NTR InSpace Propulsion System #5

4 Person Crew (30 Day) #3
Orion #3

Crew Airlock #1
Lunar Orbit Science Payload #1

NTR InSpace Propulsion System #4
4 Person Crew (30 Day) #2

Orion #2
NTR InSpace Propulsion System #3

4 Person Crew (30 Day) #1
Prop Storage #1

Deep Space Habitat 1 #1
PPE #1

Robotic Arm #1
NTR InSpace Propulsion System #2

Orion #1
Commercial Super Heavy Lift #5
Commercial Super Heavy Lift #4

NTR InSpace Propulsion System #1
Commercial Super Heavy Lift #3

Commercial Medium Lift #4
Commercial Super Heavy Lift #2

Commercial Medium Lift #3
Commercial Super Heavy Lift #1

Commercial Medium Lift #2
Commercial Medium Lift #1

Mission Control Center #1
Dev. of 4 Person Crew (30 Day)

Dev. of Deep Space Habitat 1
Dev. of Orion

Dev. of Commercial Super Heavy Lift
Dev. of Commercial Medium Lift

Dev. of PPE
Dev. of Science Airlock

Dev. of Crew Airlock
Dev. of Robotic Arm

Dev. of Prop Storage
Dev. of Lunar Orbit Science Payload

Dev. of NTR In-Space Propulsion System
Dev. of Mission Control Center

Development

Production

Crewed Mission

Fig. 6.4.: Life-cycle phase scheduling of single objective optimal architecture

of crew-days spent at the Deep Space Habitat were required. The Pareto frontier

was evaluated by gradually increasing the required crew duration and determining

the optimal architecture at each step.

Objective =
∑
i

AB
i ∗ CostR,i +

∑
s

AB
Dev,s ∗ CostNR,s (6.2)

Here, AB
i represents a binary decision variable representing each unit of a potential

system choice and AB
s is a binary decision variable representing the development of

any potential system. CostR,i and CostNR,s represent the non-recurring DDT&E cost

and recurring production cost of each system respectively.

Some constraints were used to provide reasonable bounds on the problem. In or-

der to provide a nontrivial solution, a minimum of a single crewed mission is required.

To provide an upper bound on the problem, a maximum of four crewed mission were
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Fig. 6.5.: Pareto frontier of total architecture cost versus total crew duration

allowed to the deep space habitat. While the deep space habitat could accommo-

date many more missions, this method of bounding allowed for demonstration of the

capability trade-off.

The resulting Pareto frontier and table of selected architectures can be found in

Figure 6.5 and Table 6.2. The saw tooth appearance of this Pareto frontier is a

result of technologies that enable longer duration stays but require the expenditure

of budget for development and production of these systems. An increased number

of crewed missions and longer duration missions require larger habitats, more sup-

porting systems, and thus a higher associated total cost. Table 6.2 does not detail

all architectures along the Pareto frontier but does illustrate how additional logistics

flights and different deep space habitats enable both additional missions and longer

duration missions. For instance, architecture B employs a larger Deep Space Habitat

and logistics fights and is thus able to sustain a 90 day mission. These additional

systems and their required supporting systems increase the total cost but allow for a

higher crew-days performance metric. Similar behavior exists in architectures C and

D where even higher crew-days metrics are achieved. While this is a simple example

with some expected results, it demonstrates the ability to compare competing metrics

and to select optimal portfolios along the Pareto frontier for those metrics.
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Table 6.2.: Associated total architecture cost and total crew duration of select port-
folios on the Pareto frontier with associated allocation of systems

6.3 Operational and Financial Robustness

Two methods of examining robustness are investigated including uncertainty of

architecture feasibility(operational) and uncertainty in architecture total objective

value(cost). Some assumptions were made about the capabilities, costs, and uncer-

tainty associated with the various propulsion systems. The uncertainty bounds used

in the operational robustness formulation and the standard deviations used in the

cost robustness formulation were determined through literature review and subject

matter expert estimates. These estimates were heavily dependent on the Technol-

ogy Readiness level(TRL) and complexity of the system. The uncertainty set of the

performance and the standard deviations of the cost components is represented by

a percentage of the expected value as shown in Equations 6.3 to 6.5. The U values

used in this study are UNTR = 1.0, USEP = 0.5, UChem = 0.25, UGoV SHLV = 0.25,
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and UCommHLV = 0.5 with a standard value of 0.05 for other system. The operational

uncertainty set for each system can be found in Table A.2 and the standard deviations

of the cost components can be found in Table A.1.

σDev,s = Us ∗ CostNR,s (6.3)

σProd,i = Ui ∗ CostR,i (6.4)

Ŝci = Ui ∗ SC,i (6.5)

The first method utilizes the Bertsimas-Sim formulation to evaluate the robustness

of feasibility [45] specifically applied to the in-space transit capability where systems

are sent from Earth orbit to Lunar orbit. This effectively addresses the concern that

a propulsion system, even if not operating nominally, will be able to fulfill the mission

requirements of launching a payload into space. Weighting coefficient Γ represents

the stakeholder risk aversion to the likelihood of failure of mission akin to a confidence

level for the mission. Simply put, the product of Γ and statistical uncertainty must

be less than the margin of system performance required.

Architectures with minimum total cost were determined for various values of risk

aversion Γ. The results of this assessment of stakeholder operational risk aversion,

or operational conservatism, can be found in Figure 6.6. When risk aversion is low,

Nuclear Thermal Rocket propulsion and commercial heavy lift launch vehicles are

selected. With increasing risk aversion Γ, additional NTR systems are selected to

provide sufficient margin. With further increasing risk aversion together with the

higher uncertainty of the NTR performance, chemical rocket propulsion systems are

selected.

The second form of uncertainty representation, that in the objective function,

examined uncertainty in architecture cost and represents a measure of financial ro-

bustness. The minimum architecture cost is evaluated using an objective where a

1-sigma financial uncertainty is included as a penalty function multiplied by asso-

ciated risk aversion factor Γ. Optimal portfolios were found for increasing values
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Fig. 6.6.: Results from minimum cost optimization using Bertsimas-Sim methodology.
Each plot point represents a single architecture.Note: The same chemical architecture
is pareto optimum for the various levels of conservatism; this cost is the same for all
blue points.

of financial conservatism. Several portfolios dominate over certain ranges of Γ and

can be found on the resulting Pareto frontier of risk aversion and total cost as shown

Figure 6.7. When stakeholders are risk tolerant(Γ < 1.1) architectures including com-

mercial heavy launch vehicles and Nuclear Thermal Rockets dominate. When risk

aversion is high(Γ¿1.1) and thus tolerance of cost overruns low, government super

heavy launch vehicles and in space chemical propulsion are selected. This simple ex-

ample demonstrates the ability to conduct a trade-off analysis with total architecture

cost and financial uncertainty.

Objective = TotalCost+ Γ ∗

(∑
s

AB
Dev,s ∗ σDev,s +

∑
i

AB
i ∗ σProd,i

)
(6.6)
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Fig. 6.7.: Results from minimum cost optimization using the uncertainty of objective
method applied to the evaluation of financial risk. Each plot point represents a single
architecture.

6.4 Architecture Readiness vs Architecture Total Cost

In most exploration missions, architecture cost and schedule compete against each

other. For single system comparisons, cost and schedule can easily be compared, how-

ever in a larger interconnected architecture these comparisons become more complex

and often intractable. The enhanced version of Robust Portfolio Optimization with

the scheduling adaptation allows for the trade-off of different objectives, including

schedule, and the exploration of a pareto frontier composed of different portfolio

combinations.

In a similar fashion to the comparison of crew duration and total architecture

cost, a comparison between architecture readiness time and architecture total cost is

demonstrated. Here, architecture readiness time represents the year of first possible

crewed mission. Shown in Figure 6.8 is a trade-off comparison of a multi-objective

optimization of the year of first crewed launch and total architecture cost with the

associated system allocation seen in Table 6.3. The absolute minimum cost archi-

tecture was composed of only nuclear in-space propulsion systems and commercial

launch vehicles whereas the absolute minimum schedule architecture was composed

of chemical in-space propulsion systems and government heavy launch vehicles. The

impact of how an architect values the immediacy to fly the first crewed mission and
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how that affects the total cost of the entire architecture is demonstrated by the se-

lection of different portfolios. Since this optimization carries a requirement of four

missions, certain systems may be advantageous to flying a crewed mission sooner, but

have negative impacts to the resulting total architecture cost even after the first mis-

sion has been flown. This is primarily due to the large Design Development Test and

Evaluation (DDT&E) cost of certain space systems. For instance, Nuclear Thermal

Rockets and Solar Electric propulsion require longer development times due to their

lower Technology Readiness Level but indirectly enable significant cost savings over

chemical in space propulsion. These advanced propulsion systems negate the need

for government super heavy launch vehicles and allow commercial launch vehicles to

be used, however because of the lower TRL of these advanced in-space propulsion

systems require longer development and production time and thus delay the readi-

ness time of the architecture. The middle point represents a compromise between

cost and schedule in which Solar Electric Propulsion is used for DSH elements and

Nuclear Thermal in-space propulsion is used for crewed missions.

Fig. 6.8.: Pareto frontier of total architecture cost versus architecture readiness time
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Table 6.3.: Results of architecture readiness time versus total architecture cost

6.5 Impact of Annual Budget Limit

Space agencies must operate within their financial bounds and thus the annual

budget constrains the scope of missions as well as the resulting schedule. With the

enhancement of scheduling to the Robust Portfolio Optimization, limits on annual

funding are implemented by constraining the sum of all of the active development,

production, and operational phases of each selected system for each year.

Application of the annual budget constraint is demonstrated here with the pre-

viously described architecture of 4 crewed missions and the required DSH elements,

optimized for a combination of minimum architecture completion time at varying

budget limits. In this example, completion time is defined as the time at which a

Deep Space Habitat with the required elements is operational and 4 missions have

been flown to the DSH. Figures 6.10 and 6.11 demonstrate how the annual budget
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impacts the scheduling of life cycle phases. The difference in system completion time

is clearly seen in that the 4.4 billion dollar annual budget case has a completion time

of 10 years whereas the 2.4 billion dollar annual budget has a completion time of 14

years.

Shown in Figure 6.9 is the Pareto frontier of the completion time of a specific

architecture given an enforced budget constraint. The impact of an annual budget

has a large effect on the completion time of the architecture. As budget increases, the

architecture reaches a point where additional funding does not improve the schedule.

Additionally, as annual funding decreases, the architecture completion time increases

until the architecture becomes infeasible. The curve has several inflection points

resulting in large changes in completion time with minimal change in funding. These

points are a result of the ability to afford multiple development projects at the same

time given the specific budget. For architectures with annual funding greater than

2.5 billion dollars, chemical propulsion systems are selected, but with less than 2.5

billion dollars Nuclear Thermal Rocket propulsion systems are selected. While the

Nuclear Thermal Rocket has a higher production cost than the comparable chemical

system, the sum of government heavy launch vehicles and chemical in space propulsion

becomes infeasible when the annual budget is reduced.

Fig. 6.9.: Max annual budget versus year of architecture completion
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Fig. 6.10.: Comparison of sequencing of development, production, and operation
phases of systems given different annual budget limits
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Fig. 6.11.: Comparison of annual development and production spending given differ-
ent annual budget limits



89

6.6 Limitations and Future Improvements

Several limitations were discovered in this application of this enhanced RPO

method as applied to a space exploration architecture and are planned to be ad-

dressed in future studies. First, the use of fixed values for the system capabilities

and requirements is a restrictive assumption. While some currently available systems

may have fixed values for their capabilities and requirements, a mission architect

has some control over how other systems are designed and can size a system for

the architecture. A future methodology improvement addresses this limitation using

parametric relations to size systems within the optimization. These parametric re-

lations could be based on historical data, modeling, or physics and would be used

to scale the capabilities and requirements of a system. The suggested enhancement

could be implemented with a combination of piece-wise linear relations and a Big-M

formulation that relates capabilities and requirements. The resulting enhancement

would remain a linear problem but would increase solving time due to the additional

Big-M formulation [67].

The Candidate System Library for this study was non-exhaustive for the purpose

of demonstration but includes several options for many of the systems required for a

cislunar mission. In reality, many more potential systems are available resulting in a

much larger design space and resulting combination space. For instance, the mission

architect has many choices and sizes for propulsion systems that each have their own

unique capabilities, cost, and associated constraints. A more in-depth study used in

decision making would use a much wider breadth of potential systems.
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7. DEMONSTRATION OF METHODS - LUNAR

SURFACE EXAMPLE SCENARIO

This demonstration applies the Programmatic Portfolio Optimization method to the

Lunar surface scope area and specifically highlights the scheduling enhancement(E1)

and variable capability enhancement(E2). The scenario posed in this study mirrors

NASA’s proposed Artemis program where an orbital station placed in a Near Recti-

linear Halo Orbit(NRHO) around the moon supports a multi-element lander approach

to send crew to the surface. A key trait of this approach is the use of low cost com-

mercial heavy lift launch vehicles to economically send cargo to the NRHO with the

drawback of requiring a 3 element landing architecture to fit within the mass and

volume requirements of the rocket. The concept of operations is shown in Figure 7.1.

In this scenario a Transfer Element(TE) is used to move a Descent Module(DM) and

Ascent Module(AM) from NRHO to a Low Lunar Orbit(LLO). The TE is temporar-

ily left in LLO but is eventually placed in a safe disposal trajectory. From there the

DM moves the AM to the surface of the moon. Because of the launch window to

return to NRHO the crew has a surface duration time of either less than 48 hours

or 7 day increments. The AM then returns the crew back to the station/Orion at

NRHO. A second study examines lunar surface operations in the context of longer

duration surface stays. The longer duration necessitates a surface habitat, power

generation system, logistics resupply modules and the possibility of In-Situ Resource

Utilization for propellant production. A trade explored in the long duration study is

adding a staging point at the lunar surface by fueling of the AM at the lunar surface

with propellant produced through ISRU. This could eliminate the need for refueling

elements for the AM as well as smaller DM and TE elements resulting from an empty

AM.
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Fig. 7.1.: Three element Lunar Lander concept of operations

7.1 Capabilities

A functional decomposition of the architecture was completed that determined

the inner workings of the architecture and highlighted the types of capabilities to

examine with the PPO method. A list and description of the capabilities is found in

Table 7.1. A compromise is made between capturing the highest level of detail within

the architecture and simplifying the model to allow for reasonable optimization solve

times. For instance, logistics at LS encompasses water, oxygen, food, clothes, hygiene

products, and more but is summed as one quantity.
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Table 7.1.: Lunar surface architecture capability descriptions

Capability Description

Exploration A top level capability equal to the crew duration spent

on the surface of the Moon (days)

Mass ES to NRHO Mass delivered to Near Rectilinear Halo Orbit from

Earth Surface (t)

Crew Capability Ability of crew to complete mission objectives

Deliver Crew to-from NRHO Transfer and habitability of crew between Earth surface

and Near Rectilinear Halo Orbit and vice versa(n)

Habitable Volume at NRHO Habitable Volume at Near Rectilinear Halo Orbit (m3)

Electrical Power and Docking

at NRHO

Electrical power and Docking at Near Rectilinear to

support other vehicles

Mass Transfer NRHO to LLO Mass delivered to Low Lunar Orbit from Near Recti-

linear Halo Orbit (t)

Mass Transfer LLO to LS Mass delivered to Lunar Surface from Low Lunar Orbit

(t)

LH2 Propellant at NRHO LH2 & LOX Propellant available in Near Rectilinear

Halo Orbit (kg)

CH4 Propellant at NRHO CH4 and LOX Propellant available in Near Rectilinear

Halo Orbit (kg)

Storable Propellant at NRHO Storable Propellant available in Near Rectilinear Halo

Orbit (kg)

LH2 Propellant at LS LH2 and LOX Propellant created on Lunar Surface

(kg)

Consumables at LS Consumables required for crew duration at Lunar Sur-

face

Habitable Volume at LS Habitable volume on Lunar Surface (m3)

Electrical Power at LS Electrical Power at Lunar Surface
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7.2 Candidate System Library

A list of general classes of systems were identified that fulfill the functions of the archi-

tecture. Unique system choices for each of these general classes were identified for addition

to the Candidate System Library (CSL) for use in the Programmatic Portfolio Optimization

that apply to both a short stay architecture and a long stay architecture. These options

heavily mirror NASA’s Artemis Missions. While there exist many alternative concepts as

identified in the scope section, intentionally limiting the scope to parallel the Artemis mis-

sion was A) timely and B) fit within the bounds of a limited analysis team without the

knowledge and software tools of a government agency like NASA. Additional resources and

access to proprietary data and tools would allow for the assessment of additional concepts.

Key to the formation of the CSL is to identify and quantify each systems capabilities,

requirements, risks, connectivity/compatibility issues, as well as life-cycle cost and schedule

components for development, production and operation. Each of these characteristics has

been estimated through the use of either parametric sizing tools, Subject Matter Experts,

available literature, or historical relations. This list of systems with their attributes form

the Candidate System Library from which combinations of systems can then be formed

into feasible architectures. An overview of the candidate systems used in both the short

stay and long stay missions is shown in Table 7.2 with their respective capability type,

requirement type, and technology dependency. More detailed attribute values for capability

type, requirements, cost and schedule components are found in the appendix. Many systems

capabilities and requirements are known prior to optimization and have fixed values. Other

systems, like the Transfer Element and Descent Module are allowed to scale in terms of their

capabilities and requirements and are sized within the optimization. The sizing of these is

discussed in Subsection 7.2.1. This CSL contains systems with both fixed capabilities and

variable capabilities.
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Table 7.2.: Overview of Candidate System Library for Lunar Surface Missions

In this study, 4 distinct propellant choices for the lander elements were examined: A)

Hydrogen based elements B) Methane based elements 3) storable propellant (Monomethyl-

hydrazine and Nitrogen Tetroxide) pump-fed cycle based elements and 4)storable propellant
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pressure-fed cycle based elements. These choices are differentiated by their performance,

technological complexity, and program complexity. For instance, methane and hydrogen

have higher performance in terms of their specific impulse but require technology invest-

ment in Cryogenic Fluid Management and additional power and inert mass on the lander

element. The storable options are less complex but have lower performance in terms of

their specific impulse. An assumption for this study was made such that for each trade the

propellant for all 3 elements is the same. The assumption is relaxed in a later example.

For each potential system, the life cycle cost and schedule component values of the

Design, Development, Test, and Evaluation (DDT&E) phase, the production phase, and

the operation phase were estimated. A mixture of literature and parametric modelling was

used to estimate the cost components for each system. For systems currently offered by a

commercial partner, market pricing was used for the production cost with a zero DDT&E

cost. A modified version of NASAs Advanced Missions Cost Model (AMCM) was used to

estimate the cost of future systems not currently in use or offered by a commercial part-

ner. The modified version of AMCM by Rolley et al. adjusts the parameters to represent

lunar and Martian systems [63]. AMCM is a parametric technique that estimates system

life-cycle cost and life-cycle phase durations using the following variables to relate to his-

torical systems: dry mass (kg), system type, initial operating year, system generation, and

difficulty.

Each system was examined in order to determine if it required any technologies that

were below NASA Technology Readiness Level(TRL) 6 [68]. For each technology the cost

and schedule required to raise the technology to TRL 6 was either estimated or determined

through literature. For short duration stay missions Cryogenic Fluid Management was

identified as a technology needed for the Methane and Hydrogen based landers. For the long

duration stay missions several technologies were identified including precision automated

landing, nuclear power and In-Situ Resource utilization for hydrogen based landers.

7.2.1 Element Parametric Sizing

Key to the application of the variable capability sizing is the relationship between system

capabilities and requirements. The lander elements in this study were the primary variable
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systems and were assessed using a NASA proprietary tool called the Beyond Low Earth

Orbit (LEO) Architecture Sizing Tool (BLAST). The values used in this study are well

documented in an export controlled conference paper that applies the BLAST estimates

with the PPO method [69].

The software allows the user to select from a range of Mass Estimating Relations (MERs)

for each of the subsystem options: avionics, consumables, crew, EVA, environment, power,

propulsion, and structures. After selecting the desired MERs for each element, the user

builds the mission sequence a list of mission phases such as joining elements together,

performing burns, and separating elements and the software then iterates to a closed

solution from a mass perspective and provides the user with a breakdown of the system

masses over time. Additionally, BLAST offers the ability to perform data sweeps, parametric

sweeps, or distributions for any of the user inputs within the program. This allows the user

to gain an understanding of the sensitivities of various aspects of the elements (such as

specific impulse, duration, propellant choice, growth allowances, etc.) for the given mission

profile (usually with regard to the number and size of burns). In this study, the payload

mass is varied to determine the resulting gross mass and propellant mass.

Ascent element sizing was performed for each of the four propellant options: pump-

fed LOX/LH2, pump-fed LOX/CH4, pressure-fed storable, and pump-fed storable. For

the descent and transfer elements, parametric sizing and sensitivities were performed to

generate gross mass curves for each element with varying payloads. For the descent element,

the payload sweep was designed to reflect potential ascent gross masses, while the values

for the transfer element were selected to reflect both the descent and ascent element mass.

The assumptions for the amount of Mass Growth Allowance (MGA) used for each

subsystem in the sizing for each of the three elements can be seen in Table 7.3, with

the propellant specific assumptions in Table 7.4. The avionics, consumables, and EVA

subsystems have 0 percent MGA since they are based on historical flight data. The crew

subsystem represents the weight of the crew, which is approximated as 80 kg each. The

other subsystems MGA values are based on information in the AIAA standard for mass

properties control for space systems based on the estimated design maturity [70].

Mass and power value estimates for active Cryogenic Fluid Management (CFM) for in-

space and surface elements were estimated, as BLAST does not currently have the capability
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Table 7.3.: Mass Growth Allowance assumed percentage for each subsystem.

Subsystem MGA(%)

Avionics, consumables, Crew, EVA 0

Environment 23

Power 30

Propulsion, Structures 25

to size systems with active CFM. Active CFM was selected for each of the elements since the

mission architecture in this dissertation has each of the elements transferring out to NRHO

on a BLT. Additionally, the ascent and decent element structural masses were assumed to

have the same inert mass fraction as the respective Apollo elements [71].

Table 7.4.: Assumptions for each of the four propellant options examined: pump-fed
LOX/LH2, pump-fed LOX/CH4, pressure-fed storable, and pump-fed storable.

Propellant Isp (s) Thrust(N) Residuals(%) FPR
(%)

Reference
Engine

LOX/LH2 450 101,800 2 0 RL 10C-1

LOX/CH4 360 40,000 2 0 New Engine

Pressure-fed

storable

326 33,600 2 0 AJ10

Pump-fed

storable

340 55,000 2 0 RS-72

Inert mass breakdowns for each of the ascent elements for the four different propellant

systems can be seen in Table 7.5. Independent of the propellant selection, the avionics,

consumables, crew, environment, and EVA subsystems all are sized to the same mass. This

is a direct result of the mission profiles assuming an 8 day duration(2 surface days, 6 orbit

days) with 2 crew members and a total of 5 EVAs. The power numbers vary due to the
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increased power load required by the hydrogen and methane systems due to active CFM,

which also impacts the propulsion subsystem. For the purposes of this analysis, it is assumed

that the ascent module is capable of returning to Gateway with 100 kg of samples from the

lunar surface.

Table 7.5.: Subsystem and propellant mass breakdown for the ascent elements. Note
that all numbers are in kg.

Subsystem LOX/
LH2 (kg)

LOX/
CH4 (kg)

Press-Fed
Storable

(kg)

Pump-
Fed

Storable
(kg)

Avionics 311 311 311 311

Consumables 147 147 147 147

Crew 160 160 160 160

Environment 851 851 851 851

EVA 503 503 503 503

Power 922 871 848 848

Propulsion 1,812 1,110 1,162 1,123

Structures 2,403 2,019 2,033 2,013

Payload 100 100 100 100

Inert Mass 7,210 6,073 6,116 6,057

Propellant

Mass

6,159 7,067 8,227 7,658

Gross Mass 13,369 13140 14,343 13,715

The size of the Ascent Module will have a direct impact on the size of the Descent

Module and Transfer Element. Plots showing this relationship can be seen in Figure 7.2 for

each of the four propellant options. Additionally, the size of the ascent and descent element

directly impacts the size of the transfer element responsible for pushing the stack from

NRHO to LLO. Plots detailing the transfer element grows as a function of the combined

descent and ascent element mass can be seen in Figure 7.3. For both of these plots, solid
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lines represent the gross mass and dotted lines represent the propellant mass. The blue

curve represents LOX/LH2, orange is LOX/CH4, grey is pressure-fed storable, and green

is pump-fed storable.

Fig. 7.2.: Relationship between payload(or ascent element mass) mass delivered to
Lunar surface from LLO and system gross mass for lunar Descent Modules for various
propellant choices.
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Fig. 7.3.: Relationship between payload mass delivered to LLO from NRHO and
system gross mass for lunar Descent Modules for various propellant choices.

A majority of the descent element masses and some of transfer element masses for

larger payloads are larger than the 15 t CLV limit discussed earlier. For all of these cases,

the respective element offloads propellant to get under the 15 t limit and thus requires a

refueling element to be launched to top off the necessary elements in order to achieve a

successful landing mission. Within the analysis, it is assumed that the refueling elements

have a lifetime of 3 years and any leftover propellant in the refueling element can be used

on subsequent missions.

7.3 Short Stay Surface Missions

The PPO method as previously described is applied to a short stay human lunar lander

space exploration mission and is examined at a high level in terms of cost and schedule.

The results include: A) Demonstration of the methodology applied to portfolio selection of

a single lunar lander mission for four specific propellant choices. Namely a Hydrogen based

architecture, a Methane based architecture, a pressure fed storable based architecture and a
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pump fed storable architecture. B) Application of the methodology to a campaign of several

lunar landing missions in order to evaluate long term trade-offs with cost and schedule.

7.3.1 Single Landing Study

The PPO methodology is applied to a simple example scenario with a single required

mission and with a multi-objective function to reduce both cost and schedule. This ef-

fectively represents the cost of a single mission. The Candidate System Library for this

study is non-exhaustive, but includes several options for many of the systems required for

a cislunar mission. However, based on the preliminary results, some interesting findings are

available and presented here. To compare the various propellant options, 4 cases are evalu-

ated with constraints to only use specific propellant options. The schedule and operational

inner workings of the architecture can be seen and demonstrated at this simple level with

only 1 lunar surface mission.

The high level results of the optimization in terms of the overal cost, year of first

mission and system selection are shown in Table 7.6. Due to its low technical complexity, the

pressure fed storable dominates in terms of having an earliest mission of 2025 and a minimum

total cost of 24 billion USD(2018) for the entire DDT&E, production, and operation of

Gateway elements, landing elements, Orion, and all of the necessary launch vehicles. It

should be noted that since the architecture start date is 2018, most of the development

expenditures for SLS and Orion have already occurred and are not fully included in this

figure. The more technologically advanced architectures have later dates for first missions

and larger initial costs. However, as demonstrated in later sections, some of the more

efficient architectures become cost competitive around 4-5 missions as the pressure fed

storable requires several more refueling elements for subsequent missions.
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Table 7.6.: Stakeholder metrics and system selection(allocation) of single mission
study resulting from optimization. Total architecture cost is represents the entire
cost of flying a single mission including development, production, and operation.

In this study the capability of the lander elements was determined within the optimiza-

tion. As can be seen in Table 7.7, feasible values for the capabilities were found by the

optimization and the resulting requirements scaled accordingly. The values for the variable

capability are the exact minimum required to support other systems and to not contribute

extraneous costs.

As noted before, two options were given for each Transfer Element and Descent Element:

An option that scaled capability with a required gross mass delivered to NRHO up to the

15 mt commercial limit and a second option with a 15 mt gross mass delivered to NRHO

but with the requirement that it be fully fueled before use. Several of the lander elements
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Table 7.7.: Variable sizing values of Transfer Element and Descent Module determined
by optimization. These values represent the optimum values for the variable capability
and requirements of each system.

required prop offloading. This demonstrates the novel capability of variable sizing of systems

within the portfolio optimization.

With single propellant choice architectures, the variable scaling is not strictly necessary

and can be avoided by specifying known fixed capabilities and requirements prior to op-

timization. If an architecture has a mix of propellant choices, such as Methane AM and

Hydrogen DM and Tug, the variable scaling becomes much more beneficial to the user as the

number of potential combinations becomes intractable. However, an assumption was made

such that refueling vehicles were only single propellant type and thus a mixed propellant

architecture would require the development, production and operation of multiple types of

refueling elements. However, a cost optimal architecture was found that combined pump

fed and pressure fed storable propellants as will be demonstrated in the next section.

The life-cycle phase scheduling of each propellant architecture is shown in the gantt

charts in Figures 7.4 - 7.7. The difference in the year of first mission for the various propel-

lant choices results from the development phase of the lander elements. The development

of the Ascent Module is the critical path system for each architecture and the required

development time dictates the year of first mission. As can be seen, the combination of
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Fig. 7.4.: Hydrogen propulsion based architecture single mission scheduling

longer system development time and the required technology development lead to a later

first mission.
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Fig. 7.5.: Methane propulsion based architecture single mission scheduling.

Fig. 7.6.: Storable pressure fed propulsion based architecture single mission scheduling
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Fig. 7.7.: Storable pump fed propulsion based architecture single mission scheduling

Figures 7.8-7.11 detail the system to system interactions within the architecture. The

connectivity and value of capability being transferred is determined by the architecture to

create a feasible and optimal solution.
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Fig. 7.8.: System interactions of Hydrogen propulsion based architecture single mission with type of capability transfer
denoted by color and value of capability transfer denoted with numbers
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Fig. 7.9.: System interactions of Methane propulsion based single mission scheduling architecture with type of capability
transfer denoted by color and value of capability transfer denoted with numbers
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Fig. 7.10.: System interactions of Storable pressure fed propulsion based single mission architecture with type of capability
transfer denoted by color and value of capability transfer denoted with numbers
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Fig. 7.11.: System interactions of Storable pump fed propulsion based single mission architecture with type of capability
transfer denoted by color and value of capability transfer denoted with numbers
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7.3.2 Multi Mission Short Stay Demonstration

The optimization was again applied for varying numbers of lunar lander missions to

investigate trends in total cost. The year of first mission remains the same and scheduling

of subsequent missions depends on SLS and Orion production as well as the ability to

launch multiple refueling missions for certain propellant types. The trends in total cost vs

number of missions is shown in Figure 7.12. For less than 2 total missions, the pressure

fed storable architecture continues to dominate despite requiring a significant number of

refueling tankers and commercial HLV. After 2 missions, the cost of refueling elements and

their launch vehicles overcomes the cost of DDT&E of the pump fed storable architectures

and they become more advantageous in terms of cost. The hydrogen based architecture,

while efficient in terms of specific impulse, is initially costlier in terms of system development

and production and negatively impacts the total cost for a low number of missions. Due to

the power and mass penalties resulting from Cryogenic Fluid Management and insulation,

resulting in increased system complexity, the benefits of the higher specific impulse are

further reduced. At an architecture level, this manifests in a large up front DDT&E cost and

propellant off-loading requiring refueling tankers. At some point between 5 and 6 missions,

the the hydrogen based architecture becomes the cost competitive over the pressure fed

storable architecture but not as competitive as either the methane or pump-fed storable

architectures.

A stakeholder trade-off exists in that while the pressure-fed storable architecture does

offer some initial cost savings and an early first mission, it is eventually less sustainable

economically than the more advanced architectures. Furthermore, it lacks the ability to

eventually leverage In-Situ Resource Utilization that a methane or hydrogen based lander

would eventually be able to utilize.

Nonlinear trends can be seen in the depiction of cost versus landings in Fig. 5 as a

result of integer numbers of selected systems. For some sets of missions, a refueling element

could split capability across multiple missions, resulting in the behavior seen.
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Fig. 7.12.: Total cost of architecture for various number of missions. The pressure-fed
storable architecture has the lowest initial cost but the pump-fed storable architecture
becomes competitive in total cost after a few missions.

Fig. 7.13.: Cost per crew day of architecture for various number of missions. The
pressure-fed storable architecture has the lowest initial cost but the pump-fed storable
architecture becomes competitive in total cost after a few missions.
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Table 7.8.: Stakeholder metrics and system allocation of a 5 surface mission study
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Fig. 7.14.: Example of resulting life cycle scheduling of LH2 Architecture 3 mission
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Fig. 7.15.: Example system to system capability transfer of a LH2 architecture with 3 crewed missions. The type of capability
transfer is denoted by color and the value of capability transfer is denoted with numbers
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7.4 Long Duration Surface Stay

Here we apply the PPO method to the CSL with the intention of assessing long du-

ration missions. Key to these long duration missions is the use of a pre-deployed surface

habitat, power systems, and In-Situ Resource Utilization to produce propellant. Given the

investment required to sustain the development of these systems, the stakeholder may or

may not wish to advance these systems.

The CSL has been modified to include certain long duration stay elements including a

surface habitat, power generation, ISRU equipment, logistics containers, lander elements

that allow surface refueling and long duration missions. The surface habitat is based on

literature representing a minimal habitat and can support 2 person crews for 14 days.

The ISRU setup was assumed to provide hydrogen and oxygen propellant based on water

harvesting of the lunar surface [72]. While lunar methane ISRU is possible, it is more

difficult on the moon and was excluded from this study. The power system was based on

the nuclear Kilopower reactor [73]. Logistics containers supply consumables for 2 person

crews based on consumption rates for water, oxygen, food, clothes and hygiene products as

well as a packing efficiency factor representing the inert mass of the containers [74]. The

lander elements for this study remain unchanged with the exception of the addition of an

unfueled LH2 Ascent Module. Given that the unfueled LH2 AM is substantially lighter,

the rest of the landing architecture will be able to decrease in size and thus cost.

Here we examine a Pareto trade-off between crew days spent on the surface and total

mission cost for various numbers of long and short duration missions. The optimization

is applied with the modified CSL to minimize total architecture cost with certain require-

ments for crew duration spent on the surface. This effectively provides a mathematical

implementation to compare stakeholder desire for crew time spent on the surface versus

total architecture cost. As required crew duration increases, the optimization must select

either additional short stay missions or select systems that enable long duration missions.

Shown below in Figure 7.16 is the resulting Pareto frontier of total architecture cost

and total days spent on the surface. The total cost and surface duration as well as system

allocation are shown in Table 7.9. Points one-three on the Pareto frontier are short stay

mission using a pressure-fed storable AM and TE as well as a pump-fed storable DM. It
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should be noted that this differs from the single propellant study in that this is a mix of two

different engine types. The fourth point on the Pareto frontier is a long stay mission using

the same lander elements but with a deep space habitat and power system to support long

duration stays on the surface. The fifth Pareto point is a long stay mission with storable

TE and DM but with a LH2 AM that is refueled with ISRU on the surface. There exists

certain points along this architecture where major con-ops decisions are optimal. This

analysis demonstrates the ability to conduct trade-off analysis and investigate return on

investment from specific technologies. For stakeholders with tight total budgets, the short

stay mission type for less than 3 missions is optimal. If the stakeholder has the budget to

invest in technologies and is willing to delay the time of the first mission, then a long stay

architecture is more optimal in terms of cost per crew day.

Fig. 7.16.: Pareto frontier of total mission architecture cost and crew duration on the
Lunar surface.
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Table 7.9.: Table of stakeholder values and system allocation from long stay Pareto
frontier

7.5 Discussion

While this study demonstrates the synthesizing ability of Programmatic Portfolio Op-

timization, several improvements in data and models would enhance the value to actual

decision-makers in this domain.
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First, the modified version of the AMCM method, while simple and effective for initial

architecture studies, has two major drawbacks. First, the scaling can be very subjective

in terms of assessing the systems technical complexity and program complexity. A small

change in terms of the complexity ranking can propagate into a large cost or schedule dif-

ference. This issue can be reduced with more accurate understanding of system complexity,

more granularity of scaling or by accounting for uncertainty as a stakeholder constraint or

objective. Second, AMCM is based on traditional NASA procurement methods and does

not encapsulate some of the benefits of the commercial procurement strategies utilized of

today.

Lastly, this analysis assumed development for the lunar lander systems started in 2018.

Many systems have not yet started development and certain commercial lander elements

have already begun development. The goal of this study was to demonstrate a methodology,

and by selecting a common year for start of development of the lander systems allowed a

better comparison. Thus, given the differences in start dates, some propellant choices may

be more or less optimal than demonstrated in this dissertation. However, this method could

be readily adapted for the more detailed status quo with modifications to the CSL.
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8. DEMONSTRATION OF METHODS - MARS SURFACE

EXAMPLE SCENARIO

This study applies the PPO methodology to the design of a human Mars mission and high-

lights the scheduling(E1) and variable capability(E2) enhancements. Steps from Figure

4.4 were followed in that a functional analysis was conducted that identified key capabil-

ities and systems required to accomplish a human landing. Unique system choices were

identified from which the capabilities, requirements, technology dependencies and life-cycle

cost/schedule components were assessed. The Programmatic Portfolio Optimization was

then modeled using the resulting Candidate System Library and optimized with the com-

mercial Gurobi solver. Optimal portfolios of systems are found for various stakeholder ob-

jectives with focus on total cost, earliest landing attempt and Cost Per Crew Day(CPCD)

spent on mars.

The scenario posed here compares heavily with NASA’s Design Reference Architecture

5(DRA) [32] and examines 6 of the suggested architecture trades. This scenario assumes a

timeline that allows for multiple human landings on mars over the course of 15 years. An

assumption was made for this case study that certain technologies such as Nuclear Thermal

Rockets(NTR) and In-Situ-Resource-Utilization(ISRU) were not developed prior to the start

of this mars campaign. The demonstration of results includes a a pareto tradeoff between

cost and performance(crew days on Mars surface) as well as a pareto tradeoff between total

cost and earliest landed mission.

8.1 Capabilities

A functional analysis resulted in a better understanding of interaction of the capabilities

within the architecture. The resulting list of capabilities is defined in Table 8.1 and graphi-

cally represented in the capability map shown in Figure 8.1. A key theme of the capabilities

for this architecture was the transfer of mass between locations and the availability of re-

sources including propellant and crew consumables. A balance between capturing a high
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degree of detail and creating a simplified model that allows reasonable convergence times

was captured in the list of capabilities.

Fig. 8.1.: Capability map of Mars architecture

Table 8.1.: Mars architecture capability descriptions

Capability Description

Exploration A top level capability equal to the crew duration spent

on the surface of Mars (days)

Crew Earth Ascent and Entry Transfer and habitability of crew between Earth surface

and Earth Orbit and vice versa(n)

Mass ES to EO Mass delivered to Earth Orbit from Earth Surface (t)

Habitable Volume in Transit Habitable volume in transit from Earth to Mars and

back(m3)

Habitable Volume at MS Habitable volume on Mars Surface(m3)

Mass Transfer EO to MO FT Mass delivered to Mars Orbit from Earth Orbit via a

Fast Transit trajectory (t)

continued on next page
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Table 8.1.: Mars architecture capability descriptions contin-

ued

Capability Description

Mass Transfer MO to EO FT Mass delivered to Earth Orbit from Mars Orbit via a

Fast Transit trajectory (t)

Mass Transfer EO to MO LE Mass delivered to Mars Orbit from Earth Orbit via a

Low Energy trajectory (t)

Mass Transfer MO to EO LE Mass delivered to Earth Orbit from Mars Orbit via a

Low Energy trajectory (t)

Capture Mass at MO FT Orbit capture at Mars from a Fast Transit trajectory(t)

Capture Mass at MO LE Orbit capture at Mars from a Low Energy trajectory(t)

Capture Mass at EO FT Orbit capture at Earth from a Fast Transit trajec-

tory(t)

Mars Crew Descent Ability to deliver crew members to Mars surface from

Mars Surface (n)

Mars Crew Ascent Ability to deliver crew members to Mars Orbit from

Mars Surface (n)

Deliver Mass MO to MS Ability to deliver mass from Mars Orbit to Mars Sur-

face (kg)

Habitable Volume in Transit Habitable Crew Volume in Transit Orbit (m3)

Habitable Volume MS Habitable Crew Volume on Mars Surface (m3)

LH2 Propellant at LEO LH2 Propellant available in Earth Orbit (kg)

LH2 Propellant at MS LH2 Propellant created on Mars Surface (kg)

Launch Window Capability Ability to deliver a payload to Mars ()

Consumables at EO Consumables required for crew duration at Earth Orbit

Consumables at MS Consumables required for crew duration at Mars Sur-

face
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8.2 Candidate System Library

This example explores a full scale Human mission to Mars that is meant to directly com-

pare to NASA’s DRA 5 [32] and thus has a Candidate System Library that contains the

similar component systems. The CSL was assembled for this study following the steps out-

lined in Figure 4.4. From the functional analysis, general classes of systems were identified

from which several unique systems were identified.

The CSL includes many potential systems but is non-exhaustive. The majority of

potential options were centered around the major decisions of DRA 5. The design tree

is shown in Figure 8.2 and includes decisions based on: which mission trajectory class,

which propulsion type, which Mars capture method, whether to predeploy cargo and assets

to the Martian surface prior to crewed missions, and whether to use ISRU for propellant

production. Six out of eight of the conjunction class missions are examined in this study.

Similar to the DRA 5 analysis, an assumption was made in the system sizer to exclude

systems with gross masses surpassing 800 t as this was deemed logistically challenging and

would be subject to gravity losses. Thus, the chemical propulsive options with propulsive

capture at Mars are excluded. The 6 cases are differentiated in their design decisions in

Table 8.3.

Key to the formation of the CSL is to identify and quantify each systems capabili-

ties, requirements, connectivity/compatibility issues, as well as life-cycle cost and schedule

components for development, production and operation. Each of these characteristics has

been estimated through the use of parametric sizing tools, subject matter experts, available

literature, and historical relations. This list of systems with their attributes form the can-

didate system library from which combinations of systems can then be formed into feasible

architectures.

An overview of the candidate systems used in this study is shown in Table 8.2 with their

respective capability type, requirement type, and technology dependency. More detailed

attribute values for capability, requirements, cost, and schedule components can be found in

Tables C.1-C.3 in the appendix. Many systems capabilities and requirements are known and

have fixed values. Other systems, like the transit propulsion systems are allowed to scale in

terms of their capabilities and requirements and are sized within the optimization using the
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variable capability constraints. The last column of Table 8.2 details the method for sizing

the systems based on their capabilities and requirements with the associated references. It

should be noted that every effort was made to use publicly available information based on

conference papers, journal articles, textbooks, and technical reports for the system sizing.

A future user could readily use a proprietary or government sizing tool to replace these

values.

Table 8.2.: Overview of Mars Candidate System Library
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Fig. 8.2.: Design Reference Architecture 5.0 Trade Tree [32]

Table 8.3.: Design Reference Architecture 5.0 Trade Tree Options

The relationships between the propulsion systems capabilities and requirements was

estimated with a custom sizing tool that incorporated the rocket equation, several assump-

tions for the delta-V cost of various maneuvers, and properties of different propulsion types.
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Both Nuclear Thermal Rocket propulsion and traditional liquid chemical rocket propulsion

were assessed in this study. Delta-V differences in the sizing included whether the system

was required to: a) conduct propulsive capture at mars, b) propulsive capture at earth,

c) whether it was responsible form moving mass from Earth Orbit to Mars Orbit as well

as Mars Orbit to Earth Orbit, and d) whether it used a Fast Transit(FT) trajectory or a

Low Energy(LE) trajectory. Further details on assumptions and values are found in the ap-

pendix. From this sizing, relationships between capability(payload delivered to Mars) and

the variable requirements(mass delivered to EO, propellant required at EO, and required

capture mass) were produced. These relationships are detailed in Figures XXX-XXX in

Appendix XXX

Estimation of other system capabilities, requirements, and cost/schedule components

was a mixture of literature review, propulsive sizing and expert opinion. References for the

values are detailed in the last column of Table 8.2. Cost and schedule components were

again estimated using the AMCM approach detailed in section 4.5.1. Further details of

the sizing for the respective systems can be found in Appendix Section C. A critical issue

discovered was the difficulty posed by export control in regards to cost/schedule estimates.

While there are more accurate tools to estimate cost and schedule than those demonstrated

here, the AMCM method provides some a reasonable accurate estimate while being agnostic

of proprietary or sensitive data.

Each system was examined as to whether it requires any technologies that were be-

low a NASA Technology Readiness Level(TRL) 6 [68]. For each technology the cost and

schedule required to raise the technology to TRL 6 was either estimated or determined

through literature. Several methods exist to estimate cost and schedule components for

these technologies, but are often proprietary and not available to the public. For instance

the Technology Cost and Schedule Estimating Tool(TCASE) developed by NASA for this

explicit purpose is tightly controlled and not available to the public [57]. Additionally, any

paper using these values would not pass export control due to the sensitive nature of cost

values. To illustrate the ability to include technology scheduling within the PPO method,

estimated values for cost and schedule from literature are used instead.
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8.3 Single Mission Comparison

Given the constraints as previously described and the Candidate System Library, the

optimization problem can be formulated via the YALMIP package [61] and solved using

the Gurobi Solver [62]. To compare the different DRA architecture cases, an optimization

problem for each mission case is formulated by constraining the use of specific systems.

For instance, for case A the use of NTR propulsion, ISRU, Aerocapture, and pre-deploy

of assets are set as required systems within the constraints. For each case a single surface

mission is required.

The high level results of the optimization are shown in Table 8.4. The chem based

architectures offer the earliest possible mission opportunity due to their comparatively less

complex propulsive technologies. The lowest cost option is case G, the NTR propulsive

capture, non ISRU, and all-up architecture. This partly stems from requiring less devel-

opment of required technologies like aerocapture and ISRU but will require substantially

more propellant refueling than the other NTR missions. All-up architectures benefit from

requiring the development of only a single type of transit propulsion(Fast Transit) where

a pre-deploy is required to develop a cargo(Low Energy) and a crew variant(Fast Transit).

This may not accurately portray reality as the differences between a cargo propulsion sys-

tem and the crewed propulsion may be minor and focused only on the magnitude of velocity

change required(Fast Transit vs Low Energy). Future improvement to the method could

investigate this further.

The Pareto frontier of cost versus first landing attempt is shown in Figure 8.3. Given

that schedule is partially dictated by launch windows there is only a small variability in the

schedules with 3 main values. For instance, an architecture may be ready but could have

to wait a year for the next available launch window. Schedule is heavily differentiated by

the choice of propulsion(NTR vs Chem) as the development time of the NTR systems are

much lengthier than the chemical propulsion systems. Lastly, the all-up vs pre-deploy trade

allows some architecture like case G to land crew over 2 years(one launch opportunity)

earlier than the similar pre-deploy architecture case E. The zone of sub-optimal portfolios

contains many feasible architectures that are sub-optimal but are not plotted in the figure.



128

Table 8.4.: Comparison of stakeholder values resulting from optimization of DRA
mission cases. Results include total cost and year of first mission.

Fig. 8.3.: Pareto frontier of DRA mission cases - cost vs first landing. Variability
in schedule of cases is dependent on technology development and launch window
opportunities.

A graph of the system-to-system interactions of Case A is shown in Figure 8.4. A

hierarchical flow of capability is seen in that launch vehicles lift a payload to earth orbit,

the propulsion systems send that payload to Mars orbit, an aerocapture system captures the

payload around Mars and lander elements deliver the payload to the surface. On the return
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Table 8.5.: System selection results from optimization for DRA mission cases

to earth: crew are transported in the deep space habitat which is delivered by the propulsion

system. The crew land in the Orion vehicle that they originally landed in. A gantt chart

of the lifecycle phase scheduling of case A is shown in Figure 8.5. The relationship between

technology development and system development is evident in the start and end times of

the respective phases. Since Case A is a predeploy architecture, the surface habitat and
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ascent vehicle are sent on a Low Energy transit the preceding opportunity. Graphs and

gantt charts of other missions cases can be found in the appendix.



131

Fig. 8.4.: System-to-system interaction of single mission case A architecture. Capability transfer type is denoted with color
and capability transfer value is represented by the numbers over the arrows. For instance, Government Super Heavy Lift
1A #2 provides 95 units of the ES to EO capability to the NTR TransProp 1W AC LE Var #2. AC = AeroCapture, LE
= Low Energy,FT = Fast Transit, Var=Variable capability system.
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Fig. 8.5.: Life-cycle phase scheduling of single mission case A architecture. The first mission is dependent on the development
and production of all required systems as well as the timing of launch windows. Pre-deploy of lunar surface systems(Surface
habitat, power, ISRU and ascent vehicle) is delivered on the preceding launch window before crew arrival.
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8.4 Multi Mission Study

The optimization was again tested for each DRA case with the requirement for pro-

gressively increasing number of missions. The Cost Per Crew Day for each mission can be

calculated for each number of missions and each DRA case using the total architecture cost,

crew size and expected surface duration(500 days). A plot of the trends of the is shown in

Figure8.6 and 8.7. As can be seen, the lowest cost option for a single mission is not the

lowest cost option for multiple missions and illustrates the trade-off between development

costs and return on investment. For example, while the NTR missions(Excluding case G)

are initially more expensive than their chemical counterparts for a single mission, the total

cost of several NTR missions is lower than their corresponding chemical architectures for

the same number of missions. It’s clear that if the stakeholder made the system selection

based on only one mission, they would fail to realize the cost savings of some of the high

tech systems like NTR and aerocapture.

Fig. 8.6.: Cost vs Mission count
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Fig. 8.7.: Cost per crew day vs Mission count
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9. DEMONSTRATION OF METHODS - MOON TO

MARS SURFACE EXAMPLE SCENARIO - PROGRESS

AND REMAINING CHALLENGES

In this study, an example of the stepping stones approach applied to a Moon-to-Mars archi-

tecture is demonstrated. Highlighted in this example are the E1, E2, and E3 enhancements

with particular emphasis on the time dependent objective E3 enhancement. An assumption

is made that for the first 15 years the stakeholders want to maximize person-days spent on

the Moon and for the second 15 years to maximize person-days on Mars.

The Candidate System Library for this study is simple the combination of the Lunar CSL

and the Martian CSL. The Programmatic Portfolio Optimization was then modeled using

the resulting CSL and optimized with the commercial Gurobi solver. Optimal portfolios of

systems were sought for various stakeholder objectives with focus on minimizing total cost

and maximizing surface duration on the Moon and Mars.

9.1 Candidate System Library

The Candidate System Library for this study is made up of systems for both lunar and

Mars missions and utilizes the CSL of both the Moon and Mars studies shown in Tables 7.2

and 8.2. Of particular interest are the technologies that overlap between the two libraries

as selecting common technologies is expected to reduce overall cost. The list of common

technologies includes: Cryogenic Fluid Management, precision landing, nuclear power, and

In-Situ Resource Utilization.

The PPO problem is formulated as described with the E1, E2 , and E3 enhancements

implemented as constraints. An objective function is formed that maximizes the total

number of days spent on the Moon, maximizes the total number of days spent on Mars,

and minimizes total cost of the entire multi destination architecture. The Multi domain

constraints are applied such that for the first 15 years only lunar missions are allowed and

following that Mars missions are allowed for 15 years.



136

9.2 Difficulties and Further Work

Several issues were discovered in the stepping-stone study that make optimization cases

of this size impractical and in some cases impossible. It was found that large problems of

this size with all three enhancements take days to weeks to solve. The long run time of the

stepping-stone problem precludes both the ability for extensive exploration of the design

space where many sequenced iterations of the case may be solved with varying system

designs, objectives, and constraints. It may preclude the adaption to a concurrent design

team where decisions are iterated within hours.

This work was meant to demonstrate the Programmatic Portfolio Optimization method

on an applicable Moon to Mars scenario. Given the size of the Lunar architecture design

space as well as the Mars architecture design space, the resulting combined problem is

relatively massive. Because Xcij scales in two dimensions with the number of systems,

the resulting problem scales quadratically with the number of systems. In practice, given

the CSL of both missions, the resulting problem takes days before reaching any reasonable

convergence value and weeks to reach a Mixed Integer Programming bound gap of less than

1%.

This is impractical for a number of reasons. In the application of this method, it was

useful to vary either the objective function, systems within the candidate system library,

or architecture requirements to examine trade-offs within the design space. Week long run

times make this sort of analysis impossible. Additionally, this method is best applied as an

iterative process where initial inputs such as the CSL are examined and improved, which is

hindered with long run times.

Several modifications were made to improve computational efficiency with the goal of

applying the multi-domain enhancement in a practical solve time. Many parameters of the

Gurobi solver were modified in an attempt to improve solving time and follow guidelines

laid out by Klotz et al. [75]. The behavior of the solver can be characterized as a “lack of

progress in the best bound” and as such modification to the solver parameters governing

branching and cut generation were explored. A medium sized case with a 10 minute solve

time was used as a test of parameter improvement. With no modifications, this case served

as a control for comparison. Each parameter was modified, tested, and compared with the
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control for solver improvement as well verifying the optimal solution was found. Other than

convergence thresholds, three parameters were found to have the maximum effectiveness:

branch variable selection strategy, global cut generation control, and the high level solution

strategy parameter. “Pseudo Shadow Price Branching” was found to be the most effective

as the branch variable selection strategy. A “moderate” level of global cut control was found

to be most effective to limit excessive cutting. Additionally, Gurobi has a parameter that

allows the user to control the high-level solution strategy called “MIPFocus.” Each value

was tested for improvement with the best performance using a value of either 1(“finding

feasible solutions quickly”) or 3(“Improving a slow moving bound”) [62]. Some differences

in application scaling of the MIPFocus variable in that a value of 1 was more more effective

with relatively small-medium sized problems where was a value of 3 was more effective with

relatively larger problems. The combination of parameters led to an improvement of 20-30%

as applied to the test case over the default settings. However, this improvement may not

be the same for smaller or larger problems.

Every constraint and parameter of the PPO method was systematically examined with

the goal of tightening the problem formulation as recommended by Klotz et al. [75]. This

problem has several Big-M formulations in both the operational constraints as well as the

schedule constraints. Big-M constraints are used to implement integer logic and can be

cause significant issues for mixed integer solvers [76]. Several Big-M constraint formulations

were improved using the Implies function within YALMIP [61] which can allow an even

tighter bound on the Big-M formulation. In terms of values within the Big-M constraints,

considerable care was given to selecting the absolute lowest value of M in order to tighten

the problem formulation. For schedule constraints this involved setting an appropriate end

time for the architecture and for operational constraints this involved determining the max

value of every type of capability present within the CSL. Together, this led to the largest

difference with an overall improvement of over 80% in solve time.

All of the results demonstrated in this paper result from applying the version 9.0.2 of

the Gurobi commercial solver which is very efficient for small to medium PPO problems.

Other solvers including CPLEX, the generic Matlab integer linear programming solver, and

many others were investigated through either literature review or direct testing [77, 78].

Gurobi was found to offer the best performance. For larger PPO problems like the Moon
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to Mars scenario, the solution time is on the order of days to weeks. While Gurobi and

computer processors will continue to improve, a custom solver utilizing column generation

and an improved constraint pricing strategy may offer greater improvement. This would be

a considerable and difficult task to implement. Both CPLEX and Gurobi have a history of

substantial annualized improvements to the efficiency of their solvers and may eventually

be able to solve this problem type ans scale in a reasonable amount of time.
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10. CONCLUSIONS AND FUTURE WORK

10.1 Summary

The work presented in this dissertation demonstrates an approach to finding portfo-

lios of systems that optimize stakeholder objectives like cost, schedule, robustness, and

performance as well as forming feasible architectures by accounting for system-to-system

interactions and life-cycle scheduling. The large number and significant variety of systems

available for space exploration missions produce countless potential architecture combina-

tions. Compounding this are the scheduling intricacies of system life-cycle phases, time

dependent operational dependencies, as well as the uncertainty associated with each sys-

tem and technology in terms of cost, schedule, and performance. Traditional architecting

emphasizes the individual design of component systems over the wide-ranging and robust

assessment of architecture options early in mission design. A top down method that can

assess the capabilities, requirements, and risks associated with the diversity of available

space systems and form optimal portfolios of interdependent systems is necessary.

Several stakeholder analysis needs were discovered that were not fulfilled by the status

quo in literature. The bottom up approach that is prevalent in most architecture stud-

ies limits SoS managers from effectively comparing possible combinations of systems and

technologies in terms of high level stakeholder objectives like cost, schedule, robustness,

and performance. Robust Portfolio Optimization could be a method to make those com-

parisons. However, the current version of RPO lacks the ability to assess the schedule

impacts of certain systems on the resulting architecture as well as the ability to optimally

size systems within the optimization. Current space technology assessment methods focus

on how directly related systems are impacted or examine a correlation with a stakeholder

objective. The inclusion of technology dependencies within the Programmatic Portfolio

Optimization formulation allows the comparison of technologies when they are integrated

within the architecture.
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The primary research thrusts produced several enhancements were made to the Robust

Portfolio Optimization formulation to create the Programmatic Portfolio Optimization for-

mulation with the goal of solving the identified literature gaps. The three main contributions

from these enhancements addressed literature gaps.

1. Life-cycle Phase Scheduling - Scheduling was introduced by accounting for system

life-cycle phases including development, production, and operation. New constraints

relate the various phases to each other and account for the duration of each phase.

The scheduling problem is integrated with the operational realm through constraint

logic. Finally, technology dependency dependencies were added to account for low

Technology Readiness Level of certain required hardware.

2. Variable Capability sizing - Previous versions of Robust Portfolio Optimization re-

quired fixed values for the capabilities of a system prior to optimization. In certain

scope areas such as space systems, there often exists a chain of system dependency

where a small change in a single system has a cascading effect throughout the ar-

chitecture. Allowing systems to be sized within the optimization allows for a more

optimal architecture and more accurate assessment of system options.

3. Multi Domain Optimization - The ability to focus on different periods of time allows

for optimization of evolving stakeholder interest. This is particularly useful for a

Moon to Mars type architecture where mission objectives change with time. This

enhancement allows the assessment of technology value over different time domains.

Several examples illustrate the application of the methods to different scenarios. The ex-

amples in Chapter 5 are simplistic scenarios that focused on demonstrating the three en-

hancements at the most basic level. The Candidate System Library for these was composed

of fictitious systems with minimal complexity to help demonstrate the principles.

The second example explored an architecture with a focused on using a lunar orbital

station for crew missions and demonstrated the scheduling enhancement along with some

of the original features of Robust Portfolio Optimization. This example highlighted the

scheduling enhancement by comparing different propulsion options for reaching the lunar

station and the resulting impact on mission schedule, stakeholder value, and total architec-
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ture cost. Additionally, two adaptations of the robustness metric were examined in terms

of operational and financial robustness.

The third example examined a Lunar surface architecture using the lunar station and

crewed lander elements. This example highlighted both the scheduling enhancement as well

as the variable capability enhancement. Different options for lander elements were explored

and examined in terms of cost and schedule. Additionally, trends in sustainability and

return on investment of technologies were explored.

The fourth example examined a Mars surface architecture using the lunar station and

compares the recommended cases from NASA’s Design Reference Architecture 5. This

example highlighted both the scheduling enhancement as well as the variable capability

enhancement. Architecture cases were explored in terms of cost and schedule. The fi-

nal recommendation from the DRA 5 assessment was neither the optimal choice for cost

nor schedule for a single mission. Trends in cost were explored for multiple missions and

the return on investment from technologies like Nuclear Thermal Rockets and ISRU was

examined.

The last example explored a Moon to Mars campaign and attempted to highlight the

scheduling adaptation and the multi domain optimization enhancement. Technologies and

systems were identified that benefit both the Lunar and Martian architectures and included

in the Candidate System Library. A limitation was discovered in that applications of the

PPO to problem of this scale results in solution times on the order of days to weeks. A

number of remedies were attempted with limited success. A number of future work areas

was identified that could improve the efficiency of the model and reduction of solve time.

10.2 Further Work

This work was meant to demonstrate the Programmatic Portfolio Optimization method.

Several areas to further advance the method were identified.

• More Accurate Assessment of System Properties - Every effort was made to charac-

terize each system as accurately as possible in terms of capability, requirements, cost,

and schedule. However, without access to an experienced design team or proprietary

sizing tools, many estimates and assumptions had to be made. Since the data used
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for many systems is representative, but not authoritative, the results are examined

from the perspective of evaluating efficacy of the method. If this method is applied

at a decision making level, more accurate tools and methods should be used to char-

acterize the various system options. For instance, NASA has a tool and database

called Technology Cost and Schedule Estimation(TCASE) to document the cost and

schedule components of potential technologies. This database could easily be used as

an input to PPO but is not available to the academic community. Additionally, tools

like the Beyond LEO Architecture Sizing Tool(BLAST) were used for some but not

all of the sizing in this demonstration. Application of BLAST or similar tools would

improve the accuracy of system sizing.

• More Efficient Solver - All of the results demonstrated in this dissertation result from

applying the Gurobi commercial solver which is very efficient for small to medium

PPO problems. For larger PPO problems like the moon to mars scenario, the solution

time is on the order of days to weeks. This may be impractical for some mission

planning teams. While Gurobi and computer processors will continue to improve, a

custom solver utilizing column generation and a constraint pricing strategy may offer

greater improvement.

• Alternate Systems and Concepts - The goal of this study was not to discover the

best architecture but to demonstrate a method that could be used to do so. In

terms of the Martian architectures, several concepts including electric propulsion,

hybrid propulsion, several forms of mars ascent vehicles, and several forms of Entry

Descent and Landing were not explored. In terms of the Lunar architecture, the

rapid pace of the Artemis Mission limits some of practical design space given that

funding and development has already been allocated. However, assessment of other

system options, especially surface systems, can still be assessed and may highlight a

beneficial strategy.
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A. APPENDIX A LUNAR ORBIT APPENDIX

This appendix includes relevant details for the Lunar Orbit scenario(Chapter 6).

Table A.1.: Phased life cycle cost and schedule estimates for each potential system.
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Table A.2.: Capabilities section of example Candidate System Library as used in
calculation of preliminary results.
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Table A.3.: Requirements section of example Candidate System Library as used in
calculation of preliminary results.
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B. APPENDIX B LUNAR SURFACE APPENDIX

This appendix includes relevant details for the Lunar surface scenario(Chapter 7).
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Table B.1.: Advanced Mission Cost Model inputs and Phased life cycle cost and schedule estimates for each potential system
and technology.
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Table B.2.: Capabilities section of example Candidate System Library as used in calculation of results.
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Table B.3.: Requirements section of example Candidate System Library as used in calculation of results.
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C. APPENDIX C MARS SURFACE APPENDIX

This appendix includes relevant details for the Lunar surface scenario(Chapter 8).
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Table C.1.: Phased life cycle cost and schedule estimates for each potential system.
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Table C.2.: Capabilities section of example Candidate System Library as used in calculation of preliminary results.



158

Table C.3.: Requirements section of example Candidate System Library as used in calculation of preliminary results.
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Propulsion Sizing Details Propulsion Type Details NTR

• ISP = 1000

• L =0.3

LH2 Chem

• ISP = 450

• L =0.16

DV Estimates Fast Transit

• TMI = 4000 m/s

• TEI = 1500 m/s

• Propulsive Capture = 1500 m/s

• Aerocapture Propulsion DV = 375 m/s

Low Energy Transit

• TMI = 3600 m/s

• Propulsive Capture = 1500 m/s

• Mars Aerocapture Propulsion DV = 375 m/s

(a) One Way Low Energy (b) Two Way Fast Transit

Fig. C.1.: Chemical Propulsion - Aerocapture



160

(a) One Way Low Energy (b) Two Way Fast Transit

Fig. C.2.: Chemical Propulsion - Prop Capture

(a) One Way Low Energy (b) Two Way Fast Transit

Fig. C.3.: NTR Propulsion - Prop Capture
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(a) One Way Low Energy (b) Two Way Fast Transit

Fig. C.4.: NTR Propulsion - Aerocapture
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