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ABSTRACT

Lattices composed of bistable elements are of great significance across various fields of

science and engineering due to their ability to support a class of solitary waves, called tran-

sition waves. Common with all solitary waves, transition waves carry highly concentrated

energy with minimal degradation and thus have many useful engineering applications, such

as extreme waveguides, bandgap transmission, vibration absorption, and energy harvest-

ing. The rich dynamics arising from the strong nonlinearities of the constitutive bistable

microstructures still have much to be unveiled for the practical implementation of the tran-

sition waves in real-world engineering structures. Especially, the quasi-particle characteristics

of the transition waves can potentially address the performance limits posed by the unit cell

size in linear metamaterials.

In this thesis, we first present an input-independent generation of transition waves in the

lattices of asymmetric bistable unit cells when snap-through transitions occur at any site

within the lattice. The resulting responses are invariant across the lattice except near the

boundaries. These characteristics imply useful applications in broadband energy harvest-

ing, exploiting the highly concentrated energy of the transition waves. We further observe

that the inherent lattice discreteness induces dominantly monochromatic oscillatory tail fol-

lowing the main transition wave. This radiated energy of the tail can always be efficiently

harvested through resonant transduction regardless of the input excitations. This type of

bistable lattice transforms any input disturbance into an output form that can be conve-

niently transduced; thus, energy harvesting becomes an inherent metamaterial property of

the bistable lattice.

To enhance the responses further for improved energy harvesting capability, we introduce

engineered defects in the form of a mass impurity, inhomogeneous inter-site stiffness, and

their combinations, achieving localization of energy at desired sites. Remarkably, we also

observe a long-lived breather-like mode for the first time in this type of lattice. To enhance

the tail motions globally across the lattice, we investigate the responses in a set of bistable

lattices with the same mass and elastic densities but with different lattice spacing distances
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(or lattice discreteness). From the available tail energy, we observe a significant increase in

the harvesting capability with the increased lattice discreteness.

Next, the effect of functional grading on the onsite and inter-site stiffnesses are investi-

gated to augment the control of the transition waves in the bistable lattices. The unidirec-

tionality still remains in the direction of decreasing stiffness, while a boomerang-like wave

reversal occurs in the direction of increasing stiffness. Both the compression and rarefaction

transition waves are allowed to propagate, enabling continuous transmission of the tran-

sition waves without complex resetting mechanisms, thus expanding the bistable lattices’

functionality for practical applications.

The observed input-independent dynamics of the one-dimensional bistable lattices can

be extended to higher-dimensional metastructures by allowing macrostructural flexibility.

Metabeams composed of spring-joined bistable elements are subjected to in-plane sinusoidal

input at the microstructural level, and the out-of-plane responses at the macrosctructural

level are measured. As long as transition waves are triggered within the metabeam, the most

dominant output frequency occurs near the natural frequency of the macroscopic structure

regardless of the input excitations initiating the transition waves, yielding energy transfer

between uncorrelated frequencies.

Finally, high-fidelity in-house numerical solvers are developed for the massively paral-

lelized computation of the problems involving generic bistable architectures, addressing the

problem size limit. The improved numerical solution accuracy and computational perfor-

mance, compared to those of commercial solvers, provide great potential to discover new

dynamics by drastically expanding the accessible analysis regimes.

The experiments, simulations, and theoretical contributions in this thesis illustrate the

possibilities afforded by strongly nonlinear phenomena to tailor the dynamics of materials

systems. Importantly, the presented results show mechanisms to affect global dynamic prop-

erties unconstrained by the unit cell size, thereby offering new routes to extreme dynamics

beyond current metamaterial architectures.
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1. INTRODUCTION

1.1 Background

1.1.1 Acoustic Metamaterials

In the past two decades, the concept of metamaterials [ 3 – 5 ] has drawn significant research

attention due to their potential to expand the feasible material property space [  6 ]. In its

most general definition, a metamaterial encompasses any material whose constitutive units

are artificially engineered to exhibit unconventional mechanical (e.g., negative Poisson’s ra-

tio [ 7 – 9 ], negative thermal expansion coefficient [  10 – 12 ]), acoustic (e.g., negative refractive

index [  13 ], negative effective mass density [  14 ]), and electromagnetic (e.g., negative per-

meability and permittivity [  15 ]) properties. Particularly, the dynamic properties of typical

metamaterials can be fully characterized by the associated wave dispersion relations (or the

band structures of the phonon, the quantum of the vibration) [  16 ,  17 ], and the high tuning

flexibility of the dispersion relations have been exploited to yield a myriad of engineering

applications, such as transmission lines, noise control, energy harvesting, superlenses [ 18 ],

and cloaking [ 19 – 21 ].

The dispersion relation mainly arises from two different mechanisms, namely, Bragg

scattering [  22 ] and local resonance [ 2 ,  23 ] [Fig.  1.1 ]. Bragg scattering occurs in a periodic

arrangement of scatterers, where the interference between the incident and radiated waves

control the allowed and prohibited bands for wave propagation. However, its engineering

practicality is limited since the spatial gap needs to be of the order of the operating wave-

length. That is, the size of the structures need to be impractically large to influence wave

propagation at the low-frequency regime. For example, the artwork in Fig.  1.1 (A), known

to have the sound attenuation peak at 1,670 Hz, provides a qualitative idea of how large a

structure need to be for low-frequency operations [  1 ,  24 ]. On the other hand, the local reso-

nance utilizes the inertial and elastic properties of the unit cell itself, theoretically enabling

spectral gaps several orders smaller than the relevant wavelengths as long as the target mass

and stiffness values can be realized. However, the tunability of these values are still restricted

by physical sizes of the constitutive elements – for example, to achieve a unit cell with a

low characteristic frequency, either the stiffness needs to be negligibly small (which would
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Figure 1.1. (A) Sempere’s sculpture, exhibiting Bragg’s scattering phe-
nomenon (from Ref. [  1 ]). (B) Locally resonant sonic materials (from Ref. [  2 ]).

cause the loss of static stability of the structure), or the inertia needs to be impractically

high (which would occupy a large space even with the densest materials available in nature).

Hence, utilization of the local resonance is not entirely free from the size issue of the unit

cells; there still exists physical limitation for allowed performance ranges.

Compared to abundant research on the behaviors of the metamaterials in the linear

regime, the utilization of nonlinearities in metamaterials has still much to be explored. For

structures involving weak nonlinearities (i.e., small perturbations while keeping the effect of

the first few higher-order strain terms), the associated nonlinear dispersion relations can be

obtained systematically [  25 – 28 ]. The introduced nonlinearities make the dispersion relations

amplitude-dependent and alter the location and size of the bandgaps [  29 ,  30 ]. However,

the expansion of the desired performance is only a small perturbation around the linearized

counterpart; the reliance on Bragg scattering or local resonance as the underlying mecha-

nism for defining the metamaterials’ dynamic characteristics still remains. To surpass this

performance limit, we need a fundamentally different mechanism to govern the dynamic char-

acteristics of the metamaterials from the scattering or local resonance. A potential route is

to exploit intrinsically nonlinear mechanisms with no linearized counterparts for the design

of metamaterials. In § 1.1.2 , we present metamaterial architectures composed of bistable

microstructures, enabling particle-like transmission of energy. Such architectures can po-

tentially provide a transformative route to address the restricted operating bandwidth and

surpass the existing performance limit set by the unit cell size.
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Figure 1.2. Typical shape of (A) a non-topological soliton (from Ref. [ 31 ]) and
(B) a topological soliton. (C) Pendulum chain connected by torsional springs
(from Ref. [  32 ]). (D) Bistable latttice with asymmetric onsite potentials under
magnetic interaction.

1.1.2 Solitary Waves

Solitary waves (or solitons in a less restricted sense) display uninterrupted propagation of

stable pulses even in dispersive systems and are known as the most stable ways to transmit

energy [  33 – 35 ]. Not only their apparent merits in terms of stable propagation of energy

but also their remarkable mathematical properties, appearing in the context of completely

integrable systems [  36 – 40 ], and great potential to explain many physical phenomena, such as

shallow water waves [ 39 ], signal propagation in optical fiber [  41 ,  42 ], gravitational waves [  43 ],

and DNA fluctuations [  44 ], have attracted scientists in many different fields over the last

half century. Solitary waves are also of practical importance in engineering applications since

their generation requires nonlinear sources, which are present in any real physical systems,

to cancel inherently dispersive effects.

There are two main classes of solitary waves: topological solitary waves and non-topological

solitary waves. The term topology in this context is the topology of the potential energy sur-

face of the system [ 45 ]. Any pulse whose waveform starts and ends at the same state is

called a non-topological wave [see Fig.  1.2 (A)]. On the other hand, one with different start-

ing and end states is called a topological wave [see Fig.  1.2 (B)]. Due to its state transitioning
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characteristic of the waveform, the topological wave is also called a transition wave [ 46 – 49 ].

The very nature that its waveform is formed across two different energy wells makes the

topological solitary wave more stable than the non-topological counterpart; that is, it re-

quires much more energy to break the topological waveform. The governing equation of the

system having topological solitary waves is invariant under Lorentz transformation, hence

suitable for demonstrating special relativity. Also, the energy density of the topological

solitary waves can be shown to have a localization with an effective mass, essentially be-

having like a particle [ 31 ,  45 ]. Hence, its dual characteristics as a wave and particle have

attracted the quantum mechanics community as well. Furthermore, simple models based on

topological solitary waves can be used to explain macroscopic behaviors such as plasticity in

materials [ 50 – 55 ], ferroelectricity [ 56 ], and Bose-Einstein condensate [ 57 ,  58 ].

Compared to the considerable amount of theoretical and numerical work revealing the

existence and characteristics of the solitary waves, the experimental demonstrations of the

solitary waves have been mostly limited in hydrodynamic [  59 – 61 ] and optical systems [  42 ,

 62 – 64 ]. However, to transfer the extreme transport properties of the solitary waves into

forming acoustic metamaterials, experimental realization in mechanical systems is essential.

One successful implementation has been achieved in the context of granular chains [  65 ,  66 ],

where strong nonlinearity in the inter-site Hertzian contact force gives rise to a class of non-

topological solitary waves. In terms of topological solitary waves, on the other hand, the

experimental mechanical model has long been limited to the classical pendulum chain [ 32 ]

[see Fig.  1.2 (C)].

Topological solitons are strictly nonlinear phenomena implying that their behavior has

no linear counterpart and cannot be analyzed by linearization, thus serving as a poten-

tial mechanism for creating nonlinear metamaterials. Recently, lattices composed of bistable

unit cells [ 67 ,  68 ] under various forms of inter-site forces [ 69 – 73 ] have shown to exhibit stable

propagation of topological solitary waves, or transition waves [see Fig.  1.2 (D)]. In particular,

the imposed asymmetry in each onsite potential interacts with the external dissipation and

produces a unique unidirectional property [ 69 ,  70 ]. Using bistable elements as microstruc-

ture building blocks also has a particular advantage in constructing metamaterials since a

collection of bistable elements can be readily manufactured into a structured material form,
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Figure 1.3. (A) Typical linear vibration energy harvester (from Ref. [  74 ]).
(B) Bistable nonlinear energy harvester and its power output comparison with
monostable harvester (from Ref. [  75 ]). (C) Metamaterial-based energy har-
vester designs (from Ref. [ 76 ,  77 ]). (D) Generation of oscillatory tail as a
result of propagating snap-through transition at each site. The tail vibrates
dominantly at a single frequency.

as opposed to the classical pendulum chains. If macroscopic dynamic properties can arise

from such quasi-particle waves, we may potentially achieve a new mechanical platform that

fundamentally breaks the tie between the unit cell design (determining the phononic band

structure) and the resulting dynamic properties.

1.1.3 Broadband Energy Harvesting

Conventional linear vibration-based energy harvesters operate on the resonant excita-

tion of the host structure [  78 – 81 ]. This limits their optimal performance only to narrow

bandwidths around the host structures’ natural frequencies [see Fig.  1.3 (A)]. Exploiting the

dynamics of nonlinear oscillators has been one popular area of research to improve such
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restricted bandwidth since coexisting solution branches generally allow a broader spectrum

of response amplification [ 74 ,  82 – 88 ] [see Fig.  1.3 (B)]. However, the harvester’s fundamental

reliance on its mechanical resonance still limits the usefulness only to a finite frequency band

around the system’s linear resonant frequency. As an alternate route, the idea of exploiting

band gaps or energy-carrying waves in metamaterial-inspired structures has drawn research

attention in that their locally-resonant building blocks allow for high flexibility in tuning

the operational frequency bands and miniaturizing the harvester designs [ 76 ,  77 ,  89 – 96 ] [see

Fig.  1.3 (C)]. Even so, they are still not fully free from the size constraints since their perfor-

mances fundamentally depend on the characteristic frequencies of the unit cells as introduced

in §  1.1.1 . This implies that the metamaterial needs to be designed impractically large to

achieve a low-frequency energy harvester.

This aspect can change drastically with the observation and implementation of solitary

waves in nonlinear metamaterials as introduced in §  1.1.2 . As a corollary to the extreme

directionality observed in the bistable lattices with asymmetric onsite potentials, it can be

further identified that such lattices have response invariance that is totally independent of

the types and intensity of the input excitations upon generation of transition waves in the

lattice [ 97 ]. The response invariance applies not only to the main transition part of the wave

but also to the radiated oscillatory tail resulting from the snap-through transitions of the

unit cells. The motion of the tail, or phononic radiation, is dominated by a single frequency

[see Fig.  1.3 (D)] since it is essentially the free vibration around one of the stable equilibria,

which originates from the local state transition imposed by the traveling topological soliton.

This energy radiation as a transition wave propagates is a result of lattice discreteness,

or in other words, the continuum is formed by an array of individual constitutive units.

This input-independent nature and the response invariance are particularly beneficial for

broadband energy harvesting in that we can transform any types of inputs, even quasistatic

or random excitations, into a specific type of output that is convenient for power conversion

as long as transition waves are triggered. Thus, we can achieve resonant transduction from

the tail vibrations every time the unit cells are excited by the transition waves along the

lattice. With an integrated power conversion mechanism at each unit cell, the bistable

lattices can serve a supplementary function of powering small but crucial devices without

23



constantly matching resonant frequencies to the frequencies of the sources. In the sense that

the harvesting capability is coupled to the ability to transmit transition waves, the bistable

lattices can be regarded as intrinsically energy-harvesting metamaterials.

1.1.4 Response Enhancement in Metamaterials

In §  1.1.3 , we have shown that the energy in the single-frequency tails left behind prop-

agating transition waves can be efficiently harvested through resonant transduction. There-

fore, amplifying the induced tails is central to improving energy harvesting capability. One

approach to enhance the tail vibrations is introducing engineered defects in otherwise peri-

odic bistable lattices. The engineered defects are known to create spatially localized modes

and have been widely exploited to focus energy at desired sites both in linear and nonlinear

waveguides [  98 – 103 ]. In this thesis, defects in the form of mass impurities and inter-site force

disparities are utilized to concentrate the wave energy at specific sites of the bistable lattice

with asymmetric onsite potentials.

Since the radiation of the trailing vibrations occurs as a result of the inherent discreteness

of the lattice, we can also manipulate the degree of the lattice discreteness to enhance the

transducible tail energy collectively across the lattice. The effect of the lattice discreteness

on the propagation properties of the transition waves have been investigated analytically and

numerically [ 104 – 107 ]. However, the studies on the discreteness effect on the generated tail

motions and accordingly the energy harvesting capability are still rare findings. To that end,

we prepare a set of equivalent bistable lattices with varying stiffness ratios between onsite

and inter-site elements, otherwise having the same macroscopic inertial and elastic densities.

The trade-offs between the wave transport properties and the enhanced transducible tail

motions as a function of lattice discreteness is numerically investigated, providing design

maps for desired applications.

1.1.5 Augmenting Control of Transition Waves

The unidirectionality of the transition waves in the bistable lattices introduced in § 1.1.2 

provides an ideal implementation for high-fidelity transmission lines and protective materi-
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als that can re-route any destructive events away from the crucial infrastructures. In the

continuum limit, an assembly composed of symmetric bistable lattices can be approximated

into a Klein-Gordon equation with φ-4 potential, assuming we keep the bistable strain po-

tential up to 4th-order terms only. The exact solution for this equation exists in the form

of φ(x, t) = ± tanh x−vt√
2
√

1−v2 [ 45 ]. The solution with the plus sign corresponds to the kink

solution, and the one with the minus sign corresponds to the anti-kink solution. In contrast,

the studied bistable lattices supporting unidirectionality can only support a single type of

the topological solitary waves (either kink or anti-kink depending on the initial arrangement

of the bistable elements). This is due to the introduced asymmetry in the bistable onsite

potential, which is required to overcome the inherent dissipation in any real physical sys-

tems. Therefore, the functionalities of the studied bistable lattices for broader applications

are limited in that a separate resetting mechanism is required for a continuous operation.

One mathematical model inspired by the reactive biological mechanism has shown the re-

versible transmission of the transition waves [  108 ]. However, passive mechanisms to enhance

the manipulation of the transition waves are yet to be discovered.

Identifying that having symmetric bistable potentials is a necessary condition to allow

response symmetry between two stable equilibrium configurations, we can alternately utilize

functionally graded lattice properties while keeping the symmetry of the bistable potentials to

achieve stable transition wave propagation. This approach can be understood as continuously

reducing the potential barriers the transition waves need to overcome. The dynamics of the

perturbed Sine-Gordon models [  109 – 113 ] or φ-4 models [  114 – 117 ] in the presence of a single or

stochastic inhomogeneity have been studied analytically and numerically in the past. In this

thesis, we use the perturbation approach around the known soliton solutions to investigate

φ-4 model under spatially varying inertial or elastic properties in the presence of system

damping. The resulting stability and directionality of the transition waves can potentially

enhance the control of transition waves without aid from any external or active resetting

mechanisms.
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Figure 1.4. (A) Frequency conversion between normal modes through nonlin-
ear coupling (from Ref. [ 118 ]). (B) Frequency between a defect and extended
modes. Fourier spectrum at the input site is plotted in red, and the spectrum
at the measuring site is plotted in green (from Ref. [ 119 ]).

1.1.6 Frequency Conversion

Transformation of a motion into another with different frequency components is use-

ful for speed control [  120 ] and energy harvesting [  87 ,  121 ,  122 ]. Compared to the ample

research work in photonic systems [  123 – 128 ], frequency conversion in mechanical systems

remain largely unexplored. Similar to the practice in photonics, existing frequency con-

version methods in mechanical systems utilize nonlinearities of the systems. In nonlinear

single-degree-of-freedom systems, frequency conversion can appear as subharmonic/super-

harmonic resonances, or the presence of multiple input frequencies amount to the summa-

tion or the difference of the constituting frequencies [  129 ,  130 ]. Even richer dynamics can

be observed in multi-mode systems, where energy can be transferred between linear normal

modes through nonlinear coupling [ 118 ,  131 ] [see Fig.  1.4 (A)]. Recently, inter-modal energy

exchange through nonlinearly generated higher harmonics in lattice structures has been the-

oretically and experimentally investigated [  132 – 134 ]. In addition, almost complete high to

low-frequency conversion has been demonstrated in magnetic metamaterials with a defect

through the coupled resonance of the localized defect mode and extended lattice modes [ 119 ]

[see Fig.  1.4 (B)]. However, all of the above frequency conversion methods require the desired

target frequency to be of specific relationships (e.g., commensurate) to the input frequencies

and normal modes of the systems, which is not ideal for truly broad operating conditions.
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One notable technique free from the limited input frequency requirement is the utilization of

frequency up-conversion [ 135 ]. Nevertheless, this technique requires either the source or the

internal mechanisms to be impulsive to excite the natural modes of the vibrating structures.

Inspired by the impulsive excitation of the natural modes, one potential solution for

energy exchange between incommensurate frequencies can be found in metamaterials sup-

porting transition waves. As introduced in §  1.1.2 , transition waves exhibit particle-like

characteristics, which can be utilized as traveling quasi-particles exciting the normal modes

of the systems. This mechanism is an extension of the input-independent dynamics present

in the 1-D bistable lattices to a higher-dimensional system. For the 1-D lattices, the pres-

ence of the extreme dynamics at the unit cell level makes it difficult to access them for

practical implementations – for example, energy transduction mechanisms need to be inte-

grated at the microscopic level. Hence, transcending the input-independent behaviors to a

larger scale, where the resulting dynamics can be more readily accessible, is desired. In this

thesis, we seek to develop a generic architecture that takes advantage of the quasi-particle

nature and the input-independence of the transition wave to achieve energy transfer between

incommensurate frequencies at two different size scales.

1.1.7 Extreme Computational Scaling

For the acoustic metamaterials operating in the linear or weakly nonlinear regime, the

focus is mostly on finding and tuning the band structures, which can be obtained by analyz-

ing the single unit cell with either Bloch wave theorem [  136 ] or transfer matrix method [  137 ].

Hence, computational efficiency has not been a major restraining factor for the analyses of

most metamaterial designs. For metamaterials leveraging unit cell’s strong nonlinearity, ex-

act solutions are in general not available. Thus, there is a need to seek numerical means to

explore the metamaterials’ rich nonlinear dynamics fully. However, even for strongly non-

linear systems, many metamaterial designs are confined to a one-dimensional space, or the

interest lies in wave generations rather than the full-scale structural behaviors. Thus, any

general commercial solvers or ad-hoc programs written in high-level programming languages

have sufficed the needs for their analyses. Nevertheless, for practical engineering applica-

tions, metamaterials need to be miniaturized or used as building blocks for even larger-scale
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macrostructures whose dynamics span beyond a one-dimensional space. Such analyses would

require the computation of millions of unit cells. Solving a nonlinear problem for such a large

number of degrees of freedom would be challenging even with the most powerful computer

systems available to date. Thus, an efficient computational implementation is needed.

When numerically solving spatiotemporal problems, the determination of the current

temporal state cannot be made without the computation of the previous states; computa-

tions in the temporal domain are strictly sequential jobs. However, the spatial data can be

processed at any order within each time step. The inherently periodic arrangements of the

metamaterials provide an advantageous condition for efficient parallel computation. In this

thesis, we implement a dedicated in-house computational tool with message-passing inter-

face (MPI) libraries to allow massively parallelized computation of the problems involving

general architectures composed of bistable or multistable elements. The high scalability with

the number of processes enables not only an efficient and expeditious workflow but also a

potential for investigating rich nonlinear dynamics previously inaccessible due to the massive

problem sizes.

1.2 Objectives

The fundamental goal of this thesis is to uncover rich nonlinear behaviors in the lattices

with bistable unit cells and to utilize the observed dynamics for engineering applications. To

that end, the following specific objectives are set:

1. To construct metamaterials whose dynamic characteristics are dictated by quasi-particle

behaviors of the transition waves, breaking the strong dependence of the dispersion re-

lations on the constitutive microstructures. This leads to the responses having weak

dependence on the input excitations as long as transition waves are generated.

2. To demonstrate experimentally broadband energy harvesting in bistable lattices with

asymmetric onsite potentials, taking advantage of the generation of the input-independent

monochromatic tails as a result of the transition waves.
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3. To establish the relative importance of factors enhancing the propagation properties

and radiated vibration energy of transition waves by breaking the periodicity of the

microstructures and by manipulating lattice discreteness.

4. To augment the directional control of transition waves by introducing stiffness grading

in either inter-site or onsite members. This enhances the utility of transition waves in

real-world applications.

5. To extend the input-independent dynamics to higher dimensional structures, achieving

nonlinear interaction between two disparate size scales. This allows energy transfer

from broad inputs in microstructure to a single coherent output in macrostructure.

6. To develop an efficient computational tool for analyzing large-scale general bistable

or multistable architectures. This enhanced computational capability allows access to

the previously unreachable analysis domains, potentially uncovering new, interesting

dynamics.

1.3 Thesis Contributions

The novelty of this compilation work lies in the conceptual development of generic bistable

architectures with unconventional dynamic properties that are applicable across various fields

of physics – that is, the observed dynamic properties are not restricted to specific designs or

implementations. The following is the list of the resulting original contributions from this

thesis:

1. The dynamics of bistable lattices are investigated, establishing transition waves as a

mechanism to achieve input-independent and highly coherent responses in metamate-

rials. This provides a means to bypass the strong limits imposed by the conventional

frequency proportionality in linear and weakly nonlinear systems. This remarkable

property allows for multi-functional metamaterials with built-in broadband energy

harvesting capability. (see Ch. 2 as published in Scientific Reports, 2018.)

2. We identify the role of the transition-wave-induced monochromatic tail vibration on

the energy harvesting capability of bistable metamaterials. Response enhancement
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strategies are presented in terms of the introduction of engineered defects (see Ch. 2)

and increased lattice discreteness (see Ch. 3 as published in Proc. SPIE, 2019). These

strategies increase the harvesting capabilities either locally or globally in the bistable

lattices, and stable breather-like modes are also observed.

3. The periodicity of the bistable lattice is perturbed by functionally grading the lattice

stiffness to augment the control of the transition waves. Interesting Boomerang-like

beaming is observed, and the existence of both compressive and rarefactional transition

waves are demonstrated, which expands the utility of the bistable lattice in real-world

applications. (see Ch. 4 as published in Physical Review E, 2018.)

4. The input-independent characteristics of the transition waves in a one-dimensional

bistable lattice can be extended to interact with the macro-scale dynamics. The

conversion from an input excitation in lattice-level to a coherent output response in

(meta)structural level is demonstrated by utilizing metastructures composed of bistable

microstructures with allowed transverse degrees of freedom. The simple physics gov-

erning the input bandwidth and output frequency allows for extreme tuning flexibility,

enabling energy transfer between incommensurate frequencies several orders of magni-

tude apart. (see Ch. 5)

5. A high-fidelity simulation tool that can run on millions of parallel processes for an-

alyzing generic bistable metastructures is developed. The high scalability with the

number of processes enables the potential for investigating rich nonlinear dynamics

previously inaccessible. The tool is implemented to be easily upgradable to cover

higher-dimensional problems upon the development of such models. (see Ch. 6)

In addition, the studied dynamics can promote the following future contributions:

1. Even though an abundance of theoretical and numerical work has been performed

proving the existence of breathers, the inevitable external dissipation causes difficulty

in observing them experimentally. A bistable lattice will be manufactured with low-

damping materials, and the existence of topological breathers will be experimentally

demonstrated in a mechanical lattice.
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2. In quantum mechanics, de Broglie wave is allowed to have negative kinetic energy,

enabling the nonzero probability of a particle tunneling through classically forbid-

den potential barriers. A transformation of low-energy non-topological soliton into

higher-energy topological soliton, which is classically forbidden, will be demonstrated

by breaking the periodicity of the bistable lattice.
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2.1 Abstract

We demonstrate the utilisation of transition waves for realising input-invariant, frequency-

independent energy harvesting in 1D lattices of bistable elements. We propose a metamaterial-

inspired design with an integrated electromechanical transduction mechanism to the unit

cell, rendering the power conversion capability an intrinsic property of the lattice. More-

over, focusing of transmitted energy to desired locations is demonstrated numerically and

experimentally by introducing engineered defects in the form of perturbation in mass or

inter-element forcing. We achieve further localisation of energy and numerically observe a

breather-like mode for the first time in this type of lattice, improving the harvesting per-

formance by an order of magnitude. Our approach considers generic bistable unit cells and

thus provides a universal mechanism to harvest energy and realise metamaterials effectively

behaving as a capacitor and power delivery system.

2.2 Introduction

The utilisation of nonlinearity in vibration-based energy harvesting has been widely stud-

ied for improving the restricted bandwidth in which energy can be efficiently converted [ 74 ,

 83 – 86 ,  88 ,  138 – 143 ]. Recently, the high tunability of the band structures in phononic crys-

tals has drawn a significant attention from researchers as an alternate route to achieve the

broad-band energy harvesting [  77 ,  89 ,  90 ]. However, the fundamental reliance on mechanical

resonances and band gaps to convert energy from oscillatory sources restricts its applicability
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to finite frequency bands. This problem is exacerbated by the dimensional limit constraining

resonant conversion at low structural frequencies in view of the inverse relationship between

size and natural frequency; harvesting at low frequencies implies the use of impractically

large devices. The research efforts have been extended to metamaterial-based energy har-

vesting concepts [  76 ,  91 – 93 ,  95 ,  96 ], whose locally resonant feature offers unit cell designs in

subwavelength scales and more tuning flexibility in band gap formation [ 2 ,  4 ,  144 ]; several

authors have specifically addressed the challenge of the scalability [ 94 ,  145 ]. Nonetheless,

the optimal operating frequencies are still relatively high compared to the typical frequency

range of the structural sources [  146 ,  147 ], and their harvesting performances depend on the

frequency, types, and strengths of the input excitations. Moreover, the operation principle

through focusing dispersive waves fundamentally constrains the robust harvesting of energy

to a small specific area only.

Nonlinear metamaterials capable of sustaining solitary waves for a broad class of inputs

may simultaneously address the problems posed by dispersion, high frequency, and narrow-

band conversion. In the context of a granular chain [  66 ], Ref. [  148 ] has demonstrated the

harvesting of energy from solitary waves arising from low-frequency impulse excitations us-

ing a nonlinear medium itself as a means to concentrate energy to a focal point, where

piezoelectric conversion is conducted. Ref. [ 149 ] has laid a foundational work on harvesting

energy from non-topological solitary waves within a granular lattice through an embedded

piezoelectric sensor. However, the study of topological solitons and associated dynamics for

energy harvesting has received much less attention.

We demonstrate that the invariance of transition waves to different boundary inputs in

1D lattices of bistable elements [  48 ,  69 ,  70 ] enables the concentration, transmission, and

harvesting of input energy independently from the excitations. We calculate the amount of

available energy to be harvested from the topological transition waves and introduce elec-

tromechanical unit cells, allowing for the design of metamaterials with inherent capacity to

harvest energy carried in the form of transition waves. In addition, engineered defects [ 98 –

 103 ] are utilised to further manipulate the lattice dynamics. A single or distributed defect(s)

introducing mass and/or inter-element forcing perturbations to the lattice periodicity allow

us to focus energy in a specific lattice region, enabling an efficient method for transduction.
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Figure 2.1. Conceptual work flow of energy harvesting from transition waves
in bistable lattices.

Our numerical simulations reveal the presence of breather-like modes, enabling the trans-

duction of energy triggered by a transition wave into an oscillatory form, thereby creating

a mechanism to deliver power from the lattice over a longer time period. This system be-

haves as a mechanical capacitor with a tunable discharge rate capable of delivering electrical

energy. The used bistable unit cells are generic and can be realised through a broad range

of architectures [ 150 – 153 ]. Therefore, the uncovered dynamics allow for creating a general

robust lattice-intrinsic mechanism for transmitting, focusing, and converting energy from

motion, giving rise to inherently harvesting metamaterials as illustrated in Fig.  2.1 .

2.3 Bistable Lattice Model

The studied model is based on a 1D periodic lattice of bistable elements connected by

inter-element magnetic forces [  69 ]. Figure  2.2 shows a schematic representation of the lattice

and the experimental setup used throughout. The experimental lattice model is built using

15 identically prepared bistable elements fabricated from carbon fiber reinforced composite

laminates [  67 ]. The input excitation is applied at the first site, and three measuring sites (9th,

10th, 11th) within the lattice are selected for the analyses to minimise any unwanted boundary

effects. The dynamic response of the lattice is captured by a commercial high-speed digital

image correlation system (VIC-3D).
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Figure 2.2. (a) Schematics and (b) experimental setup of the lattice with
bi-stable unit cells.

The system is studied numerically with a discrete analytical model governed by the

advance-delay differential equation given by

mün = Fmag(un−1, un, un+1) + Fonsite(un) − bu̇n, (2.1)

where un is displacement at nth site from the static equilibrium with the higher energy

potential, and overdot represents derivative with respect to time. The inter-element magnetic

force and the on-site force are given by

Fmag = −A(un+1 − un + L)p + A(un − un−1 + L)p,

Fonsite = −2C2un − 3C3u
2
n − 4C4u

3
n.

(2.2)

The following baseline lattice parameters are used unless specified otherwise: mass m = 29.4

g, lattice spacing L = 0.07 m, rail distance R = 0.225 m, and the element damping b =

0.52 Ns/m. The choice of element damping is made to approximate the decay rate exhibited

by the experimental system. The measured values for the magnetic interaction parameters

A and p and for the coefficients C2, C3, and C4 of the cubic force functions are specified

in Supplementary Fig. 1. Newmark-β method [chopra2012] is used to numerically study
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Figure 2.3. Lattice responses generating transition waves for different input
forces applied at 1st site: (a) quasi-static, (b) sinusoidal within the pass band,
and (c),(d) impulse-like loads with different intensities. Kinetic and dissipated
energies at each site under impulse-like loads of (e) low and (f) high levels.

the responses of the unit cells as transition waves propagate. We choose a sufficiently large

number of elements (N=500) to simulate a semi-infinite boundary.

2.4 Response Invariance

In the linear regime, the dispersion relation between the nondimensionalised wave number

k̄ and frequency ω̄ is obtained as

k̄ = ±2 arcsin

√√√√−ω̄2 − iω̄b̄− F̄onsite(ū∗
n)

4p . (2.3)

The presence of an imaginary part contributes to wave attenuation, and thus phonons disin-

tegrate eventually in a physical setup, where damping is always present (b̄>0) – see Supple-

mentary Information for the derivation of the dispersion relation and phonon transmission.

However, a very different aspect can be observed when a transition wave is generated. The

time responses of the elements at the input and measuring sites under a quasi-static applica-

tion of load, sinusoidal excitation, and impulse-like excitation are shown in Figs.  2.3 (a), (b)

and (c), respectively. Additionally, the response under a higher-intensity impulse [Fig.  2.3 (d)]

is presented. Although the response form and the time it takes to trigger snapthrough of the
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first element are different for each excitation condition, the responses at the measuring sites

(9th, 10th, 11th) are essentially the same for all four cases. This shows that the waveform is

preserved along the path of propagation (except near the lattice boundaries) as long as the

initial state transition is triggered by any means, thus input-invariant response.

The invariant lattice response is validated experimentally by using quasi-static and im-

pulsive inputs of various rates and intensities on the demonstrator shown in Fig.  2.2 (b). For

all the explored cases, a stable transition wave is formed as long as the first element snaps

through to its second state, three of which are shown in Supplementary Video 1-3. Given the

unidirectionality of the lattice theoretically and experimentally shown in Ref. [  69 ], any input

triggering a snap-through of any unit cell in the lattice results in the stable propagation of

a transition wave. This assures the input-invariant behaviour of the response in the lattice.

Taking advantage of the response invariance at every site, each element forming the lattice

can contribute to the harvesting of energy, provided that transduction mechanism is installed

at every site. The minimum static force required to initiate the state transition is 0.56 N for

a single bistable element (from the force-deflection curve); this value increases to 0.95 N for

an array with more than three elements (see Supplementary Fig. 3). Although nearly double

amount of input force (thus energy) is needed to trigger the snap-through for the array, the

latter snapping force remains unchanged regardless of the size of the array, implying that it

can attain a significantly higher energy output to input ratio than a single-element energy

harvester does.

2.5 Harvested Energy

To calculate the total energy in the system, the governing equation is multiplied by the

unit-cell velocity u̇n, integrated over time and summed over all elements, yielding

N∑
n=1

[ 1
2mu̇

2
n︸ ︷︷ ︸

KE

+φ(un)] −
N−1∑
n=1

A

p+ 1(un+1 − un + L)p+1 = −
N∑

n=1

∫
btotu̇

2
ndt︸ ︷︷ ︸

DE

, (2.4)

where btot is the total effective damping, and KE, φ(un), and DE are the kinetic, on-site

potential, and dissipation energies for each unit cell, respectively. The available energy from
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the motion of each unit cell may be divided into three parts: (1) the initial vibration from

the phonon transmission, (2) the state transition from the high to low energy state, and (3)

the oscillatory tail behind the main transition wave front. The first contribution is negligible

according to the earlier discussion. The third contribution can be considered as excess energy,

which does not affect the stability of the transition wave, and can be advantageously tuned

to induce large oscillatory tails for optimizing the harvested energy of the lattice.

Figures  2.3 (e) and  2.3 (f) compare the kinetic and dissipated energies at each site under

two different levels of impulse excitations. With the interaction between the stored energy

(due to the asymmetry in the strain potential) and the damping of the on-site element,

any deficiency or excess in input energy is self-adjusted to the level dictated by the lattice’s

intrinsic properties, acting as a power regulator. With a marginal input to trigger the

snap-though of the first element, the stored potential continues to supply energy over the

course of propagation until the state transition is eventually stabilised [Fig.  2.3 (e)]; on the

contrary, any excess input energy is rapidly dissipated in the first few elements until the

transition motion stabilises [Fig.  2.3 (f)]. For the given baseline experimental lattice setup,

the stabilisation occurs in approximately four elements.

Rather than developing a specific coupling relation for each different transduction mech-

anism, the mechanical to electrical conversion may be represented as an additional damping

d for simplicity [ 154 ]. This gives the total effective damping btot = b∗ + d, where b∗ captures

the modified mechanical damping due to the added mechanism. The total harvested energy

from a single element can then be calculated as
∫ ∞

0 d(u̇n)2dt. This is the cumulative energy

that the harvester can draw from the motion of a single element. The power output, which

is a more standard performance measure in harvesters under cyclic excitations, may also be

obtained in the average sense by dividing the cumulative energy by the time period of the

input.

The stability of the transition wave must be ensured in order to allow for the input

energy to be transmitted and converted. To study the critical value of the total damping

still enabling electromechanical conversion from the transition wave, we define the harvested

energy factor as the converted energy from a single element divided by d and plot this

value as a function of the total damping btot in Fig.  2.4 (a). This shows that the transition
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Figure 2.4. (a) Harvested energy factor at a single site of periodic lattice vs.
the total damping of the lattice: corresponding responses to values (i) btot=0.4
Ns/m, (ii) btot=1.0 Ns/m, (iii) btot=2.73 Ns/m, and (iv) btot=3.5 Ns/m are
plotted in the insets. (b) Total harvested energy and maximum average power
for a fixed b∗=1.0 Ns/m.

waves disintegrate for btot > 2.73 Ns/m, resulting in no harvested energy. For the limiting

case btot = 2.73 Ns/m, the response shows state change occurring without any oscillatory

tails [inset of Fig.  2.4 (a)]. For a given transduction coupling d, any reduction in structural

damping results in a higher response speed and generation of the greater oscillatory tail,

both of which can increase the energy harvested by the system. Assuming b∗ is fixed, on the

other hand, the cumulative harvested energy from a single element monotonically increases

with an increasing d [blue curve in Fig.  2.4 (b)]. The maximum average power occurs toward

the end of the transition motion [inset of Fig.  2.4 (b)]. As a result, there is a trade-off in

the maximum average power that can be achieved with increasing d since such change tends

to slow the transition speed. This behaviour is observed in the maximum average power

plot (red curve), where the peak occurs slightly below the limiting value of d that allows

stable propagation of a transition wave. In the limit, the maximum possible energy that

can be converted is the strain energy stored in the lattice, implying the lattice behaves

as a mechanical capacitor from which packets of energy can be drawn and transmitted as

transition waves.
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Figure 2.5. Schematic representations of (a) mass defect, (b) inter-element
forcing defect applied by adjusting the local lattice spacing distance, and (c)
lattice containing a section of engineered defects. (d),(e), Available energy
factor for harvesting under the presence of mass and lattice spacing defects,
respectively. The dots represent the experimentally obtained results, and the
defect is located at the 10th site.

2.6 Engineered Defects for Energy Harvesting

To best exploit the energy stored within the lattice, engineered defects can be consid-

ered as means to concentrate the conversion to a few selected elements, thereby enabling

harvesting at specific sites of interest. Defects can thus serve the purpose of a graded layer

or region to which energy in the lattice can be directed for efficient conversion using the

transition wave as a carrier. Three types of defects are considered: single mass [Fig.  2.5 (a)]

and inter-element forcing [Fig.  2.5 (b)] defects, both of which are applied at 10th site in this

study, and a region of distributed defects [Fig.  2.5 (c)], which are applied between 30th and

59th sites. Experimentally, mass defects are created by attaching or removing additional

nonmagnetic metal parts on the defect elements [red mass in Fig.  2.5 (a)], and inter-element

forcing defects are generated by changing the initial lattice spacing distances around the

defect [red arrows in Fig.  2.5 (b)].

Figures  2.5 (d) and (e) show the numerical results of the harvested energy factor as a

function of the ratio between the defect and the periodic lattice value for the mass (mdefect/m)

or lattice spacing distance (Ldefect/L): the sharp drop toward the large spacing distance in

Fig.  2.5 (e) represents disintegration of the stable propagation of the transition wave. For the

studied case, we observe that the lighter the mass defect, the more energy can be harvested
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from the defect location as less kinetic energy is required to propagate the wave through the

site. Two noticeable peaks are observed for the inter-element spacing defect. The harvested

energy of the element preceding the defect (9th element) exhibits a non-monotonic behaviour,

showing a dip for distances below the periodic baseline with a minimum at Ldefect/L ≈ 0.77

and subsequently reaching the maximum at the limiting spacing value for the stable wave

propagation (Ldefect/L ≈ 1.2). On the other hand, the harvested energy available at the

element after the defect (11th element) features a peak value at about Ldefect/L ≈ 0.77, then

monotonically decreases with the spacing distance. The harvested energy factors calculated

from the experimental data after normalisation (see Supplementary Information) are overlaid

with error bars, showing the reasonable qualitative match with those attained from the

numerical calculation.

The delivery of power over longer periods of time may be created if a larger oscillatory

tail is induced. This is achieved via the introduction of a distributed defect region spanning

several sites. The amplitude of the tail becomes larger with increasing mass (see Supplemen-

tary Information) or decreasing damping [Fig.  2.4 (a)]. In addition, constructive interference

occurs from the reflected wave at the boundary from heavy to light or from stiff to soft

(equivalent to large to small inter-element forcing) region [ 155 ], which can further increases

the amplitude at the boundary.

Figure  2.6 (a) shows the response when mdefect = 8m, Ldefect = 0.8L and btot = 0.2

Ns/m are used, and the defect section is selected to be long enough [30-59th sites as in Fig.

 2.5 (c)] to stabilise its response to the lattice-intrinsic level with the modified parameters.

Near the boundary of the defect section, the local reflections generate kinks traveling in

opposite directions while the global unidirectionality is preserved due to the asymmetry in

the strain potential. The interplay between the reflection and the natural tendency of the

lattice to travel forward produces spatially localised nonlinear oscillations with several state

transitions and large amplitudes, which are the characteristics of a meta-stable breather-like

mode [ 156 ] (see Supplementary Video 4 and Fig. 5).

In this example, the harvested energy at the boundary of the defect section (59th site)

is calculated to be 80 mJ, compared to 19 mJ in the periodic counterpart, assuming d =

0.1 Ns/m is used [Fig.  2.6 (b)]. Recalling the input independence property of the lattice, we
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Figure 2.6. (a) Time responses of individual elements near the boundary of
the defect section. In the insets are the spatial motions at t=2.3s and t=3.7s.
(b),(c), Comparison of the harvested energy and average power to the periodic
lattice without defects.

harvest four times more energy under the same input energy by virtue of wave localisation

in the breather-like mode. The average power output shows no significant gain since its

maximum value is mainly governed by the initial state transition [Fig.  2.6 (c)]. However, the

persistent localised transitions allow the conversion of significant power over a longer period

of time in comparison with a single transition wave. For example, the second peak (150 mW

at 0.113 s) occurs at about twice the period of the first peak (151 mW at 0.051 s), while the

periodic counterpart experiences a significant power drop from 129 mW to 93 mW during the

same time period. Therefore, substantial power output-to-input ratio improvement under

cyclic excitation is achieved, rendering robust harvesting possibility.
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Figure 2.7. (a) Voltage response with 10 kΩ resistor and the associated
cumulative energy (in blue) and average power (in red) in the inset. (b) Re-
sistance sweep of the maximum cumulative energy (in blue) and maximum
average power (in red).

2.7 Experimental Implementation

The lattice characteristics for energy harvesting are demonstrated using piezoelectric

transducers, bonded to the bistable element at the 10th site. The voltage responses are

obtained by using the simplest resistive circuit. Following Ref. [  135 ], the cumulative energy

and the average power are used as performance measures due to the transient nature of the

unit cell dynamic response: the cumulative energy is calculated from the time integral of the

power V 2/R over the entire time span, and the average power is obtained by dividing the

cumulative energy by the time measured from the onset of the motion.

Figure  2.7 (a) shows the voltage response of the transduction unit cell for a resistance value

of 10 kΩ. The attachment of a piezoelectric transducer substantially increases the exhibited

damping from b to b∗ +d. As a result, the induced vibratory motion on the unit cell is highly

damped and most of the harvested energy arises from the state transition. The inset shows

the cumulative energy and the average power harvested at the transduction unit cell as a

transition wave propagates through the cell. Even at this distant location from the boundary,

substantial energy can be harvested. These results are improved further as revealed from the

resistor sweep shown in Fig.  2.7 (b). For the baseline values of the experimental lattice, both

the cumulative energy and the maximum average power harvested measures are maximised

for a value of 100 kΩ, reaching peak values of 2.8 µJ and 32 µW, respectively.
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2.8 Conclusion

We demonstrate that the nonlinear dynamics of a 1D lattice of bistable elements can be

utilised to inherently generate invariant energy harvesting capabilities from transition waves.

The stored energy from the topological strain difference allows bistable lattices to act as

mechanical capacitors, where the fed energy can be harvested during the release process in

the form of wave energy transmission. The lattice dynamics are further manipulated through

defect inclusions resulting in the onset of breather-like modes, revealing a mechanism for

delivering the stored energy over extended time periods. The input-independent dynamics,

extreme directionality and topological energy harvesting characteristics of the presented

system allow for producing protective metastructures that concurrently redirect and harvest

surplus energy when subject to disruptive events, such as blasts, Tsunamis, or earthquakes.

The proposed metastructures thus provide an ideal implementation for protecting critical

systems and infrastructure, while providing an intrinsic source for local power to maintain

continued operation after natural or man-made disasters.

2.9 Materials and Methods

2.9.1 Lattice Preparation

Each unit cell comprised a bistable element with a set of grade N42 neodymium magnets

(Supermagnete R-19-09-06-N) attached at the center. The unit cells were arranged along the

rail on an optical table in a way to exert repulsive forces between themselves, forming a lattice

under uniform inter-element forces. The same force-deflection relations from the previous

study [ 69 ] were used for the on-site element and the magnet (Supplementary Fig. 1); the data

points were obtained in a series of quasi-static compression tests and fitted in a polynomial

form and a exponential form, respectively for the bistable element and the magnet. A more

detailed measurement procedure can be found in Ref. [ 69 ] and the references therein.
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2.9.2 Experimental Data Acquisition

A random black and white speckled pattern was printed on a thin sticky paper and

attached on the top edge of each of the bistable elements (Supplementary Fig. 6). The input

excitation was triggered through repulsive magnetic force applied by pulling and releasing

the elastic translating mount at the first element, and the resulting motions were captured

by a set of two high-speed cameras (Photron UX100) with DSLR lenses (NIKKOR 24-85mm

f/2.8-4D IF) at 1000 fps sampling rate. A commercial digital image correlation software

(VIC-3D) was used for post-processing, and the displacement of each element was measured

at the point closest to the center of the element (bottom of the speckled pattern) to minimise

any rotational contribution. Since the snapping distances vary between elements due to the

manufacturing deviation, the measured responses were adjusted for uniform comparison with

those of numerical results. The details of the data adjustment can be found in Supplementary

Information.

2.9.3 Voltage Response

In this study, piezoelectric transducers (MIDE qp-16n) were used as the power conversion

mechanisms to convert the induced strains into electrical currents. Two such transducers were

glued near the roots (where the strains of the fundamental mode shape are the largest) of the

bistable element with epoxy (Loctite E-120hp) and cured for 48 hours at room temperature

(Supplementary Fig. 6). To obtain the voltage response, the piezoelectric elements were

connected in parallel so that their electrical outputs combine constructively at the junction,

and then a closed circuit was formed by connecting a resistor. The voltage difference across

the resistor was measured through dSpace data acquisition system (DS1104) with 16-bit

resolution. Various resistors with different resistance values and series connections of several

resistors were used for the resistance sweep.
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3.1 Abstract

In this study, an energy harvesting strategy that utilizes the input-independent, invariant

transition waves in periodic lattices of bistable elements is explored. We observe that oscilla-

tory tails are induced in a discrete array as transition waves propagate along the lattice. The

generated tail at each unit cell vibrates predominantly at a single frequency, which indicates

that the tail energy can be efficiently harvested through resonant transduction mechanisms.

We introduce inertially and elastically equivalent lattice models to study the discreteness ef-

fect of the bistable lattice on the characteristic behaviors of the oscillatory tails and observe

that the energy harvesting potential from transition waves can be significantly increased

with growing discreteness.

3.2 Introduction

The design of mechanical metamaterials for the control of wave propagation has attracted

substantial attention in the past two decades [ 48 ,  157 – 160 ]. Typically, such metamaterials

are designed to produce unconventional characteristics such as extreme wave guiding [ 69 ,

 70 ], super-lensing [  102 ,  161 – 165 ] and broadband energy harvesting [ 76 ,  77 ,  89 ,  91 – 94 ,  96 ,

 145 ]. Two main phenomena have been exploited to achieve these unconventional proper-

ties: scattering [  4 ] and local resonance [ 2 ]. However, both mechanisms exhibit performance

limitations in the low acoustic (0.4-1 kHz) and structural (�0.4 kHz) frequency ranges due

to their fundamental reliance on the characteristic frequencies of the unit cells. Although

unit cells can be theoretically tuned to any operating frequencies, the mismatch between the
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required inertial property and geometrical feature size limits the ability to obtain the de-

sired dynamical properties at such low frequencies. Utilization of nonlinear lattices to create

metamaterials with ultra-low and ultra-wide band of operations have been proposed [ 166 ,

 167 ]; however, their potential is yet to be fully uncovered. This is particularly relevant for

the design of metamaterials capable of harvesting at the low structural frequency range.

Among these nonlinear metamaterials, lattices composed of bistable unit cells [ 48 ,  69 ,

 70 ] are of a particular interest due to their ability to transmit a transition waves, which is

a type of topological solitons [  31 ,  45 ]. Our recent studies [ 97 ,  168 ] on such bistable lattices

with asymmetric on-site potentials have shown weak dependence of transition waves on

the input frequency that encompass very low frequency and even the quasi-static regime,

thus suggesting the possibility of low-frequency energy harvesting. However, the specific

strategy on how such highly concentrated traveling energy can be harvested has not been

fully discussed. In this manuscript, we present a specific method to harvest energy from

transition waves. In our framework, the lattice’s energy harvesting capability is an intrinsic

property that is supplementary to its primary functions such as high-fidelity wave guiding.

Consequently, we focus on the radiated vibrations (phonons) of the transition wave, which

dissipates within the lattice like typical linear waves in physical settings. This radiation

of energy exists due to the inherent discreteness of the lattice structures, and we seek a

strategy to amplify its contribution and to efficiently convert its energy while still allowing

the transmission of transition waves. To that end, a set of equivalent lattice models that

keep the same macroscopic inertial and elastic properties but with varying degree of lattice

discreteness are presented, and their potentials to harvest energy are compared.

3.3 Bistable Lattices

A periodic lattice composed of bistable unit cells with asymmetric on-site potentials is

implemented in this study [  69 ,  97 ]. Figure  3.2 (b) shows a schematic representation of the

lattice, and the governing equation can be readily written as

mun,tt = k(un−1 − 2un + un+1) − F(un) − dun,t , (3.1)
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Figure 3.1. (a) Transition wave propagation in a bistable lattice with asym-
metric on-site potentials. 2D plots show the time progression of wavefront in
space configuration. (b) Power spectrum of the oscillatory tail contribution.

where un=un(t) is the displacement of the mass at nth site from its equilibrium position, m

is the unit cell mass, k is the linear intersite spring stiffness, F (un) is the on-site force due to

the bistable element, and d is velocity-dependent damping coefficient. Although not shown

explicitly in the governing equation, L is the lattice spacing distance between neighboring

unit cells. The on-site force for a bistable element can be represented in many different ways,

but one general representation is F(un) = ω2
0(un

u0
− 1)(un

u0
+ 1)(un

u0
− e), where ω2

0 controls the

stiffness of the bistable element, ±u0 are the two stable equilibria, and eu0 is the unstable

equilibrium which also indicates the degree of asymmetry between two stable states.

A closed-form solution is not available for Eq. (  3.1 ). Instead, a numerical approach is

taken to obtain the responses in the lattice. A central finite difference method [ 169 ] with

a constant time step ∆t=0.01 is applied to the governing equation, and a typical response

in this lattice is shown Fig.  3.1 (b). Although unphysical, the following simple baseline

lattice parameters in a consistent unit system are used for qualitative analyses: L=4, m=4,

k=0.25, ω2
0=0.06, e=0.3. The governing equation is not nondimensionalized on purpose

to facilitate the numerical comparison among macroscopically equivalent lattice models to
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follow in Sec.  3.4 . The 2-D plots in Fig.  3.1 (a) show the still images of the unit cells in a

space configuration taken at different instants of time, and the propagation of a transition

wave from left to right can be clearly identified.

Different from the soliton solutions from continuous Sine-Gordon (or more general Klein-

Gordon) equations, the inherent lumpiness of the lattice system induces a trailing vibration,

or an oscillatory tail, as a result of a snap-through transition from one stable state to another

stable state. Taking the power spectrum on the oscillatory tail only, it can be seen that the

tail is dominantly vibrating at a single frequency [Fig.  3.1 (b)]. As proved in the previous

studies [  97 ], the asymmetric on-site potentials allows invariant responses, and hence the tail

frequencies are the same at every site sufficiently away from the lattice boundary.

The highly kinetic motion of the induced vibrations can be regarded as heat generated

in the lattice. From a material point of view, it can be regarded as absorbed energy by the

lattice, and this energy may be efficiently harvested through resonant transductions such

as piezoelectric or electromagnetic conversions. In other words, transmission of transition

waves can be an effective means to convert energy for powering small infrastructures while

serving its primary functions (such as a robust transmission line and a mechanical diode),

enabling energy harvesting an inherent material property. Maximizing the kinetic energy in

the oscillatory tail from transition waves will be a key to increase the harvesting performance

of such metamaterials.

3.4 Discreteness Effect

To see the discreteness effect without altering the macroscopic properties of the lattice,

the lattice parameters are changed such that mass density and energy densities remain

constant [ 69 ]. This creates a set of inertially and elastically equivalent lattices, where purely

the effect of the lattice discreteness can be analyzed. Figure  3.2 schematically shows three

example lattices whose composition becomes more discrete in order. As the lattice spacing

distance increases, the mass of each unit cell should increase to keep the same mass density,

the intersite spring stiffness should decrease, and on-site stiffness should increase to keep the

globally equivalent elastic property – the decrease of intersite stiffness and increase of on-site

stiffness can be considered as a series and a parallel connection of springs, respectively. The
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Figure 3.2. Schematic representation of macroscopically equivalent lattices.
The lattice becomes more sparse as it goes from (a) to (c), indicating increased
discreteness. The vertical dashed lines show the globally equivalent sites.

general conversion relations for the unit cell parameters between new and original lattice

spacings are summarized as follows:

Mass density: m

L
= m

L
⇒ m = m

L

L
= rm,

Intersite energy density:
1
2k(εL)2

L
=

1
2k(εL)2

L
⇒ k = k

L

L
= k

r
,

Onsite energy density: φ(un)
L

= φ(un)
L

⇒ φ = φ
L

L
= rφ,

Dissipated energy density:
1
2dun,

2
t

L
=

1
2dun,

2
t

L
⇒ d = d

L

L
= rd,

(3.2)

where the primed quantities represent those of the changed lattice spacing, and r is the ratio

between the changed and original lattice spacing distances.

To compare the macroscopic behaviors of the lattices, the responses are compared at

several globally equivalent sites (the vertical dashed lines in Fig.  3.2 ); for example, u(L=8)
2 ,

u
(L=4)
4 , u(L=2)

8 and u(L=1)
16 are globally equivalent sites. Figures  3.3 (a-e) show the responses of

the lattices for various lattice spacing distances (equivalently, for various discreteness levels).
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Figure 3.3. The time responses of the individual unit cells at globally equiv-
alent sites for (a) L=1, (b) L=2, (c) L=4, (d) L=8, and (e) L=10.4. Also
shown are (i) the corresponding space-time contour of the transition wave and
(ii) power spectrum of the oscillatory tail. For (a-d), each individual response
is displaced by 0.1 unit from the next one for visualization purpose.

At L=1, the induced vibrations after state transitions almost vanish. This result is expected

since the lattice becomes a continuum in the limit L → 0, at which we have the pure soliton

solutions (in the form of tanh x−vt√
2
√

1−v2 ) predicted by the continuous Klein-Gordon equations

with φ-4 potential [ 45 ]. On the contrary, as the discreteness gradually increases to L=8,

there is a distinguishable amplification of the tail motion. The peak-to-peak amplitudes

for the lattices with the selected lattice spacings are compared in Tab.  3.1 . The values

show the general trend of increasing amplitude. However, the oscillatory tail does not grow

indefinitely. For a given amount of input excitation, there exists a critical value of the lattice

spacing distance where the radiated energy through the oscillatory tails become too high to
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Table 3.1. Summary of the peak-to-peak amplitude Ap-p of the oscillatory
tails and propagation speeds vprop of the transition waves for different lattice
spacing distances.

L 1 2 4 8 10 12
Ap-p 0.0474 0.130 0.340 0.644 0.722 0
vprop 0.885 0.839 0.741 0.5102 0.3376 0

allow the propagation of the transition waves, similar to Peierls-Nabarro barrier observed in

dislocation theory [ 156 ].

The insets of each response plot illustrate the space-time contour of the transition wave

and the power spectrum of the oscillatory tail. The contour is drawn by tracking the zero

crossings of the displacement at each site, and the slope of the contour indicates the propaga-

tion speed of the transition wave. As shown in Tab.  3.1 , the propagation speed monotonically

decreases with increasing discreteness. This is expected since more of the available energy

is redistributed to generate a larger tail motion, thereby reducing the transport energy of

the transition wave. The power spectrum confirms that the tail vibrates at a single domi-

nant frequency even with changing lattice discreteness for a sufficiently large tail amplitude

(greater than ∼2% of the snap-through distance).

The ability to harvest more energy from amplified tail motion comes with price that

the main transition wave becomes less localized in physical space, which makes the transi-

tion wave more susceptible to external disturbances. Since the inherent power conversion

property is lost with interrupted propagation of transition waves, and the harvesting capa-

bility is supplementary to the lattices’ primary functions, a compromise between the extreme

transport property and power conversion performance needs to be made.

3.5 Conclusions

We have investigated an energy harvesting strategy that can utilize input-independent,

invariant transition waves in periodic lattices of bistable elements with asymmetric on-site

potentials. The inherent discreteness at the unit-cell level generates trailing vibrations as

snap-through transitions from one states to the other states are triggered. The emergence of
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the oscillatory tails does not alter the lattice’s ability to transmit solitary waves but radiates

kinetic energy (heat) out of the lattice system. Since the tail vibration is mainly at a single

dominant frequency, the kinetic energy of the tail can be efficiently harvested through reso-

nant energy conversion mechanisms. Introducing inertially and elastically equivalent lattices

that only differ in the level of lattice discreteness, we have observed that the tail motion and

so the associated kinetic energy can be greatly amplified with a growing discreteness until

reaching the critical point blocking the transmission of transition waves. This result suggests

that higher discreteness in the lattice promotes more efficient energy harvesting.

Although the investigated periodic lattice has shown good potential as a robust waveg-

uide with inherent energy harvesting capability, its functional effectiveness is rather limited.

The high directionality of the lattice arising from the asymmetric on-site potentials allows

only compressive transition waves (anti-kink), which would require integration of additional

mechanisms for useful real-world applications. In our recent study [ 170 ], we have theoret-

ically and experimentally proved that both kink and anti-kink solitons can be transmitted

in the lattices with graded properties, thereby enabling continued excitations of transition

waves from a single excitation site. An extended investigation will follow on the functionally

graded lattices. Also, electromechanical coupling effects are not considered in this simplified

harvesting performance analyses that use the tail energy only. In the future study, the ac-

tual piezoelectric model will be incorporated into the mechanical model for a more accurate

assessment on the harvested capability.
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4.1 Abstract

In this study, we introduce small perturbations in the forms of graded inter-site stiff-

nesses and graded on-site potentials to a lattice composed of bistable unit cells under elastic

interactions. Based on a known soliton solution in the φ-4 model, we use a perturbation

approach to approximate the effects of the perturbations on the propagation speeds of tran-

sition waves. Numerical validations follow on the exact discrete equations of motion, from

which we observe eventual stoppage of transition waves in the periodic lattice under physical

damping, unidirectional propagation of the waves in the direction of softening properties,

and boomerang-like reflection of the waves in the stiffening direction. Finally, we present 3D-

printed experimental lattices, confirming the theoretical and numerical results. The observed

behaviors imply the extreme controllability of solitary waves through slight engineering ma-

nipulations in material-level structures. We further find that both kink (rarefaction) and

anti-kink (compression) waves are allowed at any site in the lattice, extending the function-

ality of the lattice in engineering applications such as energy harvesting.

4.2 Introduction

The utilization of nonlinearities in lattice systems has been the focus of substantial re-

search due to its potential to generate classes of solitary waves [ 31 ,  33 ,  45 ], which are large-

amplitude, spatially localized waves exhibiting more robust transport properties than their
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linear counterparts. In the context of uniform periodic lattices, a considerable number of

theoretical and numerical groundworks have been laid on the dynamics and formations of

such nonlinear waves, encompassing topological/non-topological solitons, envelope solitons,

and breathers [  36 – 38 ,  48 ,  156 ,  171 – 176 ]. To bridge gap between the idealization and phys-

ical reality, where no materials are perfect, and thus the effects of relaxed periodicity on

the solitary waves are of physical importance, a series of studies on perturbed systems has

followed. In particular, inhomogeneities in the forms of external force, boundaries, dissipa-

tion, substrate or mass impurities, and stochastic or harmonic variations in additive and/or

multiplicative terms have been extensively analyzed in both sine-Gordon [ 109 – 111 ,  113 ,  177 ]

and φ-4 [  114 – 117 ] models. However, the dynamics of lattices supporting strongly nonlinear

waves under the presence of graded properties have not received much attention.

In spite of the well-established theoretical and numerical studies on solitary waves, their

experimental manifestations are still rare. The major experimental advances have been made

in the observations and utilizations of non-topological solitary waves arising from the strong

Hertzian contact forces in granular chains [  65 ,  66 ,  165 ,  178 – 183 ]. However, the experimental

demonstration of topological solitary waves had long been limited to the classical pendula

model [  32 ]. Recently, stable propagation of topological solitary waves, or state transition

waves, has been successfully demonstrated in a chain of repelling magnets [  184 ] and in a

periodic lattice formed by bistable unit cells [  67 ,  68 ] under magnetic interactions [  69 ]. The

latter results in extreme unidirectional wave guiding and has been further observed that its

response is independent of the type and intensity of the input excitations, which suggests its

potential implementation for broadband energy harvesting and protective metamaterials [ 97 ].

In an elastically-connected periodic bistable lattice made of highly dissipative soft media,

Ref. [  70 ] have also demonstrated similar transition waves for high-fidelity, controllable signal

transmission. For uninterrupted propagation of transition waves, both types of bistable

lattices in the previous studies utilize the stored energy between asymmetric on-site potential

wells in periodic arrangements to balance out the inherent dissipation. This choice destroys

one of the two soliton solutions (kink and anti-kink), limiting their functionalities in that no

intrinsic repositioning mechanism is available.
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Figure 4.1. A schematic representation of the bistable lattice with elastic
inter-site interactions. A unit cell is composed of a mass and an on-site bistable
element (in solid red), and each unit cell is coupled with the neighboring cell
by inter-site linear springs (in dashed blue). Both the inter-site and on-site
elements are allowed to vary in stiffnesses.

In this manuscript, we study the dynamics of lattices of symmetric bistable elements

exhibiting spatially varying properties, investigating the effects of the grading on the prop-

agation characteristics of transition waves. To that end, we begin with linear perturbation

from the known soliton solutions of the φ-4 model to find the approximate propagation

speeds of the solitons for each case. The numerical simulations on the exact equations of

motion follow to validate the theoretical predictions, and finally, we present 3D-printed lat-

tice samples demonstrating all of the predicted behaviors in physical settings. We show that

the introduction of spatial grading allows for this class of lattices to support compression

and rarefaction topological solitons in contrast to periodic arrangements, thereby providing

an intrinsic mechanism for resetting the states of all the elements in the arrangement. The

existence of the two possible topological soliton solutions allows for the exciting nonlinear dy-

namics of bistable lattices to be exploited in important applications, as in energy harvesting

or soft robotics.

4.3 Lattice Description

A simple one-dimensional chain of spring-mass system is used to represent the lattice

model. Each unit cell is composed of a bistable element (depicted in solid red lines in

Fig.  4.1 ) with a mass that is connected to the nearest neighbors by linear springs (in dashed

blue lines in Fig.  4.1 ). The governing equation of motion can be written as:

mun,tt = kn+ 1
2
(un+1 − un) − kn− 1

2
(un − un−1) + Fon

n (un) − dun,t , (4.1)
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where un and Fon
n represent the displacement and on-site force of the nth element, and kn− 1

2

and kn+ 1
2

are spring stiffnesses to the left and right of the element. The mass m and on-site

damping d remain invariant through the lattice. The masses are separated from one another

by a constant lattice spacing L, although it does not explicitly appear in the equation.

For a more compact mathematical treatment, the governing equation is nondimension-

alized to

ūn,t̄t̄ = k̄n+ 1
2
(ūn+1 − ūn) − k̄n− 1

2
(ūn − ūn−1) + F̄on

n (ūn) − d̄ūn,t̄ , (4.2)

where the following nondimensionalization is used:

un = Lūn, t = τ t̄, τ =
√
m

k1
, k̄n = kn

k1
, d̄ = d

m
τ, F̄on

n = Fon
n

k1L
. (4.3)

This discrete equation is in general difficult to solve exactly, and thus we seek a continuum-

limit model for an approximate solution. Expanding ūn±1(t̄) = ū(x̄±1, t̄) = ū(x̄, t̄)± ∂ū(x̄,t̄)
∂x̄

+
1
2

∂2ū(x̄,t̄)
∂x̄2 , k̄n± 1

2
= k̄(x̄± 1

2) = k̄(x̄) ± 1
2

∂k̄
∂x̄

+ 1
8

∂2k̄
∂x̄2 and letting L approach 0, we obtain:

∂2ū(x̄, t̄)
∂t̄2

− k̄(x̄)∂
2ū(x̄, t̄)
∂x̄2 − ∂k̄(x̄)

∂x̄

∂ū(x̄, t̄)
∂x̄

− F̄on(ū, x̄) + d̄
∂ū(x̄, t̄)
∂t̄

= 0. (4.4)

The on-site force F̄on(ū, x̄) should represent bistability of each unit cell, providing a

necessary condition for the generation of transition waves. The lowest polynomial that can

represent the bistability of the on-site force is a cubic function (referred to as φ-4 potential in

most literature); one such expression for a symmetric on-site potential is ω2
0(ū−ū3/u2

0), where

ω0 and u0 are arbitrary constants. By letting a(x̄) and b(x̄) be small perturbations from the

reference stiffness k̄1 and the reference on-site force F̄on(ū, 0) such that k̄(x̄) = 1 + a(x̄) and

F̄on(ū, x̄) = [1 + b(x̄)]ω2
0(ū− ū3/u2

0), respectively, the final equation can be written without

loss of generality as:

∂2ū

∂t̄2
− [1 + a(x̄)]∂

2ū

∂x̄2 − ∂a(x̄)
∂x̄

∂ū

∂x̄
− [1 + b(x̄)]ω2

0(ū− ū3/u2
0) + d̄

∂ū

∂t̄
= 0. (4.5)
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By setting X = ω0x̄, T = ω0t̄, ū = u0F , a(x̄) = α(X), b(x̄) = β(X), and d̄ = ω0δ, Eq. (  4.5 )

can further be reduced into a canonical form

F,T T −[1 + α(X)]F,XX −α(X)F,X +[1 + β(X)](F 3 − F ) + δF,T = 0. (4.6)

4.4 Theoretical Analyses

The exact solution to Eq. (  4.6 ) is not known, and so we seek a perturbed solution from a

known soliton solution in the periodic lattice without any perturbations: α(X), β(X), δ = 0.

Applying a Lorentz transformation,

ξ = γ(X − vT ), τ = γ(T − vX), γ = 1√
1 − v2

,

X = γ(ξ + vτ), T = γ(τ + vξ),
(4.7)

Eq. ( 4.6 ) becomes

[1 − α(X)γ2v2]F,ττ +2vα(X)γ2F,τξ −[1 + α(X)γ2]F,ξξ +γ[α(X)v + δ]F,τ

−γ[α(X) + δv]F,ξ +[1 + β(X)](F 3 − F ) = 0.
(4.8)

Since the unperturbed equation is invariant under Lorentz transformation and the velocity

v is a free parameter, we can work with a static soliton in a moving frame traveling to +ξ

direction (to the right) with v. In the physical frame, the soliton itself can be considered to

travel to the right.

Assuming a perturbed solution F (ξ, τ) = Fs(ξ, τ) + f(ξ, τ), where Fs(ξ, τ) is the soliton

solution of the equation

Fs,ττ −Fs,ξξ +F 3
s − Fs = 0, (4.9)

Eq. ( 4.8 ) becomes

[1 − α(X)γ2v2](Fs,ττ +f,ττ ) + 2vα(X)γ2(Fs,τξ +f,τξ ) − [1 + α(X)γ2](Fs,ξξ +f,ξξ )

+γ[α(X)v + δ](Fs,τ +f,τ ) − γ[α(X) + δv](Fs,ξ +f,ξ )

+[1 + β(X)](F 3
s + 3F 2

s f + 3Fsf
2 + f 3 − Fs − f) = 0.

(4.10)
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Subtracting the unperturbed equation of motion [Eq. (  4.9 )] from Eq. (  4.10 ) and substituting

the known solution Fs(ξ, τ) = tanh ξ√
2 (kink soliton), we obtain

[1 − α(X)γ2v2]f,ττ +2vα(X)γ2f,τξ −[1 + α(X)γ2]f,ξξ +γ[α(X)v + δ]f,τ

−γ[α(X) + δv]f,ξ +[1 + β(X)](2 − 3 sech2 ξ√
2

)f + α(X)γ2 sech2 ξ√
2

tanh ξ√
2

− 1√
2
γ[α(X) + δv] sech2 ξ√

2
− β(X) sech2 ξ√

2
tanh ξ√

2
= 0,

(4.11)

where only up to the linear terms of the small perturbation f(ξ, τ) are retained. Note that

Fs,τ = Fs,ττ = 0 since the selected soliton solution is static in the transformed coordinate.

The φ-4 soliton has a known set of two bound states (ψb and ψ1) and scattering states

(ψk), which form a complete set [ 45 ]. Therefore,

f(ξ, τ) = 1
cb

φb(τ)ψb(ξ) + 1
c1
φ1(τ)ψ1(ξ) +

∫
φk(τ)ψk(ξ)dk, (4.12)

where

∫ +∞

−∞
dξ ψ∗

b (ξ)ψb(ξ) = 1
2

∫ +∞

−∞
dξ sech4 ξ√

2
= cb,∫ +∞

−∞
dξ ψ∗

1(ξ)ψ1(ξ) = 1
23/2

∫ +∞

−∞
dξ tanh2 ξ√

2
sech2 ξ√

2
= c1,∫ +∞

−∞
dξ ψ∗

k(ξ)ψk(ξ) = δ(k − k)︸ ︷︷ ︸
dirac delta function

.

(4.13)

Since we are interested in the translation mode ψb of the soliton, we project Eq. (  4.11 ) onto φb,

the details of which are provided in Supplemental Material 

1
 . Assuming linear [α(X) = α̃X,

β(X) = β̃X] and small (α̃, β̃ � 1) variations in the perturbations, low propagation speed

(v � 1), and weak coupling between different modes for a qualitative analysis, Eq. (  4.11 )

becomes

φb,ττ +γδφb,τ = −1
2γ

3α̃cb + γα̃cb + γδvcb + 1
2γβ̃cb. (4.14)

1See Supplemental Material for each term-by-term projection
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Figure 4.2. The theoretical prediction of the propagation speed of the soliton
for (a) the inter-site stiffness variation α̃ and (b) the on-site stiffness variation
β̃. The same damping value δ = 1 is used for every plot.

This is a second-order ordinary differential equation, and its solution yields:

φb(τ) = cb[(2 − γ2)α̃ + β̃ + 2vδ]
2δ

[
τ + e−γδτ − 1

γδ

]
. (4.15)

Since φb(τ)/cb is the coefficient of the translating mode ψb(ξ), its increase represents move-

ment to the left in the spatial coordinate ξ. The presented analyses above are performed

in a moving frame, implying that the actual physical velocity corresponds to v − φb(τ)/cb,

which asymptotically approaches to

vprop → v − (2 − γ2)α̃ + β̃ + 2vδ
2δ . (4.16)

The propagation speeds of the soliton due to inter-site stiffness changes from this ap-

proximate relation are plotted in Fig.  4.2 (a). When there is damping only (δ = 1), the

propagation speed approaches zero, becoming a static soliton. This result is physically rea-

sonable since there are no other sources providing energy to the system to balance out the

dissipated energy, thereby resulting in the static soliton solution. With the softening inter-

site interaction (α̃ < 0), the propagation speed always stays positive, indicating that the

soliton can travel an arbitrary distance without ever stopping. This can be an alternative

method to attain a unidirectional wave propagation. With the stiffening inter-site interac-

tion, on the other hand, the soliton slows down to zero, eventually changes the direction of
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propagation, and continues to travel in the opposite direction. Similarly, Fig.  4.2 (b) shows

the propagation speed variations due to the on-site stiffness changes. They have identical

trends to those of the inter-site stiffness changes: a decreasing stiffness leads to a continued

propagation of a soliton, and an increasing stiffness leads to a returning wave.

The obtained results are also valid for the other (anti-kink) soliton solution Fs(ξ, τ) =

− tanh ξ√
2 . Any of the polarity changes in Eq. ( 4.11 ) from using the anti-kink solution will

be recovered upon the projection on the first bound mode ψb so that the final differential

equation and its solution will be identical to those of the kink soliton case. Thus, a series

of alternating compression and rarefaction waves can be continuously triggered anywhere

in this bistable lattice model, which is a limitation in the previous studies [ 69 ,  70 ,  97 ].

Therefore, the introduction of spatially graded properties reveals new physical mechanisms

for sustaining the unidirectional propagation of solitary waves, as well as for obtaining the

two possible topological soliton solutions, i.e. rarefaction and compression.

The condition (2 − γ2)α̃ + β̃ + 2vδ = 0 appears to reveal that the soliton propagates

with a constant speed (two examples are plotted in dashed magenta in Fig.  4.2 ); yet, care

must be taken as the small perturbation assumption no longer holds as τ grows large. The

results can be improved by including the coupling terms and computing through an iterative

process as described in [  45 ]. However, the process requires highly convoluted calculations

and lengthy expression. Instead, the qualitative behaviors from this approximate theoretical

approach will be validated by the numerical analyses in the following section.

4.5 Numerical Simulations

For the numerical simulations, a central difference method [  169 ] with a constant time step

∆t̄ = 0.01 is directly applied to the discrete equation of motion [Eq. (  4.2 )]. Linear variations

are applied to both inter-site stiffness and on-site force changes for simplicity as done in the

theoretical analyses, such that (k̄n+1/2−k̄n−1/2)
k̄1

and (F̄n+1−F̄n)
F̄1

are 0.015 for the softening cases

and 0.02 for the stiffening cases. A large number of elements (N=500) are used to minimize

the response distortion due to the boundary effects. However, only a limited number of

elements (N=60) are used for the softening lattices since an arbitrarily long lattice can

yield an unphysical negative value for the stiffness. To minimize the discreteness effects,
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Figure 4.3. The propagation of (a) compressive and (b) rarefactional tran-
sition waves in the periodic bistable lattice, (c,d) the lattice with linearly de-
creasing inter-site stiffness, and (e,f) the lattice with linearly increasing inter-
site stiffness. In the inset of each figure are (i) the wave profiles in the space
configuration at the selected time instants of interest and (ii) the space-time
contour of the transition wave.

the stiffness ratio between the inter-site and on-site members is chosen to be a large value

(which assures gradual displacement changes between the neighboring sites); in this study,

the reference inter-site stiffness is chosen to be 5 times higher than the reference on-site

stiffness (ω2
0 = 0.1 and u2

0 = 1). The input excitation is simulated by imposing an initial

velocity condition (dū1/dt̄ = ±2) on the first element, and the same on-site damping d̄ = 0.08

is used throughout the simulations.
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Due to the energy dissipation as a wave passes through each element, the triggered

transition wave in a periodic bistable lattice is not expected to propagate indefinitely in

physical settings. Figure  4.3 (a) shows the time responses at the selected sites and the

propagation fronts at several time instants (inset i) in a periodic lattice. The elements

between the 18th and 30th sites cease to make complete transitions to the other states, and

the wave becomes a stationary soliton after t̄ ≈ 60. In the inset ii is the space-time contour

of the transition wave, which is numerically obtained by measuring and plotting the time

instant that crosses the zero displacement line for each site. The gradient of this contour

corresponds to the propagation velocity, confirming that the speed approaches zero in a

periodic bistable lattice with damping.

To allow a continued propagation of the transition wave, the total dissipated energy

should not exceed the available energy in the lattice. Since the initial excitation energy is

fixed and all the on-site potentials are symmetric, no additional energy can be supplied in the

course of a wave transmission. One way to achieve the balance is by reducing the mechanical

resistance, which is effectively done by continuously softening either the inter-site or the on-

site stiffnesses. Figure  4.3 (c) shows that the state transition occurs at every investigated

site in the bistable lattice with softening inter-site stiffnesses. The continued translation of a

transition wave in the space configuration at each successive time instant (inset i) reinforces

the complete transmission of a transition wave through the lattice. The nonzero propagation

speed in the inset ii is also in agreement with the theoretically predicted behavior.

A stiffening lattice may be thought of as a flipped version of a softening case. Due to

the tendency of the softening lattice to discharge the signal in the softening direction, it is

expected that the input signal would return to the excitation point. The time response of

each element in the bistable lattice with linearly increasing inter-site stiffnesses is plotted

in Fig.  4.3 (e). In this case, the first few elements initially jump to the other stable states,

but they return to their original states in due course. If seen in the space configuration

[inset  4.3 (e)-i], the main wave front shows a boomerang-like behavior; it initially moves

in the direction of the excitation, changes the propagation direction at around site 20, and

eventually returns to the excitation site. Again, the characteristic behavior in the space-time

contour [inset  4.3 (e)-ii] agrees with the theoretical result.
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Figure 4.4. The propagation of (a) compressive and (b) rarefactional transi-
tion waves in the lattice with linearly decreasing on-site stiffness and (c,d) the
lattice with linearly increasing on-site stiffness. In the inset of each figure are
(i) the wave profiles in the space configuration at the selected time instants of
interest and (ii) the space-time contour of the transition wave.

The observed transition waves in Figs.  4.3 (a,c,e) are compressive in nature; however, the

theoretical prediction implies that every compression wave is accompanied by a rarefaction

wave. Figures  4.3 (b,d,f) show the propagation of rarefaction waves for each type of the

bistable lattices with identical parameters to those for the compression waves except that

every on-site element is initially at the other stable state and that the excitation is applied

in the opposite direction. It is worth noticing that the excitation is made from the same side

of the lattice, enabling signals to be continuously sent from a single input site (site 1 in these

examples). Furthermore, the proposed class of graded lattices allows for the rarefaction and

compression waves to be triggered from any site on the lattice, remedying the limitation of

previously studied periodic lattices. Other than the sign changes, the responses are exactly

the same as in the cases with compression waves.

The same qualitative behaviors observed in the bistable lattice with the inter-site stiffness

variations are present for the on-site stiffness variation as shown in Fig.  4.4 . In the softening

65



 

(a)
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Bistable elements

L = 24.5 mm

Figure 4.5. The 3D-printed samples for (a) the periodic bistable lattice, (b)
the bistable lattice with inter-site stiffness grading, and (c) the bistable lattice
with on-site potential grading. (d) The experimental setup, showing how to
create the bistabilities in the on-site members.

direction of the on-site potentials, each successive on-site element becomes a preferred path,

resulting in a complete propagation through the lattice [Fig.  4.4 (a,b)]. In the stiffening

direction, it acts as an increasing barrier, creating a boomerang-like wave transmission that

can be observed by the returning of the wave form to the excitation site in the insets (i,ii)

of Fig.  4.4 (c,d). In the sense that the transition wave entering from one side propagates

through the lattice, but the one entering from the opposite side does not, the bistable lattice

with a monotonic stiffness variation can be viewed as a unidirectional lattice.

4.6 Experimental Validation

The experimental samples are prepared with a fused-deposition-modeling 3D printer

(Ultimaker 3). Two sets of ladder-shaped lattices are 3D-printed and then glued together to

form a lattice of 14 unit cells as shown in Fig.  4.5 . A brass ball of diameter 12.7 mm and

mass 9.36 g is glued to each web to form a unit cell, and each unit cell is connected to the
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neighboring elements by spring-shaped features so that they can support both compressive

and tensile forces. On the opposite side of the mass attachment, rectangular pieces of

black and white speckled patterns are applied to allow for data collection with digital image

correlation techniques. The bistabilities of the on-site potentials is achieved by imposing

precompression controlled by a universal testing machine (Instron 3345). To collect the

experimental dynamic responses, a pair of high-speed cameras (Photron UX100) are used

with a frame rate of 2000 fps. The width of the analysis area is focused on the first 7 element

from the excitation point to allow for sufficient picture resolution while capturing enough

elements to observe the desired behaviors. The collected images are post-processed using a

commercial digital image correlation software (VIC-3D).

Each unit cell is identically designed for the periodic lattice, and 1 mm of precompression

is applied, resulting in a snapping distance of about 15 mm between the two stable states.

Figure  4.6 (a) shows the time responses of the first 7 elements of the periodic lattice from the

excitation site  

2
 . The displacements are measured with respect to the initial stable states.

It can be observed that the first two elements display complete transitions to the other

stable states while the 7th element remains at the same initial state after a transient motion.

(The final displacements of the intermediate elements are progressively dispersed between

two stable states, which is in line with the gradual variation condition for the continuum-

limit approximation.) This implies that the transition wave does not propagate through the

lattice. The observed stabilization as time grows indicates that the transition wave stops

inside the lattice, becoming a stationary soliton just as predicted in the theoretical and

numerical analyses.

The inter-site stiffness variation is controlled by gradually changing the height of the

inter-element spring elements as shown in Fig.  4.5 (b); the stiffest spring has h1=17 mm, and

the softest spring has h13=5 mm. For the lattice with linearly decreasing inter-site stiffness

[Fig.  4.6 (c)] 

3
 , all of the elements transition into the other stable states, in agreement with

the theoretical and numerical predictions. The slight differences in the final displacements
2See Supplemental Video S1 for the complete motion in the periodic lattice.
3See Supplemental Video S2 for the complete motion in the lattice with decreasing inter-site stiffness.
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Figure 4.6. The time response of the experimental lattices at site 1-7. The
propagation of (a) compression and (b) rarefaction waves in the periodic
bistable lattice, (c,d) the lattice with linearly decreasing inter-site stiffness,
and (e,f) the lattice with linearly increasing inter-site stiffness. Each indi-
vidual displacement in (a-d) is offset in the time axis by 0.05 s for a better
presentation of the results.

after the transition wave passes are due to the imperfections in the test fixtures and the

manufacturing variations.

To observe the behavior in the lattice with linearly increasing inter-site stiffness, the

same lattice as in the decreasing case is used except that now the excitation is made at the

opposite end (where the spring stiffness is the softest). In this case, all the analyzed elements

return to the initial stable states even though the first element hits the other stable state
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Figure 4.7. The time response of the experimental lattices with on-site stiff-
ness grading at site 1-7. The propagation of (a) compression and (b) rarefac-
tion wave in the lattice with decreasing on-site stiffness and (c,d) the lattice
with increasing on-site stiffness. Each individual displacement in (a,b) is offset
in the time axis by 0.05 s for a better presentation of the results.

briefly [Fig.  4.6 (e)] 

4
 . The limited manufacturing precision prevents us from showing the more

extreme boomerang-like behavior, where the transition wave travels further in the stiffening

direction before returning to the excitation point. However, such behavior is physically

attainable with the higher ratio between the inter-site and on-site stiffness values as can be

partially observed in Video S4  

5
 , where the transition wave is triggered at an internal site

with a greater inter-site stiffness. Figures  4.6 (b,d,f) show the measured responses of the

bistable lattices initially at the second stable states under tensile input excitations. The

transmissions of the rarefaction transition waves exhibit the same characteristic behaviors

as those of compression waves except the changed polarities and slight deviations in values

due to irregularity of the test setup.

The on-site stiffnesses are controlled by applying different precompression levels. This

is achieved by designing the flanges with an initial draft angle of 0.334 deg as shown in
4See Supplemental Video S3 for the complete motion in the lattice with increasing inter-site stiffness.
5See Supplemental Video S4 for internally excited motion in the lattice with increasing inter-site stiffness.
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Fig.  4.5 (c). Thus, as the two flanges are installed on the parallel test rigs, each individual

element is compressed by a differing amount. The precompression is applied in such a way

that the softest on-site member is compressed by 0.5 mm and the stiffest on-site member

by 6 mm. The experimental realization for this case results in the slight deviations from

the expected theoretical and numerical observations as the precompression introduces longer

snapping distances, which is evident from the different displacements after the state tran-

sition occurs at each site in Fig.  4.7 (a,b). Also, a linear change in compression does not

necessarily mean a linear change in the stiffness. However, it is difficult to manufacture

linearly-varying on-site buckled elements with constant snapping distances with the inherent

nonlinear geometry, and thus we opt for qualitative comparison in this study. The overar-

ching effects of having decreasing (increasing) on-site potentials are the same as the effects

of decreasing (increasing) inter-site stiffnesses, confirming the theoretical and numerical pre-

dictions. Figures  4.7 (a,b) and Video S5  

6
 show the complete transmission of an anti-kink

and a kink from a single excitation point; Figs.  4.7 (c,d) and Videos S6  

7
 and S7  

8
 show the

reflections of them.

4.7 Conclusions

In this study, we have investigated the effects of introducing spatially graded properties

to lattices of bistable elements. Our theoretical analysis predicts that the generated solitary

waves cannot propagate completely through the lattice in a physical setting with nonzero

damping, using a perturbation method. Rather, these waves become stationary solitons,

meaning that the propagation of a transition wave stops inside the lattice. Either linearly

decreasing inter-site or linearly decreasing on-site stiffnesses enable the continued propaga-

tion of transition waves through the lattice even under the presence of strong damping. On

the other hand, an interesting boomerang-like transmission of a transition wave is predicted

for such lattices with linearly increasing inter-site or on-site stiffnesses. These transmis-

sion characteristics constitute an alternative way of achieving unidirectionality. A series of
6See Supplemental Video S5 for the complete motion in the lattice with decreasing on-site stiffness.
7See Supplemental Video S6 for the complete motion in the lattice with increasing on-site stiffness.
8See Supplemental Video S7 for internally excited motion in the lattice with increasing on-site stiffness.
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numerical simulations and experiments on the 3D-printed bistable lattice samples validate

all of our theoretical predictions. The observed behaviors manifest that the directionality

of transition waves can be controlled drastically through small manipulations in material-

level designs. Furthermore, such architecturing enables the existence of both compression

and rarefaction solitons. This allows a simple, yet effective mechanism for creating multi-

functional metamaterials with built-in energy harvesting capability owing to the intrinsic

resetting mechanism that enables the continued transmission of the transition wave pairs.

Further technological applications exploiting the spatial grading of properties are envisioned.

For example, a softening arrangement can be used as a robust signal transmission network

while the integrated transducer at each unit cell converts energy from the traveling solitary

waves. In the stiffening direction, the lattice can act either as a protective material that

blocks any transmission of catastrophic inputs or as a phase delaying mechanism while still

manipulating the solitary waves for power conversion.
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5.1 Abstract

We present a metastructure architecture with a bistable microstructure that enables ex-

treme broadband frequency conversion. We use numerical and experimental tools to unveil

the relationship between input excitations at the unit cell level and output responses at

the macrostructural level. We identify soliton-lattice mode resonances resulting in input-

independent energy transfer into desired metabeam vibration modes as long as transition

waves are triggered within the metastructure. We observe both low-to-high and high-to-low

incommensurate frequency interactions in the metabeams, thus enabling energy exchange

between bands two orders of magnitude apart. This behavior generalizes fluxon-cavity mode

resonance in superconducting electronics providing a general method to extreme frequency

conversion in mechanics. Importantly, the introduced architecture allows for expanding the

metamaterials design paradigm by fundamentally breaking the dependence of macroscopic

dynamics on the unit cell properties. The resulting input-independent nature implies poten-

tial applications in broadband frequency regulation and energy transduction.

5.2 Introduction

Solitary waves appear in various physical systems [  31 ] playing a pivotal role in applica-

tions, including waveguiding [  185 ], photonics [  186 ], optical communications [  187 ], reversible

logic gates [  188 ], lasing [  189 ], morphing structures [  190 ], non-destructive testing [  191 ], and

soft robotics [  192 ]. A unique aspect of solitons is their quasi-particle characteristics. This
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allows for better imaging using sonic bullets [  163 ] or dense wavelength-division multiplexing

for optical communications exploiting cavity solitons [  193 ]. Solitons’ resonant interactions

with cavities have enabled the generation of lasers exhibiting frequency conversion not readily

available with conventional sources exploiting fluxons – a type of transition wave or topolog-

ical soliton – in Josephson junctions [ 194 ]. Such extreme frequency conversion in mechanical

systems is less common and is typically achieved via subharmonic/superharmonic/combina-

tion resonances [  129 ] and nonlinear coupling between normal modes [  118 ]. Nonlinear multi-

mode metamaterials can provide alternate ways to attain frequency conversion through their

amplitude-dependent dispersion relations [ 26 ,  29 ]. Inter-modal interactions through nonlin-

early generated higher harmonics have been theoretically and experimentally demonstrated,

enabling energy exchange between different wave modes [  132 – 134 ]. Furthermore, magnetic

metamaterials featuring engineered defects have demonstrated conversion from high to low-

frequency modes through resonant coupling between localized defect modes and extended

lattice modes [  119 ]. However, to excite these interaction mechanisms, the defect mode’s fre-

quency needs to be commensurate with or a combination of the system’s modes, still limiting

the attainable frequency bandwidth.

Lattices composed of bistable elements can support transition waves exhibiting particle-

like behavior [ 46 – 48 ]. When the constitutive onsite members are built with asymmet-

ric bistable elements, transition waves become unidirectional [  69 ,  70 ] and exhibit unique

input-independent dynamics [ 97 ], implying strong potential for broadband applications. En-

abling nonlinear interactions similar to fluxon-cavity mode resonances offers the potential

for extreme energy conversion currently absent in mechanical systems exploiting the input

frequency-independence of transition waves. In this study, we demonstrate extreme energy

exchange in mechanical systems with metabeams composed of a bistable microstructure,

promoting nonlinear coupling between wave and metastructural modes in an analogous pro-

cess to fluxons interacting with cavity modes in superconductors [  189 ,  194 ]. Importantly, the

soliton resonant interactions enable extreme frequency conversion and response manipula-

tion without recourse to dispersion-related phenomena in mechanical systems. The unveiled

dynamics are insensitive to the excitation frequency, thus laying the foundation for a new
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(A)

(B)

(C)

e

Figure 5.1. (A) Beam subjected to a moving particle and (B) its schematic
representation. (C) 7-term approximation of the transverse displacement and
its frequency spectrum for a fixed-free beam.

physical mechanism, the dynamics of which are independent of the metamaterial building

block size.

5.3 Beam Subjected to a Moving Particle

The fundamental dynamics in soliton-metastructure interactions can be described by a

beam subjected to in-plane moving particles [Fig.  5.1 (A)]. The motion of a single particle

traveling along the beam’s length can be mathematically represented as a distributed impulse

p(x, t) = Pδ(x−ct) for 0 < t < L
c
, where P , c, L, and δ are the forcing amplitude, the particle

speed, the beam’s length, and Dirac-Delta function, respectively. We assume an Euler-

Bernoulli beam subjected to an in-plane load applied at a distance e from the neutral axis

to excite the transverse motion exploiting eccentricity [Fig.  5.1 (B)]. The governing equation

for the transverse displacement v(x, t) is:

EI
∂4v(x, t)
∂x4 + ρA

∂2v(x, t)
∂t2

= e∂p(x, t)
∂x

, (5.1)

where the bending stiffness EI, density ρ, cross-sectional area A, e, and P are constant.

Eq. (  5.1 ) can be solved by a modal expansion v(x, t) = ∑∞
n=1 qn(t)φn(x), where qn(t)’s are
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the generalized Fourier coefficients corresponding to the normal modes φn(x)’s. The solution

for qn(t) is of the form:

qn(t) =


an sinωnt+ bn cosωnt+ cnφn(ct) for 0 < t ≤ L

c

dn sinωnt+ en cosωnt+ fn sinωn(t− L
c
) + gn cosωn(t− L

c
) for t > L

c
,

where an, bn, cn, dn, en, fn, and gn are the constants determined by the system parameters,

and βn is the eigenvalue for nth normal mode. There are explicit frequency components

ωn’s from the natural modes of the beam and cβn’s from the speed of the moving impulse.

However, the former dominates the frequency response as the response time becomes much

larger than the particle’s travel time (i.e., the particle is sent intermittently). An example 7-

term approximation of the tip displacement for a fixed-free beam and its response spectrum

reveals that a moving impulse excites the normal modes of the beams [Fig.  5.1 (C)], where

the lowest mode has the greatest contribution. (See Sec. 1 of Supplemental Material [ 195 ]

for details.)

5.4 Metabeams with Underlying Bistable Microstructures

Bistable lattices can support particle-like modes in the form of transition waves, poten-

tially realizing the conceptual metabeam with moving particles. We construct a beam-like

frame with an underlying bistable architecture, inspired by spring-mass constitutive cells [ 48 ],

and introduce an offset from the centerline of the frame [dashed-dot line in Fig.  5.2 (A)] to

break the microstructure’s cross-sectional symmetry and amplify the flexural motion. A

fixed-free boundary condition is used; however, the ensuing dynamics are independent of the

boundary conditions [  195 ]. A force input is applied in the in-plane direction at the leftmost

node of the internal bistable lattice with a sinusoidal excitation p(t) = F sin Ωt, where F is

the forcing amplitude and Ω is the input angular frequency, and the output displacement is

measured at the top rightmost node in the out-of-plane direction. [See Fig.  5.2 (A) and Sec. 2

of Supplemental Material [ 195 ] for the full metabeam description and design parameters.]

The metabeam’s dynamics are simulated using Abaqus/Standard implicit nonlinear solver

and reported in output frequency diagrams [Fig.  5.2 (C)]. These diagrams show the frequency
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Input

Output
(A) (B)

Figure 5.2. (A) Schematic representation of the metabeam. (B) Natural
modes of the macroscopic structure and unit cell. (C) Output frequency dia-
grams for various input conditions, showing the output frequency content for
each input frequency. (D) Response map in terms of input forcing amplitude
and frequency, where blue dots indicate that transition waves are triggered.
(E) In-plane displacements of the center masses in space configuration, show-
ing transition wave propagation. (F) Response amplification when transition
waves are triggered (in blue) compared to when they are not triggered (in red).
(G) Representative response of solitonic resonance, obtained for F= 1 N at
40 Hz.

contents of the output responses as a function of the input frequency. Each dot in the diagram

represents the available frequency component of the output response, while its size indicates

the relative intensity  

1
 : larger (smaller) dots indicate higher (lower) spectral amplitudes for

the shown output frequencies. Blue dots indicate the excitation of in-plane transition waves

within the metabeam, while red dots represent responses involving no phase transitions.
1The relative intensity is calculated by |ŵi|/|ŵ|max × 100%, where ŵi is the Fourier amplitude of the ith

frequency component, and |ŵ|max is the maximum magnitude of the Fourier amplitudes.
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The frequency spectrum is obtained when the system attains steady-state, using fftpack

from Python’s scipy library at 1000 Hz sampling frequency without a window function.

5.5 Solitonic Resonance

Transition waves can be viewed as traveling quasi-particles [ 31 ,  45 ]. As predicted from

the analogy with the beam subjected to a moving particle, transition waves primarily excite

the fundamental mode of the macroscopic metastructure [Fig.  5.2 (B)]. This is indicated

by the output frequencies collapsing to a single dominant value matching the fundamental

mode’s frequency independently from the excitation frequencies [dashed line in Fig.  5.2 (C)-

i]. The slight deviations from the fundamental mode are due to the convolution with the

low spectral components of the concentrated transition waveform. Transition waves can be

excited indistinctly via quasi-static or dynamic inputs but are more easily triggered around

the unit cell mode, as indicated by blue dots in the response map [Fig.  5.2 (D)]. The particle-

like nature of the transition waves can be clearly identified by the stable propagation of

the kink-shaped waveform in the in-plane direction in the space configuration [plotted for a

quasi-static input of 1 Hz in Fig.  5.2 (E)-i]. For higher input frequencies [36 Hz in Fig.  5.2 (E)-

ii], the waveform is distorted by nonlinear interactions with other lattice modes; however, the

waveform starting at one stable state and ending at another is clearly identifiable. Transition

wave propagation involves a drastically larger amplitude than that caused by other wave

modes, and so their effects dominate the resulting motion. With only ∼3.4% increase in the

forcing amplitude, the output displacement amplifies as much as ∼14 times [Fig.  5.2 (F)] [ 195 ].

Figure  5.2 (G) shows an in-plane displacement u1 of the internal mass and the corre-

sponding out-of-plane displacement w2 of the top mass at the metabeam’s free end when

transition waves are triggered (F= 1 N and Ω= 40 Hz). The Fourier component ŵ2 of w2

clearly indicates that the dominant response frequency is near the first structural mode with

negligible contribution from the input frequency. The disappearance of the input frequency

contribution can be explained by the chaotic nature of the snap-through instability [ 130 ],

which induces state transitions at an aperiodic rate, uncorrelated to the input frequency.

Thus, the effect from the occurrence rate of transition waves disperses in the frequency spec-

trum, leaving their transient effect to dominate the out-of-plane response. In the sense that
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generation of transition waves, topological solitons, yields a coherent output frequency, we

name this phenomenon as solitonic resonance.

As the forcing amplitude increases, the input bandwidth yielding solitonic resonance

broadens [Fig.  5.2 (C)-ii and Movie S1]. Alternatively, the metastructure can be excited by

a prescribed displacement input of the form R − A cos(Ωt− φ0) to broaden the bandwidth,

where A and φ0 are the input amplitude and phase constant. This type of excitation is

more relevant for application in which the inertial force of the contacting excitation source

is large compared to the structure’s reaction force. The system’s response under prescribed

displacement inputs is governed dominantly by the excitation term, resulting in transition

wave generation for almost the entire frequency range [Fig.  5.2 (C)-iii]. Solitonic resonance

is still observed as interactions between newly generated and previously traveling transition

waves occur at a non-definite rate. This behavior is valid except for very low input frequencies

for which the forcing period is longer than the time required by a transition wave to traverse

back and forth through the whole lattice. It is further observed that even noisy input sources

can be transformed into a single coherent response mode [  195 ]. Thus, the strongly nonlinear

dynamics displayed by the proposed metastructures yield a robust mechanism for broadband

frequency conversion into a coherent output frequency.

Other potentially useful nonlinear behaviors exist outside the solitonic resonance domain,

such as second harmonic generation (between 12 Hz and 20 Hz) or frequency doubling (above

44 Hz) (See Sec. 7 of Supplemental Material [  195 ]). These will be addressed in detail in a

separate study.

5.6 Tuning Flexibility

The simplicity and periodicity of the proposed metastructure allow the operating band-

width to be easily tuned to suit a vast range of applications. The unit cell design dictates

the central input frequency around which the solitonic resonance emerges, while the overall

metastructure topology controls the corresponding output frequency. Quadrupling k2 and

k3 doubles the in-plane unit cell mode, resulting in shifting the input frequency band for

solitonic resonance to a higher frequency region [Fig.  5.3 (A)-i]. On the other hand, qua-
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Figure 5.3. Output frequency diagrams for various unit cell and external
frame design combinations, demonstrating extreme tuning flexibility. (A) De-
sign 1 increases the initiation frequency of the solitonic resonance, and Design 2
increases the output frequency. (B) Output frequency diagrams for metabeam
designs tuned to enable low-to-high and high-to-low frequency conversions,
where the input and output frequencies are 1-2 orders of magnitude apart.

drupling k4, k5, k6, k7, and k8 approximately doubles the original natural frequencies of the

macrostructure, shifting solitonic resonance to a higher output frequency [Fig.  5.3 (A)-ii].

The metabeam can also be tuned to display remarkable energy exchanges between in-

commensurate frequency bands, which can be separated by several orders of magnitude.

Figure  5.3 (B) shows two examples (see Supplemental Material [  195 ] for the design param-

eters), where one is optimized to operate at 3-5 Hz range yielding ∼18.63 Hz solitonic

resonance  

2
 and the other at 400-560 Hz range yielding ∼8.30 Hz solitonic resonance. The

2The internal bistable elements are softer to accommodate the low triggering frequencies. Thus, small
contributions from these internal lattice modes coexist below the solitonic resonant frequency.
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Figure 5.4. (A) Experimental demonstrator showing (i,ii) two globally stable
configurations indicated by red and green lines, and (iii) shaker test setup.
(B) Output frequency diagrams from the experiment. (C) Output frequency
diagram for a qualitatively similar numerical design. The zoomed plot shows
the low-frequency response corresponding experimental range.

tuning flexibility in the presented metastructures thus yields a blueprint for unprecedented

dynamical manipulation from an intrinsically nonlinear interaction.

5.7 Experimental Results

While the spring-joined design allows for a straight-forward physical description, a post-

buckled beam design as the microstructure’s unit cell is more advantageous to achieve bista-

bility in an experimental demonstrator. An experimental metabeam was built by 3D-printing

a ladder-like structure [black component in Fig.  5.4 (A)], the rungs of which are interconnected

by spring-like features at a small offset from the metastructure’s centerline. Additionally, the

metastructure is fitted between a set of flexible holders [white components in Fig.  5.4 (A)],

providing flexibility in the transverse direction and allows two macroscopically different sta-

ble states [dash lines in Fig.  5.4 (A)-i,ii]. Fixed-free boundary conditions were realized by

clamping one end of the structure. Sinusoidal displacement inputs were imposed at the first
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element in the in-plane direction through an electrodynamic shaker. The input and output

displacements were measured by a set of laser displacement sensors, pointing at the flat

surfaces of the shaker head and near the free end of the structure, respectively. The overall

experimental setup is shown in Fig.  5.4 (A)-iii. More detailed fabrication and experimental

methods are given in Sec. 8 of Supplemental Material [ 195 ].

Increasing the imposed displacement amplitude triggers transition waves, revealing an

output frequency branch close to the natural frequency (4.62 Hz [  195 ]) of the macrostructure

[red dashed line in Fig.  5.4 (B) and Movie S2]. This branch corresponds to solitonic resonance

in that the resulting frequencies are coherent around the macrostructural mode and different

from the input frequencies. Additionally, we observe a branch corresponding to the input

frequencies (green dashed line), which occurs due to the shaker’s limited input frequency

band. The long stroke needed to induce the snap-through at the first element (triggering

the transition wave) results in a much slower rate than the transition wave’s propagation.

Hence, every element’s inter-well oscillation takes place at the same frequency as the input

frequency resulting in the observed contribution from the input in the output responses. With

the low input frequency limit, the solitonic resonance’s primary source is the superharmonic

response of the metabeam; the output frequencies in this branch are commensurate for

input frequencies below 2.3 Hz. However, for input frequencies above 2.5 Hz, the harmonics

of which are not close to the structural mode, the contribution from the free vibrations

becomes observable [see the spectral content around 4.5 Hz in Fig. S7(F)], resulting in

the input and output frequencies becoming once more incommensurate. Regardless of the

physical mechanisms, transition wave generation facilitates the solitonic resonance in the

output response.

To circumvent the experimental limitations, we construct a numerical model displaying

qualitatively similar dynamics to the experimental metabeam. This is achieved by matching

the unit cell’s natural frequency and the fundamental macrostructural mode of the numer-

ical model to the experimental metabeam (see design parameters in Supplemental Mate-

rial [  195 ]). Its simulated output response diagram displays qualitative agreement with the

experimental response, for example, capturing the coexisting solution branch [Fig.  5.4 (C)].

Numerical simulations for this case are extended to a higher input frequency range, still
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showing the output frequency branch concentrated at ∼4.5 Hz but almost eliminating the

branch corresponding to the input frequencies, in accordance with the result in Solitonic

resonance section. The dominance of the transient effect over the input frequency effect

can be manipulated by the system damping as long as manufacturing technology allows (see

Sec. 11 of Supplemental Material [  195 ]). Although the force-controlled cases could not be

confirmed experimentally, the agreement with the predicted dynamic characteristics of the

qualitatively similar metabeam under displacement-controlled inputs supports the validity

of the numerical results.

5.8 Conclusions

We demonstrate nonlinear interactions involving solitary wave and vibration modes, re-

sulting in extreme frequency conversion in generic bistable metastructures. Notably, the

observed phenomenon defined as solitonic resonance allows for a remarkably stable means to

achieve input-independent frequency conversion, in which the output response is unaffected

by wave dispersion. This behavior generalizes analogous fluxon-cavity mode resonance in

superconducting electronics, providing an exemplary platform for frequency regulation and

energy conversion applications across physical fields. The tuning flexibility of the presented

metabeam also allows for extreme energy exchange between incommensurate frequencies sep-

arated by orders of magnitude. Importantly, the presented architecture provides a general

model system for realizing unique properties in metamaterials at frequencies not dictated by

the unit cell, opening up new avenues for attaining extreme dynamics.
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6.1 Abstract

In this work, we use message-passing interface (MPI) to develop high-performance par-

allel solvers that analyze generic lattice structures composed of bi- or multi-stable elements.

The codes are thoroughly validated against a commercial numerical solver (Abaqus) and

well-established serial codes from the previous studies. We can achieve up to 4th-order so-

lution accuracy with the fully explicit Runge-Kutta (RK) methods, exceeding what many

commercial structural analysis tools provide. With our parallel code dedicated to solving the

specific problem types, the absolute computational speed can be improved by three orders

of magnitude. More importantly, the in-house implementation enables an effective distribu-

tion of the computational load following the intrinsic structural periodicity, thus achieving

extreme scalability as the number of processes increases. We also present an amplitude-

dependent energy flow diagram in a bistable metabeam and the stability of the transition

wave’s propagation speed in a one-dimensional bistable lattice to showcase our code’s ca-

pability to handle massively large problems. The achieved numerical and computational

performance gains open up the potential to uncover new dynamics by drastically expanding

the accessible analysis domains.
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6.2 Introduction

In recent decades, metamaterials based on bi-stable or multi-stable microstructures have

paved ways to surpass the dynamics which conventional materials can provide. Exam-

ple properties include extreme wave directionality [ 69 ,  70 ], bandgap transmission [  196 ,

 197 ], input-independent dynamics [ 97 ], which can be utilized for various applications across

the fields of engineering, such as energy trapping [ 153 ,  198 ], energy harvesting [ 97 ], and

mechanologic [  70 ,  199 ]. Such metamaterials are typically composed of repeating microstruc-

tures, and the resulting dynamics are best explained by the associated dispersion relations.

For many simple periodic structures, the linear and weakly nonlinear [  26 ,  29 ] wave dis-

persion relations can be readily obtained through systematic approaches on a single unit

cell, such as Bloch wave theorem [  136 ] or transfer function method [ 137 ]. Although simple

mathematical designs provide an inexhaustible framework for understanding the fundamen-

tal physics behind the operating principles, more complex microstructure designs [  71 ,  200 –

 203 ] or perturbations (e.g., functional grading [ 170 ,  204 ]) in the lattices are typically de-

sired for more practical applications. Obtaining the dispersion relations for such complex

designs through analytical means becomes challenging, if not impossible, even with the aid

of symbolic analysis tools. Furthermore, the recent work utilizing a bi-stable lattice with

unconstrained transverse motion enables an input-independent energy transfer between fre-

quencies orders of magnitude apart [  205 ]. Since the interaction with the transition waves,

which are quasi-particles traveling through the metastructure, is fundamental to the appear-

ance of this extreme behavior, its dynamics cannot be obtained from the analyses of its unit

cell only.

Due to the strong nonlinearities involved in achieving the desired dynamics, systematic

analytical approaches are limited, and so numerical approaches inevitably need to be com-

plemented. For the analyses of the complex metamaterials or metastructures, researchers

use either commercial solvers, such as COMSOL [  134 ,  201 ,  206 ,  207 ] and Abaqus [ 73 ,  205 ,

 208 – 210 ], or in-house implementations in preferred programming languages [  97 ,  132 ,  202 ,

 204 ,  211 ]. However, the challenge with the general-purpose commercial softwares is that

the solvers are not tailored to work optimally for a specific class of problem. For exam-
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ple, it takes about half a day to obtain a single output frequency diagram for a 30-element

bistable metabeam presented in Ref. [ 205 ] even with modern high-end computing systems.

Even with the in-house implementations, much less focus has been on the computational

performance as the analyses are limited to small finite lattices only. The metamaterial re-

search’s ultimate directions are to realize physical material through miniaturization of the

microstructures or build higher-dimensional functional structures out of the metamaterial

building blocks, both of which require simulations of millions of unit cells. Such a massive

problem was once deemed impossible to solve from the direct computation of its microscopic

components so that people have either imposed restrictions on the boundary conditions or

developed separate macroscopic approaches. However, as cutting-edge computer technology

becomes more affordable and accessible to the general public, a full-scale characterization of

such a problem is no longer unimaginable with a dedicated solver for a specific problem type.

Moreover, the recent technological advancements of the central processing units (CPU’s) are

more toward increasing the number of cores than increasing the clock speed, making the

parallel implementation more pertinent.

The repeating building blocks of metamaterials and metastructures inherently stage for

efficient parallel implementation, such that the computational load can be evenly distributed

among multiple local processes. In this study, we adopt the message-passing interface (MPI)

to develop a high-fidelity simulation tool that can run on millions of parallel processes for

analyzing generic bi- or multi-stable metastructures. With this in-house implementation,

we seek to extend the achievable numerical accuracy and achieve a significant performance

boost in analysis time to enable computation of a large number of massively large problems

expeditiously. The achieved performance gains allow the investigation of the previously

unreachable analysis domains, hence potentially unveiling new extreme dynamics.

6.3 Metastructures of Bi-stable Unit Cells

This study’s primary interest lies in unveiling the rich nonlinear dynamics associated

with architectures composed of bi- or multi-stable unit cells expeditiously. To that end, we

consider a metabeam composed of underlying bi-stable microstructures, a one-dimensional

(1D) lattice with quartic onsite potentials (discrete φ-4 model), and a 1D multi-stable lattice
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with coupled pendula (discrete sine-Gordon model). Although the physical interpretations

differ, the governing equations of all the architectures share the same form as follows:

Mün = Fintersite(un−1, un, un+1) + Fonsite(un), (6.1)

where M is the diagonal inertial matrix, un is the displacement vector at nth site, Fintersite and

Fonsite are generic (linear or nonlinear) functions for inter-site and onsite forces, respectively,

and the overdot represents the derivative with respect to time t. The detailed designs

and the specific expressions for the governing equations can be found in the respective

references [  31 ,  205 ]. This set of governing equations is highly coupled and nonlinear, for which

the closed-form solutions do not exist. Thus, implementing an efficient numerical solution

tool is imperative to investigate their rich dynamics fully. Various boundary conditions

(cantilevered, simply-supported, and fixed-fixed conditions) are considered to encompass a

variety of applications.

6.4 Numerical and Parallelization Strategy

As the primary numerical solution method, the standard explicit 4th order Runge-Kutta

(RK4) method is implemented. The developed code allows to use any set of the pa-

rameters for a general RK4 method, but the classical method (c1=1/2, c2=1/2, c3=1,

a21=1/2, a32=1/2, a43=1, b1=1/6, b2=1/3, b3=1/3 and b4=1/6, following Butcher’s notation

in Ref. [ 212 ]) has been applied for the ensuing examples in this study. The lower-order RK

methods (1st, 2nd and 3rd) are also optionally available for faster convergence at the expense

of the numerical accuracy in case that prompt computation is desired. The governing equa-

tions (i.e., 6 × N and N second-order differential equations for the metabeam and the 1D

lattice, respectively) are recast into a state-space form (i.e., 12 × N and 2 × N first-order

differential equations for the metabeam and the 1D lattice, respectively), where the new

coordinate vector x contains pairs of the displacement and velocity vectors, x2n−1 = un and

x2n = u̇n.

For better numerical stability, a 2nd order implicit method is implemented as well. In

this particular work, Newmark-β (NB) method with constant average acceleration (γ=1/2 ,
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Figure 6.1. (A) Schematic representation of the domain-level parallelization
scheme. Each process analyzes the elements in each boxed set only, and the
elements in the shaded regions are ghost cells that need to be communicated
between the neighboring processes. (B) Illustration of the solution algorithm
for each process.

β=1/4) [  169 ], which is unconditionally stable, is implemented to obtain numerical solutions.

With NB method, matrix inversion operations are unavoidable during Newton-Raphson

iterations. Since the tangent stiffness matrix k̂ = ∂
∂un

[Fintersite(un−1, un, un+1) + Fonsite(un)]

is sparse (at most 18 nonzero elements for each row) and large in its size, the conjugate

gradient method is used for matrix inversion. For a parallel implementation of the conjugate

gradient method, the block-decomposed vector algorithm [  213 ] is adopted since the domain

sizes are much larger than the number of the processes in most situations of interest.

The periodic repeating building blocks of the studied architectures provide an excellent

framework for a parallelized computational model since the computational load can be evenly

balanced. Since we deal with initial value problems, where the solutions are dependent on

the previous time step(s) (single step for RK method and two steps for NB method), only

the spatial-level parallelization can be achieved. To analyze problems with large numbers
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of degrees of freedom, we adopt the message passing interface (MPI) standard to distribute

the problem domain into multiple smaller subdomains to be handled by multiple individual

processes in parallel. Starting with N unit cells of the global structure, the problem domain

is divided into P smaller subdomains, where P is the number of compute processes. The

unit cells are equally distributed such that each process computes N/P unit cells (assuming

N is evenly divisible by P ) as shown in Fig.  6.1 (A). Each process, except the ones containing

boundary elements, stores two additional unit cell data (ghost cells) to the left and right of

the subdomain [the shaded regions in Fig.  6.1 (A)] since the governing equation requires the

states of the adjacent unit cells. An example algorithm for the parallel code with explicit

methods is graphically illustrated in Fig.  6.1 (B).

In order to reduce the latency from the overall data communications among the processes,

the MPI calls are made as contiguous and invoked sparingly; for example, the number of the

invoked communication calls for each iteration is twice the order of the numerical accuracy for

the RK method. As the data storage format, HDF5 file format is chosen in the anticipation

to use parallel I/O capability and to store extended metadata. The baseline output data

structure is composed of an Nt × Nf input force array f , Nt × 1 time array t, Nt × Nx

displacement array u, Nt × Nx velocity array u̇, and metadata containing the geometric

and compositional information, where Nt, Nf , and Nx are the numbers of time steps,

input sources, and degrees of freedom, respectively. For all the simulations to follow, the

double-precision (64 bit in the tested environment) floating-point values are used for both

the computation and data storage.

6.5 Code Validations

The responses of the metabeam under different levels of in-plane sinusoidal loads (applied

at the leftmost unit cell) are compared with those from Abaqus simulations to validate the

code. (The 1D lattices are validated with either Matlab or Python codes built for previous

studies, as presented in SI.) Four example cases with different characteristic behaviors of the

metabeam[ 205 ] are tested: linear behavior (0.1 N at 8 Hz), superharmonic generation (0.5

N at 76 Hz), frequency doubling (0.6 N at 96 Hz), and solitonic resonance (1.4 N at 35 Hz)

88



(A)

(B)

(D)

(C)

iv.iii.ii.

i.

Figure 6.2. Comparison of the time responses obtained from Abaqus and the
in-house code’s NB and RK4 methods for representative (A) linear behavior
(0.1 N at 8 Hz), (B) second harmonic generation (0.5 N at 76 Hz), (C) fre-
quency doubling (0.6 N at 96 Hz), and (D-i) solitonic resonance (1.4 N at 35
Hz). (ii) The responses of the solitonic resonance at a later simulation time
and their frequency spectra from (iii) Abaqus and (iv) RK4 method.

– see SI for the list of the design parameters. For all the example cases, the responses are

simulated for 6 s at ∆t= 10−5 s.

Fig.  6.2 shows the transverse responses of the top mass at the rightmost unit of the

metabeam. The blue dots and red crosses are the responses from RK4 and NB methods,

respectively, which follow the black lines (obtained from Abaqus) almost exactly except

the solitonic resonance example. The root-mean-square (RMS) errors of the time response

between the solution sets from RK4 method and Abaqus are 1.206 × 10−6 mm (0.1 N at 8

Hz), 9.03 × 10−6 mm (0.5 N at 76 Hz), 3.81 × 10−5 mm (0.6 N at 96 Hz), and 4.71 × 10−1

mm (1.4 N at 35 Hz), respectively; those from NB method and Abaqus are 5.53 × 10−9
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Figure 6.3. (A) Magnitude of the displacement vector, showing the solution
convergence, and (B) the RMS error as a function of time step size for each of
the numerical solution methods (Abaqus Implicit, NB, explicit RK1, explicit
RK2, explicit RK3, explicit RK4), showing the global truncation errors.

mm (0.1 N at 8 Hz), 2.21 × 10−7 mm (0.5 N at 76 Hz), 7.50 × 10−7 mm (0.6 N at 96

Hz), and 5.18 × 10−1 mm (1.4 N at 35 Hz), respectively. The RMS errors for the three

non-chaotic behaviors [Fig.  D.1 (A-C)] are minimal compared to the ranges of the output

responses. On the other hand, the solitonic resonance [Fig.  D.1 (D)-i,ii] involves chaotic

responses and thus the responses digress after several oscillations.  

1
 However, the crucial

property of this metabeam is its input-independent characteristic of the output frequency

when transition waves are generated within a metabeam. The frequency contents of the

responses between 2-6 s are obtained using fftpack function from Python’s scipy library at

1000 Hz sampling frequency without a window function. The general shapes of the output

frequency spectra from Abaqus simulation [Fig.  6.2 (D)-iii] and RK4 method [Fig.  6.2 (D)-iv]

show a good qualitative match, and the most dominant output frequencies occur at the same

frequency (∼40Hz), confirming the validity of the implemented solution methods.
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6.6 Numerical Performance

The default implicit Abaqus solver uses Hilber-Hughes-Taylor (HHT-alpha) method[ 214 ]

to find solutions. The HHT-alpha method is a variant of the Newmark-β (NB) method and

thus has the limit of the 2nd order of global truncation error. With the flexibility in choosing

the numerical solution methods in our in-house implementation, the solution accuracy can

be extended to higher orders than the 2nd order.

For each of the different numerical solution method, the various constant time steps

between 5 × 10−3 and 10−11 are used to obtain the solutions for the example linear case in

Validation section at the same time instant t=0.01 s. Since the exact theoretical solution

is not available for this type of problem, the numerical solution obtained at one of the

small time steps is assumed to be close to the exact solution set and used as a reference set

to be compared. Due to the accumulation of round-off errors as approaching the machine’s

numerical precision limit, the time step cannot be reduced indefinitely to improve the solution

accuracy. Since the implicit methods involve higher dimensional matrix operations (i.e. the

matrix inversions during the Newton-Raphson iterations) and rely on the residual tolerance,

the implicit methods is expected to be more susceptible to the machine’s precision limit and

thus ruled out from the choice. Hence, the reference solution set is selected by checking the

convergence of the solutions from the RK methods as the time step is reduced. Figure  6.3 (A)

shows the magnitudes of the output displacement vectors at t=0.01 s, obtained with various

time steps ∆t’s. The choice is made where the rate of the change of the magnitude is

minimum, which is at ∆t = 10−6 with RK4 method [see the zoomed region of Fig.  6.3 (A)].

The RMS errors between the solution sets obtained with the trial ∆t and the reference

solution set are plotted in a log-log scale in Fig.  6.3 (B) for different solution methods (Abaqus

Implicit, NB, explicit RK1, explicit RK2, explicit RK3, explicit RK4). The negative of the

slope of the curve corresponds to the logarithm of the rate of decrease in the error with respect

to decrease in the time step, hence mathematically indicating the global truncation error.

The black dashed lines are the reference lines indicating the slopes of 1, 2, 3, and 4 in order,
1The chaotic motion is highly sensitive to any slight perturbations in the initial condition or intermediate
values. The different numerical solution algorithms and parameters make it improbable to yield identical
responses.
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confirming the desired global truncation errors of the implemented solution methods. The

accuracy of the in-house implementation of the NB method stays the same as that of Abaqus

since the NB method is essentially the same as the default solution method that Abaqus

uses. The small discrepancy in the achievable error is due to the different specification of the

residual tolerance. With RK4 method, we observe a very fast convergence to the accurate

solution as expected. A similar accuracy level that requires Abaqus simulation to be run

with ∆t = 2×10−7 can be achieved only with ∆t greater than 5×10−5 for RK4 method. The

resulting numerical accuracy plot confirms the extension of the solution accuracy to higher

orders than what a commercial solver offers. The fast approach to the exact solution allows

the solver to use a larger time step, making it less susceptible to the hardware precision

error, which can be useful when solving stiff problems.

6.7 Computational Performance

The computational performance of our parallelized solver for bi-stable architectures is

demonstrated by comparing the measured wallclock times obtained from the in-house solvers

and Abaqus solver in solving both fixed-size problems (showing strong scaling) and scaled-size

problems (showing weak scaling) with respect to the number of processes. For the analyses in

this section, the same unit cell design as the linear behavior example in Validation section

is used, and the responses are simulated for 0.1 s at ∆t=0.0001 s. When measuring the

wallclock times, file I/O statements have been disabled since the complete file I/O may not

be necessary depending on the applications of the program (e.g., FFT of a single point), and

one scheme can be faster than the others depending on the problem sizes (e.g., serial vs.

parallel I/O schemes). Both for the NB and RK4 methods, the wallclock times are measured

by comparing the time stamps from the MPI-intrinsic subroutine MPI_WTIME() placed

before and after the main computation loop while all the hdf5 calls are commented out. For

Abaqus simulations, the frequencies for the field and history output and restart request have

been set to zeros, and the output diagnostics feature is disabled. The wallclock times from

Abaqus simulations are directly read off from the generated .dat (or .msg) files. All the

simulations are tested on dedicated compute nodes (Two Sky Lake CPUs at 2.6 GHz with
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Figure 6.4. Wallclock time comparison among Abaqus Implicit solver and
in-house code’s NB and RK4 methods, showing the (A) strong and (B) weak
scalings with the number of processes.

24 cores and 96 GB memory per node) at Purdue University, where no other user programs

are running.

For the strong scaling analysis [  215 ], three differently sized (128, 1024, and 16384 unit

cells, each) metabeam problems are simulated with a varying number of processes. (To avoid

any MPI load balancing issue, only the metabeams composed of power of 2 unit cells are

tested for the power of 2 number of processes.) The wallclock times are measured three times

for each solution method and each number of processes for a statistical purpose, 

2
 and their

averages are plotted with respect to the number of processes in Fig.  6.4 (A) on a log-log scale.

Throughout all three problem sizes, the in-house RK4 solver exhibits absolute computation

times about three orders of magnitude faster than those of the Abaqus solver. Since the

code is streamlined to solve the particular type of problem, the absolute computation times
2Since the absolute time it takes for RK4 method is in general very quick (in ms scale), these results are
more susceptible to hardware and software conditions, such as CPU temperature and background system
processes.
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from NB method are also faster than those from the Abaqus simulations. These results

are by no means a fair comparison since Abaqus is a general-purpose commercial solver,

which performs many cross-checks and other useful tasks nontransparent to the end-users.

Moreover, Abaqus is not aware of the specific periodic arrangement of the structure, so

that its native partitioning scheme may not be such that the best load balance is achieved.

Hence, a better comparison measure is how the wallclock time scales with the increased

number of the processes. To that end, the linear regression of the first three or four data

points of the wallclock times for each method is plotted with the dashed line slightly beneath

the corresponding curve. The slopes of the regressed lines [indicated by the dashed lines in

Fig.  6.4 (A)] immediately show that the computation times of the in-house code scales much

better with the number of processes and more consistently throughout the problem sizes

than those of Abaqus.

The weak scaling exhibits the best utilization of the available resources rather than a

reduction in the absolute computation times with the increased number of processes [ 216 ].

For the weak scaling analysis, the problem size is proportionally scaled with the number

of processes. For example, if we desire each process to compute 10 unit cells, we measure

the wallclock times for a 10-unit cell metabeam with one process, a 20-unit cell metabeam

with two processes, a 40-unit cell metabeam with four processes, and so forth. Figure  6.4 (B)

shows the weak scalings for the problem densities (N/P ) of 1, 10, and 100 unit cells. The

implementation of the explicit solution schemes do not contain inherently sequential tasks if

the input processing is disregarded. Thus, the measured wallclock times from RK4 method

for the scaled problem sizes remain nearly constant throughout the number processes. The

slight increase is deemed to be from the latency of the underlying computer architecture’s

interconnection network scheme. For the implicit methods (Abaqus and NB), parallel im-

plementation of matrix inversion is required, which is dependent on the global problem size

(e.g., data communications need to be made among all the processes for the calculation of

the residual sums), hence their weak scalabilities are not as balanced as that of RK4 method.
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Figure 6.5. (A) Representative input force, localized both in temporal and
spatial domains. (B) Energy flow diagram, showing the ratio between the
transmitted energy to a distant site and the input energy. Around the diagram
are the in-plane displacements at the excitation site (40,001st unit cell) and
the measuring site (40,601st unit cell) for the selected forcing conditions.

6.8 Nonlinear Energy Flow Diagram of Bi-stable Metabeam

The improved computational capability from the massively parallelized spatial domain

is especially useful to explore the nonlinear behaviors of periodic structures, for which the

theoretical solutions are in general not available, enabling the previously unreachable analysis

regime. As such an example, amplitude-dependent 

3
 energy propagation in a metabeam of

bi-stable element is investigated. (An example case study on a 1D lattice can be found in SI.)

To that end, a very long metabeam (N= 80,001) with a fixed-fixed boundary  

4
 is excited by a

3Although the constituting elements (springs) are linear, the unit cell geometry involves angular dependence,
and thus the structural responses are dictated by the amplitude-dependent dynamics.
4The choice of boundary condition is irrelevant since we are only interested in the propagation characteristics.
The simulation time is limited such that major reflections are yet to occur.
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modulated sinusoidal force of the form fin = F sin(ωt+ φ0) sin2( t−c1
c2−c1

) for c1 ≤ t ≤ c2 at the

center mass of 40,001st unit cell of the metabeam in the in-plane direction. A representative

input signal is shown in Fig.  6.5 (A), where the values for c1 (10 ms) and c2 (1010 ms) are

chosen such that the signal is localized in both time and frequency domains of interest. Small

mass proportional damping that gradually increases from 6.61×10−8 s-1 to 2.64×10−4 s-1 is

applied at both the leftmost and rightmost 2000 unit cells to eliminate unphysically fast

low-frequency waves reflecting back toward the origin.

To quantify the energy propagation in the metabeam, we define energy transmissibility 

5
 

as the ratio between the energy transmitted to the measuring site (a distant location from

the input site) and the input energy into the system with – see Method section for the details

of calculating the transmissibility. Figure  6.5 (B) summarizes the energy transmissibility for

various combinations of the input force and frequency. Note that the transmissibility, in

general, does not exceed 50% since the metabeam is symmetrically excited at the midpoint,

making the waves travel both to the left and right. Thus, the closer the color is to green

(red), the more (less) input energy survives through the measuring site. In the sense that

the transmissibility shows how much of the original energy can be transferred to a distant

location, it can be regarded as a practical measure of the pass or stop bands. Several

representative time responses of the waves at the excitation and measuring sites are plotted

as well. Case P1 shows the spatial attenuation, a typical characteristic when the associated

wavenumber has a nonzero imaginary part. P2 exhibits the undisturbed transmission of the

input pulse through the metabeam, while P3 exhibits the stop band behavior. P4 shows the

separation into two pulse groups, the details of which is addressed shortly. For a large enough

forcing amplitude, we observe the formation of transition waves (P5) or transformation into

nondefinite waveforms (P6).

From the energy transmission diagram, We can immediately observe the overall effect

of the amplitude dependence on the energy propagation: the pass band expands with the

increased forcing amplitude. What is more incredible than the observed dynamics is that the
5The reason why the energy flow is considered as the wave propagation measure rather than the shape of
the wave pulse itself is that the characteristics of the waves change depending on the forcing amplitude; for
example, the propagated pulse does not retain the original modulated sinusoidal input for cases P4, P5, and
P6 in Fig.  6.5 (B).
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(A)

(B)

Figure 6.6. Separation of the input pulse into multiple pulses under F=1.8 N
at 25 Hz. In-plane responses u1 are plotted both in (A) time domain and (B)
spatial domain along with the corresponding temporal frequency û1 and spatial
frequency ũ1 of each pulse group.

obtained diagram is an epitome of what a massively parallelized numerical solver enables.

Every square in the energy flow diagram represents the individual simulation of a metabeam

with 80,001 unit cells (480,006 DoF’s). In generating a single set of the energy flow diagram,

1,260 simulations of such models are performed, a scale of which has not been previously

conceivable with a serial implementation or with commercial solvers.

Strictly speaking, a very large spatial domain is not a necessity to obtain the energy

flow diagram above. The same diagram can be obtained for a structure long enough to

cover the measuring site with proper terminating conditions (e.g., artificial damping) at

the boundaries since only the time data passing through the specific point of interest is

required to calculate the transmitted energy. However, we can obtain information about the

associated waves in its entirety with the additional solution dimension in the spatial domain.

When the forcing amplitude is moderately high,  

6
 we observe that the input pulse separates

into multiple pulses near the boundary of the low-frequency stop band and the pass band
6The term moderate in this context is used to describe the large enough force to exhibit nonlinear behaviors
but not large enough to trigger transition waves.
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[e.g., the case P4 in Fig.  6.5 (B)]. One such phenomenon occurs under F=1.8 N at 25Hz, and

the corresponding time response at 41001st site is plotted in Fig.  6.6 (A). We can identify

two main pulse groups.  

7
 The dominant frequency of the former is the same as the carrier

frequency, and the dominant frequency of the latter is twice the carrier frequency, showing

the generation of the harmonic contributions to the main input frequency.

Since our parallel solver allows for efficient analyses of very large spatial domains, the cor-

responding wavenumber to each pulse group can also be identified from the analysis of wave-

form in the space configuration. Fig.  6.6 (B) shows the responses in the space configuration,

obtained at t=2 s. The same pulse groups are indicated by the same colors in Figs.  6.6 (A,B)

(red dashed box for the fast-moving pulse and green dashed box for the slow-moving pulse).

We take FFT on each pulse in the space configuration to extract spatial frequency spectrum,

yielding ν=∼0.0002 m−1 for 25 Hz pulse and ν=∼0.002 m−1 for 50 Hz pulse. By collect-

ing the wavefrequency-wavenumber pairs for each input excitation, it is potentially possible

to construct numerically a nonlinear dispersion relation, which fundamentally governs most

of the dynamic behaviors yet is deemed impossible to obtain analytically for this kind of

complex metastructure designs.

6.9 Conclusions

In summary, we adopt a message-passing model to achieve massively parallelized com-

putation for dynamics in bi-stable architectures. The implemented solution tools are thor-

oughly validated against the existing solvers. The freedom of choice on the numerical solution

schemes allows the global truncation error to be extended to higher orders, surpassing the

2nd order accuracy limit posed by implicit Abaqus solver. The increased accuracy opens up

a possibility for the code to be readily coupled with the existing high-fidelity solvers in other

dynamical systems (e.g., hypersonic flow analysis tools), providing solutions to more complex

problems. Since the code is dedicated to solving the multi-stable architectures, the compu-

tation time can be reduced to as much as three orders of magnitude compared to that of
7To be precise, the second group itself is composed of two separate identifiable subgroups. Since one of
the subgroups dominates the other, we disregard such a detailed description of the pulses for analytical
simplicity.
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the commercial solver. Additionally, the studied architectures’ inherent periodicity provides

an excellent framework for balanced computational loads among the processes, achieving

a strong scaling with the number of processes. The improved computational performance

makes the code suitable for analyzing a large number of large-scale problems expeditiously

as well as investigating previously unreachable analysis regimes – the generated nonlinear

energy transmissibility diagram showcases one such example. The presented case studies are

only a small fraction of what this parallel implementation can potentially enable. Typically,

more practical designs require a higher level of design complexity, for which analytical means

to investigate their dynamics become unmanageable. The implemented computational de-

sign is generally applicable to and thus easily extendable to any dynamical systems with

the structural dimensionality of 1 as long as the governing equations and their Jacobians

(for implicit numerical methods) are available. Hence, our code can provide an excellent

numerical alternative to investigate such previously unreachable analysis regimes.

6.10 Methods

6.10.1 Running MPI Jobs

The parallel Fortran script is first compiled with an MPI Fortran wrapper compiler

(Intel MPI library 2017 Update 1 is used throughout the examples in this study). The input

parameters for the numerical solution method and the bi-stable architecture design are then

stored in a python script. Running the python script generates two input files (one defining

the numerical solution method and the other defining the structural design), which can be

read by the Fortran program. This entire process is automated through GNU make; a single

analysis is typically performed by executing a sequence of commands ”make” and ”make run

np=(number of processes) inp=(input generation file name)” in a command line interface.

All the scripts are available in the supplemented .zip file.

6.10.2 Energy Flow Diagram

The energy transmissibility in this study is defined as the ratio between the transmitted

energy to a distant site and the input energy to the system; that is, TR = Etr/Ein. For
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the energy flow example in the main manuscript, only the vector component in the in-plane

direction is considered to investigate the pass/stop band characteristics in the in-plane direc-

tion. Hence, the input energy Ein is obtained from the time integration of the instantaneous

power supplied to the excitation site in the in-plane direction: Ein =
∫ ∞

0 finu̇indt, where fin

is the input force, u̇in is the velocity of the excited mass in the in-plane direction, and the

integrand is assumed to well-behave.

Similarly, the transmitted energy to the mass of interest is obtained by integrating the

power supplied to the mass of the interest from the left (for a right-propagating wave). The

force transmitted through the inter-site spring left of the mass of interest is

fleft = ∂

∂u1,out

(1
2k1∆2

1,out

)
, (6.2)

where u1,out is the in-plane displacement of the center mass at the measuring site, and ∆1,out

is the deflection of the inter-site spring (with the stiffness k1) connected to the left of the

mass – the full expression for the spring defection can be found in Ref. [  205 ]. Thus, the

transmitted energy can be calculated as Etr =
∫ ∞

0 fleftu̇outdt.

6.10.3 Linear Regression

The approximate slopes of the wallclock time curves in Fig.  6.4 are obtained by finding the

linear fits of the first four data points. Since the plots are in log-log scales, the approximate

relationship is in the form log tWC,p = a0 + a1 log p (equivalent to tWC,p = 10a0pa1), where

tWC,p is the wallclock time corresponding to the number of the processes p. To solve for a set

of the approximate values for constants a0 and a1, an overdetermined system of equations

can be formed as follows:



1 log 1

1 log 2

1 log 4

1 log 8


︸ ︷︷ ︸

A

a0

a1

 =



log tWC,1

log tWC,2

log tWC,4

log tWC,8


. (6.3)
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By premultiplying both sides of Eq. (  6.3 ) by A, we can find a0 and a1 that best fit the

measured time data.
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7. CONCLUSION

In this thesis, we study rich nonlinear dynamics in generic architectures composed of bistable

unit cells. In particular, the strong nonlinearities of the bistable building blocks yield highly

stable propagation of energy in the form of transition waves. The particle-like nature of the

transition waves provides a fundamentally different route to realizing dynamic properties,

breaking their strong dependence on the unit cell size. Therefore, metamaterials based

on bistable unit cells can potentially address the existing performance limits of the linear

counterparts. The uncovered metamaterial properties are not limited to specific designs or

implementation and thus can be applied to various fields of physics and engineering.

To leverage the quasi-particle nature of the transition waves, we investigate the dynamic

responses of the lattices composed of asymmetric bistable unit cells, which support unidirec-

tional transition waves. We observe numerically and experimentally that invariant transition

waves are generated regardless of the type and the intensity of the input excitations as long

as any unit cells undergo snap-through state transitions. Due to the inherent lattice discrete-

ness, there is a radiation of energy in the form of small vibrations tailing the main transition

waves. The fact that these tailing vibrations are dominantly at single frequencies ensures

resonant transduction of the mechanical energy into electrical energy, providing means to

utilize the highly concentrated energy of the transition waves. Therefore, combined with the

input-independent characteristics, the studied bistable lattices can provide a solution to the

current challenges of broadband energy harvesting.

To improve the power conversion potential in energy harvesters based on bistable lat-

tices, we introduce engineered defects and lattice discreteness. Perturbations in the forms of

mass and stiffness defects are incorporated, exhibiting wave energy concentration at specific

sites within the lattice. With a section of defects, we observe a breather-like mode having a

long-lived, large oscillatory motion between two stable states, which can further improve the

harvesting performance. Alternatively, the motion of the transducible tails resulting from

the passage of transition waves can be enhanced as a whole across the lattice by manip-

ulating the lattice discreteness. To that end, a set of inertially and elastically equivalent

bistable lattices that only differs in lattice discreteness are prepared. We observe the lower
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and upper energy harvesting gaps, arising from the vanishing tails and transition wave dis-

integration, respectively. In between is the pass band, where the available kinetic energy of

the transducible tail amplifies with the level of the lattice discreteness.

Despite the unique dynamics in the bistable lattices, the asymmetry in the bistable onsite

potentials hinders continuous operations without proper resetting mechanisms. To address

this challenge, we impose graded stiffness on either the onsite or inter-site elements of the

bistable lattices with symmetric onsite potentials. With gradually decreasing stiffness, the

generated transition waves still travel unidirectionally. However, they can now be triggered in

both directions since the system supports both compression and rarefaction transition waves.

With gradually increasing stiffness, a boomerang-like transition wave reversal occurs, which

can be useful for energy harvesting applications that require impulsive input sources, such as

human walks and blasts. This added operational degree of freedom helps expand the utility

of transition waves in real-world applications.

The input-independent dynamics exist at the unit cell level in the one-dimensional

bistable lattices. By allowing macroscopic extensional and flexural motions of the lattices,

we can translate the input-independent behaviors to occur at the macroscopic structural

level. To that end, a metabeam is formed by integrating a spring-joined bistable lattice into

a flexible macroscopic frame. The metabeam is excited by a unit cell level disturbance, and

the responses are measured at the macrostructural level. We obtain an output frequency

diagram, showing that the dominant output frequencies are coherent around the macroscopic

structural modes regardless of input excitations as long as transition waves are generated by

any means. This extreme energy transfer not only implies potential applications in broad-

band operations but also provides a transformative route to metamaterial design by breaking

the dependence on the constitutive units. Furthermore, the simple metamaterial building

blocks allow the input and output frequency ranges to be easily tailored by manipulating

the mass and spring constants of the unit cells; we demonstrate energy transfer between

frequencies up to two orders of magnitude apart.

Finally, we develop a dedicated Fortran code that utilizes the message-passing interface

(MPI) for parallel computation of generic problems involving bistable unit cells. The code

is thoroughly validated with the results from Abaqus and well-established computer codes.
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The implemented fully explicit 4th-order Runge-Kutta method outperforms the commercial

solvers both in numerical accuracy and computational speed. In particular, the intrinsic pe-

riodicity of a lattice structure guarantees the optimal computational load balance among the

processes, achieving extreme computational scaling with the increased number of processes.

The resulting performance gain enables the simulations of massively large problems and

opens up the possibility to uncover interesting dynamics in previously inaccessible analysis

regimes.

In summary, the presented results in this thesis demonstrate transition wave generations

in metamaterial architectures of bistable units and their extreme dynamic properties. In

particular, this work introduces a new design paradigm for metamaterials and metastructures

by exploiting the quasi-particle nature of the strongly nonlinear waves as a fundamental

mechanism to dictate the macroscopic dynamics. The established dynamics and mechanisms

in this work can address many of the current challenges with engineering materials and

provide the potential to reveal even more interesting new dynamics.
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A. SUPPLEMENTARY INFORMATION FOR

INPUT-INDEPENDENT ENERGY HARVESTING IN

BISTABLE LATTICES FROM TRANSITION WAVES

Measured Force-Deflection Curves

Figure  A.1 shows the experimentally-fitted force-displacement curves for the bistable

element with 0.225 m of rail distance and for magnetic interaction from the previous study,

and the corresponding parameters are summarised in Tab.  A.1 . Refer to the Supplemental

Material of Ref. [33] in the manuscript for how these curves are obtained.

Figure A.1. (a) Experimental force-deflection curves for the bistable element
with the rail distance R = 0.225 m and (b) inter-element magnetic force.

Table A.1. System parameters for the baseline lattice
A p C2 C3 C4

4.95 × 10−5 -3.274 217.101 -23,426 449,961

Phonon Transmission

Phonon transmission is obtained by linearising the governing equation about the stable

equilibria, assuming a traveling wave solution of the form ūn = Ūei(k̄n−ω̄t̄), where k̄ and ω̄ are
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the nondimensionalised wave number and frequency. The dispersion relation in the linear

regime is obtained as

k̄ = ±2 arcsin

√√√√−ω̄2 − iω̄b̄− F̄onsite(ū∗
n)

4p , (A.1)

where ū∗
n represents a static equilibrium position, and the following nondimensionalisation

is used:

k̄ = kL, ω̄ = ωT, b̄ = bT

m
, F̄onsite = Fonsite

ALp
, T 2 = m

ALp−1 . (A.2)

Figure A.2. (a) Dispersion relation of the linearised equation: real (solid line)
and imaginary (dashed line) parts of the nondimensionalised wave number.
(b) Analytical solution of the phonon transmission in a lightly damped (b=0.2
Ns/m) lattice under sinusoidal input with a frequency (ω=105 rad/s) within
the pass band.

In Fig.  A.2 (a), this relation is plotted for different values of damping. For a conservative

lattice (b̄=0), the presence of the on-site potential acts as distributed elastic surroundings,

resulting in a pass band between the low (ω̄=7.13) and high cutoff frequencies (ω̄=7.99).

For dissipative systems (b̄>0), k̄ exhibits an imaginary part (dashed lines) which contributes

to wave attenuation. Hence, phonons can never be stably transmitted in a physical setup.

Figure  A.2 (b) shows the responses of the first five elements in this small-amplitude regime

of the lattice system with a low damping (b=0.2 Ns/m). The phonon transmission is almost

completely disintegrated after passing through only a few elements.
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Minimum Snapping Force in a Lattice

The force-deflection curve for a lattice of multiple unit cells is obtained numerically

by applying a load quasi-statically to the first element and measuring the corresponding

deflection at the same site. The minimum snapping force is defined as the smallest static force

that triggers the state change. The numerical simulation shows the same force-deflection

relation for the lattices with more than three unit cells.

Figure A.3. Minimum snapping force required to induce the state transition
for a single bistable element and an array of bistable elements.

Experimental Responses

The experimental (dashed lines) and numerical responses (solid lines) for two selected

cases (periodic lattice and Ldefect/L = 0.857) are plotted in Figs.  A.4 (a) and (b), respectively.

To account for the manufacturing variability of the bistable elements, the experimental

results are adjusted such that the snapping distances match those of numerical results.

Although the details of the motion, such as the propagation velocity and the frequency of

the free vibration after the completion of the state transition, do not match exactly, they still

undergo qualitatively similar changes. Possible reasons for the discrepancy are the limited

order of the quartic potential approximation to describe the on-site dynamics produced

by the bistable elements and the presence of coupled rotational motion. Nevertheless, the
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simplicity of the model used in this study captures the qualitative behaviour of the lattice,

fulfilling the objectives of this investigation.

Figure A.4. Numerical (solid lines) and experimental (dashed lines) responses
around the control site for (a) the periodic lattice and (b) the lattice spacing
defect ratio of 0.857.

Energy Analysis

Consider an enclosed system of an infinitely long lattice of bistable elements. At the

instant t0 a wave enters the system, the total available energy in the system is Etot|t0 =

Ein +N∆φ, where Ein, ∆φ, and N are the wave energy transmitted from outside the system,

difference between two stable states of the bistable element, and the number of elements in

the system. From the infiniteness of the selected section, Ein � N∆φ and thus Etot|t0 ≈

N∆φ. After all the wave train passed by (so that all the elements in the system reach

the steady states at the lower equilibria), the total energy at this instant can be written as

Etot|t∞ = Netot|t∞ from periodicity of the lattice. etot is the total energy per unit element

which can be expresses as etot = ke+peonsite +pemag +de, where ke, peonsite, pemag, and de are

kinetic energy, on-site potential, potential due to magnetic interaction, and dissipated energy

per unit element, respectively. Etot|t0 should remain constant for the same set of bistable

elements, and therefore Etot|t∞ also remain unaltered even if any other lattice parameters

than the on-site potential change. In addition, etot should be conserved at any time instant

from the conservation of total energy in an enclosed system.
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Effect of Mass Change

From the above argument, etot’s of two different lattices with the same on-site elements

are conserved:

ke(1) + pe(1)
onsite + pe(1)

mag + de(1) = ke(2) + pe(2)
onsite + pe(2)

mag + de(2), (A.3)

where superscript indicates a lattice with a different set of parameters. During the displace-

ment of mass from zero to an arbitrary deflection ∆, it is reasonable to assume |pe(2)
mag −

pe(1)
mag| � 1 from the compactness of the transition wave (can span as small as a single

element according to Ref. [33]). This leads to

(1
2mv

2)(1) +������
peonsite|x=∆ + (

∫ t(x=∆)

t(x=0)
bv2dt)(1) = (1

2mv
2)(2) +������

peonsite|x=∆ + (
∫ t(x=∆)

t(x=0)
bv2dt)(2)

⇒ (1
2mv

2)(1) + (
∫ ∆

0
bvdx)(1) = (1

2mv
2)(2) + (

∫ ∆

0
bvdx)(2).

(A.4)

Letting m(1) > m(2) and assuming a fixed b, it can be easily concluded that v(1) < v(2) for all

∆. Now, dissecting the energy components when the element reaches its maximum potential

(therefore ke = 0),

peonsite|x=∆1 +
∫ ∆1

0
bv(1)dx = peonsite|x=∆2 +

∫ ∆2

0
bv(2)dx. (A.5)

If ∆1 < ∆2, then peonsite|x=∆1 < peonsite|x=∆2 . The equality ( A.5 ) can never hold since v(1) is

always less than v(2) (
∫ ∆1

0 bv(1)dx <
∫ ∆2

0 bv(2)dx). On the other hand, the equality can satisfy

for ∆1 > ∆2, which conclude that the a larger mass yields a larger amplitude.
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Effect of Inter-element Forcing Change

As derived in the manuscript, pe(1,2)
mag = − A

p+1(x2 −x1 +L(1,2))p+1. Since p+1 is in general

negative, pe(1)
mag < pe(2)

mag for L(1) > L(2) . Substituting this relation into Eq. ( A.3 ), we obtain

the following inequality:

(1
2mv

2)(1) +������
peonsite|x=∆ + (

∫ ∆

0
bvdx)(1) < (1

2mv
2)(2) +������

peonsite|x=∆ + (
∫ ∆

0
bvdx)(2). (A.6)

Similar to the case of mass change, it can be shown that v(1) < v(2) for all ∆ if L(1) > L(2).

At the instant that pe becomes maximum, the inequality becomes

peonsite|x=∆1 +
∫ ∆1

0
bv(1)dx < peonsite|x=∆2 +

∫ ∆2

0
bv(2)dx. (A.7)

Following the same process, if ∆1 > ∆2, peonsite|x=∆1 > peonsite|x=∆2 . The inequality may

be satisfied this time since v(1) < v(2). If ∆1 < ∆2, then peonsite|x=∆1 < peonsite|x=∆2 and∫ ∆1
0 bv(1)dx <

∫ ∆2
0 bv(2)dx so that the inequality always holds. Therefore, the effect of the

inter-element forcing change (or lattice spacing change) is inconclusive; it may or may not

induce a larger amplitude.

130



Time Progression of the Breather-like Mode

Figure A.5. Time progression of a breather-like mode in the spatial con-
figuration. A spatially localised inter-well oscillation is generated while the
main transition wave continues to propagate. The dashed red line indicates
the boundary (59th site) of the defect section.
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Experimental Setup for Electromechanical Conversion Performance

Figure  A.6 (a) shows the bistable element with embedded piezoelectric transducers and its

placement in the experimental setup. The specific location of the transducers are determined

based on the FE analysis [Fig.  A.6 (b)], which shows that the largest in-plain strains of the

fundamental mode in the length direction of the element occur near the roots.

Figure A.6. (a) Piezoelectric transducer attachment to a bistable element
and its installation within the lattice. (b) In-plane strain distribution of the
fundamental mode in the length direction of the bistable element from FE
analysis.

132



B. SUPPLEMENTARY INFORMATION FOR SOLITARY

WAVES IN BISTABLE LATTICES WITH STIFFNESS

GRADING: AUGMENTING PROPAGATION CONTROL

Projection of Eq. (11) on ψb

The projection of the linearized equation of motion [Eq. (11) in the manuscript] on ψb

can be made by multiplying it by ψb and then integrating it over ξ. By taking advantage of

orthogonality between the different modes, the term-by-term projections can be expressed

as follows:

∫
dξ ψ∗

bf,ττ = φb,ττ

cb

∫
dξ ψ∗

bψb + φ1,ττ

c1
���

���∫
dξ ψ∗

bψ1︸ ︷︷ ︸
orthogonality

+
∫
dk φk,ττ

���
���∫

dξ ψ∗
bψk︸ ︷︷ ︸

orthogonality

= φb,ττ , (B.1)

∫
dξ ψ∗

bα(X)f,ττ = φb,ττ

cb

∫
dξ αψ∗

bψb + φ1,ττ

c1

∫
dξ αψ∗

bψ1 +
∫
dk φk,ττ

∫
dξ αψ∗

bψk, (B.2)

∫
dξ ψ∗

bα(X)f,τξ = −φb,τ
2cb

∫
dξ γα(X)ψ∗

bψb + φ1,τ
c1

∫
dξ αψ∗

bψ1,ξ +
∫
dk φk,τ

∫
dξ αψ∗

bψk,ξ , (B.3)
∫
dξ ψ∗

b [ − f,ξξ + (2 − 3 sech2 ξ√
2

)f ] =
∫
dξ ψ∗

bω
2f

= ��ω
2
bφb

cb

∫
dξ ψbψb + ω2

1φ1

c1 ��
����∫
dξ ψbψ1 +

∫
dk ω2

kφk
�

���
��∫

dξ ψbψk = 0,
(B.4)

∫
dξ ψ∗

b [ − αγ2f,ξξ +β(2 − 3 sech2 ξ√
2

)f ] =
∫
dξ ψ∗

b [αγ2ω2f + (β − αγ2)(2 − 3 sech2 ξ√
2

)f ]

=ω
2
1φ1

c1

∫
dξ αγ2ψbψ1 +

∫
dk ω2

kφk

∫
dξ αγ2ψbψk + φb

cb

∫
dξ (β − αγ2)ψ∗

bψb

+φ1

c1

∫
dξ (β − αγ2)ψ∗

bψ1 +
∫
dk φk

∫
dξ (β − αγ2)ψ∗

bψk − 3
√

2φb

cb

∫
dξ (β − αγ2)ψ3

b

−3
√

2φ1

c1

∫
dξ (β − αγ2)ψ2

bψ1 − 3
√

2
∫
dk φk

∫
dξ (β − αγ2)ψ2

bψk,

(B.5)

where the relation −ψ,ξξ +(2 − 3 sech2
(

ξ√
2)

)
ψ = ω2ψ and ωb = 0 are used in Eqs. (  B.4 )

and ( B.5 ). ∫
dξ ψ∗

bf,τ = φb,τ , (B.6)

∫
dξ ψ∗

bα(X)f,τ = φb,τ
cb

∫
dξ α(X)ψ∗

bψb + φ1,τ
c1

∫
dξ α(X)ψ∗

bψ1 +
∫
dk φk,τ

∫
dξ α(X)ψ∗

bψk, (B.7)

∫
dξ ψ∗

bf,ξ = φb

cb �������
∫
dξ ψ∗

bψb,ξ︸ ︷︷ ︸
direct integration

+φ1
c1

∫
dξ ψ∗

bψ1,ξ +
∫
dk φk

∫
dξ ψ∗

bψk,ξ , (B.8)
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∫
dξ ψ∗

bα(X)f,ξ = − φb

2cb

∫
dξ γα(X)ψ∗

bψb + φ1
c1

∫
dξ α(X)ψ∗

bψ1,ξ +
∫
dk φk

∫
dξ α(X)ψ∗

bψk,ξ , (B.9)

∫
dξ ψ∗

bα(X) sech2 ξ√
2 tanh ξ√

2 = −
∫
dξ α(X)ψ∗

bψb,ξ = 1
2

∫
dξ γα(X)ψ∗

bψb, (B.10)

∫
dξ ψ∗

bα(X) 1√
2 sech2( ξ√

2) =
∫
dξ α(X)ψ∗

bψb, (B.11)

∫
dξ ψ∗

b
1√
2 sech2( ξ√

2) =
∫
dξ ψ∗

bψb = cb, (B.12)

∫
dξ ψ∗

bβ(X) sech2 ξ√
2 tanh ξ√

2 = −
∫
dξ β(X)ψ∗

bψb,ξ = 1
2

∫
dξ γβ(X)ψ∗

bψb, (B.13)

Combining all terms together and assuming that the contributions from the coupling between

different modes are minimal, the equation becomes

φb,ττ −γ2v2φb,ττ

cb

∫
dξ αψ∗

bψb − vγ3φb,τ
cb

∫
dξ α(X)ψ∗

bψb + φb

cb

∫
dξ (β − αγ2)ψ∗

bψb

−3
√

2φb

cb

∫
dξ (β − αγ2)ψ3

b + γδφb,τ +γvφb,τ
cb

∫
dξ α(X)ψ∗

bψb + γ2 φb

2cb

∫
dξ α(X)ψ∗

bψb

+1
2γ

3
∫
dξ α(X)ψ∗

bψb − γ
∫
dξ α(X)ψ∗

bψb − γδvcb − 1
2γ

∫
dξ β(X)ψ∗

bψb = 0.

(B.14)

Eq. (  B.14 ) can be solved numerically for any perturbation functions of α(X) and β(X).

However, consider linear variations α(X) = α̃X and β(X) = β̃X with small α̃ and β̃ to

seek for a closed-form solution. We further limit the analysis to the low-speed propagations

v � 1, and then Eq. ( B.14 ) becomes

φb,ττ +γδφb,τ = −1
2γ

3α̃cb + γα̃cb + γδvcb + 1
2γβ̃cb. (B.15)
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C. SUPPLEMENTARY INFORMATION FOR EXTREME

FREQUENCY CONVERSION FROM SOLITON RESONANT

INTERACTIONS

Solution for the Beam Subjected to a Moving Particle

The forced motion of a fixed-free beam under a moving impulse can be solved by the

normal mode expansion. The normal modes can be obtained by solving the homogeneous

problem

φ(x) − β4φ(x) = 0, (C.1)

where β4 = ω2

a2 , a2 = EI
ρA

, and the prime represents the derivative with respect to x. One way

to represent the normal modes of the fixed-free beam is

φn(x) = (cos βnx− cosh βnx) + ζn(sin βnx− sinh βnx), (C.2)

where ζn = sin βnL−sinh βnL
cos βnL+cosh βnL

, and the eigenvalue βn can be obtained from the roots of the char-

acteristic equation cos βL cosh βL = 1. The unknown solution for the transverse displace-

ment v(x, t) can be expanded in terms of the normal modes as v(x, t) = ∑∞
n=1 qn(t)φn(x),

where qn(t)’s are the generalized Fourier coefficients corresponding to the normal modes

φn(x)’s. Substituting v(x, t) into the governing equation [Eq. (1) in the manuscript] and

using Eq. ( C.1 ),
∞∑

n=1
[q̈n(t) + a2β4

nqn(t)]φn(x) = bδ(x− ct), (C.3)

where b = eP
ρA

. Using the orthogonality of φn(x)’s, we obtain an ordinary differential equation

for qn(t):

q̈n(t) + a2β4
nqn(t) =

∫
bδ(x− ct)φn(x)dx

Wn

= −bφn(ct)
Wn

. (C.4)
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where Wn =
∫
φ2

n(x)dx. Assuming zero initial conditions [v(0) = 0, v̇(0) = 0], the solution

for an(t) can be obtained from the method of variation of parameters:

qn(t) =


− b

ωnWn

∫ t
0 φn(cτ) sinωn(t− τ)dτ for 0 < t ≤ L

c

− b
ωnWn

∫ L
c

0 φn(cτ) sinωn(t− τ)dτ for t > L
c
,

(C.5)

yielding

qn(t) =



b
Wn

(
2cβ2

n sin ωnt

γ−
n γ+

n
− 2c2β3

nζn cos ωnt

γ−
n γ+

n
− βn sin cβnt

γ−
n

+βnζn cos cβnt

γ−
n

+ βn sinh cβnt

γ+
n

+ βnζn cosh cβnt

γ+
n

)
for 0 < t ≤ L

c

b
Wn

(
2cβ2

nωn sin ωnt

γ−
n γ+

n
− 2c2β3

nζn cos ωnt

γ−
n γ+

n

− cβ2(ζnγ+
n sin βnL+γ+

n cos βnL−ζnγ−
n sinh βnL−γ−

n cosh βnL) sin ωn(t− L
c

)
ωnγ−

n γ+
n

for t > L
c
,

+βn(−γ+
n sin βnL+ζnγ+

n cos βnL+γ−
n sinh βnL+ζnγ−

n cosh βnL) cos ωn(t− L
c

)
γ−

n γ+
n

)

where γ−
n = c2β2

n − ω2
n and γ+

n = c2β2
n + ω2

n.

The parameters used for the example in Fig. 1(C) of the main manuscript are EI=70,000 MPa,

ρ=2.7×10-9 tonne, w=10 mm, h=10 mm, L=100 mm, e=3 mm, P=10,000 N/mm, and c=

20,000 mm/s. The input pulse is applied for 0.005 s (=L/c), and the frequency spectrum is

obtained for the 0.04 s of the response.
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Metabeam Description and Design Parameters

A rectangular building block forming the external frame of the metabeam is composed

of the linear springs with constants k4, k5, and k6 connecting the point masses m2 and m3

at the top and bottom vertices, respectively, and two diagonal springs with constants k7 and

k8 providing static stability to the frame [refer to Fig. 2(A) in the manuscript]. The baseline

values for k4, k5, k6, k7, and k8 are selected to have the same stiffness, 1,500 N/mm, for design

simplicity. Stemming from the top and bottom masses are linear springs with constants k2

and k3 joining the center massm1 at an angle, forming a bistable mechanism. For the baseline

unit cell design, k2=1.076 N/mm and k3= 0.6 N/mm are selected: the value of k2 is chosen

such that the spring forces are balanced in transverse direction  

1
 under small perturbations

along the main lattice axis so that the unit cell mass does not incur an excessive transverse

fluctuation while undergoing inter-well oscillations. Importantly, the general dynamics still

remain valid for different sets of the stiffness values as is evident in Tuning flexibility section

of the manuscript. The center masses of the neighboring bistable elements are then connected

to one another by the linear inter-site springs with stiffness k1. k1= 1.241 N/mm is selected

for the baseline design to minimize the discreteness effects of the lattice [  45 ,  217 ]. The

ratio between k1 and the effective in-plane stiffness keff =
(

k2
L2

2+R2 + k3
L2

3+R2

)
R2 of the bistable

unit cell affects the lattice discreteness and is ∼10 for the selected stiffness values. For the

numerical simulations in this study, the mass proportional damping with a coefficient γ is

applied to suppress unwanted transient dynamics. The coefficient is chosen to be γ= 9.91 s-1

for the baseline design such that the decay rate corresponds to the damping ratio ζ= 0.03

with respect to the fundamental structural mode. The governing equations of motion can

be found in Sec. 12 of this Supplemental Material.

Table  C.1 lists the sets of design parameters for all the metabeam designs appearing in

this study. Design 1 shifts the operating frequency band (input frequencies initiating the

solitonic resonance) to a higher frequency region. This is achieved by stiffening the springs

forming the bistable elements (springs with constants k2 and k3) from the baseline design
1The metabeam is defined in a 2D space. In this study, the in-plane direction is the direction along the
bistable lattice, and the out-of-plane (or, transverse) direction is the direction perpendicular to the in-plane
direction.
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since the transition wave generation, which leads to the solitonic resonance, is governed

by the resonant excitation of the bistable unit cell in the in-plane direction. Design 2

shifts the output frequency of the solitonic resonance to a higher frequency region. The

springs forming the external frames (springs with constants k4, k5, k6, k7, and k8) govern

the natural frequencies of the macrostructural modes and are thus stiffened to increase the

output frequency. Design 3 and 4 demonstrate the extreme tunability that allows frequency

conversion between frequencies several orders of magnitude apart. To achieve an extreme

low-to-high (high-to-low) frequency conversion, the internal bistable microstructure of Design

3 (Design 4) is tuned to have a very low (high) natural frequency. For Design 5, the design

parameters are adjusted to yield closely approximate values for the size of the metastructure

(14 unit cells 27 mm apart), the natural frequency of the unit cell (65 Hz) and that of the

macrostructure (4.62Hz) to those of the experimental demonstrator. Design 5-1 and Design

5-2 are variations of Design 5, where only the mass proportional damping coefficient values

are increased and decreased, respectively, to observe the effect of system damping on the

output frequency spectrum under low-frequency excitations.

Table C.1. Summary of the parameters for each metabeam design. The
units of the stiffness ki’s, mass mi’s, distance Li’s and R, and mass proportional
damping coefficient γ are N/mm, g, mm, and s-1, respectively. N is the number
of unit cells forming the metabeam.

k1 k2 k3 k4,5 k6 k7,8 m1 m2,3 L1 L2 L3 R γ N

Baseline 1.241 1.076 0.6 1,500 1,500 1,500 2 1 20 40 20 8 9.91 30
Design 1 4.96 4.30 2.4 1,500 1,500 1,500 2 1 20 40 20 8 9.91 30
Design 2 1.241 1.076 0.6 6,000 6,000 6,000 2 1 20 40 20 8 9.91 30
Design 3 0.1 0.242 0.2 1600 100 800 20 10 25 55 45 8 0.708 20
Design 4 96.3 100.2 70 800 800 800 1 1 5 6 4 1.2 31.3 40
Design 5 2 6.28 5.7 6 0.4 5 3 6 27 50 45 10 1.710 14

Design 5-1 2 6.28 5.7 6 0.4 5 3 6 27 50 45 10 3.42 14
Design 5-2 2 6.28 5.7 6 0.4 5 3 6 27 50 45 10 0.285 14
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Metabeams under a Different Boundary Condition

Simply supported: 1st mode @ 69.3 Hz F=1.4N
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Figure C.1. (A) Fundamental structural mode of the baseline design under
the simply-supported boundary condition. (B) The corresponding output fre-
quency diagram under a large enough forcing amplitude (F= 1.4 N) to trigger
transition waves.

The input-independent frequency conversion into a single dominant frequency (solitonic

resonance) is a robust phenomenon not tied to a specific boundary condition. The simply-

supported boundary condition is simulated by fixing the leftmost bottom node and constrain-

ing the out-of-plane motion of the rightmost bottom node. All design parameters are kept

the same as those of the baseline design, and the changed boundary condition shifts the first

structural mode to 69.3 Hz [Fig.  C.1 (A)]. For a sufficiently large input force that can trigger

transition waves, the same characteristic behavior (input-independent output frequency at

the structural mode) remains for the domain where transition waves are generated as shown

in Fig.  C.1 (B).

Measuring Site Dependence

The dominant output frequency of the solitonic resonance depends on where the responses

are measured. Since the transition waves are like a moving impulsive input caused by a trav-

eling quasi-particle which has broad frequency band, the first few modes are simultaneously

excited (the lower modes are stronger in general). When the responses are measured near the

nodes of a particular mode shape, the contribution from that particular mode is masked as

can be seen from the frequency response at 24th site, where the 2nd structural mode vanishes
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Figure C.2. Measuring site dependence on the dominant output frequency of
solitonic resonance. (A) First and second structural mode shapes (B) Output
frequency diagram measured at 3rd site (circled in green in the mode shapes)
and 24th site (circled in red).

completely. On the contrary, the 2nd mode is more emphasized when measured at the 3rd

node.

Amplification by Solitonic Resonance

Since solitonic resonance relies on a series of transition waves, which appear as high-

orbit inter-well oscillations for each element of the underlying bistable lattice, a larger-

amplitude macroscopic behavior is expected, compared to the case where transition waves

are not triggered. At 32 Hz input frequency, for example, the critical forcing amplitude

that enables solitonic resonance is about 0.6 N. The responses under forcing amplitudes just

before and after solitonic resonance are plotted in Fig.  C.3 . Figure  C.3 (A) shows the in-

plane displacements of the center node at the rightmost unit cell. The jumps between the

two equilibrium points (0 mm and 16 mm) indicate that transition waves are triggered under

0.61 N input (plotted in blue), as opposed to small fluctuations about one of the equilibrium

points under 0.59 N input (plotted in red).  

2
 Figure  C.3 (B) shows the corresponding out-of-

plane displacements of the top node at the rightmost unit cell, and the maximum amplitude
2The in-plane displacements is larger near the excitation site (∼4 mm); however, their wave amplitudes do
not propagate to the opposite end of the structure due to the system dissipation. Solitonic resonance do not
exhibit such dissipation in wave amplitudes throughout the bistable lattice since unattenuated propagation
is a hallmark of transition waves.
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(B)

(A)

Figure C.3. (A) In-plane displacement of the center node and (B) the out-
of-plane displacement of the top node at the rightmost unit cell under 32 Hz
inputs near the critical forcing amplitude yielding solitonic resonance. There is
drastic amplification of the motion when solitonic resonance occurs (at 0.61 N
plotted in blue), compared to the case solitonic resonance is not triggered (at
0.59 N plotted in red).

is ∼14 times larger when solitonic resonance occurs than the case it does not. The increase in

the forcing amplitude is only ∼3.4%, yet the output displacements associated with solitonic

resonance is much larger. In other words, the excitation of solitonic resonance shows the

hallmark signal amplification effect in resonant responses.

Solitonic Resonance from Noisy Sources

Solitonic resonance can also be excited by inputs with wideband spectra. To demonstrate

this, we generate noisy signals by combining multiple sinusoidal inputs whose frequencies are

incommensurate with one another to excite the metabeams. The frequency components are

obtained from a power-law relationship fi = 1
3πi1.42 between 0–200 Hz. The sinusoids are

prepared with alternating phases to avoid an initial abrupt force peak; as time progresses,

the combined signals become more randomly dispersed due to the incommensurate frequency

relationship, thereby resulting in a noisy excitation. The final form of the noise is n(t) =∑
i Ai(−1)i+1 sin 2πfit, where Ai is the amplitude of each sinusoid, which is set equal to

one another to simulate approximately randomly distributed excitation spectrum. In the

limit, this tends to white noise. The mass proportional damping coefficient is reduced to
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Figure C.4. Responses of the metabeam under (A) a white noise only and (B)
a combined input with both white noise and small sinusoidal excitation. p is
the input force, u1 is the in-plane displacement obtained at the excitation site,
w2 is the out-of-plane displacement obtained at the top node of the rightmost
unit cell, and û1 and ŵ2 are the corresponding frequency contents obtained
from the responses between 70–80 s.

3.30 s-1 from the baseline design to facilitate state transition, and the simulation is run for

a sufficiently long period (80 s) to capture the random effects from the noisy inputs. The

frequency contents are obtained from the responses between 70 s and 80 s.

The intensity of the noise is increased until an in-plane direction state transition is

triggered at the excited element; the first occurrence of the state transition is observed at

A= 0.066 N [see Fig.  C.4 (A)]. However, the rate of the occurrence of the transition waves

is intermittent and random, which cannot be used as a reliable source of coherent output

frequency generation. We add a small sinusoidal input (0.11 N at 35 Hz which is near the

resonant frequency of the unit cell) on top of the noise to promote more frequent inter-well

oscillations necessary for generating solitonic resonance. The effect of this additional input
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component is small as the required forcing amplitude to trigger transition waves from a purely

sinusoidal input at 35 Hz is ∼0.55 N. The output responses under this combined excitation are

plotted in Fig.  C.4 (B). The in-plane displacement u1 at the excitation site shows that inter-

well oscillations occur more often when compared to the case under noise only. Specifically,

the resulting out-of-plane displacement w2 of the top node at the rightmost unit cell and its

frequency content ŵ2 display a single dominant output frequency near the macrostructural

mode. In other words, a small fraction of the input energy otherwise required for a perfect

system is enough to yield solitonic resonance under the presence of noise. Thus, solitonic

resonance will be enhanced in realistic conditions, which inevitably are subjected to noisy

perturbations. Importantly, this result implies that even noisy sources (e.g., colored inputs)

can be transformed into a single coherent mode through the strongly nonlinear interaction

with the metabeam.

Characteristic Time Responses

Four characteristic time responses that can be observed in the studied metabeam are

plotted in Fig.  C.5 . For a very small force input, the output frequency directly corresponds

to the input frequency [Fig.  C.5 (A)]. When operated in a weakly nonlinear regime, the second

harmonic frequency begins to contribute to the output response. Depending on where the

output frequencies fall on the dispersion relation, both of the frequency contributions may

coexist [Fig.  C.5 (B)], or either of the contributions may cut off, leading to linear response or

frequency doubling [Fig.  C.5 (C)] 

3
 . Finally, solitonic resonance occurs when transition waves

are triggered within the metabeam [Fig.  C.5 (D)]; the dominant frequency is totally unrelated

to the input frequency.

Experimental Method

The experimental demonstrator was prepared by assemblying multiple parts printed with

a fused-deposition-modeling 3D printer (Ultimaker 3 Extended). First, a lattice structure

[the black component in Fig. 4(A) in the manuscript and Fig.  C.6 (A)] was 3D-printed in
3Their complete characterization will be addressed in a separate study
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(A)

(B)

(C)

(D)

Linear response (F=0.1N @ 8Hz)

Superharmonic generation (F=0.3N @ 20Hz)

Frequency doubling (F=0.2N @ 56Hz)

Solitonic resonance (F=1.3N @ 44Hz)

Figure C.5. Four characteristic time responses of the metabeam and their
frequency contents: (A) linear response whose output frequency corresponds
to the input frequency, (B) generation of superharmonic contribution to the
input frequency, (C) frequency doubling, and (D) solitonic resonance. The
input frequencies are indicated by the black dashed lines in the frequency
spectra.

black PLA material, where the ribs are interconnected by spring-like features 

4
 . The lattice

axis (along the intersite springs) was slightly offset from the centerline of the structure so as

to amplify the flexural motion. Next, a set of four flexible holders [the white component in

Fig. 4(A) and Fig.  C.6 (B)] are printed in white PLA and fitted with the flanges of the lattice

structure. Upon assemblage, the holders precompress the lattice to allow two macroscopi-

cally different stable states [Fig. 4(A)-i,ii] and also to provide flexibility in the out-of-plane

direction. To increase the inertia of unit cells, the cylindrical hole at the center of each

unit cell is filled with ∼2.6 g of solder. The fixed-free boundary condition was realized by
4The maximum build plate size of Ultimaker 3 Extended is 215 mm, and so the lattice structure was printed
in two pieces and glued together.
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Figure C.6. CAD models for (A) the lattice and (B) the flexible holder with
key geometric dimensions shown.

clamping the flanges at one end of the assembled structure to the rigid test rig and leaving

the other end unconstrained [Fig. 4(A)-iii].

The metabeam was excited by APS 113 long-stroke electrodynamic shaker powered by

APS 125 power amplifier. An open-loop control system was designed in Simulink, and a

sinusoidal input signal was sent through dSpace data acquisition system (DS1104) to con-

trol the shaker. The amplitude of the input signal was controlled by manually changing

the amplifier gain; the gain was increased until noticeable periodic motions started for the

small-amplitude responses and until the transition waves were generated in the metabeam

for the large-amplitude responses. Due to the shaker’s limited capability, only approxi-

mate displacement-controlled tests were performed. Although the reaction force from the

demonstrator affects the shaker force, its effect is minimal due to the heavy armature weight

(2.5 kg), which is cross-checked by measuring the input displacements with a laser dis-

placement sensor (Keyence LK-H157) pointing at the flat surface of the shaker head. The

measured input displacements are almost sinusoidal with small contributions from the higher

harmonics, which becomes vanishingly small as the input frequency increases further due to

the increased inertial effect of the moving parts of the shaker 

5
 . The output responses were

measured by another laser sensor, pointing to one of the beam surfaces near the free end as

shown in Fig. 4(A)-iii.
5Refer to the following section for the measured displacements
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Selected Experimental Results

Small amplitude @ 0.5 Hz
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Figure C.7. Selected experimental results. (A,B) Metabeam response for 0.5
Hz and 2.7 Hz under small-amplitude displacement inputs yielding direct cor-
respondence between the input and the dominant output frequencies. (C-E)
Metabeam response for 0.5 Hz, 1.5 Hz, and 2.1 Hz under large-amplitude dis-
placement inputs yielding superharmonic resonances of the input frequencies.
(F) Metabeam response for 2.7 Hz, showing solitonic resonance, the frequency
content of which is incommensurate with the input frequency.

Some of the measured time responses and the associated frequency contents are presented

in Fig.  C.7 . The applied displacements are not purely sinusoidal but contain the harmon-

ics of the input frequency due to the reaction force from the metabeam sample. However,

these harmonic contributions are minimal compared to the input frequency, especially for
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higher input frequencies. Under small-amplitude input displacements, the excited input

frequencies are directly reflected in the output frequency content, exhibiting typical linear

behaviors [Fig.  C.7 (A,B)]. For large-amplitude input displacements that trigger transition

waves, the contributions from the harmonics of the input frequency are emphasized. For in-

put frequencies whose integer multiples are close to the natural frequency of the metabeam

(∼4.62 Hz), superharmonic resonances occur as can be identified by the spikes at the corre-

sponding harmonics of the input frequencies [Fig.  C.7 (C-E)]. However, for input frequencies

whose harmonics are not close to the natural frequency of the metabeam, a totally unrelated

frequency band appears which is due to the transient effect from the generated transition

waves [Fig.  C.7 (F)]. This constitutes incommensurate frequency generation, a signature of

the solitonic resonance phenomenon.

Natural Frequencies of the Experimental Demonstrator

Unit cell frequency @ 65Hz 
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Figure C.8. Measured free vibration responses and the corresponding fre-
quency contents for (A) the unit cell and (B) the macroscopic structure under
impulsive inputs.

The natural frequency of the unit cell was obtained by gently hammering the first ele-

ment in the in-plane direction and measuring its free response. The measured element was

disconnected from the neighboring unit cell so as not to measure the natural frequencies of

the coupled system modes. To find the dominant frequency, the response signal was ana-

lyzed between 20 s and 20.4 s, where the vibration amplitudes are small enough to minimize

the shift from nonlinear effects. The dominant mode occurs at ∼65 Hz [Fig.  C.8 (A)]. For

the structural mode, a small initial displacement was applied at the free end, and then the

free response was measured. The signal was analyzed between 44 s and 52 s to obtain the

frequency content, and the natural frequency is measured to be ∼4.62 Hz [Fig.  C.8 (B)].

147



Damping Effect in the Low Input Frequency Domain

Design 5-1: High damping
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Figure C.9. Output frequency diagrams for the qualitatively similar numer-
ical design under (A) high and (B) low system damping.

Since the output frequency branch near the macroscopic structural mode arises due to

the repeated transient effects from the traveling transition waves, the degree of the system

damping greatly affects which solution branch dominates the response. For a large propor-

tional damping coefficient γ= 3.42 s-1, twice larger than that of the qualitatively similar

design in the manuscript (Design 5), the solitonic resonance branch begins to disappear

[Fig.  C.9 (A)]. On the other hand, for very low proportional damping coefficient γ= 0.285

s-1, which corresponds to damping ratio ζ= 0.005 with respect to the fundamental struc-

tural mode, the solitonic resonance branch is accentuated, becoming qualitatively closer to

a complete input-independent transformation [Fig.  C.9 (B)].

Governing Equations

Each unit cell of the metabeam has 6 degrees of freedom, and the equations of motion

can be derived from the Euler-Lagrangian method. The Lagrangian L = T − V can be

readily written as

T =
N∑

n−1

[1
2m1(u̇2

1,n + ẇ2
1,n) + 1

2m2(u̇2
2,n + ẇ2

2,n) + 1
2m3(u̇2

3,n + ẇ2
3,n)

]

V =
N∑

n=1

[1
2k2∆2

2 + 1
2k3∆2

3 + 1
2k6∆2

6

]
+

N−1∑
n=1

[1
2k1∆2

1 + 1
2k4∆2

4 + 1
2k5∆2

5 + 1
2k7∆2

7 + 1
2k8∆2

8

]
,

(C.6)
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where T and L are the system’s total kinetic and potential energies, N is the number of unit

cells, and um,n and wm,n are the in-plane and out-of-plane displacements of the mth mass of

the nth unit cell, respectively. The corresponding spring deflection ∆i for each spring with

stiffness ki is given as:

∆1 =
√

(L1 + u1,n+1 − u1,n)2 + (w1,n+1 − w1,n)2 − L1

∆2 =
√

(R + u2,n − u1,n)2 + (L2 + w2,n − w1,n)2 −
√
R2 + L2

2

∆3 =
√

(R + u3,n − u1,n)2 + (L3 + w1,n − w3,n)2 −
√
R2 + L2

3

∆4 =
√

(L1 + u2,n+1 − u2,n)2 + (w2,n+1 − w2,n)2 − L1

∆5 =
√

(L1 + u3,n+1 − u3,n)2 + (w3,n+1 − w3,n)2 − L1

∆6 =
√

(u2,n − u3,n)2 + (L2 + L3 + w2,n − w3,n)2 − (L2 + L3)

∆7 =
√

(L1 + u2,n+1 − u3,n)2 + (L2 + L3 + w2,n+1 − w3,n)2 −
√
L2

1 + (L2 + L3)2

∆8 =
√

(L1 + u3,n+1 − u2,n)2 + (L2 + L3 + w2,n − w3,n+1)2 −
√
L2

1 + (L2 + L3)2.

(C.7)

Additionally, small dissipation is applied in the form of a mass proportional damping with a

coefficient γ to suppress any unwanted transient effect. The full expressions of the governing

equations for the nth unit cell are shown at the end of this section.

The obtained set of discrete equations is highly coupled and nonlinear involving several

radical expressions. There exists no exact solution, and thus we use a commercial numerical

solver, Abaqus/Standard, for the numerical analyses. The built-in implicit solver uses Hilber-

Hughes-Taylor method [ 214 ], but the numerical solution parameter α is set to zero so that

the method becomes equivalent to the standard Newmark method. The baseline model,

Design 1, and Design 2 are simulated for 6 s with the fixed time step ∆t= 10-6 s, and the

frequency contents are obtained from the time response between 5 s and 6 s. Design 3, Design

5, and its variations are simulated for 20 s with ∆t= 10-5 s, and the frequency contents are

obtained from the response between 10 s and 20 s. Design 4 is simulated for 8 s with ∆t=

10-6 s, and the frequency contents are obtained from the response between 4 s and 8 s.
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m1ü1,n + γm1u̇1,n +
k2 (−u1,n + u2,n +R)

(√
L2

2 +R2 −
√

(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2
)

√
(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2

+
k3 (−u1,n + u3,n +R)

(√
L2

3 +R2 −
√

(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2
)

√
(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2

+
k1 (−u1,n-1 + u1,n + L1)

(√
(−u1,n-1 + u1,n + L1) 2 + (w1,n-1 − w1,n) 2 − L1

)
√

(−u1,n-1 + u1,n + L1) 2 + (w1,n-1 − w1,n) 2

−
k1 (−u1,n + u1,n+1 + L1)

(√
(−u1,n + u1,n+1 + L1) 2 + (w1,n − w1,n+1) 2 − L1

)
√

(−u1,n + u1,n+1 + L1) 2 + (w1,n − w1,n+1) 2
= 0,

(C.8)

m1ẅ1,n + γm1ẇ1,n +
k2 (−w1,n + w2,n + L2)

(√
L2

2 +R2 −
√

(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2
)

√
(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2

+
k3 (w1,n − w3,n + L3)

(√
(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2 −

√
L2

3 +R2
)

√
(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2

+
k1 (w1,n − w1,n-1)

(√
(−u1,n-1 + u1,n + L1) 2 + (w1,n-1 − w1,n) 2 − L1

)
√

(−u1,n-1 + u1,n + L1) 2 + (w1,n-1 − w1,n) 2

+
k1 (w1,n − w1,n+1)

(√
(−u1,n + u1,n+1 + L1) 2 + (w1,n − w1,n+1) 2 − L1

)
√

(−u1,n + u1,n+1 + L1) 2 + (w1,n − w1,n+1) 2
= 0,

(C.9)
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m2ü2,n + γm2u̇2,n +
k2 (−u1,n + u2,n +R)

(√
(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2 −

√
L2

2 +R2
)

√
(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2

+
k4 (−u2,n-1 + u2,n + L1)

(√
(−u2,n-1 + u2,n + L1) 2 + (w2,n-1 − w2,n) 2 − L1

)
√

(−u2,n-1 + u2,n + L1) 2 + (w2,n-1 − w2,n) 2

−
k4 (−u2,n + u2,n+1 + L1)

(√
(−u2,n + u2,n+1 + L1) 2 + (w2,n − w2,n+1) 2 − L1

)
√

(−u2,n + u2,n+1 + L1) 2 + (w2,n − w2,n+1) 2

+
k7 (u2,n − u3,n-1 + L1)

(√
(u2,n − u3,n-1 + L1) 2 + (w2,n − w3,n-1 + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(u2,n − u3,n-1 + L1) 2 + (w2,n − w3,n-1 + L2 + L3) 2

+
k6 (u2,n − u3,n)

(√
(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2 − L2 − L3

)
√

(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2

−
k8 (−u2,n + u3,n+1 + L1)

(√
(−u2,n + u3,n+1 + L1) 2 + (w2,n − w3,n+1 + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(−u2,n + u3,n+1 + L1) 2 + (w2,n − w3,n+1 + L2 + L3) 2

= 0,

(C.10)

m2ẅ2,n + γm2ẇ2,n +
k2 (−w1,n + w2,n + L2)

(√
(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2 −

√
L2

2 +R2
)

√
(−w1,n + w2,n + L2) 2 + (−u1,n + u2,n +R) 2

+
k4 (w2,n − w2,n-1)

(√
(−u2,n-1 + u2,n + L1) 2 + (w2,n-1 − w2,n) 2 − L1

)
√

(−u2,n-1 + u2,n + L1) 2 + (w2,n-1 − w2,n) 2

+
k4 (w2,n − w2,n+1)

(√
(−u2,n + u2,n+1 + L1) 2 + (w2,n − w2,n+1) 2 − L1

)
√

(−u2,n + u2,n+1 + L1) 2 + (w2,n − w2,n+1) 2

+
k7 (w2,n − w3,n-1 + L2 + L3)

(√
(u2,n − u3,n-1 + L1) 2 + (w2,n − w3,n-1 + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(u2,n − u3,n-1 + L1) 2 + (w2,n − w3,n-1 + L2 + L3) 2

+
k6 (w2,n − w3,n + L2 + L3)

(√
(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2 − L2 − L3

)
√

(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2

+
k8 (w2,n − w3,n+1 + L2 + L3)

(√
(−u2,n + u3,n+1 + L1) 2 + (w2,n − w3,n+1 + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(−u2,n + u3,n+1 + L1) 2 + (w2,n − w3,n+1 + L2 + L3) 2

= 0,

(C.11)
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m3ü3,n + γm3u̇3,n +
k3 (−u1,n + u3,n +R)

(√
(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2 −

√
L2

3 +R2
)

√
(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2

+
k8 (−u2,n-1 + u3,n + L1)

(√
(−u2,n-1 + u3,n + L1) 2 + (w2,n-1 − w3,n + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(−u2,n-1 + u3,n + L1) 2 + (w2,n-1 − w3,n + L2 + L3) 2

−
k6 (u2,n − u3,n)

(√
(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2 − L2 − L3

)
√

(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2

−
k7 (u2,n+1 − u3,n + L1)

(√
(u2,n+1 − u3,n + L1) 2 + (w2,n+1 − w3,n + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(u2,n+1 − u3,n + L1) 2 + (w2,n+1 − w3,n + L2 + L3) 2

+
k5 (−u3,n-1 + u3,n + L1)

(√
(−u3,n-1 + u3,n + L1) 2 + (w3,n-1 − w3,n) 2 − L1

)
√

(−u3,n-1 + u3,n + L1) 2 + (w3,n-1 − w3,n) 2

−
k5 (−u3,n + u3,n+1 + L1)

(√
(−u3,n + u3,n+1 + L1) 2 + (w3,n − w3,n+1) 2 − L1

)
√

(−u3,n + u3,n+1 + L1) 2 + (w3,n − w3,n+1) 2
= 0,
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L2

3 +R2 −
√

(w1,n − w3,n + L3) 2 + (−u1,n + u3,n +R) 2
)
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k8 (w2,n-1 − w3,n + L2 + L3)

(√
(−u2,n-1 + u3,n + L1) 2 + (w2,n-1 − w3,n + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(−u2,n-1 + u3,n + L1) 2 + (w2,n-1 − w3,n + L2 + L3) 2

−
k6 (w2,n − w3,n + L2 + L3)

(√
(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2 − L2 − L3
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√

(w2,n − w3,n + L2 + L3) 2 + (u2,n − u3,n) 2

−
k7 (w2,n+1 − w3,n + L2 + L3)

(√
(u2,n+1 − u3,n + L1) 2 + (w2,n+1 − w3,n + L2 + L3) 2 −

√
L2

1 + (L2 + L3) 2
)

√
(u2,n+1 − u3,n + L1) 2 + (w2,n+1 − w3,n + L2 + L3) 2

+
k5 (w3,n − w3,n-1)
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(−u3,n-1 + u3,n + L1) 2 + (w3,n-1 − w3,n) 2 − L1
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√

(−u3,n-1 + u3,n + L1) 2 + (w3,n-1 − w3,n) 2

+
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)
√

(−u3,n + u3,n+1 + L1) 2 + (w3,n − w3,n+1) 2
= 0.

(C.13)
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Movie S1: Solitonic Resonance

Movie S1 shows simulations of solitonic resonance responses obtained under F= 1.7 N at

8 Hz, 36 Hz and 68 Hz. The first half (starting at 3 s) of the playback shows the animated

results between 4 s and 5 s in the simulations time. Transition wave propagation within each

metabeams is observable from the recurrent oscillations of the bistable elements between the

stable points. To identify the macroscopic structural motion better, the out-of-plane (Y-

direction in the simulation coordinate) deformations are scaled by ten times for the second

half (starting at 19 s) of the playback. The stable propagation of the compression and

rarefaction wave groups bolsters quasi-particle nature of the transition waves. Even though

the input frequencies are drastically different, the out-of-plane motions occur at a similar

frequency, indicating input-independent frequency conversion.

Movie S2: Experimental Demonstration

Movie S2 shows an experimental observation of solitonic resonance under 1.1 Hz displace-

ment input large enough to trigger transition waves. As transition waves propagate within

the metabeam, a series of free vibrations near the natural frequency of the structure occurs,

yielding an output frequency contribution different from the input frequency. The solitonic

resonance is manifested by the faster transverse vibration than the input frequency.

153



D. SUPPLEMENTARY INFORMATION FOR

HIGH-PERFORMANCE COMPUTING ARCHITECTURE FOR

PARALLELIZED COMPUTATION OF METASTRUCTURES

COMPOSED OF MULTI-STABLE UNIT CELLS

Design Parameters

The following single unit cell design in Tab.  D.1 is used throughout all the simulations

of the metabeam problems, where the definitions of the parameters are given in Ref. [ 205 ].

Only the number of the unit cells are varied among the analyses: N=30 is used for the

code validation and numerical performance analyses; three different values for N (128, 1024,

16384) are used for the strong scaling analysis; proportionally scaled sizes to the number of

processes for the weak scaling analysis; and, N=80,001 is used for the nonlinear energy flow

example.

Table D.1. Summary of the metabeam design parameters. The units of the
stiffness ki’s, mass mi’s, distance Li’s and R, and mass proportional damping
coefficient γ are N/mm, g, mm, and s-1, respectively. The parameter definitions
follow those in Ref. [ 205 ]
k1 k2 k3 k4, k5 k6 k7, k8 m1 m2, m3 L1 L2 L3 R γ

1.241 1.076 0.6 100 100 100 2 1 20 40 20 8 9.91

For the 1D lattice of quartic onsite potentials (discrete φ-4 model), the following form of

the governing equation is used:

mün = k(un+1 − 2un + un−1) − (C1 + 2C2un + 3C3u
2
n + 4C4u

3
n) − bu̇n, (D.1)

where un is the displacement of the nth unit cell, m is the mass of the unit cell, k is the

inter-site spring stiffness, Ci’s are the coefficients of the quartic onsite potential, and b is the

onsite damping coefficient. The design parameters for the φ-4 lattices used in this study are

listed in Tab.  D.2 .
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Table D.2. Summary of the design parameters for 1D bi-stable lattices.
Design k C1 C2 C3 C4 b

Discrete asymmetric 1 -0.036 -0.060 0.012 0.030 0.1
Continuous asymmetric 1 -0.0090 -0.0150 0.0030 0.0075 0.1

Discrete symmetric 1 0 -0.015 0 0.0075 0
Propagation speed 1 0 -0.03 0 0.015 0

Lastly, the governing equation for the multi-stable lattice with coupled pendula (discrete

sine-Gordon model) can be written as:

Iθ̈n = kθ(θn+1 − 2θn + θn−1) −mgl sin θn − bθθ̇n, (D.2)

where θn is the rotation of the nth pendulum, I is the moment of inertia of the pedulum

about the rotational axis, kθ is the stiffness of the torsional spring coupling two neighboring

pendula, m is the tip mass of the pendulum, g is the gravitational constant, l is the length

of the pendulum, and bθ is the rotational damping coefficient. A simple canonical design is

used for the code validation. The values of I, kθ, m, g, and l are all set to 1 for the numerical

simplicity, while and bθ is set to 0.

Code Validation for the 1D Lattices

The exact solution for the discrete 1D lattice with quartic onsite potentials does not exist

just as the metabeam problem. Hence, its correct implementation is validated by comparing

the solutions obtained from our code’s RK4 method with those from the Matlab code used

in the previous studies [  97 ], which uses 2nd-order accurate central difference method. Three

example cases are considered: first, a bi-stable lattice with asymmetric onsite potentials,

where the ratio between the inter-site and onsite stiffness are small, signifying a typical

discrete behavior; second, a similar lattice with asymmetric onsite potentials but with a

large inter-site to onsite stiffness ratio, signifying a more continuous behavior; lastly, a bi-

stable lattice with symmetric onsite potentials. All three designs are composed of 500 unit

cells, and the corresponding design parameters are listed in Design Parameters section.
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Figure D.1. (A) Code validation for the discrete 1D lattice with quartic
onsite potentials. The displacements of the 100th element from our code’s
RK4 method are plotted for discrete asymmetric, continuous asymmetric, and
discrete symmetric designs and compared with those obtained with the Matlab
code in the previous work [  97 ]. (B) Code validation for the 1D multi-stable
lattice with coupled pendula. The response angles of the 3rd element from a
built-in Python function and our code’s RK4 method are compared for two
qualitatively different motions (one bounded in a single potential well, the
other traversing through multiple wells).

The transition waves are triggered by prescribing initial velocities to the first unit cells, the

velocities of which are 2 m/s for both of the asymmetric cases and 1 m/s for the symmetric

case. The responses are simulated for 400 s with ∆t=0.01 s. Figure  D.1 (A) shows the

displacements of the 100th unit cell for each design, obtained from both codes. For all of the

example cases, the solutions match closely, and the RMS errors between the solutions from

the two codes are 1.721×10−4 mm, 3.39×10−4 mm, and 4.29×10−4 mm, respectively.

In order to validate the implementation of the discrete sine-Gordon model, a system of

four coupled pendula is used (the design parameters can be found in Design Parameters

section). Two qualitatively different behaviors are tested by imposing different initial velocity

θ̇1(0) at the first element. With θ̇1(0)= 2.0, the motion is confined in a single potential

156



Decreasing

initial velocity

Figure D.2. Propagation speeds of the transition waves in a discrete φ-4
lattice under various initial velocities of the transition waves.

well; with θ̇1(0)= 4.6, the motion traverses multiple wells (a transition wave is generated).

The reference solution sets are obtained from odeint method in SciPy’s (a Python library)

integrate module. The responses obtained from the RK4 method of our code are plotted

together with the reference sets in Fig.  D.1 (B), again showing almost exact agreement with

each other. For example, the RMS errors for the time response of the 3rd element between the

two methods are 5.80×10−4 rad and 1.394×10−3 rad, respectively, which are small compared

to the ranges of it motion.

Propagation Speeds of the Transition Waves in φ-4 Lattices

For the continuum limit of a φ-4 lattice with symmetric onsite potential, there is a known

theoretical solution for the displacement u(x, t) in the following canonical form: u(x, t) =

tanh x−vt√
2
√

1−v2 [ 45 ], where x and v are the spatial coordinate and the constant propagation

speed of the transition wave. This particular solution indicates that the transition wave

has an invariant waveform for any subsonic propagation. It is of interest to see if such a

d’Alembert’s (traveling at a constant speed) solution exists for the discrete φ-4 lattice as

well. A transition wave can be easily generated by imposing an initial velocity to the first

unit cell. However, this initial velocity does not directly translate into the initial propagation

speed of the transition wave since the transition wave is the product of chaotic snap-through

dynamics. Dissipation in this type of lattice is known to result in the spatial attenuation

for the linear waves (phonons) but slow down the waves itself for the transition waves [ 170 ].
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Hence, to manipulate the propagation speed of the transition wave, we additionally impose

onsite damping to the first few unit cells. The longer the dissipation region spans, the slower

the transition wave becomes.

Numerically, the propagation speed vT W of the transition wave can be obtained by finding

the zero crossings of the time responses at two nearby sites and then dividing the distance

between the two sites by their time difference. Figure  D.2 shows the instantaneous propa-

gation speeds of the transition waves for various initial velocities imposed to a homogeneous

lattice composed of 20,000 bi-stable unit cells, where the same unit cell design as the discrete

symmetric case in Code Validation for the 1D Lattices section is used. As opposed to

the theoretical traveling wave solution in the continuous φ-4 lattice, the transition wave in

the discrete counterpart does not always propagate at a constant speed. Rather, there seems

to exist a certain critical value, below which the propagation speed is quickly settled to a

constant value within the first few unit cells and remain constant throughout the length

of the lattice (e.g., the bottom three curves) but above which the propagation speed con-

tinuously decreases at a slow, diminishing rate (e.g., the top four curves). This behavior

is presumably due to the lattice discreteness effect coupled with the interaction with the

allowed phased speeds of the phonons. In a discrete lattice, oscillatory tails (phonons) are

generated as a result of snap-through transitions that the traveling transition wave yields.

If the propagation speeds of these oscillatory tails are lower than the speed of the transition

wave, the transition wave constantly loses a portion of its transport energy for the generation

of these tails, hence slowing down. On the contrary, if the speeds of the tails are greater,

the tails and the main transition wave are always interacting with each other, conserving its

transport energy. The verification of this postulate and more in-depth investigation on the

stability of the transition wave speed in a discrete φ-4 lattice will be addressed in a separate

study.
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