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ABSTRACT

In this thesis, we first propose a new scalar auxiliary variable (SAV) approach for general

dissipative nonlinear systems. This new approach is half computational cost of the original

SAV approach [1 ], can be extended to high order unconditionally energy stable backward

differentiation formula (BDF) schemes and not restricted to the gradient flow structure.

Rigorous error estimates for this new SAV approach are conducted for the Allen-Cahn and

Cahn-Hilliard type equations from the BDF1 to the BDF5 schemes in a unified form. As

an application of this new approach, we construct high order unconditionally stable, fully

discrete schemes for the incompressible Navier-Stokes equation with periodic boundary con-

dition. The corresponding error estimates for the fully discrete schemes are also reported.

Secondly, by combining the new SAV approach with functional transformation, we propose a

new method to construct high-order, linear, positivity/bound preserving and unconditionally

energy stable schemes for general dissipative systems whose solutions are positivity/bound

preserving. We apply this new method to second order equations: the Allen-Cahn equation

with logarithm potential, the Poisson-Nernst-Planck equation and the Keller-Segel equations

and fourth order equations: the thin film equation and the Cahn-Hilliard equation with log-

arithm potential. Ample numerical examples are provided to demonstrate the improved

efficiency and accuracy of the proposed method.
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1. INTRODUCTION

Dissipative physical systems are ubiquitous in the real world, due to the second law of

thermodynamics. It is highly desirable for numerical methods targeted on such systems

to preserve the discrete energy dissipation law. As such, many efforts to develop energy

stable numerical methods have been devoted to this longstanding and active research area.

These include, but not limited to, the average vector field (AVF) method [2 ], [3 ], the convex

splitting method [4 ]–[7 ], the stabilization method [8 ], [9 ], the Lagrange multiplier method

[10 ] and more recently, the invariant energy quadratization (IEQ) method [11 ], [12 ] and the

scalar auxiliary variable (SAV) method [1 ]. Among them, the SAV method [1 ] is a particular

powerful tool for the design of unconditionally energy-stable first- and second-order schemes

for a large class of gradient flows.

Very recently, we proposed a new scalar auxiliary variable approach in [13 ], which provides

several essential improvements on the original SAV approach in the sense that

• it only requires solving one linear system with constant coefficients at each time step,

which is half computational cost of the original SAV approach;

• it does not require the nonlinear energy functional be bounded from below, and appli-

cable to more general gradient flows, even to general dissipative systems;

• and more importantly, it is extendable to higher-order BDF type schemes with uncon-

ditional stability and amenable to higher-order adaptive time stepping.

In this thesis, the new SAV approach has been successfully applied to gradient flow

problems: the Allen-Cahn equation and the Cahn-Hilliard equation and the general dissipa-

tive systems: the incompressible Navier-Stokes equations with periodic boundary condition.

Based on the principal linear operator in the energy, we can prove a uniform bound for the

numerical solutions in the new SAV approach, which allow us carrying out rigorous error

analysis for the kth-order (k = 1, 2, 3, 4, 5) SAV schemes in a unified form by combining a

stability results reported in [14 ].

As an important application of the new SAV approach, we can construct uncondition-

ally energy stable, positivity/bound preserving numerical scheme for complex dissipative

13



systems. Many problems in sciences and engineering require their solutions to be positive

or remain in a prescribed range, such as density, concentration, height, population, etc.

Oftentimes, violation of the positivity or bound preserving in their numerical solutions ren-

ders the corresponding discrete problems ill posed, although the original problems are well

posed. For these type of problems, it is of critical importance for the numerical schemes to

be positivity or bound preserving. A particular class of such problems are the Wasserstein

gradient flows which are gradient flows over spaces of probability distributions according to

the topology defined by the Wasserstein metric [15 ], [16 ]. Important examples of Wasser-

stein gradient flows include the Poisson-Nernst-Planck (PNP) equations [17 ] and Keller-Segel

equations [18 ], [19 ]. For these problems, in addition to positivity or bound preserving, it

is also important for the numerical schemes to obey a discrete energy law. In this thesis,

we construct highly efficient and accurate numerical schemes for the PNP and the Keller-

Segel equations, which not only inherits all the advantages of the SAV approach for general

dissipative systems, more importantly, it can preserve positivity/bound. Similar techniques

are also applied to the fourth-order equation: the thin film equation and the Cahn-Hilliard

equation with logarithm potential.

The rest of the thesis is organized as follows. In the second chapter, we describe the

construction of the new SAV scheme for the gradient flows systems and introduce the time-

adaptive strategy, followed by the extension to general dissipative systems and the rigorous

error estimate of the new SAV scheme for the Allen-Cahn and the Cahn-Hilliard type equa-

tion in the third chapter. In the fourth chapter, we apply the new SAV approach to construct

high order unconditionally stable fully discrete schemes for the incompressible Navier-Stokes

equation with periodic boundary condition and the corresponding error estimates are also

reported. In the fifth chapter, by combining the functional transformation and the new SAV

approach, we construct positivity/bound preserving numerical schemes for the second order

dissipative systems with application to the PNP equations and the Keller-Segel equations,

followed by the similar techniques applied on the fourth-order dissipative systems in the

sixth chapter. Some concluding remarks and future works are given in the last chapter.
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2. NEW SAV APPROACH FOR GRADIENT FLOW

In this chapter, we describe the construction of the new SAV approach for gradient flow

systems in general form and introduce the time-adaptive strategy. Numerical examples are

provided to demonstrate the improved efficiency and accuracy of the proposed method. Most

of the results in this chapter are extracted from [13 ].

2.1 Introduction of the SAV approach

In order to motivate our improvements, we briefly review below the original SAV approach

for the general form of gradient flows:

∂φ

∂t
= −Gµ, (2.1)

where φ is the unknown function, G is a positive operator that gives rise to the dissipative

mechanism of the system, e.g. G = I in the L2 gradient flow and G = −∆ in the H−1

gradient flow, and µ is the so called chemical potential

µ = δEtot
δφ

= Lφ+ U(φ), (2.2)

with respect to the free energy

Etot(φ) = 1
2(φ,Lφ) + E1(φ), (2.3)

where L is a non-negative linear operator and E1(φ) is a nonlinear functional. For the

sake of conciseness, homogeneous Neumann or periodic boundary conditions are assumed

throughout the thesis such that all boundary terms will vanish when integration by parts

are performed.

15



The key for the SAV approach is to introduce a scalar variable r(t) defined by r(t) =√
E1[φ] + C0 (C0 is chosen such that E1[φ] +C0 > 0 ) and its associated dynamical equation

dr

dt
= 1

2
√
E1[φ] + C0

∫
Ω
U [φ]∂φ

∂t
dΩ, U [φ] = δE1

δφ
. (2.4)

Then, a first-order SAV scheme with explicit treatment for all nonlinear terms is as follows:

φn+1 − φn

∆t = −Gµn+1, (2.5a)

µn+1 = Lφn+1 + rn+1√
E1[φn] + C0

U(φn), (2.5b)

rn+1 − rn

∆t = 1
2
√
E1[φn] + C0

∫
U(φn)φ

n+1 − φn

∆t dΩ. (2.5c)

One can eliminate µn+1 and rn+1 from the above coupled linear scheme to obtain a linear

equation for φ only:

(I + ∆tGL)φn+1 = φn − rn+1∆tG
(

U [φn]√
E1[φn] + C0

)
. (2.6)

Setting φn+1 = φn+1
1 + rn+1φn+1

2 , we find that φn+1
1 and φn+1

2 are solutions of the following

two linear equations with constant coefficients

(I + ∆tGL)φn+1
1 = φn, (I + ∆tGL)φn+1

2 = −∆tG
(

U [φn]√
E1[φn] + C0

)
. (2.7)

Once φn+1
1 and φn+1

2 are known, we can determine rn+1 explicitly from (2.5c ) (see more

details in [1 ], [20 ], [21 ].

The above SAV approach enjoys the following remarkable properties:

• it requires only the solution of two linear systems with constant coefficients at each

time step (efficiency);

• the first- and second-order SAV schemes are unconditionally energy-stable (stability);
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• it only requires the nonlinear energy functional E1(φ) be bounded from below, so it is

applicable to a large class of gradient flows (flexibility).

Our new SAV approach in this thesis is to propose some new essential improvements on

the original SAV approach to make it even more efficient and flexible in the sense that

• it only requires solving one linear system with constant coefficients at each time step;

• it does not require the nonlinear energy functional E1(φ) be bounded from below, and

applicable to more general gradient flows, even to general dissipative systems;

• and more importantly, it is extendable to higher-order BDF type schemes with uncon-

ditional stability and amenable to higher-order adaptive time stepping.

2.1.1 First order scheme

The SAV approach requires solving two linear equations at each time step. However, we

observe that the two equations for φn+1
1 and φn+1

2 in (2.7 ) are different only on the right hand

side. This motivates us to employ the auxiliary variable to control not only the nonlinear

term U(φn), but also the explicit term φn, i.e., replace the temporal derivative in (2.5a ) by
φn+1− rn+1√

E1[φn]+C0
φn

∆t . Consequently, this gives rise to the counterpart of equation (2.6 )

(I + ∆tGL)φn+1 = rn+1
(

φn√
E1[φn] + C0

−∆tG
(

U [φn]√
E1[φn] + C0

))
, (2.8)

which requires only the solution of the single equation

(I + ∆tGL)φ̄n+1 = φn√
E1[φn] + C0

−∆tG
(

U [φn]√
E1[φn] + C0

)
, (2.9)

and then determine φn+1 and rn+1 from φn+1 = rn+1φ̄n+1 and (2.5c ).

However, such a naive treatment on the temporal derivative term could not lead to

even first-order convergence due to the fact that
φn+1− rn+1√

E1[φn]+C0
φn

∆t is no longer a first-
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order approximation of ∂φ
∂t

∣∣∣n+1
. Specifically, assume that rn+1 is approximated such that

rn+1√
E1[φn]+C0

= 1 +O(∆t), we have

φn+1 − ξn+1φn

∆t = φn+1 − φn

∆t + 1− ξn+1

∆t φn = ∂φ

∂t

∣∣∣∣n+1
+O(φn), (2.10)

where ξn+1 := rn+1√
E1[φn]+C0

. Actually, in order to achieve first-order approximation of ∂φ
∂t

∣∣∣n+1

using the novel formula (2.10 ), ξn+1 need to be approximated such that ξn+1 = 1+O(∆tk), k ≥

2.

This inspires us to replace the controlling factor ξn+1 = rn+1√
E1[φn]+C0

by

ηn+1 = 1− (1− ξn+1)2, (2.11)

In this way, it is direct to observe that

φn+1 − ηn+1φn

∆t = φn+1 − φn

∆t + (1− ξn+1)2

∆t φn = ∂φ

∂t

∣∣∣∣n+1
+O(∆t). (2.12)

More generally, for any ηn+1
k = 1− (1− ξn+1)k and ξn+1 = 1 +O(∆tn), we have

ηn+1
k = 1 +O(∆tkn). (2.13)

This observation makes it possible to achieve high-order convergence of φn+1 with lower-order

approximation for ξn+1.

The novel approximation (2.12 ) brings about significant issues in devising energy-stable

schemes. In order to overcome this obstacle, we adopt some ideas from the recently proposed

gPAV method in [22 ]. Specifically, in [22 ] it is suggested to (i) use a shifted total energy

E[φ] = Etot[φ] +C0 instead of E1[φ] in equation (2.3 ) to define the scalar auxiliary variable;

(ii) use the energy balance equation of the gradient flow (2.1 ) instead of equation (2.4 )
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to construct the dynamical equation of the auxiliary variable, i.e. we adopt the following

equation as the dynamical equation

dE[φ]
dt

=
∫

Ω

δE

δφ

∂φ

∂t
dΩ = −

(
δE

δφ
,G δE

δφ

)
= −(µ,Gµ) ≤ 0; (2.14)

and (iii) a delicate treatment of the dynamical equation to preserve the positiveness of the

auxiliary variable in the discrete level. With the help of these intuitive thoughts, we are

ready to construct new unconditionally energy-stable schemes, which require solving only

one linear equation with constant coefficients at each time step. We define a shifted total

energy by

E[φ] = Etot[φ] + C0 = 1
2(φ,Lφ) + E1(φ) + C0, (2.15)

where C0 is a chosen scalar such that E[φ] > 0 for all φ. Note that for a physically meaningful

system, the total energy Etot is bounded from below, thus such a C0 is always available. To

construct our new SAV approach,we introduce a scalar auxiliary variable r(t) := E[φ], which

satisfies the following dynamical equation

dr(t)
dt

= dE[φ]
dt

= −(µ,Gµ). (2.16)

Define ξ(t) = r(t)
E(t) and note that ξ(t) ≡ 1 at the continuous level, we can reformulate the

system (2.1 )-(2.2 ) into the following equivalent form

∂φ

∂t
= −Gµ, (2.17a)

µ = Lφ+ [φ], (2.17b)
dr

dt
= −ξ(µ,Gµ), (2.17c)

η = 1− (1− ξ)2. (2.17d)
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Our new first-order scheme for (2.17 ) is as follows:

φn+1 − ηn+1φn

∆t = −Gµn+1, (2.18a)

µn+1 = Lφn+1 + ηn+1U(φn), (2.18b)
rn+1 − rn

∆t = −ξn+1(µ̄n+1,Gµ̄n+1), (2.18c)

ξn+1 = rn+1

E[φ̄n+1]
, ηn+1 = 1− (1− ξn+1)2 (2.18d)

where φ̄n+1 and µ̄n+1 are to be specified below, together with the initial conditions

φ0 = φ0(x, t), r0 = E[φ0]. (2.19)

Combining equations (2.18a ) and (2.18b ) leads to the following linear equation

(
I + ∆tGL

)
φn+1 = ηn+1

(
φn −∆tG

(
U [φn]

))
. (2.20)

Setting

φn+1 = ηn+1φ̄n+1, (2.21)

in the above, we find that φ̄n+1 is determined by

(
I + ∆tGL

)
φ̄n+1 = φn −∆tG

(
U [φn]

)
. (2.22)

Once φ̄n+1 is known, we define

µ̄n+1 = Lφ̄n+1 + U(φ̄n+1). (2.23)

Note that φ̄n+1 can be viewed as an approximation of φ(tn+1) by a direct semi-implicit

method. Thus, φ̄n+1 and µ̄n+1 are first-order approximations of φn+1 and µn+1. Inserting

equation (2.18d ) into equation (2.18c ) leads to

ξn+1 = rn

E[φ̄n+1] + ∆t(µ̄n+1,Gµ̄n+1)
. (2.24)
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To summarize, the scheme (2.18a )-(2.18d ) can be implemented as follows:

• solve φ̄n+1 from (2.22 );

• set µ̄n+1 = Lφ̄n+1 + U(φ̄n+1) and compute ξn+1 from (2.24 );

• update φn+1 = ηn+1φ̄n+1, and goto the next time step.

We observe that the above procedure only requires solving one linear equation with constant

coefficients as in a standard semi-implicit scheme. As for the stability, we have the following

result:

Theorem 2.1.1. Given rn ≥ 0, we have rn+1 ≥ 0, ξn+1 ≥ 0, and the scheme (2.18a )-(2.18d )

is unconditionally energy stable in the sense that

rn+1 − rn = −δtξn+1(µ̄n+1,Gµ̄n+1) ≤ 0. (2.25)

Furthermore, if E(u) = 1
2(φ,Lφ) + E1(φ) with L positive and E1(u) bounded from below,

there exists M1 > 0 such that

(φn,Lφn) ≤M2
1 , ∀n. (2.26)

Proof. Given rn ≥ 0 and since E[φ̄n+1] > 0, it follows from (2.18c ) that

rn+1 = rn

1 + δt (µ̄n+1,Gµ̄n+1)
E[ūn+1]

≥ 0.

Then we derive from (2.18d ) that ξn+1 ≥ 0 and obtain (2.25 ).

Denote M := r0 = E[φ(·, 0)], then (2.25 ) implies rn ≤M, ∀n.

Without loss of generality, we can assume E1(φ) > 1 for all φ. It then follows from

(2.18d ) that

|ξn+1| = rn+1

E(φ̄n+1)
≤ 2M

(Lφ̄n+1, φ̄n+1) + 2
. (2.27)

Since ηn+1 = 1 − (1 − ξn+1)2, we have ηn+1
k = ξn+1(2 − ξn+1). Then, we derive from (5.74 )

that there exists M1 > 0 such that

|ηn+1
k | = |ξn+1(2− ξn+1)| ≤ M1

(Lφ̄n+1, φ̄n+1) + 2
,
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which, along with φn+1 = ηn+1
k φ̄n+1, implies

(Lφn+1, φn+1) = (ηn+1)2(Lφ̄n+1, φ̄n+1)

≤
( M1

(Lφ̄n+1, φ̄n+1) + 2
)2

(Lφ̄n+1, φ̄n+1) ≤M2
1 .

The proof is complete.

2.1.2 High order scheme

The proposed method can be extended to construct high-order unconditionally energy-

stable schemes when coupled with k-step backward differentiation formula (BDFk). The

essential idea resides in that we can achieve overall kth order accuracy for φ by using just

a first-order approximation for ξ, if we choose k such that ηn = 1− (1− ξn)k is a (k + 1)th

order approximation to 1. Actually, for any ηn = 1− (1− ξn)k and ξn+1 = 1 +O(∆tq), we

have that

ηn = 1 +O(∆tkq). (2.28)

We construct the kth order new SAV schemes based on the implicit-explicit BDF-k

formulae in the following unified form:

Given φn, rn, we compute φ̄n+1, rn+1, ξn+1 and φn+1 consecutively by

αφn+1 − ηn+1
k φ̂n

∆t = −Gµn+1, (2.29a)

µn+1 = Lφn+1 + ηn+1
k U(φ∗,n+1), (2.29b)

rn+1 − rn

∆t = −ξn+1(µ̄n+1,Gµ̄n+1), (2.29c)

ξn+1 = rn+1

E[φ̄n+1]
, ηn+1
k = 1− (1− ξn+1)k+1. (2.29d)

Here, α, φ̂n and φ∗,n+1 in equation (2.29 ) are defined as follows:

BDF2:

α = 3
2 , φ̂n = 2φn − 1

2φ
n−1, φ∗,n+1 = 2φn − φn−1; (2.30)
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BDF3:

α = 11
6 , φ̂n = 3φn − 3

2φ
n−1 + 1

3φ
n−2, φ∗,n+1 = 3φn − 3φn−1 + φn−2; (2.31)

BDF4:

α = 25
12 , φ̂n = 4φn− 3φn−1 + 4

3φ
n−2− 1

4φ
n−3, φ∗,n+1 = 4φn− 6φn−1 + 4φn−2−φn−3.

(2.32)

We can also use BDF5 and BDF6, but for the sake of brevity, we omit the detailed formula

here.

Note that the solution algorithm for the new BDFk scheme is the same as the first-order

scheme presented in Section 2.2. In each time step, it requires only the solution of one linear

equation with constant coefficients, making the proposed method highly efficient. The new

BDFk scheme also enjoys the same stability as the first-order scheme, namely, we can prove

the following result using exactly the same procedure as in Section 2.2.

Theorem 2.1.2. Given rn ≥ 0, we have rn+1 ≥ 0, ξn+1 ≥ 0, and the scheme (2.29 ) is

unconditionally energy stable in the sense that

rn+1 − rn = −δtξn+1(µ̄n+1,Gµ̄n+1) ≤ 0. (2.33)

Furthermore, if E(u) = 1
2(φ,Lφ) + E1(φ) with L positive and E1(u) bounded from below,

there exists Mk > 0 such that

(φn,Lφn) ≤M2
k , ∀n. (2.34)

Note that the stability is built into the scheme in (2.29c ), independent of the actual

scheme used in (2.29a ) and (2.29b ). In principle, we can use any linear multistep schemes

in place of (2.29a ) and (2.29b ).

2.2 Time adaptive strategy

To achieve satisfactory numerical results in real simulations efficiently, it is supposed to

use small time steps when the energy and solution of gradient flows vary drastically while
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using relatively larger time steps when they vary slightly. However, for conditionally stable

schemes, the allowable time step is often dictated by the stability constraint, not by accuracy.

One salient feature of an unconditionally energy stable scheme is that it allows us to employ

an appropriate adaptive time-stepping strategy [23 ]–[26 ]. Note that time-adaptivity strategy

has been applied to first-order and second-order Crank-Nicolson SAV schemes in [1 ], [27 ], [28 ].

There are essential difficulties to apply adaptive time stepping to other schemes, particularly

other second- or higher-order schemes. The main reason is that one does not have robust

unconditionally stable second- or higher-order schemes with variable step sizes. In a recent

work [23 ], the authors developed a stabilized second-order BDF scheme with variable step

sizes that is stable if τn+1 ≤ γ∗τn where {τ k} are the time step sizes and γ∗ ≈ 1.5 for

optimal convergence. To the best of our knowledge, there is no unconditionally stable third-

or higher-order multistep scheme with variable step sizes.

However, as stated in Remark 2.1.2 , we can replace (2.29a ) and (2.29b ) by any linear

multistep schemes without affecting the stability provided by (2.33 ). In particular, we can

replace them by the BDFk schemes (along with kth order extrapolation formula for nonlinear

terms) with variable step sizes which we shall derive in the Appendix.

It is crucial to figure out a good indicator for adaptive time-stepping schemes, which

suggests us to adjust the time step at reasonable moments. Some observations from abundant

numerical experiments are as follows:

(i) to achieve an accurate result, ξn+1 has to be a good approximation to 1;

(ii) ξn+1 starts to deviate from 1 when oscillation or inaccuracy turns to happen, while

adopting a smaller time step can avoid such situation.

These observations suggest us that |1−ξn+1| is a suitable indicator for the time-adaptivity

procedure. Roughly speaking, we should decrease the time step whenever |1−ξn+1| is bigger

than a given tolerance while we can maintain a relatively large time step whenever |1− ξn+1|

is small enough.

Based on these observations, we provide an adaptive time-stepping algorithm for the

proposed BDFk SAV scheme. Given a default safety coefficient ρ, a reference tolerance tol,
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the minimum time steps τmin and the maximum time steps τmax, the adaptivity speed tunable

constant r, we can update the time step size by the following formula

Adp(e, τ) = ρ
(
tol

e

)r
τ. (2.35)

The corresponding algorithm is summarized as follows:

Given: the previous time step τn.

step 1. compute ξn from previous step with time step τn;

step 2. calculate en = |1− ξn|;

step 3. if en > tol, then

recalculate time step τn ← max{τmin,min{Adp(en, τn), τmax}};

goto step 1

step 4. else update time step τn+1 ← max{τmin,min{Adp(en, τn), τmax}};

step 5. end if

Remark

• It is suggested in [29 ] that when Rn has an obvious deviation from E[φn], a reset of

Rn = E[φn] can be prescribed to improve the long time accuracy of the numerical

scheme. This strategy could also be incorporated into the time-adaptivity algorithm.

Specifically, Rn is reset to E[φn] when τn+1/τn is less than a threshold value.

• In real implementation, one can also combine the sav indicator with other traditional

indicator, like the norm of the difference between two steps: ‖φn+1 − φn‖.

The proposed time-stepping strategy will be applied to the simulations of Allen-Cahn and

Cahn-Hilliard equations in the next section to show its advantages to achieve high accuracy

with low computational cost.

2.3 Numerical examples

In this section, we provide ample numerical examples to demonstrate the improved effi-

ciency and accuracy. of the proposed method.
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Let us consider two typical types of gradient flow, i.e. Allen-Cahn equation [30 ] and

Cahn-Hilliard equation [31 ]. Given the free energy

Etot[φ] =
∫

Ω

λ

2 |∇φ|
2 + E1[φ]dΩ, E1[φ] = λ

4η2 (1− φ2)2, (2.36)

the chemical potential in (2.2 ) takes the form

µ = δEtot
δφ

= −λ∇2 + U [φ], U [φ] = λ

η2φ(φ2 − 1). (2.37)

Allen-Cahn equation corresponds to the L2 gradient flow with G = m0I, while Cahn-Hilliard

equation corresponds the H−1 gradient flow with G = −m0∆ in equation (2.1 ).

2.3.1 Accuracy test

Example 1. (Convergence rate of the new SAV/BDFk scheme for the Allen-Cahn and

Cahn-Hilliard equations) Consider the Allen-Cahn and Cahn-Hilliard equations in the com-

putational domain Ω = [0, 2]× [0, 2] with a contrived exact solution

φ(x, t) = cos(πx) cos(πy) sin(t)/(1 + 10t2), (2.38)

and correspondingly, the external source term f(x, t) satisfying φt = −Gµ+f. Fourier spectral

method [32 ] for spatial discretization is employed throughout this section. Nx and Ny denote

the number of Fourier collocation points along x and y axis, respectively. In the simulations,

we set (Nx, Ny) = (40, 40) with which the spatial discretization error is negligible compared

with time discretization error. Other parameters are λ = 0.01, m0 = 0.01, η = 0.05 and

C0 = 0. The algorithm for the new SAV/BDFk (k = 1, 2, 3, 4) is employed to numerically

integrate the governing equations in time from t = 0.1 to t = 1.1. The L2 errors of φ at

t = 1.1 are plotted respectively in Figure 3.3 (a)-(b) for the Allen-Cahn equation and Figure

3.4 (a)-(b) for the Cahn-Hilliard equation, where we can observe the expected convergence

rate of the field variable φ for all cases.
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Recall that r(t) = E[φ] in the continuous level and the evolution equation of R(t) is

stemmed from this equation. The discretization (2.29c ) of R(t) leads to a first order approx-

imation of E[φ]. Consequently, ξn+1 = rn+1

E[φ̄n+1] is a first order approximation of 1. We depict

the L∞ error of ξn+1 to 1 for the Allen-Cahn and Cahn-Hillard equations in Figure 3.3 (c)-(d)

and Figure 3.4 (c)-(d), respectively. As expected, it can be observed that ξn+1 converges to 1

with a first order convergence rate for all cases. Moreover, this observation implies that ξn+1

can serve as an indicator of the accuracy of the simulations. If the difference of ξn+1 from

1 is small, then the simulation tends to be more accurate. Otherwise, when ξn+1 deviates

significantly from 1, the simulation is no longer accurate.
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Figure 2.1. (Example 1.) Temporal convergence test for the Allen-Cahn equation
using the new SAV/BDFk (k = 1, 2, 3, 4). (a)-(b) L2 errors of φ as a function of ∆t;
(c)-(d) L∞ erros of ξ as a function of ∆t.
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Figure 2.2. (Example 1.) Temporal convergence test for the Cahn-Hilliard equa-
tion using the new SAV/BDFk (k = 1, 2, 3, 4). (a)-(b) L2 errors of φ as a function
of ∆t; (c)-(d) L∞ erros of ξ as a function of ∆t.
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2.3.2 Allen-Cahn equation

Example 2. (Spinodal decomposition for the Allen-Cahn equation) Consider the spin-

odal decomposition of a homogeneous mixture into two coexisting phases governed by the

Allen-Cahn equation as another test of the algorithms developed herein. The computa-

tional domain is [0, 2]× [0, 2] and the initial phase field is given by an uniformly distributed

datas between [ − 0.5, 0.5]. We adopt (Nx, Ny) = (512, 512), λ = 1, m0 = 10−4, η = 0.005

and C0 = 0 in the forthcoming simulations. The new SAV/BDF2 scheme is employed to

numerically integrate this problem.

In Figure 2.3 , we depict a temporal sequence of snapshots of the interfaces formed between

the two phases. Figure 2.4 shows the time histories of the total energy Etot[φ] obtained by the

current method and the original SAV method using various time steps ∆t = 10−1, 10−2, 10−3.

A reference solution obtained with ∆t = 10−4 using the original SAV scheme is also included

for comparison. It can be observed in Figure 2.4 (a) that all the energy history curves

decrease dramatically at the beginning and level off gradually, indicating the stability of the

proposed method. In Figure 2.4 (b), we zoom in the energy history curves at the region

t ∈ [0, 0.1]. It shows that the results obtained by the current method and the original SAV

method overlap with each other for the same time step size. This implies that the proposed

method provides almost the same accuracy with the original SAV method, but with halved

computational cost. It also indicates that to achieve acceptable accuracy, the step size should

be chosen no bigger than ∆t = 10−3.

Example 3. (Application of adaptive time-stepping strategy to example 2) Next, we use

the spinodal decomposition governed by the Allen-Cahn equation to demonstrate the per-

formance of the time adaptivity. The setup is the same as Example 2. We choose ρ = 0.9,

tol = 10−3 and r = 0.25 in equation (2.35 ). The minimum time step is taken as τmin = 10−6,

while the maximum time step is take as τmax = 10−3/k, k = 2, 3, 4, respectively, such that

when τmax is employed, the errors for BDFk schemes (k = 2, 3, 4) are of the same level. The

initial time step is taken as τmin.

In Figure 2.5 (a), we depict the energy history curves obtained by BDFk (k = 2, 3, 4)

schemes for long time simulations, and it can be seen that the curves essentially overlap
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(a) t = 0 (b) t = 10 (c) t = 20 (d) t = 30

(e) t = 40 (f) t = 50 (g) t = 70 (h) t = 100

Figure 2.3. (Example 2.) Spinodal decomposition governed by the Allen-Cahn
equation. The simulation is obtained with ∆t = 10−3.
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Figure 2.4. (Example 2) Time histories of Etot[φ] for spinodal decomposition
governed by the Allen-Cahn equation obtained using the current method and the
original SAV method with ∆t = 10−1, 10−2, 10−3.
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with each other. Correspondingly, the snapshot of the interfaces between these two phases

at t = 300 are compared in Figure 2.5 (b)-(d) and no noticeable difference can be observed.

In order to demonstrate the efficiency of the time-adaptivity technique, we plot in Figure

2.6 -2.8 the time history curves of the time steps and time step ratios between two successive

steps in the time window t ∈ (0, 3), where rapid changes of the phase field variable occur. It

can be seen that the time steps gradually increases for all these three solvers and the average

time steps in these period are 1.6× 10−2, 2.0× 10−2 and 2.1× 10−2. Note that in Example

2, for BDF2 scheme with a fixed time step, it takes at least ∆t = 10−3 to obtain reasonable

numerical results. We also record the total wall time of this simulation computed from t = 0

to t = 300 with BDF2 scheme using a fixed time step ∆t = 10−3, which is 19970.2 seconds.

While equipped with the time-adaptivity technique, the total wall time for the BDF2-BDF4

schemes reduces drastically to 929.0 seconds, 318.9 seconds and 429.6 seconds, respectively.

The speedups in these simulations are noticeable, compared with the solver without time

adaptivity. In [23 ], it is point out that the variable step BDF2 scheme is stable if τn+1 ≤ γ∗τn

and γ∗ ≈ 1.5 for optimal convergence. While with the current method, we are not restricted

by this constraint and the maximum time step ratios are observed to be as large as 22, 41,

41 for k = 2, 3, 4.
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Current method-BDF4 with adaptivity

(a) Energy vs time (b) BDF2-adaptivity (c) BDF3-adaptivity (d) BDF4-adaptivity

Figure 2.5. (Example 3.) Spinoidal decomposition governed by the Allen-Cahn
equation. Simulation results are obtained by the proposed SAV/BDFk (k = 2, 3, 4)
scheme with adaptive time-stepping technique and the snapshots (b)-(d) of the in-
terfaces between these two phases are depicted at t = 300.
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Figure 2.6. (Example 3.) Time histories of time steps and time step ratios in the
time window t ∈ (0, 3) obtained by the BDF2 scheme with adaptive time-stepping
technique. The average ∆t = 1.60× 10−2.
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Figure 2.7. (Example 3.) Time histories of time steps and time step ratios obtained
by the BDF3 scheme with adaptive time-stepping technique. The average ∆t =
2.0× 10−2.
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Figure 2.8. (Example 3.) Time histories of time steps and time step ratios obtained
by the BDF4 scheme with adaptive time-stepping technique. The average ∆t =
2.1× 10−2.
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2.3.3 Cahn-Hilliard equation

Example 4. (Merging of an array of circles for the Cahn-Hilliard equation) We consider,

as another test problem, the merging of a rectangular array of 9× 9 circles governed by the

Cahn-Hilliard equation. The computational domain is [0, 2]× [0, 2] and the initial phase field

is given by

φ0(x, t) = 80−
9∑

i=1

9∑
j=1

tanh
(√

(x− xi)2 + (y − yj)2 −R0
)

√
2η

, (2.39)

where R0 = 0.085, xi = 0.2 × i and yj = 0.2 × j for i, j = 1, 2, ..., 9. We adopt (Nx, Ny) =

(512, 512), λ = 1, m0 = 10−6, η = 0.01 and C0 = 0 in the simulations.

In Figure 2.9 , we plot a temporal sequence of snapshots of the interfaces formed between

the two phases using the BDF3 scheme with variable time steps using ρ = 0.95, tol = 10−3,

r = 0.57, τmin = 10−6 and τmax = 10−1 in equation (2.35 ).

In order to investigate the influence of the parameter tol to the accuracy and efficiency of

the new SAV/BDFk (k = 2, 3, 4) schemes with time-adaptivity, we depict in Figure 2.10 the

L2-errors of φ as a function of the average of the time step sizes. These errors are obtained

through comparing the numerical solutions with a reference solution computed by the new

SAV/BDF2 scheme with a fixed small ∆t = 10−5 at t = 1. It can be seen that a better

accuracy is achieved when we adopt a smaller tol.

Figure 2.11 is a demonstration of the stability of the proposed scheme. The time histories

of the modified energy r(t) obtained by large time step sizes ∆t = 2, 5 are depicted. At

these large time step sizes, we can no longer expect the results to be accurate. But it

can be observed that the modified energy decays and remains to be positive for long time

simulations.

2.3.4 Application to multiple SAV method

Example 5. (An improved multiple SAV method for one-component Bose-Einstein con-

densates) We consider the ground state solution of one-component Bose-Einstein condensates

in two dimensions [29 ], [33 ], [34 ] as an example to show how our current method can reduce
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(a) t = 0 (b) t = 1 (c) t = 5 (d) t = 10

(e) t = 20 (f) t = 30 (g) t = 40 (h) t = 50

Figure 2.9. (Example 4.) Merging of an array of circles governed by the Cahn-
Hilliard equation. Simulations are obtained with the proposed SAV/BDF3 schemes
with time-adaptivity technique.
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Figure 2.10. (Example 4.) L2-errors of φ as a function of the average of ∆t ob-
tained by (a) the BDF2 scheme, (b) the BDF3 scheme, and (c) the BDF4 scheme,
respectively. The time-adaptivity technique is employed with tol = 10−1, 10−2, 10−3.
The parameters (r, ρ) in equation (2.35 ) are set to be (0.75, 0.85), (0.57, 0.95),
(0.7, 0.85) for the BDF2-BDF4 schemes, respectively.
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Figure 2.11. (Example 4.) Time histories of the modified energy R(t) computed
by (a) the BDF2 scheme, (b) the BDF3 scheme, and (c) the BDF4 scheme, using
large time step sizes ∆t = 2, 5.
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the number of linear equations to be solved in each time step from three to two, comparing

with the classical MSAV [29 ], [35 ] approach.

Similar with [29 ], we consider the penalized energy

E(φ) = 1
2(φ,Lφ) + 1

2

∫
Ω
F (|φ|)2)dΩ + 1

4ε

( ∫
Ω
|φ|2dΩ− 1

)2
. (2.40)

Here, F (φ) = β
2φ

2, L = (−1
2∇

2 + V (x, y))φ with V (x, y) ≥ 0 and ε � 1. Correspondingly,

the governing equation for this gradient flow problem takes the form

∂φ

∂t
= −δE

δφ
= −Lφ− F (|φ|2)φ− 1

ε
(‖φ‖2 − 1)φ, (2.41)

and subject to the constraints

∫
Ω
|φ(x, t)|2dΩ = 1, (2.42a)

lim
|x|→∞

φ(x, t) = 0. (2.42b)

In our new MSAV approach, we introduce two scalar auxiliary variables

R1(t) = E1(φ), R2(t) = E2(φ). (2.43)

where

E1 = 1
2(φ,Lφ) + 1

2

∫
Ω
F (|φ|)2dΩ, E2 = 1

4ε

( ∫
Ω
|φ|2dΩ− 1

)2
. (2.44)

With the same spirit to improve the single SAV approach in Section 2, we employ one

of the introduced auxiliary variables to control not only the nonlinear term, but also the

37



explicit linear term, and consequently, we are only required to solve two linear equations at

each time step. The first order new MSAV scheme can be written as

φn+1 − ηn+1
1 φn

∆t = −µn+1, (2.45a)

µn+1 = Lφn+1 + ηn+1
1 U1(φn) + ηn+1

2 U2(φn), (2.45b)
Rn+1

1 −Rn
1

∆t = − Rn+1
1 +Rn+1

2

E1[φ̄n+1] + E2[φ̄n+1]
(
Lφ̄n+1 + U1(φ̄n+1), µ̄n+1

)
, (2.45c)

Rn+1
2 −Rn

2
∆t = − Rn+1

1 +Rn+1
2

E1[φ̄n+1] + E2[φ̄n+1]
(
U2(φ̄n+1), µ̄n+1

)
, (2.45d)

ξn+1
1 = Rn+1

1

E1[φ̄n+1]
, ξn+1

2 = Rn+1
2

E2[φ̄n+1]
, (2.45e)

ηn+1
1 = 1− (1− ξn+1)2, ηn+1

2 = 1− (1− ξn+1)2, (2.45f)

where µ̄n+1 = Lφ̄n+1 + U1(φ̄n+1) + U2(φ̄n+1) and φ̄n+1 is defined similar as the single SAV

case and

U1(φ) = F (|φ|2)φ, U2(φ) = 1
ε
(‖φ‖2 − 1)φ. (2.46)

The initial condition is chosen as

φ0(x, y) = (γxγy)1/4

π1/2 e−(γxx2+γyy2)/2 (2.47)

with two different potential functions:

Case 1. A harmonic oscillator potential

V (x, y) = 1
2(γ2

xx
2 + γ2

yy
2). (2.48)

Case 2. A harmonic oscillator potential and a potential of a stirrer corresponding to a

far-blue detuned Gaussian laser beam

V (x, y) = 1
2(γ2

xx
2 + γ2

yy
2) + ω0e−δ((x−r0)2+y2). (2.49)
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The parameters are chosen as: γx = 1, γy = 4 and β = 200 in case 1 and γx = 1, γy = 1,

ω0 = 4, δ = r0 = 1 and β = 200 in case 2. We then solve case 1 by spectral-Galerkin method

on Ω1 = [− 8, 8]× [− 4, 4] and case 2 on Ω2 = [− 8, 8]× [− 8, 8]. In both cases, we choose

(Nx, Ny) = (40, 40), ε = 10−4, time steps ∆t = 10−4 and impose the homogeneous Dirichlet

boundary condition.

We plot the ground state solutions of both cases in Figure 2.12 , and compare the chemical

potential and the energy of the ground states with the results obtained by original MSAV

method in [29 ] and by TSSP method in [34 ] in Tables 1 and 2, where we denote

xrms = ‖xφ‖L2(Ω), yrms = ‖yφ‖L2(Ω), (2.50)

and
µβ(φ) =

∫
Ω

(1
2 |∇φ(x)|2 + V (x)|φ(x)|2 + β|φ(x)|4

)
dΩ

= Eβ(φ) +
∫

Ω

β

2 |φ(x)|4dΩ.
(2.51)

We observe from Tables 2.1 and 2.2 that the results by our new SAV schemes are consistent

with the results obtained by using the original SAV and TSSP methods.
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Figure 2.12. Ground state solutions of one-component Bose-Einstein condensates

Some remarks are in order:
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Case 1 of BECS
Scheme xrms yrms Eβ µβ
TSSP 2.2734 0.6074 11.1563 16.3377
MSAV 2.2812 0.6096 11.1560 16.3002
New
MSAV

2.2710 0.6064 11.1621 16.2514

Table 2.1. Case 1: γx = 1, γy = 4 and β = 200

Case 2 of BECS
Scheme xrms yrms Eβ µβ
TSSP 1.6951 1.7144 5.8507 8.3269
MSAV 1.6978 1.7169 5.8506 8.3189
New
MSAV

1.6933 1.7124 5.8455 8.3202

Table 2.2. Case 2: γx = 1, γy = 1, ω0 = 4, δ = r0 = 1 and β = 200
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1. Same as the single SAV approach mentioned in section 2, one can easily prove the

scheme (2.45 ) is unconditionally energy stable in the sense that Rn
1 +Rn

2 ≥ 0 for every

n, and

(Rn+1
1 +Rn+1

2 )− (Rn
1 +Rn

2 ) = −∆t Rn+1
1 +Rn+1

2

E1[φ̄n+1] + E2[φ̄n+1]
(µ̄n+1, µ̄n+1) ≤ 0. (2.52)

2. The new MSAV scheme (2.45 ) only requires solving two instead of three linear equa-

tions, compared with in the original MSAV scheme in [29 ]. In general, if we introduce

K auxiliary variables, our new MSAV scheme requires only the solution of K linear

equations, while the original SAV scheme requires to solve K + 1 linear equations.

Hence, the new MSAV schemes is more efficient.

3. We can also construct higher-order unconditionally energy stable MSAV schemes based

on the approach presented in Section 3.

2.4 Conclusion of this chapter

We presented in this paper several essential improvements over the original SAV approach,

making our new SAV approach even more efficient, flexible and amenable to higher-order.

More precisely, our new SAV approach enjoys the following additional advantages:

1. For the case with single SAV, our new method only requires solving one linear equation

with constant coefficients, reducing half of the computational cost of the original SAV

approach. In other words, the computational cost of the new SAV approach, being

unconditionally energy stable, is essentially the same as that of the semi-implicit ap-

proach which is only conditionally stable. Furthermore, the new approach does not

require the nonlinear part of the free energy to be bounded from below, making it more

flexible than the original SAV approach.

2. While the original SAV approach only leads to first- and second-order unconditionally

stable BDF type schemes, the new SAV approach allows us to construct higher-order

unconditionally energy stable schemes with any multistep schemes. In particular, we
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are able to construct, for the first time, unconditionally energy stable higher-order time

adaptive schemes based on the BDFk scheme with variable step sizes.

3. For the cases where K SAVs are needed, our new method requires solving K linear

equations with constant coefficients, as opposed to K+1 linear equations by the original

MSAV approach.

The new SAV method is not limited to the realm of gradient flow. Although we only focus

on gradient flow problems in the current chapter, the proposed method can be in principle

extended to general dissipative systems. We will explore this issue in the following chapter

2.5 Appendix. BDF for variable time step sizes.

Given a successive of variable time steps

τn+1 = tn+1 − tn, τn = tn − tn−1, τn−1 = tn−1 − tn−2, τn−2 = tn−2 − tn−3, ..., (2.53)

the corresponding α, φ̂n and φ∗,n+1 in equation (2.29 ) for BDFk scheme with kth order

extrapolation can be derived by Taylor expansion. More precisely, if we set ∆t = τn+1 in

(2.29a ), and denote
x1 = −τn+1,

x2 = −τn+1 − τn,

x3 = −τn+1 − τn − τn−1,

x4 = −τn+1 − τn − τn−1 − τn−2,

... .

(2.54)

Then, for k = 2, 3, 4, the formulae are given below:

BDF2:

α = γ−1, φ̂n = γ−1(aφn + bφn−1), φ∗,n+1 = Aφn +Bφn−1, (2.55)
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where

γ = x2

x1 + x2
, a = − x2

2
x2

1 − x2
2
, b = x2

1
x2

1 − x2
2
, A = − x2

x1 − x2
, B = x1

x1 − x2
.

(2.56)

BDF3

α = γ−1, φ̂n = γ−1(aφn + bφn−1 + cφn−2), φ∗,n+1 = Aφn +Bφn−1 +Cφn−2, (2.57)

where

γ = x2 x3

x1x2 + x1x3 + x2x3
, a = x2

2 x
2
3

(x1 − x2)(x1 − x3)(x1x2 + x1x3 + x2x3) ,

b = − x2
1 x

2
3

(x1 − x2)(x2 − x3)(x1x2 + x1x3 + x2x3) ,

c = x2
1 x

2
2

(x1 − x3)(x2 − x3)(x1x2 + x1x3 + x2x3) ,

(2.58)

and

A = x2 x3

(x1 − x2)(x1 − x3) , B = − x1 x3

(x1 − x2)(x2 − x3) , C = x1 x2

(x1 − x3)(x2 − x3) .

(2.59)

BDF4:

α = γ−1, φ̂n = γ−1(aφn+bφn−1+cφn−2+dφn−3), φ∗,n+1 = Aφn+Bφn−1+Cφn−2+Dφn−3,

(2.60)
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where

γ = x2 x3 x4

x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4
,

a = − x2
2 x

2
3 x

2
4

(x1 − x2)(x1 − x3)(x1 − x4)(x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4) ,

b = x2
1 x

2
3 x

2
4

(x1 − x2)(x2 − x3)(x2 − x4)(x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4) ,

c = − x2
1 x

2
2 x

2
4

(x1 − x3)(x2 − x3)(x3 − x4)(x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4) ,

d = x2
1 x

2
2 x

2
3

(x1 − x4)(x2 − x4)(x3 − x4)(x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4) ,

(2.61)

and

A = − x2 x3 x4

(x1 − x2)(x1 − x3)(x1 − x4) , B = x1 x3 x4

(x1 − x2)(x2 − x3)(x2 − x4) ,

C = − x1 x2 x4

(x1 − x3)(x2 − x3)(x3 − x4) , D = x1 x2 x3

(x1 − x4)(x2 − x4)(x3 − x4) .
(2.62)

The formulae for higher-order BDFk (k ≥ 5) with variable step sizes can also be derived

similarly. We omit the detail here for brevity.
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3. ERROR ANALYSIS FOR THE NEW SAV APPROACH

In this chapter, we construct highly efficient implicit-explicit BDFk scalar auxiliary variable

(SAV) schemes for general dissipative systems. We show that the scheme is unconditionally

energy stable which leads to a uniform bound for the norm based on the principal linear

operator in the energy. Based on this uniform bound, we carry out a rigorous error analysis

for the kth-order (k = 1, 2, 3, 4, 5) SAV schemes in a unified form for the typical Allen-Cahn

type and Cahn-Hilliard type equations. Most of the results in this chapter are extracted

from [36 ].

3.1 Introduction

Analysis of standard semi-implicit schemes for gradient flows usually requires to assume

global Lipschitz condition on the nonlinear term (see, for instance, [8 ], [37 ], [38 ]), the con-

vergence of SAV schemes can be established without such assumption thanks to the un-

conditional energy stability. For examples, rigorous error analysis of the semi-discretized

first order original SAV schemes for L2 and H−1 gradient flows with minimum assumptions

have been presented in [39 ], first- and second-order error estimates have been derived for

a related semi-discretized gPAV scheme for the Cahn-Hilliard equation in [40 ], and error

analysis of fully discretized SAV schemes with finite differences and finite-elements have also

been established in [41 ] and [42 ]. On the other hand, error estimates for a Fourier-spectral

SAV scheme for the phase-field crystal equation [43 ] and a MAC-SAV scheme for the Navier-

Stokes equation [44 ] are established. Note that for the original SAV approach, unconditional

energy stability can only be established for first- and second-order BDF schemes, although it

has been shown in [45 ] (see also [46 ]) that the SAV approach coupled with extrapolated and

linearized Runge-Kutta methods can achieve arbitrarily high order unconditionally energy

stable with a modified energy for the Allen-Cahn and Cahn-Hilliard equations, but require

solving coupled linear systems.

In this chapter, we apply the general ideas in [13 ] to construct a class of explicit-implicit

BDFk schemes for general dissipative systems. In particular, we obtain a unconditional and

uniform bound on the norm based on principal linear term in the energy functional of the
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dissipative system. This bound is essential for the error analysis in this chapter. The main

purpose of this chapter is to carry out a rigorous and unified error analysis for the new

kth-order (1 ≤ k ≤ 5) SAV schemes which enjoy several remarkable advantages, including:

• only requires solving, in most common situations, one linear system with constant

coefficients at each time step, which is half of the cost for the original SAV approach;

• applicable to general dissipative systems;

• higher-order BDFk SAV schemes are unconditionally stable and amenable to adaptive

time stepping without restriction on time step size;

• rigorous error estimates can be established for BDFk (1 ≤ k ≤ 5) SAV schemes.

While the new schemes are applicable to a large class of dissipative systems, their error

analysis is highly non-trivial. As a unified analysis for general dissipative systems will involve

complicated assumptions and techniques that may obscure the clarity of presentation, we

shall consider the error analysis for two classes of typical dissipative systems: Allen-Cahn

type and Cahn-Hilliard type equations. The key ingredients are the uniform H1 bound

derived from the general stability result (see (3.13 ) in Theorem 4.3.1 ) and a stability result

in [14 ] (see Lemma 4.4.3 below) for the BDFk (1 ≤ k ≤ 5) schemes. With a delicate

induction argument, we are able to establish optimal error estimates in L∞(0, T ;H2) norm

for our implicit-explicit BDFk (1 ≤ k ≤ 5) SAV schemes for both Allen-Cahn type and

Cahn-Hilliard type equations.

We use the following notations throughout the chapter. Let Ω ∈ Rn (n = 1, 2, 3) be

a bounded domain with sufficiently smooth boundary. We denote by (·, ·) and ‖ · ‖ the

inner product and the norm in L2(Ω), and by Hs(Ω) the usual Sobolev spaces with norm

‖ · ‖Hs . Let V be a Banach space, we shall also use the standard notations Lp(0, T ;V ) and

C([0, T ];V ). To simplify the notation, we often omit the spatial dependence in the notation

for the exact solution u, namely we denote u(x, t) by u(t). We shall use C to denote a

constant which can change from one step to another, but is independent of δt.
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3.2 New SAV approach for general dissipative systems

In this section, we describe the new SAV schemes for dissipative systems, show that they

are unconditionally energy stable with a modified energy and derive a uniform bound for the

norm based on the principal linear term in the energy functional.

Consider the following class of dissipative systems

∂u

∂t
+Au+ g(u) = 0, (3.1)

where u is a scalar or vector function, A is a positive differential operator and g(u) is a

nonlinear operator possibly with lower-order derivatives. We assume that the above equation

satisfies a dissipative energy law

dẼ(u)
dt

= −K(u), (3.2)

where Ẽ(u) > −C0 for all u is an energy functional, K(u) > 0 for all u 6= 0.

The above class of dissipative systems include in particular gradient flows but also other

dissipative systems which do not have the gradient structure, such as viscous Burgers equa-

tion, reaction-diffusion equations etc.

3.2.1 The new SAV schemes

The key for the SAV approach is to introduce a scalar auxiliary variable (SAV) to rewrite

(3.1 ) as an expanded system, and to discretize the expanded system instead of the original

(3.1 ). In this paper, we introduce the following new SAV approach inspired by the SAV

schemes introduced in [13 ]

Setting r(t) = E(u)(t) := Ẽ(u)(t)+C0 > 0, we rewrite the equation (3.1 ) with the energy

law (3.2 ) as the following expanded system

∂u

∂t
+Au+ g(u) = 0, (3.3)

dE(u)
dt

= − r(t)
E(u)(t)K(u). (3.4)
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We construct the kth order new SAV schemes based on the implicit-explicit BDF-k

formulae in the following unified form:

Given un, rn, we compute ūn+1, rn+1, ξn+1 and un+1 consecutively by

αkū
n+1 − Ak(un)

δt
+Aūn+1 + g[Bk(ūn)]) = 0, (3.5a)

1
δt

(
rn+1 − rn

)
= − rn+1

E(ūn+1)K(ūn+1), (3.5b)

ξn+1 = rn+1

E(ūn+1) , (3.5c)

un+1 = ηn+1
k ūn+1 with ηn+1

k = 1− (1− ξn+1)k+1. (3.5d)

where αk, the operators Ak and Bk (k = 1, 2, 3, 4, 5) are given by:

BDF1:

α1 = 1, A1(un) = un, B1(ūn) = ūn; (3.6)

BDF2:

α2 = 3
2 , A2(un) = 2un − 1

2u
n−1, B2(ūn) = 2ūn − ūn−1; (3.7)

BDF3:

α3 = 11
6 , A3(un) = 3un − 3

2u
n−1 + 1

3u
n−2, B3(ūn) = 3ūn − 3ūn−1 + ūn−2; (3.8)

BDF4:

α4 = 25
12 , A4(un) = 4un−3un−1+ 4

3u
n−2− 1

4u
n−3, B4(ūn) = 4ūn−6ūn−1+4ūn−2−ūn−3.

(3.9)

BDF5:

α5 = 137
60 , A5(un) = 5un − 5un−1 + 10

3 u
n−2 − 5

4u
n−3 + 1

5u
n−4,

B5(ūn) = 5ūn − 10ūn−1 + 10ūn−2 − 5ūn−3 + ūn−4.

(3.10)
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Several remarks are in order:

• Initialization: the second-order scheme can be initialized with a first-order scheme for

the first step, the kth-order scheme can be initialized with a k−1th-order Runge-Kutta

method for the first k − 1 steps.

• We observe from (3.5b ) that rn+1 is a first order approximation to E(u(·, tn+1)) which

implies that ξn+1 is a first order approximation to 1.

• we observe from (3.5a ) and (3.5d ) that

αkun+1 − ηn+1
k Ak(un)
δt

+Aun+1 + ηn+1
k g[Bk(ūn)] = 0, (3.11)

which, along with (3.5d ), implies that

αku
n+1 − Ak(un)

δt
+Aun+1 + g[Bk(un)] = O(δtk).

Hence, both un+1 and ūn+1 are formally kth order approximations for u(·, tn+1).

• The main difference of the above scheme from the scheme in [13 ] is the choice of ηn+1
k ,

which can be considered as a special case in [13 ]. However, as we show below, this

choice allows us to obtain a uniform bound on (Lun, un), which in turn plays a crucial

role in the error analysis. Another slight difference is here we use g[Bk(ūn)] in (3.5a ),

which makes the error analysis slightly easier, while g[Bk(un)] is used in [13 ]. Thanks

to (3.5d ), this does not affect the kth order accuracy nor unconditional energy stability.

• Since the energy stability is achieved through only (3.5b ), we can replace (3.5a ) by

other types of explicit-implicit multistep schemes.

The above scheme can be efficiently implemented as follows:

1. Obtain ūn+1 from (3.5a ) by solving an equation of the form

(αk
δt
I +A)ūn+1 = fn+1,
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where fn+1 includes all known terms from previous time steps, and in most cases, this

is a linear equation with constant coefficients;

2. With ūn+1 known, determine rn+1 explicitly from (3.5b );

3. Compute ξn+1, ηn+1
k and un+1 from (3.5d ), goto the next step.

The main computational cost of this scheme is to solve (3.5a ) once, while the main

computational cost in the original SAV approach is to solve an equation similar to (3.5a )

twice. So the cost of this scheme is about half of the original SAV approach while enjoying

the same unconditional energy stability as we show below.

3.2.2 A stability result

We have the following results concerning the stability of the above schemes.

Theorem 3.2.1. Given rn ≥ 0, we have rn+1 ≥ 0, ξn+1 ≥ 0, and the scheme (3.5 ) for any

k is unconditionally energy stable in the sense that

rn+1 − rn = −δtξn+1K(ūn+1) ≤ 0. (3.12)

Furthermore, if E(u) = 1
2(Lu, u) + E1(u) with L positive and E1(u) bounded from below,

there exists Mk > 0 such that

(Lun, un) ≤M2
k , ∀n. (3.13)

Proof. Given rn ≥ 0 and since E[ūn+1] > 0, it follows from (3.5b ) that

rn+1 = rn

1 + δt (K(ūn+1)
E[ūn+1]

≥ 0.

Then we derive from (3.5c ) that ξn+1 ≥ 0 and obtain (3.12 ).

Denote M := r0 = E[u(·, 0)], then (3.12 ) implies rn ≤M, ∀n.

Without loss of generality, we can assume E1(u) > 1 for all u. It then follows from (3.5c )

that

|ξn+1| = rn+1

E(ūn+1) ≤
2M

(Lūn+1, ūn+1) + 2 . (3.14)
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Let ηn+1
k = 1 − (1 − ξn+1)k+1, we have ηn+1

k = ξn+1Pk(ξn+1) with Pk being a polynomial of

degree k. Then, we derive from (3.14 ) that there exists Mk > 0 such that

|ηn+1
k | = |ξn+1Pk(ξn+1)| ≤ Mk

(Lūn+1, ūn+1) + 2 ,

which, along with un+1 = ηn+1
k ūn+1, implies

(Lun+1, un+1) = (ηn+1
k )2(Lūn+1, ūn+1)

≤
( Mk

(Lūn+1, ūn+1) + 2
)2

(Lūn+1, ūn+1) ≤M2
k .

The proof is complete.

From the above proof, we observe that it is essential to introduce ūn+1 and ηn+1
k in order

to obtain (3.13 ), and that the bound constant Mk increases as k increases. So while we can

replace k+1 in ηn+1
k by any larger integer without affecting the kth order accuracy, it is best

to use the smallest possible integer, which is k + 1 for kth order accuracy.

Note that the proof of (3.13 ) does not depend on specific form of (3.5a ), so the result is

also valid if we replace (3.5a ) in the scheme by other implicit-explicit multistep schemes.

3.3 Error analysis for the Allen-Cahn type equation

While the stability results in Theorem 3.2.1 are valid for general dissipative systems, it is

cumbersome to carry out error analysis with such generality. So to simplify the presentation,

we shall carry out error analysis for two class of typical dissipative equations: Allen-Cahn

type equation in this section and Cahn-Hilliard type equation in the next section.

We first recall the following important result. Based on Dahlquist’s G-stability theory,

Nevanlinna and Odeh [14 ] proved the following results for BDFk (1 ≤ k ≤ 5) schemes.
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Theorem 3.3.1. For 1 ≤ k ≤ 5, there exist 0 ≤ τk < 1, a positive definite symmetric matrix

G = (gij) ∈ Rk,k and real numbers δ0, ..., δk such that

(
αku

n+1 − Ak(un), un+1 − τkun
)

=
k∑

i,j=1
gij(un+1+i−k, un+1+j−k)

−
k∑

i,j=1
gij(un+i−k, un+j−k) + ‖

k∑
i=0

δiu
n+1+i−k‖2,

where the smallest possible values of τk are

τ1 = τ2 = 0, τ3 = 0.0836, τ4 = 0.2878, τ5 = 0.8160,

and αk, Ak are defined in (3.8 )-(3.10 ).

The above result played a key role in proving the stability of high-order BDF schemes

for nonlinear parabolic equations [47 ], and it plays an important role in our error analysis.

We shall also frequently use the following discrete Gronwall Lemma (see for example,

[32 ], Lemma B.10).

Theorem 3.3.2. (Discrete Gronwall Lemma) Let yk, hk, gk, fk be four nonnegative

sequences satisfying

yn + δt
n∑
k=0

hk ≤ B + δt
n∑
k=0

(gkyk + fk) with δt
T/δt∑
k=0

gk ≤M, ∀ 0 ≤ n ≤ T/δt.

We assume δt gk < 1 and let σ = max0≤k≤T/δt(1− δtgk)−1. Then

yn + δt
n∑
k=1

hk ≤ exp(σM)(B + δt
n∑
k=0

fk), ∀n ≤ T/δt.

Consider the Allen-Cahn type equation:

∂u

∂t
−∆u+ λu− g(u) = 0 (x, t) ∈ Ω× (0, T ], (3.15)

52



where Ω is an open bounded domain in Rd (d = 1, 2, 3), with the initial condition u(x, 0) =

u0(x), and boundary condition:

periodic, or u|∂Ω = 0, or ∂u
∂n
|∂Ω = 0. (3.16)

The above equation is a special case of (3.1 ) with A = −∆+λI, and satisfies the dissipation

law (3.2 ) withE(u) = 1
2(Lu, u)+(G(u), 1) where (Lu, u) = (∇u,∇u)+λ(u, u),G(u)=

∫ u g(v)dv

and K(u) = ( δE
δu
, δE
δu

). We assume, without loss of generality,

∫
Ω
G(v)dx ≥ C > 0 ∀v. (3.17)

In particular, with g(u) = (1− u2)u and λ = 0, the above equation becomes the celebrated

Allen-Cahn equation [30 ].

We recall the following regularity result for (3.15 ) (see, for instance, [48 ]).

Theorem 3.3.3. Assume u0 ∈ H2(Ω) and the following holds

|g(x)| < C(|x|p + 1), p > 0 arbitrary if d = 1, 2; 0 < p < 4 if d = 3. (3.18)

Then for any T > 0, the problem (3.15 ) has a unique solution in the space

C([0, T ];H2(Ω)) ∩ L2(0, T ;H3(Ω)).

We also recall a result (see Lemma 2.3 in [39 ]) which is useful to deal with the nonlinear

term in (3.15 ).

Theorem 3.3.4. Assume that ‖u‖H1 ≤ M and (3.18 ) holds. Then for any u ∈ H3, there

exist 0 ≤ σ < 1 and a constant C(M) such that the following inequality holds:

‖∇g(u)‖2 ≤ C(M)(1 + ‖∇∆u‖2σ).
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We denote hereafter

tn = n δt, ēn = ūn − u(·, tn), en = un − u(·, tn), sn = rn − r(tn).

In the following, we carry out a unified error analysis for the first- to fifth- order SAV

schemes described as in (3.5 ) with the coefficients defined in (3.8 ) - (3.10 ).

For (3.15 ), the kth-order version of (3.5a ) and (3.11 ) read:

αkū
n+1 − Ak(un)

δt
= ∆ūn+1 − λūn+1 + g[Bk(ūn)], (3.19)

αku
n+1 − ηn+1

k Ak(un)
δt

= ∆un+1 − λun+1 + ηn+1
k g[Bk(ūn)], (3.20)

where αk, Ak, Bk defined in (3.8 ) - (3.10 ).

Theorem 3.3.5. Given initial condition ū0 = u0 = u(0), r0 = E[u0]. Let ūn+1 and un+1 be

computed with the kth order scheme (3.5a )- (3.5d ) (1 ≤ k ≤ 5) for (3.15 ) with

ηn+1
1 = 1− (1− ξn+1)3, ηn+1

k = 1− (1− ξn+1)k+1 (k = 2, 3, 4, 5).

We assume (3.18 ) holds and

u0 ∈ H3,
∂ju

∂tj
∈ L2(0, T ;H1) 1 ≤ j ≤ k + 1.

Then for n+ 1 ≤ T/δt and δt < min{ 1
1+2Ck+2

0
, 1−τk

3k }, we have

‖ēn+1‖H2 , ‖en+1‖H2 ≤ Cδtk,

where the constants C0, C are dependent on T, Ω, the k × k matrix G = (gij) in Theorem

3.3.1 and the exact solution u but are independent of δt and 0 ≤ τk < 1 is the constant in

Theorem 3.3.1 .
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Proof. We assume that ūi and ui (i = 1, · · · , k−1) are computed with a proper initialization

procedure such that ‖ūi − u(ti)‖H2 = O(δtk) and ‖ui − u(ti)‖H2 = O(δtk) (i = 1, · · · , k − 1).

To simplify the presentation, we set ūi = ui = u(ti) and ri = E1[ui] for i = 1, · · · , k − 1.

The main task is to prove

|1− ξq| ≤ C0 δt, ∀q ≤ T/δt. (3.21)

where the constant C0 is dependent on T, Ω and the exact solution u but is independent of

δt, and will be defined in the proof process. Below we shall prove (3.21 ) by induction.

Under the assumption, (3.21 ) certainly holds for q = 0. Now suppose we have

|1− ξq| ≤ C0 δt, ∀q ≤ m, (3.22)

we shall prove below

|1− ξm+1| ≤ C0δt. (3.23)

We shall first consider k = 2, 3, 4, 5, and point out the necessary modifications for the case

k = 1 later.

Step 1: H2 bound for un and ūn for all n ≤ m. For the kth-order schemes, it follows

from Theorem 3.2.1 that

‖uq‖H1 ≤Mk, ∀q ≤ T/δt. (3.24)

Under assumption (3.22 ), if we choose δt small enough such that

δt ≤ 1
2Ck+1

0
, (3.25)

we have

1− δtk

2 ≤ |η
q
k| ≤ 1 + δtk

2 , |1− ηqk| ≤
δtk

2 ,∀q ≤ m, (3.26)

and

‖ūq‖H1 ≤ 2Mk, ∀q ≤ m, ∀δt ≤ 1. (3.27)
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Consider (3.20 ) in step q:

αku
q − ηqkAk(uq−1)

δt
= ∆uq − λuq + ηqkg[Bk(ūq−1)]. (3.28)

Thanks to Theorem 3.3.4 and (3.26 ), we have

‖∇g[Bk(ūq−1)]‖2 ≤ C(Mk)(‖∇∆Bk(ūq−1)‖2σ + 1)

≤ γk‖∇∆Bk(ūq−1)‖2 + C(Mk, γk)

≤ γk‖∇∆Bk(
1

ηq−1
k

uq−1)‖2 + C(Mk, γk)

≤ 4γk
k∑

i=1
‖∇∆uq−i‖2 + C(Mk, γk),

where γk can be any positive constant. Taking the inner product of (3.28 ) with ∆2uq −
τk∆2uq−1 and using the above inequality, it follows from Theorem 3.3.1 that there exist
0 ≤ τk < 1, a positive definite symmetric matrix G = (gij) ∈ Rk,k and δ0, ..., δk that

1
δt

( k∑
i,j=1

gij(∆uq+i−k,∆uq+j−k)−
k∑

i,j=1
gij(∆uq−1+i−k,∆uq−1+j−k) + ‖

k∑
i=0

δi∆uq+i−k‖2
)

+ 1
2‖∇∆uq‖2 + λ

2 ‖∆u
q‖2

≤ ηqk
(
g[Bk(ūq−1)],∆2uq − τk∆2uq−1)+ τk

2 ‖∇∆uq−1‖2 + λτk
2 ‖∆u

q−1‖2

+ (ηqk − 1)
δt

(
Ak(uq−1),∆2uq − τk∆2uq−1)

≤ C(εk)|ηqk|‖∇g[Bk(ūq−1)]‖2 + εk|ηqk|
(
‖∇∆uq‖2 + ‖∇∆uq−1‖2

)
+ τk

2 ‖∇∆uq−1‖2

+ λτk
2 ‖∆u

q−1‖2 + |1− η
q
k|

δt
‖∇Ak(uq−1)‖2 + |1− η

q
k|

δt

(
‖∇∆uq‖2 + ‖∇∆uq−1‖2

)
≤ C(Mk, εk, γk) +

(
4C(εk)|ηqk|γk + εk|ηqk|+

|1− ηqk|
δt

) k∑
i=1
‖∇∆uq−i‖2

+ τk
2 ‖∇∆uq−1‖2 + λτk

2 ‖∆u
q−1‖2 + |1− η

q
k|

δt
‖∇Ak(uq−1)‖2,

(3.29)

where εk can be any positive constant. Note that τk < 1, we can choose δt, εk and γk small

enough such that

δt <
1− τk

3k , εk <
1− τk
12k , γk <

1− τk
48kC(εk)

, (3.30)
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with the estimate in (3.26 ), we have

4C(εk)|ηqk|γk + εk|ηqk|+
1− ηqk
δt

≤ 8C(εk)γk + 2εk + δtk−1

2
≤ 1− τk

6k + 1− τk
6k + 1− τk

6k
≤ 1− τk

2k .

(3.31)

Then, taking the sum (3.29 ) for q from k − 1 to n (≤ m), we obtain

k∑
i,j=1

gij(∆un+i−k,∆un+j−k)

≤ C(Mk, τk)T + C(u0, ..., uk−1) + CAkkδt
k
n−1∑
q=0
‖∇uq‖2

≤ C(Mk, τk)T + C(u0, ..., uk−1) + CAkkδt
k−1TM2

k ,

where C(Mk, τk) is a constant only depends on Mk, τk, C(u0, ..., uk−1) only depends on

u0, ..., uk−1 and CAk only depends on the coefficients in Ak. Since G = (gij) is a positive

definite symmetric matrix, we have

λG‖∆un‖2 ≤
k∑

i,j=1
gij(∆un+i−k,∆un+j−k)

≤ C(Mk, τk)T + C(u0, ..., uk−1) + CAkkδt
k−1TM2

k .

where λG > 0 is the minimum eigenvalue of G = (gij). Together with (3.24 ), the above

implies

‖un‖H2 ≤ 1
λG

√
C(Mk, τk)T + C(u0, ..., uk−1) + CAkkTM

2
k := C1, ∀δt < 1, n ≤ m. (3.32)

Noting that

‖un‖H2 = |ηnk |‖ūn‖H2 ,

then (3.26 ) implies

‖ūn‖H2 ≤ 2C1, ∀δt < 1, n ≤ m. (3.33)
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Step 2: estimate for ‖ēn+1‖H2 for all 0 ≤ n ≤ m. By Theorem 3.3.3 and (3.33 ) we

can choose C large enough such that

‖u(t)‖H2 ≤ C, ∀t ≤ T, ‖ūq‖H2 ≤ C, ∀q ≤ m. (3.34)

Since H2 ⊂ L∞, without loss of generality, we can adjust C such that

|g(i)[u(t)]|L∞ ≤ C, ∀t ≤ T ; |g(i)(ūq)|L∞ ≤ C, ∀q ≤ m, i = 0, 1, 2. (3.35)

From (3.19 ), we can write down the error equation as

αkēn+1 − Ak(ēn) = Ak(un)− Ak(ūn) + δt∆ēn+1 − δtλēn+1 +Rn
k + δtQn

k , (3.36)

where Rn
k , Qn

k are given by

Rn
k = −αku(tn+1) + Ak(u(tn)) + δtut(tn+1)

=
k∑

i=1
ai

∫ tn+1

tn+1−i
(tn+1−i − s)k ∂

k+1u

∂tk+1 (s)ds,
(3.37)

with ai being some fixed and bounded constants determined by the truncation errors, and

Qn
k = g[Bk(ūn)]− g[u(tn+1)]. (3.38)

For example, in the case k = 3, we have

Rn
3 = −3

∫ tn+1

tn
(tn− s)3∂

4u

∂t4
(s)ds+ 3

2

∫ tn+1

tn−1
(tn−1− s)3∂

4u

∂t4
(s)ds− 1

3

∫ tn+1

tn−2
(tn−2− s)3∂

4u

∂t4
(s)ds.
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Taking the inner product of (3.36 ) with ēn+1 − τkēn, it follows from Theorem 3.3.1 that

k∑
i,j=1

gij(ēn+1+i−k, ēn+1+j−k)−
k∑

i,j=1
gij(ēn+i−k, ēn+j−k)

+ ‖
k∑

i=0
δiēn+1+i−k‖2 + δt‖∇ēn+1‖2 + λδt‖ēn+1‖2

= (Ak(un)− Ak(ūn), ēn+1 − τkēn)− δt(∆ēn+1, τkēn) + δtλ(ēn+1, τkēn)

+ (Rn
k , ēn+1 − τkēn) + δt(Qn

k , ēn+1 − τkēn).

(3.39)

In the following, we bound the right hand side of (3.39 ). Note that

uq = ηqkū
q, |ηqk − 1| ≤ Ck+1

0 δtk+1, ∀q ≤ n.

hence

|(Ak(un)− Ak(ūn), ēn+1 − τkēn)| ≤ ‖Ak(u
n)− Ak(ūn)‖2

2δt + δt

2 ‖ē
n+1 − τkēn‖2

≤ CC2k+2
0 δt2k+1 + δt‖ēn+1‖2 + δt‖ēn‖2.

(3.40)

It follows from (3.37 ) that

‖Rn
k‖2 ≤ Cδt2k+1

∫ tn+1

tn+1−k
‖∂

k+1u

∂tk+1 (s)‖2ds. (3.41)

And we can bound Qn
k based on (3.35 ) and (3.38 ) as

|Qn
k | =

∣∣∣g[Bk(ūn)]− g[Bk(u(tn))] + g[Bk(u(tn))]− g[u(tn+1)]
∣∣∣

≤ C|Bk(ēn)|+ C|Bk(u(tn))− u(tn+1)|

= C|Bk(ēn)|+ C

∣∣∣∣ k∑
i=1

bi

∫ tn+1

tn+1−i
(tn+1−i − s)k−1∂

ku

∂tk
(s)ds

∣∣∣∣,
(3.42)
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where bi are some fixed and bounded constants determined by the truncation error. For

example, in the case k = 3, we have

B3(u(tn))− u(tn+1) = −3
2

∫ tn+1

tn
(tn − s)2∂

3u

∂t3
(s)ds+ 3

2

∫ tn+1

tn−1
(tn−1 − s)2∂

3u

∂t3
ds

− 1
2

∫ tn+1

tn−2
(tn−2 − s)2∂

3u

∂t3
ds.

Therefore,

|
(
Rn
k , ēn+1 − τkēn

)
| ≤ 1

2δt‖R
n
k‖2 + δt‖ēn+1‖2 + δt‖ēn‖2,

≤ δt‖ēn+1‖2 + δt‖ēn‖2 + Cδt2k
∫ tn+1

tn+1−k
‖∂

k+1u

∂tk+1 (s)‖2ds.

(3.43)

δt|
(
Qn
k , ēn+1−τkēn

)
| ≤ Cδt

(
‖Bk(ēn)‖2+‖ēn+1‖2+‖ēn‖2

)
+Cδt2k

∫ tn+1

tn+1−k
‖∂

ku

∂tk
(s)‖2ds. (3.44)

Now, combining (3.39 ), (3.40 ), (3.43 ), (3.44 ), we arrive at

k∑
i,j=1

gij(ēn+1+i−k, ēn+1+j−k)−
k∑

i,j=1
gij(ēn+i−k, ēn+j−k)

+ ‖
k∑

i=0
δiēn+1+i−k‖2 + 1

2δt‖∇ēn+1‖2 + λ

2 δt‖ē
n+1‖2

≤ τk
2 δt‖∇ēn‖2 + λτk

2 δt‖ēn‖2 + CC2k+2
0 δt2k+1 + Cδt

k∑
i=0
‖ēn+1−i‖2

+ Cδt2k
∫ tn+1

tn+1−k
(‖∂

ku

∂tk
(s)‖2 + ‖∂

k+1u

∂tk+1 (s)‖2)ds.

Taking the sum of the above for n from k−1 to m, noting that G = (gij) is a positive definite

symmetric matrix with minimum eigenvalue λG, we obtain:

λG‖ēm+1‖2 ≤
k∑

i,j=1
gij(ēm+1+i−k, ēm+1+j−k)

≤ Cδt
m+1∑
q=0
‖ēq‖2 + Cδt2k

∫ T

0
(‖∂

ku

∂tk
(s)‖2 + ‖∂

k+1u

∂tk+1 (s)‖2 + C2k+2
0 )ds

(3.45)
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We can obtain similar inequalities for ‖∇ēm‖ and ‖∆ēm‖ by using essentially the same

procedure. Indeed, taking the inner product of (3.36 ) with −∆ēn+1 + τk∆ēn, by using

Theorem 3.3.1 , we obtain

k∑
i,j=1

gij(∇ēn+1+i−k,∇ēn+1+j−k)−
k∑

i,j=1
gij(∇ēn+i−k,∇ēn+j−k) + ‖

k∑
i=0

δi∇ēn+1+i−k‖2

+ δt‖∆ēn+1‖2 + λδt‖∇ēn+1‖2

= (∇Ak(un)−∇Ak(ūn),∇ēn+1 − τk∇ēn) + δt(∆ēn+1, τk∆ēn)− δtλ(∇ēn+1, τk∇ēn)

+ (Rn
k ,−∆ēn+1 + τk∆ēn) + δt(Qn

k ,−∆ēn+1 + τk∆ēn).

(3.46)

Taking the sum of the above for n from k − 1 to m, using Theorem 3.3.1 , (3.41 ) and (3.42 ),

we can obtain

λG‖∇ēm+1‖2 ≤
k∑

i,j=1
gij(∇ēm+1+i−k,∇ēm+1+j−k)

≤ Cδt
m+1∑
q=0
‖∇ēq‖2 + Cδt2k

∫ T

0
(‖∂

ku

∂tk
(s)‖2 + ‖∂

k+1u

∂tk+1 (s)‖2 + C2k+2
0 )ds.

(3.47)

On the other hand, taking the inner product of (3.36 ) with ∆2ēn+1 − τk∆2ēn, by using

Theorem 3.3.1 , we obtain

k∑
i,j=1

gij(∆ēn+1+i−k,∆ēn+1+j−k)−
k∑

i,j=1
gij(∆ēn+i−k,∆ēn+j−k) + ‖

k∑
i=0

δi∆ēn+1+i−k‖2

+ δt‖∇∆ēn+1‖2 + λδt‖∆ēn+1‖2

= (∆Ak(un)−∆Ak(ūn),∆ēn+1 − τk∆ēn) + δt(∇∆ēn+1, τk∇∆ēn)− δtλ(∆ēn+1, τk∆ēn)

+ (∇Rn
k ,−∇∆ēn+1 + τk∇∆ēn) + δt(∇Qn

k ,−∇∆ēn+1 + τk∇∆ēn).

(3.48)

Here, we need to pay attention to the terms with ∇∆ēn+1 or ∇∆ēn. Firstly, we have

|δt(∇∆ēn+1, τk∇∆ēn)| ≤ δt

2 ‖∇∆ēn+1‖2 + τ 2
k δt

2 ‖∇∆ēn‖2.
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It follows from (3.37 ) and (3.38 ) that

|∇Rn
k |2 =≤ Cδt2k+1

∫ tn+1

tn+1−k
|∇∂

k+1u

∂tk+1 (s)|2ds, (3.49)

and

|∇Qn
k | ≤ C(|Bk(ēn)|+ |∇Bk(ēn)|) + C

∣∣∣∣ k∑
i=1

bi

∫ tn+1

tn+1−i
(tn+1−i − s)k−1∂

ku

∂tk
(s)ds

∣∣∣∣
+ C

∣∣∣∣ k∑
i=1

bi

∫ tn+1

tn+1−i
(tn+1−i − s)k−1∇∂

ku

∂tk
(s)ds

∣∣∣∣.
(3.50)

Therefore,

|(∇Rn
k ,−∇∆ēn+1 + τk∇∆ēn)| ≤ C

δt
‖∇Rn

k‖2 + δt(1− τ 2
k )

16 ‖ − ∇∆ēn+1 + τk∇∆ēn‖2

≤ Cδt2k
∫ tn+1

tn+1−k
‖∇∂

k+1u

∂tk+1 (s)‖2ds+ δt(1− τ 2
k )

8 (‖∇∆ēn+1‖2 + ‖∇∆ēn‖2),

and

δt|(∇Qn
k ,−∇∆ēn+1 + τk∇∆ēn)| ≤ Cδt‖∇Qn

k‖2 + (1− τ 2
k )δt

16 ‖ − ∇∆ēn+1 + τk∇∆ēn‖2

≤ Cδt‖Bk(ēn)‖2
H1 + Cδt2k

∫ tn+1

tn+1−k
‖∂

ku

∂tk
(s)‖2

H1ds

+ (1− τ 2
k )δt

8 (‖∇∆ēn+1‖2 + ‖∇∆ēn‖2).

We can bound other terms on the right hand side of (3.48 ) as before to arrive at

k∑
i,j=1

gij(∆ēn+1+i−k,∆ēn+1+j−k)−
k∑

i,j=1
gij(∆ēn+i−k,∆ēn+j−k)

+ (1 + τ 2
k )δt

4 ‖∇∆ēn+1‖2 + λδt

2 ‖∆ēn+1‖2

≤ Cδt(‖Bk(ēn)‖2
H1 + ‖∆ēn+1‖2 + ‖∆ēn‖2) + (1 + τ 2

k )δt
4 ‖∇∆ēn‖2 + λτ 2

k δt

2 ‖∆ēn‖2

+ Cδt2k
∫ tn+1

tn+1−k
(‖∂

ku

∂tk
(s)‖2

H1 + ‖∂
k+1u

∂tk+1 (s)‖2
H1 + C2k+2

0 )ds.
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Then, taking the sum of the above for n from k − 1 to m, we obtain

λG‖∆ēm+1‖2 ≤
k∑

i,j=1
gij(∆ēm+1+i−k,∆ēm+1+j−k)

≤ Cδt
m+1∑
q=0
‖ēq‖2

H2 + Cδt2k
∫ T

0
(‖∂

ku

∂tk
(s)‖2

H1 + ‖∂
k+1u

∂tk+1 (s)‖2
H1 + C2k+2

0 )ds.

(3.51)

Summing up (3.45 ), (3.47 ) and (3.51 ), we obtain

λG‖ēm+1‖2
H2 ≤ Cδt

m+1∑
q=0
‖ēq‖2

H2 + Cδt2k
∫ T

0
(‖∂

ku

∂tk
(s)‖2

H1 + ‖∂
k+1u

∂tk+1 (s)‖2
H1 + C2k+2

0 )ds (3.52)

Finally, we can obtain the following H2 estimate for ēm+1 by applying the discrete Gronwall

lemma to (3.52 ) with δt < 1
2C :

‖ēm+1‖2
H2 ≤ C exp((1− δtC)−1))δt2k

∫ T

0
(‖∂

ku

∂tk
(s)‖2

H1 + ‖∂
k+1u

∂tk+1 (s)‖2
H1 + C2k+2

0 )ds

≤ C2(1 + C2k+2
0 )δt2k ∀0 ≤ n ≤ m.

(3.53)

where C2 is independent of δt and C0, can be defined as

C2 := C exp(2) max
( ∫ T

0
(‖∂

ku

∂tk
(s)‖2

H1 + ‖∂
k+1u

∂tk+1 (s)‖2
H1)ds, 1

)
. (3.54)

then δt < 1
2C can be guaranteed by

δt <
1
C2
. (3.55)

In particular, (3.53 ) implies

‖ēn+1‖H2 ≤
√
C2(1 + C2k+2

0 )δtk, ∀0 ≤ n ≤ m. (3.56)

Combining (3.34 ) and (3.56 ), under the condition (3.25 ) we obtain

‖ūn+1‖H2 ≤
√
C2(1 + C2k+2

0 )δt2 + C ≤
√
C2(1 + 1) + C := C̄ 0 ≤ n ≤ m. (3.57)
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Note that H2 ⊂ L∞, without loss of generality, we can adjust C̄ so that we have

‖g(ūn+1)‖, ‖g(ūn+1)‖ ≤ C̄ ∀0 ≤ n ≤ m. (3.58)

As C̄ is independent of C0 and δt, we still use the generic notation C to denote this upper

bound.

Step 3: estimate for |1− ξm+1|. By direct calculation,

rtt =
∫

Ω

(
|∇ut|2 +∇u · ∇utt + λu2

t + λuutt + g(u)u2
t + g(u)utt

)
dx. (3.59)

It follows from (3.5b ) that the equation for the errors can be written as

sn+1 − sn = δt
(
‖h[u(tn+1)]‖2 − rn+1

E(ūn+1)‖h(ūn+1)‖2
)

+ T n1 , (3.60)

where h(u) = δE
δu

= −∆u+ λu− g(u), and

T n1 = r(tn)− r(tn+1) + δtrt(tn+1) =
∫ tn+1

tn
(s− tn)rtt(s)ds. (3.61)

Taking the sum of (3.60 ) for n from 0 to m, and noting that s0 = 0, we have

sm+1 = δt
m∑
q=0

(
‖h[u(tq+1)]‖2 − rq+1

E(ūq+1)‖h(ūq+1)‖2
)

+
m∑
q=0

T q1 . (3.62)

We can bound the terms on the right hand side of (3.62 ) as follow: For T n1 , noting (3.59 ) we

have

|T n1 | ≤ Cδt
∫ tn+1

tn
|rtt|ds ≤ Cδt

∫ tn+1

tn

(
‖ut(s)‖2

H1 + ‖utt(s)‖H1

)
ds. (3.63)

Next,

∣∣∣‖h[u(tn+1)]‖2 − rn+1

E(ūn+1)‖h(ūn+1)‖2
∣∣∣

≤ ‖h[u(tn+1)]‖2
∣∣∣1− rn+1

E(ūn+1)
∣∣∣+ rn+1

E(ūn+1)
∣∣∣‖h[u(tn+1)]‖2 − ‖h(ūn+1)‖2

∣∣∣
:= P n

1 + P n
2 .

(3.64)

64



For P n
1 , it follows from (3.34 ), E(v) > C > 0 , ∀v and Theorem 3.2.1 that

P n
1 ≤ C

∣∣∣1− rn+1

E(ūn+1)
∣∣∣

≤ C
∣∣∣ r(tn+1)
E[u(tn+1)] −

rn+1

E[u(tn+1)]
∣∣∣+ C

∣∣∣ rn+1

E[u(tn+1)] −
rn+1

E(ūn+1)
∣∣∣

≤ C
(
|E[u(tn+1)]− E(ūn+1)|+ |sn+1|

)
.

(3.65)

For P n
2 , it follows from (3.34 ), (3.35 ), (3.57 ), (3.58 ), E(v) > C > 0 and Theorem 3.2.1 that

P n
2 ≤ C

∣∣∣‖h(ūn+1)‖2 − ‖h[u(tn+1)]‖2
∣∣∣

≤ C‖h(ūn+1)− h[u(tn+1)]‖(‖h(ūn+1)‖+ ‖h[u(tn+1)]‖)

≤ C
(
‖∆ēn+1‖+ λ‖ēn+1‖+ ‖g(ūn+1)− g[u(tn+1)]‖

)
≤ C

(
‖∆ēn+1‖+ ‖ēn+1‖

)
.

(3.66)

On the other hand,

|E[u(tn+1)]− E(ūn+1)| ≤ 1
2
(
‖∇u(tn+1)‖+ ‖∇ūn+1‖

)
‖∇u(tn+1)−∇ūn+1‖

+ λ

2
(
‖u(tn+1)‖+ ‖ūn+1‖

)
‖u(tn+1)− ūn+1‖

+
∫
F [u(tn+1)]dx−

∫
F (ūn+1)dx

≤ C
(
‖∇ēn+1‖+ ‖ēn+1‖

)
.

(3.67)

Now, combining (3.56 ), (3.62 )- (3.67 ), we arrive at

|sm+1| ≤ δt
m∑
q=0

∣∣∣‖h[u(tq+1)]‖2 − rq+1

E(ūq+1)‖h(ūq+1)‖2
∣∣∣+ m∑

q=0
|T q1 |

≤ Cδt
m∑
q=0
|sq+1|+ Cδt

m∑
q=0
‖ēq+1‖H2 + Cδt

∫ T

0
(‖ut(s)‖2

H1 + ‖utt(s)‖H1)ds

≤Cδt
m∑
q=0
|sq+1|+ C

√
C2(1 + C2k+2

0 )δtk + Cδt.
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Applying the discrete Gronwall lemma to the above inequality with δt < 1
2C , we obtain

|sm+1| ≤ C exp((1− Cδt)−1)δt(
√
C2(1 + C2k+2

0 )δtk−1 + 1)

≤ C3δt(
√
C2(1 + C2k+2

0 )δtk−1 + 1),
(3.68)

where C3 is independent of C0 and δt, can be defined as

C3 := C exp(2), (3.69)

then δt < 1
2C can be guaranteed by

δt <
1
C3
. (3.70)

Hence, noting (3.65 ), (3.67 ),(3.68 ) and (3.57 ), we have

|1− ξm+1| ≤ C
(
|E[u(tm+1)]− E(ūm+1)|+ |sm+1|

)
≤ C(‖ēm+1‖H1 + |sm+1|)

≤ Cδt
(
C̄
√
C2(1 + C2k+2

0 )δtk−1 + C3(
√
C2(1 + C2k+2

0 )δtk−1 + 1)
)

≤ C4δt(
√

1 + C2k+2
0 δtk−1 + 1),

(3.71)

where the constant C4 is independent of C0 and δt. Without loss of generality, we assume

C4 > max{C2, C3, 1} to simplify the proof below.

As a result of (3.71 ), |1− ξm+1| ≤ C0δt if we define C0 such that

C4(
√

1 + C2k+2
0 δtk−1 + 1) ≤ C0. (3.72)

For the cases k ≥ 2, the above can be satisfied if we choose C0 = 3C4 and δt ≤ 1
1+Ck+1

0
:

C4(
√

1 + C2k+2
0 δtk−1 + 1) ≤ C4[(1 + Ck+1

0 )δt+ 1] ≤ 3C4 = C0. (3.73)
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For the case k = 1, we can not define C0 satisfying (3.72 ) if ηn+1
1 = 1− (1− ξn+1)2. However,

if we choose ηn+1
1 = 1 − (1 − ξn+1)3, we can repeat the same process above and arrive at a

similar version of (3.72 ) for the first order case:

C4(
√

1 + C6
0δt+ 1) ≤ C0. (3.74)

The above can be satisfied if we choose C0 = 3C4 and δt < 1
C3

0
so that

C4(
√

1 + C6
0δt

2 + 1) ≤ C4[1 + C3
0δt+ 1] ≤ 3C4 = C0.

To summarize, under the condition

δt ≤ 1
1 + Ck+2

0
, 1 ≤ k ≤ 5, (3.75)

we have |1 − ξm+1| ≤ C0δt. Note that with C4 > max{C2, C3, 1}, (3.75 ) also implies (3.55 )

and (3.70 ). The induction process for (3.21 ) is complete.

Finally, thanks to (3.56 ), it remains to show ‖em+1‖H2 ≤ Cδtk.

We derive from (3.5d ) and (3.57 ) that

‖um+1 − ūm+1‖H2 ≤ |ηm+1
k − 1|‖ūm+1‖H2 ≤ |ηm+1

k − 1|C̄. (3.76)

On the other hand, we derive from (3.21 ) that

|ηm+1
k − 1| ≤ Ck+1

0 δtk+1. (3.77)

Then it follows from (3.56 ), (3.76 ) and (3.77 ) and combine the condition (3.25 ), (3.30 ) and

(3.75 ) on δt that

‖em+1‖2
H2 ≤ 2‖ēm+1‖2

H2 + 2‖um+1 − ūm+1‖2
H2

≤ 2C2(1 + C
2(k+1)
0 )δt2k + 2C̄2C

2(k+1)
0 δt2(k+1)
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holds under the condition δt < min{ 1
1+2Ck+2

0
, 1−τk

3k }. The proof is complete.

Note that we set ηn+1
1 = 1 − (1 − ξn+1)3 purely for technical reasons in the proof. It is

clear that ηn+1
1 = 1 − (1 − ξn+1)2 leads to first-order accuracy which is confirmed by our

numerical tests.

3.4 Error analysis for the Cahn-Hilliard type equation

In this section, we consider the Cahn-Hilliard type equation

∂u

∂t
= −∆2u+ λ∆u−∆g(u) (x, t) ∈ Ω× (0, T ], (3.78)

where Ω is an open bounded domain in Rd (d = 1, 2, 3), with the initial condition u(x, 0) =

u0(x) and boundary conditions

periodic, or, ∂u
∂n
|∂Ω = ∂∆u

∂n
|∂Ω = 0. (3.79)

The above equation is a special case of (3.1 ) withA = ∆2−λ∆ and g(u) replaced by −∆g(u).

It satisfies the dissipation law (3.2 ) with E(u) = 1
2(Lu, u) + (G(u), 1) where (Lu, u) =

(∇u,∇u) + λ(u, u), G(u) =
∫ u g(v)dv and K(u) = (∇ δE

δu
,∇ δE

δu
).

In particular, with g(u) = (1−u2)u and λ = 0, the above equation becomes the celebrated

Cahn-Hilliard equation [31 ].

We first recall the following result (cf. for instance [48 ]).

Theorem 3.4.1. Let u0 ∈ H2, and (3.18 ) holds. We assume additionally

|g(x)| < C(|x|p + 1), p > 0 arbitrary if n = 1, 2; 0 < p < 3 if n = 3. (3.80)

Then for any T > 0, there exists a unique solution u for (3.78 ) such that

u ∈ C([0, T ];H2) ∩ L2(0, T ;H4).
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We also recall the following result (see Lemma 2.3 in [39 ]) which we shall use to deal

with the nonlinear term.

Theorem 3.4.2. Assume that ‖u‖H1 ≤ M , and that (3.18 ) and (3.80 ) hold. Then for any

u ∈ H4, there exist 0 ≤ σ < 1 and a constant C(M) such that the following inequality holds:

‖∆g(u)‖2 ≤ C(M)(1 + ‖∆2u‖2σ).

For (3.78 ), the kth-order version of (3.5a ) and (3.11 ) read:

αkū
n+1 − Ak(un)

δt
= −∆

(
∆ūn+1 − λūn+1 + g[Bk(ūn)]

)
, (3.81)

and
αku

n+1 − ηn+1
k Ak(un)
δt

= −∆
(
∆un+1 − λun+1 + ηn+1

k g[Bk(ūn)]
)
, (3.82)

where αk, Ak, Bk defined in (3.8 ) - (3.10 ).

Theorem 3.4.3. Given initial condition ū0 = u0 = u(0), r0 = E[u0]. Let ūn+1 and un+1 be

computed with the kth order scheme (3.5a )- (3.5d ) (1 ≤ k ≤ 5) for (3.78 ) with

ηn+1
1 = 1− (1− ξn+1)3, ηn+1

k = 1− (1− ξn+1)k+1 (k = 2, 3, 4, 5).

We assume (3.18 ) and (3.80 ) hold, and

u ∈ C([0, T ];H3), ∂
ju

∂tj
∈ L2(0, T ;H2) 1 ≤ j ≤ k,

∂k+1u

∂tk+1 ∈ L
2(0, T ;L2).

Then for n+ 1 ≤ T/δt and δt small enough, we have

‖ēn+1‖H2 , ‖en+1‖H2 ≤ Cδtk,

where the constants C0, C are dependent on T, Ω, the k × k matrix G = (gij) in Theorem

3.3.1 and the exact solution u but are independent of δt.
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Proof. For the sake of brevity, we shall only carry out in detail the error analysis for the

first-order case. The analysis for the higher-order cases can be carried out by combining the

procedures for the first-order case below and for the high-order cases in the proof Theorem

3.3.5 . The detail will be left for the interested readers.

As in the proof of Theorem 3.3.5 , we will first prove the following by induction:

|1− ξq| ≤ C0 δt, ∀q ≤ T/δt, (3.83)

where the constant C0 is dependent on T, Ω and the exact solution u but is independent of

δt, and will be defined in the proof process.

Under the assumptions, (3.83 ) certainly holds for q = 0. Now suppose we have

|1− ξq| ≤ C0 δt, ∀q ≤ m, (3.84)

we shall prove below that (3.83 ) holds for q = m+ 1, namely,

|1− ξm+1| ≤ C0δt. (3.85)

We will carry out this proof in three steps.

Step 1: H2 bound for un and ūn for all n ≤ m. It follows from Theorem 3.2.1 and

under condition

δt ≤ min{ 1
4C3

0
, 1}, (3.86)

we have
3
4 ≤ |η

q
1| ≤ 2, |1− ηq1| ≤

δt2

4 , ∀q ≤ m, (3.87)

and

‖uq‖H1 ≤M2, ∀q ≤ T/δt, ‖ūq‖H1 ≤ 4
3M2, ∀q ≤ m. (3.88)

Now, consider (3.82 ) at step q:

uq − ηq1un−1

δt
= −∆2uq + λ∆uq − ηq1∆g[ūq−1] (3.89)
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Multiply (3.89 ) with ∆2uq, and by the similar process as step 1 in Theorem 3.3.5 , we can

obtain

‖∆uq‖2 − ‖∆uq−1‖2 + δt‖∆2ūq‖2 − δt

2 ‖∆
2ūq−1‖2 ≤ C(M2)δt+ |1− ηq1|‖uq−1‖2 (3.90)

Taking the sum from 0 to n (≤ m) of (3.90 ), we obtain

‖∆un‖2 + δt

2

n∑
q=0
‖∆2ūq‖2 ≤ C(M2)T + C(u0) + δt2

n−1∑
q=1
‖uq‖2

≤ C(M2)T + C(u0) + δtTM2
2 .

with C(M2) is a constant only depends on M2 and C(u0) only depends on u0. Then together

with (3.88 ) implies

‖un‖H2 ≤
√
C(M)T + C(u0) + TM2

2 +M2 := C1, ∀n ≤ m. (3.91)

As ‖un‖H2 = ηn1 ‖ūn‖H2 , (3.87 ) implies

‖ūn‖H2 ≤ 4
3C1, ∀n ≤ m. (3.92)

Step 2: estimates for ‖ēn+1‖H2 and ‖ēn+1‖H3 for all 0 ≤ n ≤ m. By given assumption

on the exact solution u and (3.92 ), we can choose C large enough such that

‖u(t)‖H3 ≤ C, ∀t ≤ T, ‖ūq‖H2 ≤ C, ∀q ≤ m, (3.93)

and since H2 ⊂ L∞, without loss of generality, we can adjust C such that

|g(i)[u(t)]|L∞ ≤ C, ∀t ≤ T ; |g(i)(ūq)|L∞ ≤ C, ∀q ≤ m; i = 0, 1, 2, 3. (3.94)

From (3.81 ), we can write down the equation for error as

ēn+1 − ēn = (ηn1 − 1)ūn − δt∆2ēn+1 + λδt∆ēn+1 +Rn
1 + δt∆Rn

2 , (3.95)
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where Rn
1 , Rn

2 are given by

Rn
1 = u(tn)− u(tn+1) + δtut(tn+1) =

∫ tn+1

tn
(s− tn)uttds, (3.96)

and

Rn
2 = −g(ūn) + g[u(tn+1)]. (3.97)

Taking inner product with ēn+1 −∆ēn+1 + ∆2ēn+1 on both sides of (3.95 ), we obtain

1
2
(
‖ēn+1‖2 − ‖ēn‖2

)
+ 1

2‖ē
n+1 − ēn‖2 + δt‖∆ēn+1‖2 + λδt‖∇ēn+1‖2

+ 1
2
(
‖∇ēn+1‖2 − ‖∇ēn‖2

)
+ 1

2‖∇(ēn+1 − ēn)‖2 + δt‖∇∆ēn+1‖2 + λδt‖∆ēn+1‖2

+ 1
2
(
‖∆ēn+1‖2 − ‖∆ēn‖2

)
+ 1

2‖∆(ēn+1 − ēn)‖2 + δt‖∆2ēn+1‖2 + λδt‖∇∆ēn+1‖2

= (ηn1 − 1)
(
ūn, ēn+1

)
+
(
Rn

1 , ēn+1
)
− δt

(
∇Rn

2 ,∇ēn+1
)

+ (ηn1 − 1)
(
∇ūn,∇ēn+1

)
+
(
Rn

1 ,−∆ēn+1
)

+ δt
(
∇Rn

2 ,∇∆ēn+1
)

+ (ηn1 − 1)
(
∆ūn,∆ēn+1

)
+
(
Rn

1 ,∆2ēn+1
)

+ δt
(
∆Rn

2 ,∆2ēn+1
)
.

(3.98)

In the following, we bound the right hand side of (3.98 ). Noting that |ηn1 −1| ≤ C3
0 δt

3, hence

|(ηn1 − 1)
(
ūn, ēn+1

)
| ≤ ‖(η

n
1 − 1)ūn‖2

δt
+ δt

4 ‖ē
n+1‖2 ≤ CC6

0δt
5 + δt

4 ‖ē
n+1‖2, (3.99)

|(ηn1 − 1)
(
∇ūn,∇ēn+1

)
| ≤ CC6

0δt
5 + δt

4 ‖∇ēn+1‖2, (3.100)

and

|(ηn1 − 1)
(
∆ūn,∆ēn+1

)
| ≤ CC6

0δt
5 + δt

4 ‖∆ēn+1‖2. (3.101)

It follows from (3.96 ) that

|Rn
1 |2 ≤ Cδt3

∫ tn+1

tn
|utt(s)|2ds. (3.102)
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Therefore,

|
(
Rn

1 , ēn+1
)
| ≤ 1

2δt‖R
n
1‖2 + δt

2 ‖ē
n+1‖2 ≤ δt

2 ‖ē
n+1‖2 + Cδt2

∫ tn+1

tn
‖utt(s)‖2ds, (3.103)

|
(
Rn

1 ,−∆ēn+1
)
| ≤ δt

2 ‖∆ēn+1‖2 + Cδt2
∫ tn+1

tn
‖utt(s)‖2ds, (3.104)

and

|
(
Rn

1 ,∆2ēn+1
)
| ≤ δt

2 ‖∆
2ēn+1‖2 + Cδt2

∫ tn+1

tn
‖utt(s)‖2ds. (3.105)

Noting that

|∇Rn
2 | = |∇g(ūn)−∇g[u(tn)] +∇g[u(tn)]−∇g[u(tn+1)]|

≤ |g(ūn)∇ūn − g[u(tn)]∇u(tn)|+ |g[u(tn)]∇u(tn)− g[u(tn+1)]∇u(tn+1)|

≤ |g(ūn)|
∣∣∣∇ūn −∇u(tn)

∣∣∣+ ∣∣∣g(ūn)− g[u(tn)]
∣∣∣∣∣∣∇u(tn)

∣∣∣
+
∣∣∣g[u(tn)]− g[u(tn+1)]

∣∣∣∣∣∣∇u(tn)
∣∣∣+ ∣∣∣g[u(tn+1)]

∣∣∣∣∣∣∇u(tn)−∇u(tn+1)
∣∣∣

≤ C
(
|∇ēn|+ |ēn|+

∫ tn+1

tn

(
|ut(s)|+ |∇ut(s)|

)
ds
)
,

(3.106)

then for the terms with ∇Rn
2 , it follows from (3.106 ) that

δt|(∇Rn
2 ,∇ēn+1)| ≤ δt

2 ‖∇R
n
2‖2 + δt

2 ‖∇ēn+1‖2

≤ Cδt(‖∇ēn+1‖2 + ‖ēn‖2
H1) + Cδt2

∫ tn+1

tn
‖ut(s)‖2

H1ds,

(3.107)

and

δt|(∇Rn
2 ,∇∆ēn+1)| ≤ δt

2 ‖∇R
n
2‖2 + δt

2 ‖∇∆ēn+1‖2

≤ Cδt‖ēn‖2
H1 + Cδt2

∫ tn+1

tn
‖ut(s)‖2

H1ds+ δt

2 ‖∇∆ēn+1‖2.

(3.108)

For the term with ∆Rn
2 , since

|∆Rn
2 | ≤ | −∆g(ūn) + ∆g[u(tn)]|+ | −∆g[u(tn)] + ∆g[u(tn+1)]| := Qn

1 +Qn
2 ,
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and note that

∆g(u) = g(u)|∇u|2 + g(u)∆u,

by using (3.93 ) and (3.94 ), we have

Qn
1 ≤

∣∣∣g(ūn)(|∇ūn|2 − |∇u(tn)|2)
∣∣∣+ ∣∣∣|∇u(tn)|2(g(ūn)− g[u(tn)])

∣∣∣
+ |g(ūn)(∆ūn −∆u(tn))|+ |∆u(tn)(g(ūn)− g[u(tn)])|

≤ C
(
|∇ēn|+ |ēn|+ |∆ēn|),

and

Qn
2 ≤ C

( ∫ tn+1

tn
|∇ut(s)|2ds+

∫ tn+1

tn
|∆ut(s)|ds

)
.

Therefore,

δt|
(
∆Rn

2 ,∆2ēn+1
)
| ≤ δt|

(
Qn

1 ,∆2ēn+1
)
|+ δt|

(
Qn

2 ,∆2ēn+1
)
|

≤ δt‖Qn
1‖2 + δt

4 ‖∆
2ēn+1‖2 + δt‖Qn

2‖2 + δt

4 ‖∆
2ēn+1‖2

≤ Cδt(‖ēn‖2 + ‖∇ēn‖2 + ‖∆ēn‖2) + δt

2 ‖∆
2ēn+1‖2

+ Cδt2
∫ tn+1

tn
‖ut(s)‖2

H2ds,

(3.109)

where we used the following inequality

∫
Ω

( ∫ tn+1

tn
(|∇ut(s)|+ |∆ut(s)|)ds

)2
dx ≤

∫
Ω

( ∫ tn+1

tn
(|∇ut(s)|+ |∆ut(s)|)2ds

∫ tn+1

tn
1ds

)
dx

≤ Cδt
∫ tn+1

tn
‖ut(s)‖2

H2ds.

Now, combining (3.98 )-(3.108 ) and (3.109 ) and dropping some unnecessary terms, we arrive

at

‖ēn+1‖2 − ‖ēn‖2 + ‖∇ēn+1‖2 − ‖∇ēn‖2 + ‖∆ēn+1‖2 − ‖∆ēn‖2 + δt‖∇∆ēn+1‖2

≤ CC6
0δt

5 + Cδt(‖∇ēn+1‖2 + ‖ēn+1‖2 + ‖∆ēn‖2 + ‖∇ēn‖2 + ‖ēn‖2)

+ Cδt2
∫ tn+1

tn
(‖ut(s)‖2

H2 + ‖utt(s)‖2)ds.

(3.110)

74



Taking the sum of the above for n from 0 to m, we obtain

‖ēm+1‖2
H2 + δt

m∑
q=0
‖∇∆ēq+1‖2 ≤ Cδt

m+1∑
q=0
‖ēq‖2

H2 +Cδt2
∫ T

0
(‖ut(s)‖2

H2 + ‖utt(s)‖2 +C6
0δt

2)ds.

(3.111)

Finally, we can obtain the following estimate for ēm+1 by applying the discrete Gronwall’s

inequality to (3.111 ) with δt < 1
2C :

‖ēn+1‖2
H2 + δt

n∑
q=0
‖∇∆ēq+1‖2 ≤ C exp((1− δtC)−1)δt2

∫ T

0
(‖ut(s)‖2

H2 + ‖utt(s)‖2 + C6
0δt

2)ds

≤ C2(1 + C6
0δt

2)δt2, ∀ 0 ≤ n ≤ m.

(3.112)

where C2 is independent of δt and C0, can be defined as

C2 := C exp(2) max
( ∫ T

0
(‖ut(s)‖2

H2 + ‖utt(s)‖2)ds, 1
)
, (3.113)

and hence δt < 1
2C can be guaranteed by δt < 1

C2
. In particular, (3.112 ) implies

‖ēn+1‖H2 ,
(
δt

n∑
q=0
‖∇∆ēq+1‖2

)1/2
≤
√
C2(1 + C6

0δt
2)δt, ∀ 0 ≤ n ≤ m. (3.114)

Combining (3.93 ) and (3.114 ), we obtain that for all ∀ 0 ≤ n ≤ m and under the condition

on δt in (3.86 ), we have

‖ūn+1‖H2 ,
(
δt

n∑
q=0
‖∇∆ūq+1‖2

)1/2
≤
√
C2(1 + C6

0δt
2)δt+C ≤

√
C2(1 + 1)+C := C̄. (3.115)

Note that H2 ⊂ L∞, without loss of generality, we can adjust C̄ so that we have

‖g(ūn+1)‖, ‖g(ūn+1)‖ ≤ C̄, ∀0 ≤ n ≤ m. (3.116)

As C̄ is independent of C0 and δt, we still use the generic notation C to denote this upper

bound.
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Step 3: estimate for |1− ξn+1|. It follows from (3.5b ) that the equation for the error

{sj} can be written as

sn+1 − sn = δt
(
‖∇h[u(tn+1)]‖2 − rn+1

E(ūn+1)‖∇h(ūn+1)‖2
)

+ T n1 , (3.117)

where h(u) = δE
δu

= −∆u + λu − g(u) and truncation errors T n1 is given in (3.61 ) with a

bound given in (3.63 ).

Taking the sum of (3.117 ) for n from 0 to m, since s0 = 0, we have

sm+1 = δt
m∑
q=0

(
‖∇h[u(tq+1)]‖2 − rq+1

E(ūq+1)‖∇h(ūq+1)‖2
)

+
m∑
q=0

T q1 . (3.118)

For ‖∇h[u(tn+1)]‖2 − rn+1

E(ūn+1)‖∇h(ūn+1)‖2, we have

∣∣∣‖∇h[u(tn+1)]‖2 − rn+1

E(ūn+1)‖∇h(ūn+1)‖2
∣∣∣

≤ ‖∇h[u(tn+1)]‖2
∣∣∣1− rn+1

E(ūn+1)
∣∣∣+ rn+1

E(ūn+1)
∣∣∣‖∇h[u(tn+1)]‖2 − ‖∇h(ūn+1)‖2

∣∣∣
:= Kn

1 +Kn
2 .

(3.119)

For Kn
1 , it follows from (3.93 ), E(ūn+1) > C > 0 and Theorem 4.3.1 that

Kn
1 ≤ C

∣∣∣1− rn+1

E(ūn+1)
∣∣∣

= C
∣∣∣ r(tn+1)
E[u(tn+1)] −

rn+1

E[u(tn+1)]
∣∣∣+ C

∣∣∣ rn+1

E[u(tn+1)] −
rn+1

E(ūn+1)
∣∣∣

≤ C
(
|E[u(tn+1)]− E(ūn+1)|+ |sn+1|

)
.

(3.120)
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For Kn
2 , it follows from (3.93 ), (3.94 ), (3.115 ), (3.116 ), E(ūn+1) > C > 0 and Theorem 3.2.1 

that

Kn
2 ≤ C

∣∣∣‖∇h(ūn+1)‖2 − ‖∇h[u(tn+1)]‖2
∣∣∣

≤ C‖∇h(ūn+1)−∇h[u(tn+1)]‖(‖∇h(ūn+1)‖+ ‖∇h[u(tn+1)]‖)

≤ C(1 + ‖∇∆ūn+1‖)
(
‖∇∆ēn+1‖+ λ‖∇ēn+1‖+ ‖∇(g(ūn+1)− g[u(tn+1)])‖

)
≤ C

(
‖∇∆ēn+1‖+ ‖∇ēn+1‖

)
+ C‖∇∆ūn+1‖‖∇∆ēn+1‖+ C‖∇∆ūn+1‖‖∇ēn+1‖.

(3.121)

It then follows from (3.114 ), (3.115 ) and the Cauchy-Schwarz inequality that

δt
n+1∑
q=1
‖∇∆ūq‖‖∇ēq‖ ≤

(
δt

n+1∑
q=1
‖∇∆ūq‖2δt

n+1∑
q=1
‖∇ēq‖2

)1/2
≤ C

√
C2(1 + C6

0δt
2)δt,

and

δt
n+1∑
q=1
‖∇∆ūq‖‖∇∆ēq‖ ≤

(
δt

n+1∑
q=1
‖∇∆ūq‖2δt

n+1∑
q=1
‖∇∆ēq‖2

)1/2
≤ C

√
C2(1 + C6

0δt
2)δt.

For E[u(tn+1)]− E(ūn+1), we have estimate (3.67 ).

Now, we are ready to estimate sm+1. Combine the estimate obtained above, (3.118 ) leads

to

|sm+1| ≤ δt
m∑
q=0

∣∣∣‖∇h[u(tq+1)]‖2 − E0(ūq+1) + rq+1

E(ūq+1) ‖∇h(ūq+1)‖2
∣∣∣+ m∑

q=0
|T q1 |

≤ Cδt
m∑
q=0
|sq+1|+ Cδt

m∑
q=0
‖ēq+1‖H1 + Cδt

m∑
q=0
‖∇∆eq+1‖

+ Cδt
m+1∑
q=1
‖∇∆ūq‖‖∇ēq‖+ Cδt

m+1∑
q=1
‖∇∆ūq‖‖∇∆ēq‖

+ Cδt
∫ tm+1

0
(‖ut(s)‖2

H1 + ‖utt(s)‖H1)ds

≤ Cδt
m∑
q=0
|sq+1|+ Cδt

(√
C2(1 + C6

0δt
2) + 1

)

(3.122)
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Finally, applying the discrete Gronwall’s inequality on (3.122 ) with δt < 1
2C , we obtain the

following estimate for sn+1,

|sn+1| ≤ C exp((1− δtC)−1)δt
(√

C2(1 + C6
0δt

2) + 1
)

≤ C3δt
(√

C2(1 + C6
0δt

2) + 1
)
,∀ 0 ≤ n ≤ m,

(3.123)

where C3 is independent of δt and C0, can be defined as

C3 := C exp(2). (3.124)

Thanks to (3.123 ), we can define C0 and then prove (3.85 ) by following exactly the same

procedure as Step 3 in Theorem 3.3.5 with the condition

δt ≤ 1
1 + C3

0
(3.125)

The induction process for (3.83 ) is completed.

Finally, thanks to (3.114 ), it remains to show ‖em+1‖H2 ≤ Cδtk.

We derive from (3.115 ) that

‖um+1 − ūm+1‖H2 ≤ |ηm+1
1 − 1|‖ūm+1‖H2 ≤ |ηm+1

1 − 1|C̄. (3.126)

On the other hand, (3.83 ) implies

|ηm+1
1 − 1| ≤ C3

0δt
3. (3.127)

Then it follows from (3.114 ), (3.126 ) and (3.127 ) that

‖em+1‖2
H2 ≤ 2‖ēm+1‖2

H2 + 2‖um+1 − ūm+1‖2
H2

≤ 2C2(1 + C6
0δt

2)δt2 + 2C̄2C6
0δt

6.

To summarize, combine the condition (3.86 ) and (3.125 ) on δt, we obtain ‖em+1‖H2 ≤ Cδt

with δt < 1
1+4C3

0
. The proof for the case k = 1 is complete.
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3.5 Numerical examples

In this section, we provide numerical examples to demonstrate the convergence rates for

several typical dissipative systems.

Example 1. Consider the 1-D Burgers equation

∂u

∂t
− νuxx + uux = f, (3.128)

in Ω = (−1, 1) with Dirichlet boundary condition, and f is chosen such that the exact

solution is

u(x, t) = sin(πx) sin(t), u(±1, t) = 0. (3.129)

In the test, we choose ν = 0.05 and use the Legendre-Galerkin method [32 ] with 30 modes for

space discretization so that the spatial discretization error is negligible compared with the

time discretization error for the range of δt tested. In Figures 3.1 , we plot the convergence

rate of the H2 error at T = 1 for the Burgers equation. We observe the expected convergence

rates for all cases.

(a) BDF1 and BDF2 vs errors of u (b) BDF3, 4, 5 vs errors of u

Figure 3.1. Convergence rate for the Burgers equation using the new SAV/BDFk
(k = 1, 2, 3, 4, 5). (a)-(b) H2 errors of u as a function of ∆t.

Next, we consider the 1-D Burgers equation

∂u

∂t
− νuxx + uux = 0, (3.130)
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in Ω = (−1, 1) with the initial condition and Dirichlet boundary condition given as

u(x, 0) = − sin(πx), u(±1, t) = 0. (3.131)

In this test, we use the second order SAV scheme and the corresponding second-order IMEX

scheme with ν = 1
314 , N = 320, δt = 8.5×10−3. The numerical solutions at T = 1 are plotted

in Fig 3.2 (a) solution obtained by the usual IMEX scheme and (b) solution obtained by

the SAV scheme. We observe that the usual IMEX scheme produces oscillatory solutions

while the SAV scheme produces the correct solution which is indistinguishable with the

reference solution obtained with δt = 10−4 in Fig 3.2 (c). We also plot in Fig 3.2 (d) the

SAV factor ηn = 1 − (1 − ξn)3. We observe that when the solution exhibits large gradients

(for t ∈ (0.5, 1)), the SAV factor ηn deviates slightly from 1 so that the SAV scheme still

produces correct result while the corresponding IMEX scheme produces incorrect result.

Example 2. Consider the Allen-Cahn equation

∂u

∂t
= α∆u− (1− u2)u+ f, (3.132)

and the Cahn-Hilliard equation

∂u

∂t
= −m0∆(α∆u− (1− u2)u) + f, (3.133)

in Ω = (0, 2)× (0, 2) with periodic boundary condition, and f is chosen such that the exact

solution is

u(x, y, t) = exp
(

sin(πx) sin(πy)
)

sin(t). (3.134)

We set α = 0.012 in (3.132 ) and α = 0.04, m0 = 0.005 in (3.133 ), and use the Fourier

spectral method with 64× 64 modes for space discretization. In Figures 3.3 (resp. 3.4 ), we

plot the convergence rate of the H2 error at T = 1 for the Allen-Cahn (resp. Cahn-Hilliard)

equation. We also observe the expected convergence rates for all cases.
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(a) usual IMEX scheme (b) SAV scheme

(c) reference solution (d) SAV factor

Figure 3.2. Burgers equation: a comparison of usual IMEX and SAV

(a) BDF1 and BDF2 vs errors of u (b) BDF3, 4, 5 vs errors of u

Figure 3.3. Convergence test for the Allen-Cahn equation using the new
SAV/BDFk (k = 1, 2, 3, 4, 5). (a)-(b) H2 errors of u as a function of ∆t.

81



(a) BDF1 and BDF2 vs errors of u (b) BDF3, 4, 5 vs errors of u

Figure 3.4. Convergence test for the Cahn-Hilliard equation using the new
SAV/BDFk (k = 1, 2, 3, 4, 5). (a)-(b) H2 errors of u as a function of ∆t.
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3.6 Conclusion of this chapter

We constructed a class of implicit-explicit BDFk SAV schemes, based on the schemes in

[13 ], for general linear systems. This class of schemes enjoys the following distinct advantages:

(i) it only requires solving, in most common situations, one linear system with constant

coefficients at each time step, which is half of the cost for the original SAV approach; (ii)

it is not restricted to gradient flows and is applicable to general dissipative systems; and

(iii) it can be high-order with unconditional stability and suitable for adaptive time stepping

without restriction on time step size; and most importantly, (iv) it leads to unconditional

uniform bound, for any order k on the norm based on the principal linear term in the energy

functional, which is of critical importance for the convergence and error analysis.

Using the uniform bound on the norm based on the principal linear operator that we

derived for the BDFk SAV schemes and to a stability result in [14 ] for the BDFk (k =

1, 2, 3, 4, 5) schemes, we were able to establish, with a delicate inductive argument, rigorous

error estimates for the BDFk (k = 1, 2, 3, 4, 5) SAV schemes in a unified form for the typical

Allen-Cahn and Cahn-Hilliard type equations.
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4. NEW SAV APPROACH FOR INCOMPRESSIBLE NAVIER

STOKES EQUATION WITH PERIODIC BOUNDARY

CONDITION

In this chapter, we construct high-order semi-discrete-in-time and fully discrete (with Fourier-

Galerkin in space) schemes for the incompressible Navier-Stokes equations with periodic

boundary conditions, and carry out corresponding error analysis. The schemes are of

implicit-explicit type based on a scalar auxiliary variable (SAV) approach. It is shown

that numerical solutions of these schemes are uniformly bounded without any restriction

on time step size. These uniform bounds enable us to carry out a rigorous error analysis

for the schemes up to fifth-order in a unified form, and derive global error estimates in

l∞(0, T ;H1) ∩ l2(0, T ;H2) in the two dimensional case as well as local error estimates in

l∞(0, T ;H1) ∩ l2(0, T ;H2) in the three dimensional case. We also present numerical results

confirming our theoretical convergence rates and demonstrating advantages of higher-order

schemes for flows with complex structures in the double shear layer problem. Most of the

results in this chapter are extracted from [49 ].

4.1 Introduction

Numerical approximation of the Navier-Stokes equations has been a subject of inten-

sive study for many decades and continues to attract considerable attention, as it plays a

fundamental role in computational fluid dynamics. Most of the work are concerned with

the Navier-Stokes equations with non periodic boundary conditions, as is the case with the

most applications. An enormous amount of work has been devoted to construct efficient

and stable numerical algorithms for solving the incompressible Navier-Stokes equations with

non periodic boundary conditions, see [50 ]–[55 ] and the references therein. In particular,

the papers [56 ]–[61 ], among others, are particularly concerned with the error estimates for

semi-discrete-in-time or fully discrete schemes.
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We consider in this chapter numerical approximation of the incompressible Navier-Stokes

equations in primitive formulation:

∂u

∂t
− ν∆u+ (u · ∇)u+∇p = 0, (4.1a)

∇ · u = 0, (4.1b)

with a suitable initial condition u|t=0 = u0 in a rectangular domain Ω ⊂ Rd (d = 2, 3) with

periodic boundary conditions. The unknowns are velocity u and the pressure p which is as-

sumed to have zero mean for uniqueness, ν > 0 is the viscosity. To simplify the presentation,

we have set the external force to be zero. But our schemes and analytical results can be

naturally extended to the case with a non-zero external force.

The incompressible Navier-Stokes equations with periodic boundary conditions retain

the essential mathematical properties/difficulties of the system with non periodic boundary

conditions, but are amenable to very efficient numerical algorithms using the Fourier-spectral

method, and are particularly useful in the study of homogeneous turbulence [62 ]–[64 ].

There exists also a significant number of work devoted to the numerical analysis for

Navier-Stokes equations with periodic boundary conditions. For examples, in [65 ], Hald

proved the convergence of semi-discrete Fourier-Galerkin methods in two and three dimen-

sions; in [66 ], E used semigroup theory to establish convergence and error estimates of the

semi-discrete Fourier-Galerkin and Fourier-collocation methods in various energy norms and

Lp-norms; in [67 ], Wang proved uniform bounds and convergence of long time statistics for a

semi-discrete second-order implicit-explicit (IMEX) scheme for the 2-D Navier-Stokes equa-

tions with periodic boundary conditions in vorticity-stream function formulation, see also

related work in [68 ], [69 ]; in [70 ], Cheng and Wang established uniform bounds for semi-

discrete higher-order (up to fourth-order) IMEX scheme for the 2-D Navier-Stokes equations

with periodic boundary conditions in vorticity-stream function formulation; in [71 ], Heister et

al. proved uniform bounds for a fully discrete finite-element and second-order IMEX scheme

for the 2-D Navier-Stokes equations with periodic boundary conditions in vorticity-velocity

formulation. Note that the uniform bounds for semi-discrete IMEX schemes obtained in
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the above references are for two-dimensional cases only and require that the time step be

sufficiently small.

It appears that, except some recently constructed schemes based on the scalar auxiliary

variable (SAV) approach [72 ], [73 ], all other IMEX type schemes (i.e., the nonlinear term is

treated explicitly) for Navier-Stokes equations require the time step to be sufficiently small

to have a bounded numerical solution. Furthermore, to the best of our knowledge, there is

no error analysis for any IMEX scheme for the three-dimensional Navier-Stokes equations,

and no error estimate is available for any higher-order (≥ 3) IMEX scheme.

In this chapter, we construct semi-discrete and fully discrete with Fourier-Galerkin in

space SAV IMEX schemes and carry out a unified stability and error analysis. Our main

contributions include:

• Our semi-discrete and fully discrete schemes of arbitrary order in time are uncondi-

tionally stable without any restriction on time step size;

• Global error estimates in l∞(0, T ;H1)∩ l2(0, T ;H2) up to fifth-order in time are estab-

lished for the two-dimensional case;

• Local error estimates in l∞(0, T∗;H1) ∩ l2(0, T∗;H2) (with a T∗ ≤ T ) up to fifth-order

in time are established for the three-dimensional case.

Our schemes are constructed using the SAV approach proposed in [13 ] which can be used

for general dissipative systems. The main advantages of this approach, compared with other

SAV approaches proposed in [72 ], [73 ] for Navier-Stokes equations is that our schemes are

linear, decoupled and can be high-order. Moreover, in the two dimensional case, we use a

stronger energy dissipation law (4.7 ), which is only true for the 2-D Navier-Stokes equations

with periodic boundary conditions, that leads to a uniform bound for the numerical solution

in l∞(0, T ;H1), as opposed to l∞(0, T ;L2) in the three dimensional case.
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4.2 Preliminaries

We first introduce some notations. We denote by (·, ·) and ‖ · ‖ the inner product and

the norm in L2(Ω), and denote

Hk
p (Ω) = {uj (j = 0, 1, · · · , k) ∈ L2(Ω) : uj (j = 0, 1, · · · , k − 1) periodic},

with norm ‖ · ‖k. For non-integer s > 0, Hs
p(Ω) and the corresponding norm ‖ · ‖s are defined

by space interpolation [74 ]. In particular, we set H0
p (Ω) = L2

0(Ω).

Let V be a Banach space, we shall also use the standard notations Lp(0, T ;V ) and

C([0, T ];V ). To simplify the notation, we often omit the spatial dependence for the exact

solution u, i.e., u(x, t) is often denoted by u(t). We shall use bold faced letters to denote

vectors and vector spaces, and use C to denote a generic positive constant independent of

the discretization parameters.

We now define the following spaces which are particularly used for Navier-Stokes equa-

tions:

H = {v ∈ L2
0(Ω) : ∇ · v = 0}, V = {v ∈ H1

p (Ω) : ∇ · v = 0}.

Let v ∈ L2
0(Ω), we define w := ∆−1v as the solution of

∆w = v x ∈ Ω; w periodic with zero mean.

Note that in the periodic case, we can define the operators ∇, ∇· and ∆−1 in the Fourier

space by expanding functions and their derivatives in Fourier series, and one can easily show

that these operators commute with each other.

We define a linear operator A in L2
0(Ω) by

Av := ∇×∇×∆−1v, ∀v ∈ L2
0(Ω). (4.2)

Since

‖∆w‖2 = ‖∇ ×∇× w‖2 + ‖∇∇ · w‖2 ∀w ∈ H2
p (Ω),
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we derive immediately from the above that

‖Av‖ = ‖∆∆−1v‖ − ‖∇∇ ·∆−1v‖ ≤ ‖v‖, ∀v ∈ L2
0(Ω). (4.3)

Next, we define the trilinear form b(·, ·, ·) and bA(·, ·, ·) by

b(u, v, w) =
∫

Ω
(u · ∇)v · wd, bA(u, v, w) =

∫
Ω

A((u · ∇)v) · wd.

In particular, we have

b(u, v, w) = −b(u,w, v), ∀u ∈ H, v, w ∈ H1
p (Ω),

which implies

b(u, v, v) = 0, ∀u ∈ H, v ∈ H1
p (Ω). (4.4)

In the two-dimensional periodic case, we have also [75 ]

b(u, u,∆u) = 0, ∀u ∈ H2
p (Ω). (4.5)

Taking the inner product of (4.1 ) with u, thanks to (4.4 ), we find that solution of the

Navier-Stokes equations (4.1 ) satisfies the energy dissipation law

1
2
d

dt
‖u‖2 = −ν‖∇u‖2 (d = 2, 3). (4.6)

On the other hand, in the two dimensional periodic case, taking the inner product of (4.1 )

with −∆u, thanks to (4.5 ), we derive another energy dissipation law [75 ]

1
2
d

dt
‖∇u‖2 = −ν‖∆u‖2 (d = 2). (4.7)
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Using (4.3 ), Hölder inequality and Sobolev inequality, we have [75 ]

b(u, v, w), bA(u, v, w) ≤ c‖u‖1/2
1 ‖u‖1/2‖v‖1/2

2 ‖v‖
1/2
1 ‖w‖, d = 2; (4.8)

b(u, v, w), bA(u, v, w) ≤ c‖u‖1‖∇v‖1/2‖w‖, d = 3. (4.9)

We also use frequently the following inequalities [75 ]:

b(u, v, w), bA(u, v, w) ≤



c‖u‖1‖v‖1‖w‖1;

c‖u‖2‖v‖0‖w‖1;

c‖u‖2‖v‖1‖w‖0;

c‖u‖1‖v‖2‖w‖0;

c‖u‖0‖v‖2‖w‖1;

d ≤ 4. (4.10)

Note that (4.5 ), (4.7 ), and (4.8 ) enable us to obtain global error estimates in the two-

dimensional case.

4.3 The SAV schemes and stability results

In this section, we construct semi-discrete and fully discrete SAV schemes for the incom-

pressible Navier-Stokes equations, and establish stability results for both semi-discrete and

fully discrete schemes. More precisely, we shall prove uniform L2 bound for the SAV scheme

based on the dissipation law (4.6 ) in 3D case, and prove a uniform H1 bound for the SAV

scheme based on the dissipation law (4.7 ) in 2D case.

4.3.1 The SAV schemes

Following the ideas in [13 ] for the general dissipative systems, we construct below uncon-

ditionally energy stable schemes for (4.1 ).

For Navier-Stokes equations with periodic boundary conditions, we can explicitly elimi-

nate the pressure from (4.1 ). Indeed, taking the divergence on both sides of (4.1 ), we find

−∆p = ∇ · (u · ∇u), (4.11)
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from which we derive

∇p = ∇∆−1∆p = −∇∆−1∇ · (u · ∇u)

= −∇∇ ·∆−1(u · ∇u) = −(∆ +∇×∇×)∆−1(u · ∇u)

= −u · ∇u−∇×∇×∆−1(u · ∇u) = −u · ∇u−A(u · ∇u),

(4.12)

where A is defined in (4.2 ). Hence, (4.1 ) is equivalent to (4.11 ) and

∂u

∂t
− ν∆u−A(u · ∇u) = 0. (4.13)

In order to apply the SAV approach, we introduce a SAV, r(t) = E(u(t))+1, and expand

(4.13 ) as

∂u

∂t
− ν∆u−A(u · ∇u) = 0, (4.14a)

dE

dt
=

 −ν
r(t)

E(u(t))+1‖∆u‖
2, d = 2,

−ν r(t)
E(u(t))+1‖∇u‖

2, d = 3,
(4.14b)

where

E(u) =


1
2‖∇u‖

2, d = 2,

1
2‖u‖

2, d = 3.
(4.15)

We construct below semi-discrete and fully discrete schemes for the expanded system (4.14 ).

Semi-discrete SAV schemes

We consider first the time discretization of (4.14 ) based on the implicit-explicit BDF-k

formulae in the following unified form:
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Given rn, uj (j = n, n − 1, · · · , n − k + 1), we compute ūn+1, rn+1, pn+1, ξn+1 and un+1

consecutively by

αkū
n+1 − Ak(ūn)

δt
− ν∆ūn+1 −A(Bk(un) · ∇Bk(un)) = 0, (4.16a)

1
δt

(
rn+1 − rn

)
=

 −ν
rn+1

E(ūn+1)+1‖∆ū
n+1‖2, d = 2,

−ν rn+1

E(ūn+1)+1‖∇ū
n+1‖2, d = 3;

(4.16b)

ξn+1 = rn+1

E(ūn+1) ; (4.16c)

un+1 = ηn+1
k ūn+1 with ηn+1

k = 1− (1− ξn+1)k. (4.16d)

Whenever pressure is needed, it can be computed from

∆pn+1 = −∇ · (un+1 · ∇un+1). (4.17)

In the above, αk, the operators Ak and Bk (k = 1, 2, 3, 4, 5) are given by:

first-order:

α1 = 1, A1(un) = un, B1(ūn) = ūn; (4.18)

second-order:

α2 = 3
2 , A2(un) = 2un − 1

2u
n−1, B2(ūn) = 2ūn − ūn−1; (4.19)

third-order:

α3 = 11
6 , A3(un) = 3un − 3

2u
n−1 + 1

3u
n−2, B3(ūn) = 3ūn − 3ūn−1 + ūn−2; (4.20)

fourth-order:

α4 = 25
12 , A4(un) = 4un−3un−1+ 4

3u
n−2− 1

4u
n−3, B4(ūn) = 4ūn−6ūn−1+4ūn−2−ūn−3;

(4.21)
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fifth-order:

α5 = 137
60 , A5(un) = 5un − 5un−1 + 10

3 u
n−2 − 5

4u
n−3 + 1

5u
n−4,

B5(ūn) = 5ūn − 10ūn−1 + 10ūn−2 − 5ūn−3 + ūn−4.

(4.22)

Several remarks are in order:

• We observe from (4.16b ) that rn+1 is a first-order approximation to E(u(·, tn+1)) + 1

which implies that ξn+1 is a first-order approximation to 1.

• (4.16a ) is a kth-order approximation to (4.13 ) with kth-order BDF for the linear terms

and kth-order Adams-Bashforth extrapolation for the nonlinear terms. Hence, ūn+1 is

a kth-order approximation to u(·, tn+1), which, along with (4.16b ) and (4.16a ), implies

that un+1 and pn+1 are kth-order approximations for u(·, tn+1) and p(·, tn+1).

• The main computational cost is to solve the Poisson type equation (4.16a ).

Fully discrete schemes with Fourier spectral method in space

We now consider Ω = [0, Lx) × [0, Ly) × [0, Lz) with periodic boundary conditions. We

partition the domain Ω = (0, Lx) × (0, Ly) × (0, Lz) uniformly with size hx = Lx/Nx, hy =

Ly/Ny, hz = Lz/Nz and Nx,Ny,Nz are positive even integers. Then the Fourier approxi-

mation space can be defined as

SN = span{eiξjxeiηkyeiτlz : −Nx

2 ≤ j ≤ Nx

2 − 1,−Ny

2 ≤ k ≤ Ny

2 − 1,−Nz

2 ≤ l ≤ Nz

2 − 1}\R,

where i =
√
−1, ξj = 2πj/Lx, ηk = 2πk/Ly and τl = 2πl/Lz. Then, any function u(x, y, z) ∈

L2(Ω) can be approximated by:

u(x, y, z) ≈ uN(x, y, z) =
Nx
2 −1∑

j=−Nx2

Ny
2 −1∑

k=−Ny2

Nz
2 −1∑

l=−Nz2

ûj,k,leiξjxeiηkyeiτlz,
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with the Fourier coefficients defined as

ûj,k,l = 1
|Ω|

∫
Ω
ue−i(ξjx+ηky+τlz)dx.

In the following, we fix Nx = Ny = Nz = N for simplicity.

Define the L2-orthogonal projection operator ΠN : L2(Ω)→ SN by

(ΠNu− u,Ψ) = 0, ∀Ψ ∈ SN , u ∈ L2(Ω),

then we have the following approximation results (cf. [76 ]): For any 0 ≤ k ≤ m, there exists

a constant C such that

‖ΠNu− u‖k ≤ C‖u‖mNk−m,∀u ∈ Hm
p (Ω). (4.23)

We are now ready to describe our fully discrete schemes.
Given rn and uj

N ∈ SN for j = n, ..., n − k + 1, we compute ūn+1
N , rn+1, pn+1

N , ξn+1 and
un+1
N consecutively by

(αkūn+1
N −Ak(ūnN )

δt
, vN

)
+ ν

(
∇ūn+1

N ,∇vN
)
−
(
A(Bk(unN ) · ∇Bk(unN )), vN

)
= 0, ∀vN ∈ SN

(4.24a)

1
δt

(
rn+1 − rn

)
=


−ν rn+1

E(ūn+1
N )+1‖∆ū

n+1
N ‖2, d = 2,

−ν rn+1

E(ūn+1
N )+1‖∇ū

n+1
N ‖2, d = 3;

(4.24b)

ξn+1 = rn+1

E(ūn+1
N ) + 1

; (4.24c)

un+1
N = ηn+1

k ūn+1
N with ηn+1

k = 1− (1− ξn+1)k, (4.24d)

where αk, the operators Ak and Bk (k = 1, 2, 3, 4, 5) are given in (4.18 )-(4.22 ).

Note that Fourier approximation of Poisson type equations leads to diagonal matrix in

the frequency space, so the above scheme can be efficiently implemented as follows:

1. Compute ūn+1
N from (4.24a ), which is a Poisson-type equation;
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2. With ūn+1
N known, determine rn+1 explicitly from (4.24b );

3. Compute ξn+1, ηn+1
k and un+1

N from (4.24c ) and (4.24d ), goto the next step.

Finally, whenever pressure is needed, it can be computed from

∆pn+1
N = −ΠN∇ · (un+1

N · ∇un+1
N ). (4.25)

4.3.2 Stability results

We have the following results concerning the stability of the above schemes.

Theorem 4.3.1. Let u0 ∈ V ∩H2
p if d = 2 and u0 ∈ V if d = 3. Let {rk, ξk, ūkN , ukN} be the

solution of the fully discrete scheme (4.24 ). Then, given rn ≥ 0, we have rn+1 ≥ 0, ξn+1 ≥ 0,

and for any k, the scheme (4.24 ) is unconditionally energy stable in the sense that

rn+1 − rn =

 −δtνξ
n+1‖∆ūn+1

N ‖2 ≤ 0, d = 2,

−δtνξn+1‖∇ūn+1
N ‖2 ≤ 0, d = 3,

∀n. (4.26)

Furthermore, there exists Mk > 0 such that

‖∇un+1
N ‖2 ≤M2

k , d = 2,

‖un+1
N ‖2 ≤M2

k , d = 3,
∀n. (4.27)

Same results hold for the semi-discrete schemes (4.16 ) with ūn+1
N and un+1

N in (4.26 ) and

(4.27 ) be replaced by ūn+1 and un+1.

Proof. Since the proofs for the fully discrete scheme (4.24 ) and for the semi-discrete scheme

(4.16 ) are essentially the same, we shall only give the proof for the fully discrete scheme

(4.24 ) below.

Given rn ≥ 0. Since E(ūn+1
N ) > 0, it follows from (4.24b ) that

rn+1 =



rn

1+δtν
‖∆ūn+1

N
‖2

E(ūn+1
N

)+1

≥ 0, d = 2,

rn

1+δtν
‖∇ūn+1

N
‖2

E(ūn+1
N

)+1

≥ 0, d = 3.
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Then we derive from (4.24c ) that ξn+1 ≥ 0 and obtain (4.26 ).

Denote M := r0 = E[u(·, 0)], then (4.26 ) implies rn ≤ M, ∀n. It then follows from

(4.24c ) that

|ξn+1| = rn+1

E(ūn+1
N ) + 1

≤


2M

‖∇ūn+1
N ‖2+2 , d = 2,
2M

‖ūn+1
N ‖2+2 , d = 3.

(4.28)

Since ηn+1
k = 1− (1− ξn+1)k, we have ηn+1

k = ξn+1Pk−1(ξn+1) with Pk−1 being a polynomial

of degree k − 1. Then, we derive from (4.28 ) that there exists Mk > 0 such that

|ηn+1
k | = |ξn+1Pk−1(ξn+1)| ≤


Mk

‖∇ūn+1
N ‖2+2 , d = 2,
Mk

‖ūn+1
N ‖2+2 , d = 3,

which, along with un+1
N = ηn+1

k ūn+1
N , implies

‖∇un+1
N ‖2 = (ηn+1

k )2‖∇ūn+1
N ‖2 ≤

(
Mk

‖∇ūn+1
N ‖2+2

)2
‖∇ūn+1

N ‖2 ≤M2
k , d = 2,

‖un+1
N ‖2 = (ηn+1

k )2‖ūn+1
N ‖2 ≤

(
Mk

‖ūn+1
N ‖2+2

)2
‖ūn+1

N ‖2 ≤M2
k , d = 3.

4.3.3 Numerical examples

Before we start the error analysis, we provide numerical examples to demonstrate the

convergence rates and compare the performance of the schemes with different orders on a

classical benchmark problem.

Example 1: Convergence test. Consider the Navier-Stokes equations (4.1 ) with an ex-

ternal forcing f in Ω = (0, 2)× (0, 2) with periodic boundary condition such that the exact

solution is given by

u1(x, y) = π exp(sin(πx)) exp(sin(πy)) cos(πy) sin2(t);

u2(x, y) = −π exp(sin(πx)) exp(sin(πy)) cos(πx) sin2(t);

p(x, y) = exp(cos(πx) sin(πy)) sin2(t).
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We set ν = 1 in (4.1 ), and use the Fourier spectral method with 40 × 40 modes for space

discretization so that the spatial discretization error is negligible with respect to the time

discretization error. In Figures 4.1 , we plot the convergence rate of the H1 error for the

velocity and the pressure at T = 1 by using first- to fourth-order schemes. We observe the

expected convergence rates for both the velocity and the pressure.

(a) BDF1 errors of velocity and pressure (b) BDF2 errors of velocity and pressure

(c) BDF3 errors of velocity and pressure (d) BDF4 errors of velocity and pressure

Figure 4.1. Convergence test for the Navier-stokes equations using SAV/BDFk (k = 1, 2, 3, 4)
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Example 2: Double shear layer problem [77 ]–[79 ]. Consider the Navier-Stokes equations

(4.1 ) in Ω = (0, 1)× (0, 1) with periodic boundary conditions and the initial condition given

by

u1(x, y, 0) =


tanh(ρ(y − 0.25)), y ≤ 0.5

tanh(ρ(0.75− y)), y > 0.5
,

u2(x, y, 0) = δ sin(2πx),

where ρ determines the slope of the shear layer and δ represents the size of the perturbation.

In our simulations, we fix δ = 0.05. We first test a thick layer problem by choosing ρ = 30

(a) 1st order (b) 2nd-order

(c) 3rd-order (d) 4th-order

Figure 4.2. Thick layer problem: vorticity contours at T=1.2 with ρ = 30, ν =
0.0001 and δt = 8× 10−4

and ν = 0.0001. We use the Fourier spectral method with 128 × 128 modes for the space
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discretization, and set δt = 8 × 10−4. In Figures 4.2 , we show the vorticity contours at

T = 1.2 obtained with first- to fourth-order schemes. We observe that correct solution is

obtained with the third- and fourth-order schemes while the first-order scheme gives totally

wrong result and the second-order scheme leads to inaccurate result.

(a) 1st-order (b) 2nd-order

(c) 3rd-order (d) 4th-order

Figure 4.3. Thin layer problem: vorticity contours at T=1.2 with ρ = 100,
ν = 0.00005 and δt = 3× 10−4

Next, we test a thin layer problem by choosing ρ = 100 and ν = 0.00005. We use first- to

the fourth-order schemes with 256 × 256 Fourier modes and δt = 3 × 10−4. In Figures 4.3 ,

we plot the vorticity contours at T = 1.2. We observe that correct solutions are obtained

with the third- and fourth-order schemes while first- and second-order schemes lead to wrong

results.

In order to examine the effect of SAV approach, we plot in Figure 4.4 evolution of the

SAV factor η = 1 − (1 − ξ)2 and the vorticity contours at T = 1.2, computed with the
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second-order scheme with δt = 2.5 × 10−4. We observe that at around t = 1.05, where the

usual semi-implicit second-order scheme blows up, the SAV factor dips slightly to allow the

scheme continue to produce correct simulation.

These two tests indicate that for high Reynolds number flows with complex structures,

higher-order schemes are preferred over lower-order schemes, as much smaller time steps

have to be used to obtain correct solutions with lower-order schemes.

Note that if we use the usual semi-implicit schemes with the same time steps in the

above tests, the first- and second-order schemes would blow up. So the SAV approach can

effectively prevent the numerical solution from blowing up although sufficient small time

steps are needed to capture the correct solution. Thus, one is advised to adopt a suitable

adaptive time stepping to take full advantage of the SAV schemes.

(a) Evolution of η (b) Vorticity contours at t = 1.2

Figure 4.4. Thin layer problem: second-order scheme with ρ = 100, ν = 0.00005
and δt = 2.5× 10−4

4.4 Error analysis

In this section, we carry out a unified error analysis for the fully discrete schemes (4.24 )

with 1 ≤ k ≤ 5, and state, as corollaries, similar results for the semi-discrete schemes (4.16 ).
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We denote

tn = n δt, sn = rn − r(tn),

ēnN = ūnN − ΠNu(·, tn), enN = unN − ΠNu(·, tn), enΠ = ΠNu(·, tn)− u(·, tn),

ēn = ūnN − u(·, tn) = ēnN + enΠ, en = unN − u(·, tn) = enN + enΠ.

To simplify the notations, we dropped the dependence on N for ēn and en in the above, and

will do so for some other quantities in the sequel.

4.4.1 Several useful lemmas

We will frequently use the following two discrete versions of the Gronwall lemma.

Theorem 4.4.1. (Discrete Gronwall Lemma 1 [32 ]) Let yk, hk, gk, fk be four non-

negative sequences satisfying

yn + δt
n∑
k=0

hk ≤ B + δt
n∑
k=0

(gkyk + fk) with δt
T/δt∑
k=0

gk ≤M, ∀ 0 ≤ n ≤ T/δt.

We assume δt gk < 1 for all k, and let σ = max0≤k≤T/δt(1− δtgk)−1. Then

yn + δt
n∑
k=1

hk ≤ exp(σM)(B + δt
n∑
k=0

fk), ∀n ≤ T/δt.

Theorem 4.4.2. (Discrete Gronwall Lemma 2 [80 ]) Let , an, bn, cn, and dn be four

nonnegative sequences satisfying

am + τ
m∑
n=1

bn ≤ τ
m−1∑
n=0

andn + τ
m−1∑
n=0

cn + C, m ≥ 1,

where C and τ are two positive constants. Then

am + τ
m∑
n=1

bn ≤ exp
(
τ
m−1∑
n=0

dn
)(
τ
m−1∑
n=0

cn + C
)
, m ≥ 1.

Based on Dahlquist’s G-stability theory, Nevanlinna and Odeh [14 ] proved the following

result which plays an essential role in our error analysis.
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Theorem 4.4.3. For 1 ≤ k ≤ 5, there exist 0 ≤ τk < 1, a positive definite symmetric matrix

G = (gij) ∈ Rk,k and real numbers δ0, ..., δk such that

(
αku

n+1 − Ak(un), un+1 − τkun
)

=
k∑

i,j=1
gij(un+1+i−k, un+1+j−k)

−
k∑

i,j=1
gij(un+i−k, un+j−k) + ‖

k∑
i=0

δiu
n+1+i−k‖2,

where the smallest possible values of τk are

τ1 = τ2 = 0, τ3 = 0.0836, τ4 = 0.2878, τ5 = 0.8160,

and αk, Ak are defined in (6.15 )-(4.22 ).

We also recall the following lemma [81 ] which will be used to prove local error estimates

in the three-dimensional case.

Theorem 4.4.4. Let φ : (0,∞) → (0,∞) be continuous and increasing, and let M > 0.

Given T∗ such that 0 < T∗ <
∫∞
M dz/φ(z), there exists C∗ > 0 independent of δt > 0 with the

following property. Suppose that quantities zn, wn ≥ 0 satisfy

zn +
n−1∑
k=0

δtwk ≤ yn := M +
n−1∑
k=0

δtφ(zk), ∀n ≤ n∗.

with n∗δt ≤ T∗. Then yn∗ ≤ C∗.

4.4.2 Error analysis for the velocity in 2D

Theorem 4.4.5. Let d = 2, T > 0, u0 ∈ V ∩Hm
p with m ≥ 3 and u be the solution of (4.1 ).

We assume that ūi
N and ui

N (i = 1, · · · , k − 1) are computed with a proper initialization

procedure such that

‖ūi
N − u(·, ti)‖1, ‖ui

N − u(ti)‖1 = O(δtk +N1−m),

‖ūi
N − u(·, ti)‖2, ‖ui

N − u(ti)‖2 = O(δtk +N2−m),
i = 1, 2, 3, 4, 5. (4.29)
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Let ūn+1
N and un+1

N be computed with the kth-order scheme (4.24 ) (1 ≤ k ≤ 5), and

ηn+1
1 = 1− (1− ξn+1)2, ηn+1

k = 1− (1− ξn+1)k (k = 2, 3, 4, 5).

Then for n+ 1 ≤ T/δt with δt ≤ 1
1+2k+2Ck+1

0
and N ≥ 2k+2Ck+1

Π + 1, we have

‖ūnN − u(·, tn)‖2
1, ‖unN − u(·, tn)‖2

1 ≤ Cδt2k + CN2(1−m),

and

δt
n∑
q=0
‖ūq+1

N − u(·, tq+1)‖2
2, δt

n∑
q=0
‖uq+1

N − u(·, tq+1)‖2
2 ≤ Cδt2k + CN2(2−m).

where the constants C0, CΠ and C are dependent on T, Ω, the k × k matrix G = (gij) in

Theorem 4.4.3 and the exact solution u, but are independent of δt and N .

Proof. It is shown in [75 ] that in the periodic case, u0 ∈ Hm
p implies that u(·, t) ∈ Hm

p for all

t ≤ T , and furthermore, it is shown in [82 ] that u has Gevrey class regularity. In particular,

we have

u ∈ C([0, T ];Hm
p ), m ≥ 3, ∂

ju

∂tj
∈ L2(0, T ;H2

p ) 1 ≤ j ≤ k,
∂k+1u

∂tk+1 ∈ L
2(0, T ;L2

0). (4.30)

To simplify the presentation, we assume ūi
N = ui

N = ΠNu(ti) and ri = E1[ui
N ] for i =

1, · · · , k − 1 so that (4.29 ) is obviously satisfied.

The main task is to prove by induction,

|1− ξq| ≤ C0 δt+ CΠN
2−m, ∀q ≤ T/δt, (4.31)

where the constant C0 and CΠ will be defined in the induction process below.

Under the assumption, (4.31 ) certainly holds for q = 0. Now suppose we have

|1− ξq| ≤ C0 δt+ CΠN
2−m, ∀q ≤ n, (4.32)
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we shall prove below

|1− ξn+1| ≤ C0δt+ CΠN
2−m. (4.33)

We shall first consider k = 2, 3, 4, 5, and point out the necessary modifications for the case

k = 1 later.

Step 1: Bounds for ∇ūqN , ∆ūqN and ∆uqN , ∀q ≤ n. We first recall the inequality

(a+ b)k ≤ 2k(ak + bk), ∀a, b > 0, k ≥ 1. (4.34)

Under the assumption (4.32 ), if we choose δt small enough and N large enough such that

δt ≤ min{ 1
2k+2Ck

0
, 1}, N ≥ max{2k+2Ck

Π, 1}, (4.35)

we have

1− ( 1
2k+2Ck−1

0
+ N3−m

2k+2Ck−1
Π

) ≤ |ξq| ≤ 1 + ( 1
2k+2Ck−1

0
+ N3−m

2k+2Ck−1
Π

), ∀q ≤ n, (4.36)

and

(1− ξq)k ≤ δtk−1

4 + Nk(2−m)+1

4 , ∀q ≤ n,

and

1
2 < 1− (δt

k−1

4 + Nk(2−m)+1

4 ) ≤ |ηqk| ≤ 1 + δtk−1

4 + Nk(2−m)+1

4 < 2, ∀q ≤ n.

Then it follows from the above and (4.27 ) that

‖ūqN‖1 ≤ 2Mk, ∀q ≤ n. (4.37)

Moveover, (4.26 ) and m ≥ 3 imply that

νδt
n∑
q=1
‖∆ūqN‖2 ≤ 2r0

|ξq|
≤ 4r0, C0 ≥ 1, CΠ ≥ 1. (4.38)
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and

νδt
n∑
q=1
‖∆uqN‖2 ≤ 16r0, C0 ≥ 1, CΠ ≥ 1. (4.39)

Step 2: Estimates for ∇ēn+1
N and ∆ēn+1

N . By the assumptions on the exact solution

u and (4.37 ), we can choose C large enough such that

‖u(t)‖2
H2 ≤ C, ∀t ≤ T, ‖ūqN‖1 ≤ C, ∀q ≤ n. (4.40)

From (4.24a ), we can write down the error equation as

(
αkēq+1 − Ak(ēq), vN

)
+ δtν

(
∇ēq+1,∇vN

)
=
(
Rq
k, vN

)
+ δt

(
Qq
k, vN

)
, ∀vN ∈ SN , (4.41)

where Qq
k and Rq

k are given by

Qq
k = −A

(
(Bku

q) · ∇)Bk(uq)
)

+ A
(
u(tq+1) · ∇u(tq+1)

)
, (4.42)

and

Rq
k = −αku(tq+1) + Ak(u(tq)) + δtut(tq+1)

=
k∑

i=1
ai

∫ tq+1

tq+1−i
(tq+1−i − s)k ∂

k+1u

∂tk+1 (s)ds,
(4.43)

with ai being some fixed and bounded constants determined by the truncation errors, for

example, in the case k = 3, we have

Rq
3 = −3

∫ tq+1

tq
(tq − s)3∂

4u

∂t4
(s)ds+ 3

2

∫ tn+1

tq−1
(tq−1− s)3∂

4u

∂t4
(s)ds− 1

3

∫ tn+1

tq−2
(tq−2− s)3∂

4u

∂t4
(s)ds.
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Let vN = −∆ēq+1
N + τk∆ēqN in (4.41 ), it follows from Theorem 4.4.3 and (4.23 ) that

k∑
i,j=1

gij(∇ēq+1+i−k
N ,∇ēq+1+j−k

N )−
k∑

i,j=1
gij(∇ēq+i−k

N ,∇ēq+j−k
N )

+ ‖
k∑

i=0
δi∇ēq+1+i−k

N ‖2 + δtν‖∆ēq+1
N ‖2

= δtν(∆ēq+1
N , τk∆ēqN) + (Rq

k,−∆ēq+1
N + τk∆ēqN) + δt(Qn

k ,−∆ēq+1
N + τk∆ēqN).

(4.44)

Next, we bound the righthand side of (4.44 ).

It follows from (4.43 ) that

‖Rq
k‖2 ≤ Cδt2k+1

∫ tq+1

tq+1−k
‖∂

k+1u

∂tk+1 (s)‖2ds. (4.45)

Therefore,

∣∣∣∣(Rq
k,−∆ēq+1

N + τk∆ēqN
)∣∣∣∣ ≤ C(ε)

δt
‖Rq

k‖2 + δtε‖ −∆ēq+1
N + τk∆ēqN‖2,

≤ C(ε)
δt
‖Rq

k‖2 + 2δtε‖∆ēq+1
N ‖2 + 2δtε‖∆ēqN‖2,

≤ 2δtε‖∆ēq+1
N ‖2 + 2δtε‖∆ēqN‖2 + C(ε)δt2k

∫ tq+1

tq+1−k
‖∂

k+1u

∂tk+1 (s)‖2ds.

(4.46)

For the term with Qq
k, we split it as

(Qn
k ,−∆ēq+1

N + τk∆eqN) =
(
A
(
[u(tq+1)−Bk(uq)] · ∇u(tq+1)

)
,−∆ēq+1

N + τk∆eqN
)

+
(
A
(
Bk(uq) · ∇[u(tq+1)−Bk(u(tq))]

)
,−∆ēq+1

N + τk∆ēqN
)

−
(
A
(
Bk(eq) · ∇Bk(eq)

)
,−∆ēq+1

N + τk∆ēqN
)

−
(
A
(
Bk(u(tq)) · ∇Bk(eq)

)
,−∆ēq+1

N + τk∆ēqN
)
.

(4.47)
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We bound the terms on the right hand side of (4.47 ) with the help of (4.8 ), (4.10 ) and

(4.40 ):

(
A
(
[u(tq+1)−Bk(uq)] · ∇u(tq+1)

)
,−∆ēq+1

N + τk∆ēqN
)

≤ C‖u(tq+1)−Bk(uq)‖1‖u(tq+1)‖2‖ −∆ēq+1
N + τk∆ēqN‖

≤ C(ε)‖u(tq+1)−Bk(uq)‖2
1‖u(tq+1)‖2

2 + ε‖ −∆ēq+1
N + τk∆ēqN‖2

≤ C(ε)‖u(tq+1)−Bk(u(tq))‖2
1‖u(tq+1)‖2

2 + C(ε)‖Bk(eq)‖2
1‖u(tq+1)‖2

2 + ε‖ −∆ēq+1
N + τk∆ēqN‖2

≤ C(ε)‖
k∑

i=1
bi

∫ tq+1

tq+1−i
(tq+1−i − s)k−1∂

ku

∂tk
(s)ds‖2

1 + C(ε)‖Bk(eq)‖2
1 + 2ε‖∆ēq+1

N ‖2 + 2ε‖∆ēqN‖2

≤ C(ε)δt2k−1
∫ tq+1

tq+1−k
‖∂

ku

∂tk
(s)‖2

1ds+ C(ε)‖Bk(eq)‖2
1 + 2ε‖∆ēq+1

N ‖2 + 2ε‖∆ēqN‖2,

(4.48)

where bi are some fixed and bounded constants determined by the truncation error. For

example, in the case k = 3, we have

B3(u(tq))− u(tq+1) = −3
2

∫ tq+1

tq
(tq − s)2∂

3u

∂t3
(s)ds+ 3

2

∫ tq+1

tq−1
(tq−1 − s)2∂

3u

∂t3
ds

− 1
2

∫ tq+1

tq−2
(tq−2 − s)2∂

3u

∂t3
ds.

For the other terms in the righthand side of (4.47 ), we have

∣∣∣∣(A
(
Bk(uq) · ∇[u(tq+1)−Bk(u(tq))]

)
,−∆ēq+1

N + τk∆ēqN
)∣∣∣∣

≤ C‖Bk(uq)‖1‖u(tq+1)−Bk(u(tq))‖2‖ −∆ēq+1
N + τk∆ēqN‖

≤ C(ε)‖Bk(uq)‖2
1‖u(tq+1)−Bk(u(tq))‖2

2 + ε‖ −∆ēq+1
N + τk∆ēqN‖2

≤ C(ε)δt2k−1
∫ tq+1

tq+1−k
‖∂

ku

∂tk
(s)‖2

2ds+ 2ε‖∆ēq+1
N ‖2 + 2ε‖∆ēqN‖2;

(4.49)
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Since d = 2, we can use (4.8 ) to obtain

∣∣∣∣(A
(
Bk(eq) · ∇Bk(eq)

)
,−∆ēq+1

N + τk∆ēqN
)∣∣∣∣

≤ C‖Bk(ēq)‖1/2
1 ‖Bk(ēq)‖1/2‖Bk(ēq)‖1/2

2 ‖Bk(ēq)‖1/2
1 ‖ −∆ēq+1

N + τk∆ēqN‖

≤ C‖Bk(eq)‖1‖Bk(eq)‖2‖ −∆ēq+1
N + τk∆ēqN‖ (true in 2d and 3d)

≤ C(ε)‖Bk(eq)‖2
1‖Bk(eq)‖2

2 + ε‖ −∆ēq+1
N + τk∆ēqN‖2

≤ C(ε)‖Bk(eq)‖2
1‖Bk(eq)‖2

2 + 2ε‖∆ēq+1
N ‖2 + 2ε‖∆ēqN‖2;

(4.50)

Thanks to (4.10 ), we have

∣∣∣∣(A
(
Bk(u(tq)) · ∇Bk(ēq)

)
,−∆ēq+1

N + τk∆ēqN
)∣∣∣∣

≤ C‖Bk(u(tq))‖2‖Bk(eq)‖1‖ −∆ēq+1
N + τk∆ēqN‖

≤ C(ε)‖Bk(u(tq))‖2
2‖Bk(eq)‖2

1 + ε‖ −∆ēq+1
N + τk∆ēqN‖2

≤ C(ε)‖Bk(eq)‖2
1 + 2ε‖∆ēq+1

N ‖2 + 2ε‖∆ēqN‖2.

(4.51)

On the other hand, we derive from (4.34 ) and (4.32 ) that

|ηqk − 1| ≤ 2kCk
0 δt

k + 2kCk
ΠN

k(2−m), ∀q ≤ n.

Note that uqN = ηqkū
q
N , we can estimate ‖Bk(eq)‖2

1 by

‖Bk(eq)‖2
1 = ‖Bk(uqN − ū

q
N) +Bk(ēqN) +Bk(eqΠ)‖2

1

≤ CC2k
0 δt2k + CC2k

Π N2k(2−m) + C‖Bk(ēqN)‖2
1 + C‖u(tq)‖2

mN
2−2m.

(4.52)
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Combining (4.44 )-(4.52 ) and dropping some unnecessary terms, we arrive at

k∑
i,j=1

gij(∇ēq+1+i−k
N ,∇ēq+1+j−k

N )−
k∑

i,j=1
gij(∇ēq+i−k

N ,∇ēq+j−k
N ) + δt(ν2 − 10ε)‖∆ēq+1

N ‖2

≤ δt(ντ
2
k

2 + 10ε)‖∆ēqN‖2 + C(ε)δt‖Bk(ēqN)‖2
1 + C(ε)δt‖Bk(ēqN)‖2

1‖Bk(eqN)‖2
2

+ C(ε)δt2k
∫ tq+1

tq+1−k
(‖∂

ku

∂tk
(s)‖2

2 + ‖∂
k+1u

∂tk+1 (s)‖2)ds

+ C(ε)C2k
0 δt2k+1(1 + ‖Bk(eq)‖2

2) + δtC(ε)C2k
Π N2k(2−m)(1 + ‖Bk(eq)‖2

2)

+ δtC(ε)‖u(tq)‖2
mN

2−2m(1 + ‖Bk(eq)‖2
2).

(4.53)

Since τk < 1, we can choose ε small enough such that

ν

2 − 10ε > ντ 2
k

2 + 10ε+ ν(1− τ 2
k )

4 , (4.54)

and then taking the sum of (4.53 ) on q from k− 1 to n, noting that G = (gij) is a symmetric

positive definite matrix with minimum eigenvalue λG, we obtain:

λG‖∇ēn+1
N ‖2 + δtν(1− τ 2

k )
4

n+1∑
q=0
‖∆ēqN‖2

≤
k∑

i,j=1
gij(∇ēn+1+i−k

N ,∇ēn+1+j−k
N ) + δtν(1− τ 2

k )
4

n+1∑
q=0
‖∆ēqN‖2

≤ Cδt
n∑
q=0
‖ēqN‖2

1(‖Bk(eq)‖2
2 + 1)

+ Cδt2k
( ∫ T

0
(‖∂

ku

∂tk
(s)‖2

2 + ‖∂
k+1u

∂tk+1 (s)‖2)ds+ C2k
0 (T + δt

n∑
q=0
‖Bk(eq)‖2

2)
)

+ C
(
C2k

Π N2k(2−m) +N2−2m
)(
T + δt

n∑
q=0
‖Bk(eq)‖2

2

)
.

(4.55)
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Noting that (4.39 ) and (4.40 ) imply δt∑n
q=0 ‖Bk(eq)‖2

2 < CH2 for some constant CH2 depends

only on the exact solution u. Applying the discrete Gronwall Lemma 4.4.2 to (4.55 ), we

obtain

‖ēn+1
N ‖2

1 + δt
n+1∑
q=0
‖ēqN‖2

2

≤ C exp
(
CH2 + 1)

)
δt2k

∫ T

0
(‖∂

ku

∂tk
(s)‖2

2 + ‖∂
k+1u

∂tk+1 (s)‖2)ds

+ C exp
(
CH2 + 1)

)
(δt2kC2k

0 + C2k
Π N2k(2−m) +N2−2m)(T + CH2)

≤ C1(1 + C2k
0 )δt2k + C1(C2k

Π N2k(2−m) +N2−2m),

(4.56)

where C1 is independent of δt, C0, CΠ, and can be defined as

C1 := C exp(CH2 + 1) max
( ∫ T

0
(‖∂

ku

∂tk
(s)‖2

2 + ‖∂
k+1u

∂tk+1 (s)‖2)ds, 1, T + CH2

)
. (4.57)

Therefore, (4.56 ) implies

‖ēn+1
N ‖2

1, δt
n+1∑
q=0
‖ēqN‖2

2 ≤ C1(1 + C2k
0 )δt2k + C1(C2k

Π N2k(2−m) +N2−2m). (4.58)

Since ēq = ēqN + ēqΠ, it follows from the triangle inequality that

‖ēn+1‖2
1 ≤ C1(1 + C2k

0 )δt2k + C1(C2k
Π N2k(2−m) +N2−2m) + CN2(1−m), (4.59)

and

δt
n+1∑
q=0
‖ēq‖2

2 ≤ C1(1 + C2k
0 )δt2k + C1(C2k

Π N2k(2−m) +N2−2m) + CN2(2−m). (4.60)

Combining (4.40 ), (4.59 ) and (4.60 ), we find that, under the condition (4.35 ) and m ≥ 3, we

have

‖ūn+1
N ‖2

1, δt
n+1∑
q=0
‖ūqN‖2

2 ≤ C1(1 + C2k
0

1
22k(k+2)C2k2

0
) + C1(C2k

Π 2−4k(k+1)C−4k2

Π + 1) + C

≤ 4C1 + C := C̄.

(4.61)
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Step 3: Estimate for |1− ξn+1|. It follows from (4.24b ) that the equation for {sj} can

be written as

sq+1 − sq = δtν
(
‖∆u(tq+1)‖2 − rq+1

E(ūq+1
N ) + 1

‖∆ūq+1
N ‖2

)
+ Tq, ∀q ≤ n, (4.62)

where Tq is the truncation error

Tq = r(tq)− r(tq+1) + δtrt(tq+1) =
∫ tq+1

tq
(s− tq)rtt(s)ds. (4.63)

Taking the sum of (4.62 ) for q from 0 to n, and noting that s0 = 0, we have

sn+1 = δtν
n∑
q=0

(
‖∆u(tq+1)‖2 − rq+1

E(ūq+1
N ) + 1

‖∆ūq+1
N ‖2

)
+

n∑
q=0

Tq, (4.64)

We bound the righthand side of (4.64 ) as follows. By direct calculation, we have

rtt =
∫

Ω
((∇u)2

t +∇u(∇u)tt)dx, (4.65)

then from (4.63 ), we have

|Tq| ≤ Cδt
∫ tq+1

tq
|rtt|ds ≤ Cδt

∫ tq+1

tq
(‖ut‖2

1 + ‖utt‖2
1)ds, ∀q ≤ n.

By triangular inequality,

∣∣∣‖∆u(tq+1)‖2 − rq+1

E(ūq+1
N ) + 1

‖∆ūq+1
N ‖2

∣∣∣
≤ ‖∆u(tq+1)‖2

∣∣∣1− rq+1

E(ūq+1
N ) + 1

∣∣∣+ rq+1

E(ūq+1
N ) + 1

∣∣∣‖∆u(tq+1)‖2 − ‖∆ūq+1
N ‖2

∣∣∣
:= Kq

1 +Kq
2 .

(4.66)
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It follows from (4.40 ) and Theorem 4.3.1 that

Kq
1 ≤ C

∣∣∣1− rq+1

E(ūq+1
N ) + 1

∣∣∣
= C

∣∣∣ r(tq+1)
E[u(tq+1)] + 1 −

rq+1

E[u(tq+1)] + 1
∣∣∣+ C

∣∣∣ rq+1

E[u(tq+1)] + 1 −
rq+1

E(ūq+1
N ) + 1

∣∣∣
≤ C

(
|E[u(tq+1)]− E(ūq+1

N )|+ |sq+1|
)
, ∀q ≤ n,

(4.67)

and it follows from (4.40 ) and Theorem 4.3.1 that

Kq
2 ≤ C

∣∣∣‖∆ūq+1
N ‖2 − ‖∆u(tq+1)‖2

∣∣∣
≤ C‖∆ūq+1

N −∆u(tq+1)‖(‖∆ūq+1‖+ ‖∆u(tq+1)‖)

≤ C‖∆ūq+1
N ‖‖∆ēq+1‖+ C‖∆ēq+1‖, ∀q ≤ n.

(4.68)

We derive from the definition of E(u) that

|E(u(tq+1))−E(ūq+1
N )| ≤ 1

2(‖∇u(tq+1)‖+‖∇ūq+1
N ‖)‖∇u(tq+1)−∇ūq+1

N ‖ ≤ C‖∇ēq+1‖. (4.69)

It follows from (4.60 ), (4.61 ) and the Cauchy-Schwarz inequality that

δt
n∑
q=0
‖∆ūq+1

N ‖‖∆ēq+1‖ ≤
(
δt

n∑
q=0
‖∆ūq+1‖2δt

n∑
q=0
‖∆ēq+1‖2

)1/2

≤ C
√
C1(1 + C2k

0 )δt2k + C1(C2k
Π N2k(2−m) +N2−2m) +N2(2−m).

(4.70)
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Now, we are ready to estimate sn+1. Combining the estimates obtained above, (4.64 ) leads

to

|sn+1| ≤ δtν
n∑
q=0

∣∣∣‖∇u(tq+1)‖2 − rq+1

E(ūq+1) + 1‖∇ū
q+1
N ‖2

∣∣∣+ n∑
q=0
|T q|

≤ Cδt
n∑
q=0
|sq+1|+ Cδt

n∑
q=0
‖ēq+1‖2 + Cδt

n∑
q=0
‖∆ūq+1

N ‖‖∆ēq+1‖

+ Cδt
∫ tn+1

0
(‖ut‖2

1 + ‖utt‖2
1)ds

≤ C
√
C1(1 + C2k

0 )δt2k + C1(C2k
Π N2k(2−m) +N2−2m) +N2(2−m)

+ Cδt
n∑
q=0
|sq+1|+ Cδt.

(4.71)

Finally, applying Theorem 4.4.1 on (4.71 ) with δt < 1
2C , we obtain the following estimate for

sn+1:

|sn+1| ≤ C exp((1− δtC)−1)
(√

C1(1 + C2k
0 )δt2k + C1(C2k

Π N2k(2−m) +N2−2m) +N2(2−m) + δt
)

≤ C2
(√

C1(1 + C2k
0 )δt2k + C1(C2k

Π N2k(2−m) +N2−2m) +N2(2−m) + δt
)

≤ C2δt
k
√
C1(1 + C2k

0 ) + C2

√
C1(C2k

Π N2k(2−m) +N2−2m) +N2(2−m) + C2δt,

(4.72)

where C2 := C exp(2) is independent of δt and C0. then δt < 1
2C can be guaranteed by

δt <
1
C2
. (4.73)

Thanks to (4.58 ), (4.67 ), (4.69 ), (4.72 ) and m ≥ 3 , we have

|1− ξn+1| ≤ C
(
|E[u(tn+1)]− E(ūn+1)|+ |sn+1|

)
≤ C(‖∇ēn+1‖+ |sn+1|)

≤ C
√
C1(1 + C2k

0 )δt2k + C1(C2k
Π N2k(2−m) +N2−2m) + CN2(1−m)

+ C2δt
k
√
C1(1 + C2k

0 ) + C2

√
C1(C2k

Π N2k(2−m) +N2−2m) +N2(2−m) + C2δt

≤ C3δt(
√

1 + C2k
0 δtk−1 + 1) + C3N

2−m
(√

C2k
Π N (4−2m)(k−1) +N−2 + 1

)
,

(4.74)
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where the constant C3 is independent of C0, CΠ , δt and N . Without loss of generality, we

assume C3 > max{C1, C2, 1} to simplify the proof below.

For the cases k = 2, 3, 4, 5, we choose C0 = 2C3 and δt ≤ 1
1+Ck0

to obtain

C3(
√

1 + C2k
0 δtk−1 + 1) ≤ C3[(1 + Ck

0 )δt+ 1] ≤ 2C3 = C0, (4.75)

and since m ≥ 3, we can choose CΠ = 3C3 and N ≥ Ck
Π + 1 to obtain

C3
(√

C2k
Π N (4−2m)(k−1) +N−2 + 1

)
≤ C3[Ck

ΠN
2−m + 2] ≤ 3C3 = CΠ. (4.76)

For the case k = 1, since ηn+1
1 = 1− (1− ξn+1)2, we choose C0 = 2C3 and δt ≤ 1

1+C2
0

so

that

C3(
√

1 + C4
0δt+ 1) ≤ C3[(1 + C2

0)δt+ 1] ≤ 2C3 = C0,

and since m ≥ 3, we choose CΠ = 3C3 and N ≥ C2
Π + 1 to obtain

C3
(√

C4
ΠN

(4−2m) +N−2 + 1
)
≤ C3[C2

ΠN
2−m + 2] ≤ 3C3 = CΠ. (4.77)

To summarize, combining the above with (4.74 ), we derive from (4.74 ) that

|1− ξn+1| ≤ C0δt+ CΠN
2−m

under the conditions

δt ≤ 1
1 + 2k+2Ck+1

0
, , N ≥ 2k+2Ck+1

Π + 1 1 ≤ k ≤ 5. (4.78)

Note that the above implies (4.35 ), and with C3 > max{C1, C2, 1}, it also implies (4.73 ).

The induction process for (4.31 ) is complete.

We derive from (4.24d ) and (4.61 ) that

‖un+1
N − ūn+1

N ‖2
1 ≤ |ηn+1

k − 1|2‖ūn+1
N ‖2

1 ≤ |ηn+1
k − 1|2C, (4.79)

113



and

δt
n∑
q=0
‖uq+1

N − ūq+1
N ‖2

2 ≤ δt
n∑
q=0
|ηq+1
k − 1|2‖ūq+1

N ‖2
2

≤ max
q
|ηq+1
k − 1|2δt

n∑
q=0
‖ūq+1

N ‖2
2

≤ max
q
|ηq+1
k − 1|2C.

(4.80)

On the other hand, we derive from (4.31 ) that

|ηq+1
1 − 1| ≤ 22C2

0δt
2 + 22C2

ΠN
2(2−m), ∀q ≤ n k = 1, (4.81a)

|ηq+1
k − 1| ≤ 2kCk

0 δt
k + 2kCk

ΠN
k(2−m), ∀q ≤ n k = 2, 3, 4, 5. (4.81b)

Therefore, we derive from (4.59 ), (4.60 ), (4.79 ), (4.80 ), (4.81 ) and the triangle inequality

that

‖en+1‖2
1 ≤ ‖ēn+1‖2

1 + ‖un+1
N − ūn+1

N ‖2
1,

and

‖eq+1‖2
2 ≤ ‖ēq+1‖2

2 + ‖uq+1
N − ūq+1

N ‖2
2, ∀q ≤ n,

under the condition (4.78 ) on δt and N . The proof is now complete since we already proved

(4.59 ) and (4.60 ).

Using exactly the same procedure above without the spatial discretization, we can prove

the following result for the semi-discrete schemes (4.16 ). Let d = 2, T > 0, u0 ∈ V ∩H2
p and

u be the solution of (4.1 ). We assume that ūi and ui (i = 1, · · · , k − 1) are computed with

a proper initialization procedure such that for (i = 1, · · · , k − 1),

‖ūi − u(ti)‖1, ‖ui − u(ti)‖1 = O(δtk); ‖ūi − u(ti)‖2, ‖ui − u(ti)‖2 = O(δtk), i = 1, 2, 3, 4, 5.

Let ūn+1 and un+1 be computed with the k−th order scheme (4.16 ) (1 ≤ k ≤ 5), and

ηn+1
1 = 1− (1− ξn+1)2, ηn+1

k = 1− (1− ξn+1)k (k = 2, 3, 4, 5).
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Then for n+ 1 ≤ T/δt and δt ≤ 1
1+2k+2Ck+1

0
, we have

‖ūn − u(·, tn)‖2
1, ‖un − u(·, tn)‖2

1 ≤ Cδt2k,

and

δt
n∑
q=0
‖ūq+1 − u(·, tq+1)‖2

2, δt
n∑
q=0
‖uq+1 − u(·, tq+1)‖2

2 ≤ Cδt2k.

where the constants C0 and C are dependent on T, Ω, the k× k matrix G = (gij) in Lemma

4.4.3 and the exact solution u, but are independent of δt.

4.4.3 Error analysis for the velocity in 3D

In the three-dimensional case, it is no longer possible to obtain the global estimates (4.37 ),

(4.38 ) and (4.39 ) as in the two-dimensional case. Instead, we shall derive local estimates in

analogy to the local existence of strong solution for the 3-D Navier-Stokes equations.

Theorem 4.4.6. Let d = 3, T > 0, u0 ∈ V ∩Hm
p with m ≥ 3. We assume that (4.1 ) admits

a unique strong solution u in C([0, T ];H1
p )∩L2(0, T ;H2

p ). We assume (4.29 ) as in Theorem

2, and let ūn+1
N and un+1

N be computed using the kth-order scheme (4.24 ) (1 ≤ k ≤ 5), and

ηn+1
1 = 1− (1− ξn+1)2, ηn+1

k = 1− (1− ξn+1)k (k = 2, 3, 4, 5).

Then, there exits T∗ > 0 such that for 0 < T < T∗, n + 1 ≤ T/δt and δt ≤ 1
1+2k+2Ck+1

0
,

N ≥ 2k+2Ck+1
Π + 1, we have

‖ūnN − u(·, tn)‖2
1, ‖unN − u(·, tn)‖2

1 ≤ Cδt2k + CN2(1−m), (4.82)

and

δt
n∑
q=0
‖ūq+1

N − u(·, tq+1)‖2
2, δt

n∑
q=0
‖uq+1

N − u(·, tq+1)‖2
2 ≤ Cδt2k + CN2(2−m), (4.83)

where the constants C0, CΠ, C are dependent on T, Ω, the k× k matrix G = (gij) in Lemma

4.4.3 and the exact solution u, but are independent of δt and N .
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Proof. The proof follows essentially the same procedure as the proof for Theorem 4.4.5 .

However, since we only has the weak version of the stability in Theorem 1 and (4.8 ) is

not valid when d = 3, we can only get a local version of (4.37 ) and (4.38 ). To simplify the

presentation, we shall only point out below the main differences with the proof for Theorem

4.4.5 .

With u0 ∈ Hm
p and the existence of a unique strong solution u in C([0, T ];H1

p ) ∩

L2(0, T ;H2
p ), regularity results in [75 ], [82 ] imply that (4.30 ) is also valid in the three-

dimensional case.

In Step 1, we still assume (4.32 ) holds and choose δt and N satisfies (4.35 ). Let vN =

−∆ūn+1 + τk∆ūn in (4.24a ), it follows from Lemma 4.4.3 that

k∑
i,j=1

gij(∇ūq+1+i−k
N ,∇ūq+1+j−k

N )−
k∑

i,j=1
gij(∇ūq+i−k

N ,∇ūq+j−k
N )

+ ‖
k∑

i=0
δi∇ūq+1+i−k

N ‖2 + δtν‖∆ūq+1
N ‖2

= δtν(∆ūq+1
N , τk∆ūqN) + δt(A

(
(Bk(uqN) · ∇)Bk(uqN)

)
,−∆ūq+1

N + τk∆ūqN).

(4.84)

We now bound the right hand side of (4.84 ). Note that (4.35 ) implies

1
2 < 1− (δt

k−1

4 + Nk(2−m)+1

4 ) ≤ |ηqk| ≤ 1 + δtk−1

4 + Nk(2−m)+1

4 < 2, ∀q ≤ n.

First, we have

|δtν(∆ūq+1
N , τk∆ūqN)| ≤ δt

ν

2‖∆ū
q+1
N ‖2 + δt

ντk
2 ‖∆ū

q
N‖2. (4.85)
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Next, it follows from (4.9 ) that

|(A
(
(Bk(uqN) · ∇)Bk(uqN)

)
,−∆ūq+1

N + τk∆ūqN)|

≤ C‖Bk(uqN)‖1‖Bk(∇uqN)‖1/2‖ −∆ūq+1
N + τk∆ūqN‖

≤ C‖Bk(uqN)‖1‖Bk(uqN)‖1/2
1 ‖Bk(uqN)‖1/2

2 ‖ −∆ūq+1
N + τk∆ūqN‖

≤ C(ε)‖Bk(uqN)‖3
1‖Bk(uqN)‖2 + ε‖ −∆ūq+1

N + τk∆ūqN‖2

≤ C(ε)‖Bk(uqN)‖6
1 + ε‖Bk(uqN)‖2

2 + 2ε‖∆ūq+1
N ‖2 + 2ε‖∆ūqN‖2.

(4.86)

Now, combining (4.84 )-(4.86 ) and noting that uqN = ηqkū
q
N , we find after dropping some

unnecessary terms that

k∑
i,j=1

gij(∇ūq+1+i−k
N ,∇ūq+1+j−k

N )−
k∑

i,j=1
gij(∇ūq+i−k

N ,∇ūq+j−k
N ) + δt(ν2 − 2ε)‖∆ūq+1

N ‖2

≤ δt(ντk2 + 2ε)‖∆ūqN‖2 + εδt‖Bk(uqN)‖2
2 + C(ε)δt‖Bk(uqN)‖6

1

≤ δt(ντk2 + 2ε)‖∆ūqN‖2 + 22εδt‖Bk(ūqN)‖2
2 + 26C(ε)δt‖Bk(ūqN)‖6

1

(4.87)

Taking the sum of (4.87 ) for q from k − 1 to n − 1, noting that G = (gij) is a symmetric

positive definite matrix with the minimum eigenvalue λG and τk < 1, we can choose ε small

enough such that:

λG‖ūnN‖2
1 + δtν(1− τk)

4

n∑
q=0
‖∆ūqN‖2

≤
k∑

i,j=1
gij(∇ūn+i−k,∇ūn+j−k) + δtν(1− τk)

4

n∑
q=0
‖∆ūqN‖2

≤ Cδt
n−1∑
q=0
‖ūqN‖6

1 +M0,

where M0 > 0 is a constant only depends on ū0
N , ..., ū

k
N , gij. If we define φ as φ(x) = x6 and

let

0 < T∗ <
∫ ∞
M0

dz/φ(z), (4.88)
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then Theorem 4.4.4 implies that there exist C∗ > 0 independent of δt such that

‖ūnN‖2
1 + δt

n∑
q=0
‖∆ūqN‖2 ≤ C∗, ∀n < T∗/δt. (4.89)

With (4.89 ) holds true, we can then prove (4.82 ) and (4.83 ) by following the same procedures

in Step 2 and Step 3 in the proof of Theorem 4.4.5 .

Similarly, we can prove the following result for the semi-discrete scheme (4.16 ). Let d = 3,

T > 0, u0 ∈ V ∩Hm
p with m ≥ 3. We assume that (4.1 ) admits a unique strong solution u

in C([0, T ];H1
p ) ∩ L2(0, T ;H2

p ). We assume (4.29 ) as in Theorem 2, and let ūn+1 and un+1

be computed using the kth-order schemes (4.16 ), and

ηn+1
1 = 1− (1− ξn+1)2, ηn+1

k = 1− (1− ξn+1)k (k = 2, 3, 4, 5).

Then, there exits T∗ > 0 such that for 0 < T < T∗, n + 1 ≤ T/δt and δt ≤ 1
1+2k+2Ck+1

0
, we

have

‖ūn − u(·, tn)‖2
1, ‖un − u(·, tn)‖2

1 ≤ Cδt2k,

and

δt
n∑
q=0
‖ūq+1 − u(·, tq+1)‖2

2, δt
n∑
q=0
‖uq+1 − u(·, tq+1)‖2

2 ≤ Cδt2k,

where T∗ is defined in (4.88 ), the constants C0, CΠ, C are dependent on T∗, Ω, the k × k

matrix G = (gij) in Lemma 4.4.3 and the exact solution u, but are independent of δt.

4.4.4 Error analysis for the pressure

With the established error estimates for the velocity u, the error estimate for the pressure

p can be derived directly from (4.17 ) or (4.25 ).

We denote

enpN := pnN − ΠNp(·, tn), enpΠ := ΠNp(·, tn)− p(·, tn), and enp = enpN + enpΠ

.
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Theorem 4.4.7. Under the same assumptions as in Theorem 4.4.5 and Theorem 4.4.6 ,

we have

‖pn+1
N − p(·, tn+1)‖2 ≤

 Cδt2k + CN2(1−m), ∀n ≤ T/δt, d = 2,

Cδt2k + CN2(1−m), ∀n ≤ T∗/δt, d = 3.
(4.90)

and

δt
n∑
q=0
‖∇(pn+1

N − p(·, tn+1))‖2 ≤

 Cδt2k + CN2(2−m), ∀n ≤ T/δt, d = 2,

Cδt2k + CN2(2−m), ∀n ≤ T∗/δt, d = 3.
(4.91)

where pn+1
N is computed from (4.25 ), T∗ is defined in (4.88 ) and C is a constant independent

of δt and N .

Proof. From (4.25 ), we can write down the error equation for pn+1
N as

(
∇eq+1

p ,∇vN
)

=
(
uq+1
N · ∇uq+1

N − u(tq+1) · ∇u(tq+1),∇vN
)
, ∀vN ∈ SN , ∀q + 1 ≤ n. (4.92)

To prove (4.90 ), we set vN = ∆−1eq+1
pN in (4.92 ) to obtain

‖eq+1
pN ‖2 =

(
uq+1
N · ∇[uq+1

N − u(tq+1)],∆− 1
2 eq+1
pN

)
−
(

[u(tq+1)− uq+1
N ] · ∇u(tq+1),∆− 1

2 eq+1
pN

) (4.93)

We can bound the righthand side of (4.93 ) by using (4.10 ), the stability result Theorem 4.3.1 

and error analysis for the velocity, namely, we can obtain

∣∣∣∣(uq+1
N · ∇[uq+1

N − u(tq+1)],∆− 1
2 eq+1
pN

)∣∣∣∣ ≤ C(ε)‖uq+1
N ‖2

1‖‖eq+1‖2
1 + ε‖∇eq+1

pN ‖2

≤ C(ε)(δt2k +N2(1−m)) + ε‖eq+1
pN ‖2;

(4.94)

and
∣∣∣∣− ([u(tq+1)− uq+1

N ] · ∇u(tq+1),∆− 1
2 eq+1
pN

)∣∣∣∣ ≤ C(ε)‖u(tq+1)‖2
1‖‖eq+1‖2

1 + ε‖∇eq+1
pN ‖2

≤ C(ε)(δt2k +N2(1−m)) + ε‖eq+1
pN ‖2;

(4.95)
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Combining (4.93 )-(4.95 ) with ε = 1
4 we obtain

‖eq+1
pN ‖2 ≤ Cδt2k + CN2(1−m), ∀q ≤ n. (4.96)

To prove (4.91 ), we set vN = eq+1
pN in (4.92 ) to obtain

‖∇eq+1
pN ‖2 =

(
uq+1
N · ∇[uq+1

N − u(tq+1)],∇eq+1
pN

)
−
(

[u(tq+1)− uq+1
N ] · ∇u(tq+1),∇eq+1

pN

) (4.97)

Again, we can bound the righthand side of (4.97 ) in a similar fashion as in (4.94 )-(4.95 ),

namely, we can obtain

∣∣∣∣(uq+1
N · ∇[uq+1

N − u(tq+1)],∇eq+1
pN

)∣∣∣∣ ≤ C(ε)‖uq+1
N ‖2

1‖‖eq+1‖2
2 + ε‖∇eq+1

pN ‖2

≤ C(ε)‖eq+1‖2
2 + ε‖∇eq+1

pN ‖2;
(4.98)

and
∣∣∣∣− ([u(tq+1)− uq+1

N ] · ∇u(tq+1),∇eq+1
pN

)∣∣∣∣ ≤ C(ε)‖u(tq+1)‖2
2‖‖eq+1‖2

1 + ε‖∇eq+1
pN ‖2

≤ C(ε)(δt2k +N2(1−m)) + ε‖∇eq+1
pN ‖2;

(4.99)

Combining (4.97 )-(4.99 ) with ε = 1
4 , we obtain

‖∇eq+1
pN ‖2 ≤ C‖eq+1‖2

2 + Cδt2k + CN2(1−m), ∀q ≤ n. (4.100)

Taking the sum of (4.53 ) for q from 0 to n and multiplying δt on both sides, we arrive at

δt
n∑
q=0
‖∇eq+1

pN ‖2 ≤ Cδt
n∑
q=0
‖eq+1‖2

2 + Cδt2k + CN2(1−m). (4.101)

Now, with the estimates on ‖en‖2
2 in Theorem 4.4.5 or Theorem 4.4.6 , (4.101 ) leads to

δt
n∑
q=0
‖∇eq+1

pN ‖2 ≤ Cδt2k + CN2(2−m). (4.102)
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Finally, we can obtain (4.90 ) and (4.91 ) from (4.96 ), (4.102 ) and

‖∇eqpΠ‖2 ≤ CN2(1−m).

Similarly, we can derive the following results for the semi-discrete scheme (4.16 ).

Under the same assumptions as in Corollary 1 and Corollary 2, we have

‖pn+1 − p(·, tn+1)‖2 ≤

 Cδt2k, ∀n ≤ T/δt, d = 2,

Cδt2k, ∀n ≤ T∗/δt, d = 3.

and

δt
n∑
q=0
‖∇(pq+1 − p(·, tn+1))‖2 ≤

 Cδt2k, ∀n ≤ T/δt, d = 2,

Cδt2k, ∀n ≤ T∗/δt, d = 3.

where pn+1 is computed from (4.17 ), T∗ is defined in (4.88 ) and C is a constant independent

of δt.

4.5 Conclusion of this chapter

We considered numerical approximation of the incompressible Navier-Stokes equations

with periodic boundary conditions for which the pressure can be explicitly eliminated, allow-

ing us to construct very efficient IMEX type schemes using Fourier-Galerkin approximation

in space. Our high-order semi-discrete-in-time and fully discrete IMEX schemes are based

on a scalar auxiliary variable (SAV) approach which enables us to derive uniform bounds

for the numerical solution without any restriction on time step size. We also take advantage

of an additional energy dissipation law (4.7 ), which is only valid for the two-dimensional

Navier-Stokes equations with periodic boundary conditions, leading to a uniform bound in

H1-norm, instead of the usual L2-norm. By using these uniform bounds and a delicate

induction process, we derived global error estimates in l∞(0, T ;H1) ∩ l2(0, T ;H2) in the

two dimensional case as well as local error estimates in l∞(0, T ;H1) ∩ l2(0, T ;H2) in the

three dimensional case for our semi-discrete-in-time and fully discrete IMEX schemes up
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to fifth-order. We also validated our schemes with manufactured exact solutions and with

the double shear layer problem. Our numerical results for the double shear layer problem

indicate that the SAV approach can effectively prevent numerical solution from blowing up,

and that higher-order schemes are preferable for flows with complex structures such as the

double shear layer problem with thin layers.

To the best of our knowledge, our numerical schemes are the first unconditionally stable

high-order IMEX type schemes for Navier-Stokes equations without any restriction on time

step size, and our error estimates are the first for any IMEX type scheme for the Navier-

Stokes equations in the three-dimensional case.

While the stability results can be extended to similar schemes for the Navier-Stokes equa-

tions with non-periodic boundary conditions, it is non trivial to carry out the corresponding

error analysis which will be left as a subject of future endeavor.
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5. POSITIVITY/BOUND PRESERVING SAV SCHEMES:

WITH APPLICATION TO SECOND ORDER EQUATION

In this chapter, we apply new SAV approach to construct high-order, linear, positivity/bound

preserving and unconditionally energy stable schemes for general dissipative systems whose

solutions are positivity/bound preserving. The method is based on applying a new SAV

approach to the transformed system with a suitable functional transformation. In particular,

we applied this method to the Poisson-Nernst-Planck equation and the Keller-Segel equation.

Most of the results in this chapter are extracted from [83 ].

5.1 Introduction

For the PNP equations, a quite complicated entropy-based scheme with regularized free

energy is constructed in [84 ] along with rigorous numerical analyses for a set of finite-

element approximations; a mass-conservative finite difference scheme is constructed in [85 ];

an arbitrary-order energy dissipative schemes are constructed using a discontinuous Galerkin

(DG) method for 1-D PNP systems [86 ]; and most recently a fully discrete positivity-

preserving and energy-dissipative finite difference scheme is developed in [87 ]. On the other

hand, there exists a large number of numerical work for the PNP equations in the electric

and medical engineering literature, see, for examples, [88 ]–[90 ] and the references therein.

For the Keller-Segel equations and related models, a finite volume scheme is developed

with convergence proof in [91 ]; a second-order positivity preserving central-upwind scheme

is constructed in [92 ] (see also [93 ], [94 ]); finite volume methods for a Keller-Segel system

are considered with discrete energy dissipation and error estimates in [95 ]; and a positivity-

preserving and asymptotic preserving method is constructed for a reformulated Keller-Segel

system in [96 ] [95 ], [97 ]. We refer to the aforementioned papers and the references therein

for more details on existing numerical schemes for Keller-Segel equations.

Some of these numerical schemes preserve positivity and/or some form of energy dissi-

pation under certain conditions and specific spatial discretization. Oftentimes one needs to

solve nonlinear systems at each time step. Very recently, an interesting approach is proposed
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to construct unconditionally energy stable and positivity/bound preserving for Keller-Segel

equations in [98 ] and for PNP equations in [99 ]. However, these schemes require solving, at

each time step, a nonlinear system which is a unique minimizer of a strictly convex functional.

The question we would like to address in this chapter is: for PDEs which preserve positivity

or bound and satisfy an energy dissipation law, how to construct numerical schemes which

are linear, positivity/bound preserving and unconditionally energy stable for any consistent

spatial discretization?

The recently proposed scalar auxiliary variable (SAV) approach [1 ], [20 ] is a powerful

tool to design unconditionally energy stable, linear schemes to a large class of gradient flows,

and has been applied successfully to many challenging problems. However, it does not have

mechanism to preserve bounds or positivity. On the other hand, a common strategy to

enforce solutions to preserve bounds or positivity is to use a suitable function transform.

A drawback of this approach is that the transformed equation becomes very complicated

that it is very difficult to construct efficient and energy stable schemes for the transformed

equation.

In this chapter, we propose a new class of bound/positivity preserving and energy stable

schemes by combining the SAV approach and the function transform approach:

• make a suitable function transform to ensure positivity or bound preserving;

• use a recently proposed SAV approach [13 ] to design linear and unconditionally energy

stable schemes for the transformed equation.

Our new schemes will enjoy the following remarkable properties:

• it can be used with high-order semi-implicit (i.e., IMEX) schemes;

• it is positivity or bound preserving;

• it is unconditionally energy dissipative;

• it only requires solving one set (instead of two in the original SAV approach) decou-

pled linear equations with constant coefficients at each time step, so the coding and

computational complexity is similar to that of semi-implicit schemes;
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• for problems with mass conservation as in PNP and KS equations, it also conserves

mass.

5.2 Positivity/bound preserving SAV schemes for second order nonlinear sys-
tems

In order to clearly describe our idea, we consider a semi-linear or quasilinear parabolic

system in the form

∂u

∂t
−∆u+ g(u) = 0, (5.1)

with either periodic or homogeneous Neumann boundary condition, where g(u) is a nonlinear

function. The following discussions are still valid if we replace −∆ in (5.1 ) with more general

or higher-order linear elliptic operators.

We assume that the above system satisfies a dissipation law in the form

dE(u)
dt

= −
(
Gu, u

)
, (5.2)

where E(u) is a typical energy functional given by

E[u] =
∫

Ω

(1
2Lu · u+ F (u)

)
dx := E0(u) + E1(u), (5.3)

G is a non-negative operator and L is a self-adjoint, linear, non-negative operator.

Note that the above framework includes, as special cases, the L2 gradient flows for which

g(u) = F ′(u) where F (u) is a given nonlinear function, L = −∆ and (Gu, u) = (−∆u +

g(u),−∆u+ g(u)).

Solutions of (5.1 ) is often bound/positivity preserving. It is desirable, and sometimes

necessary such as in the case of PNP and Keller-Segel equations, for the numerical solutions

to be also bound/positivity preserving. While it is possible to construct some fully discrete

numerical methods which preserve the bounds/positivity using finite-differences or piecewise

linear finite-elements for a class of (5.1 ) satisfying a maximum principle, it is in general
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very difficult to construct higher-order finite-elements or spectral methods which preserve

bounds/positivity as well as energy dissipation.

While the SAV approach [1 ] provided a powerful approach to design numerical schemes

which preserve energy dissipation, it does not have mechanism to preserve bounds or posi-

tivity. A common strategy to enforce solutions to preserve bounds or positivity is to use a

suitable function transform. More precisely, given a prescribed range interval I which could

be open, closed or half open, we can construct an invertible mapping T : R → I, and make

the function transform u = T (v) in (5.1 ), leading to

∂v

∂t
−∆v − T ′′(v)

T ′(v) |∇v|
2 + 1

T ′(v)g(T (v)) = 0, (5.4)

with either periodic or homogeneous Neumann boundary condition, since ∂u
∂n

= T ′(v) ∂v
∂n

.

After we solve v from the above, we get u = T (v) whose range is included in I. Two typical

cases are:

• I = (a, b): a suitable choice is T (v) = b−a
2 tanh(v) + b+a

2 so that the range of u = T (v)

is still in I.

• I = (0,∞): a suitable choice is T (v) = exp(v/M), where M is a tunable parameter to

prevent T (v) increases too fast, so that u = T (v) is always positive.

The main difficulty with this transformed approach is that the transformed equation (5.4 ) is

much more complicated than (5.1 ), and it is difficult to design efficient and energy dissipative

schemes. Fortunately, the recently proposed SAV approach [13 ] can provide a satisfactory

solution as we show below.
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As in the usual SAV approach, we introduce a SAV to enforce energy dissipation (5.2 ).

More precisely, we set r(t) =
∫
Ω F (u)dx + C0 with C0 > |E[u0]| so that E(u(·, t)) + C0 > 0,

and expand (5.4 ) with (5.2 ) as

∂v

∂t
−∆v − T ′′(v)

T ′(v) |∇v|
2 + 1

T ′(v)g(T (v)) = 0, (5.5a)

u = T (v), (5.5b)
dE0(u)
dt

+ dr

dt
= −E0(u) + r(t)

E(u)+C0

(
Gu, u

)
, (5.5c)

with r(0) =
∫
Ω F (u(x, 0))dx+C0, it is clear that the above system is equivalent to (5.4 )

with (5.2 ). However, discretizing the above will allow us to easily construct schemes which is

energy dissipative, in addition to bound/positivity prerserving which is built into the system.

We construct below k-th order BDF-Adams-Bashforth SAV schemes for (5.52b ) in a uniform

setting: treat the linear term ∆v implicitly and use Adams-Bashforth extrapolation to deal

with all nonlinear terms.

More precisely, given rn and (uj, vj) for j = n, · · · , n−k+1, we find (vn+1, un+1, rn+1, ξn+1)

such that

αkv
n+1 − Ak(vn)

δt
−∆vn+1 = T ′′(Bk(vn))

T ′(Bk(vn)) |∇Bk(vn)|2 − 1
T ′(Bk(vn))g(Bk(un)), (5.6)

ūn+1 = T (vn+1), (5.7)
1
δt

(1
2

∫
Ω

(Lūn+1 · ūn+1 − Lūn · ūn)dx+ rn+1 − rn
)

= −
1
2
∫
Ω Lūn+1 · ūn+1dx+ rn+1

E[ūn+1]+C0

(
Gūn+1, ūn+1

)
, (5.8)

ξn+1 =
∫

Ω
1
2Lū

n+1 · ūn+1dx+ rn+1

E[ūn+1]+C0
, (5.9)

un+1 = ηn+1
k ūn+1 with ηn+1

k = 1− (1− ξn+1)Ik , Ik =


k + 1, k odd

k, k even
, (5.10)

where the constant αk, operators Ak, Bk are defined by
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BDF1:

α1 = 1, A1(vn) = vn, B1(hn) = hn; (5.11)

BDF2:

α2 = 3
2 , A2(vn) = 2vn − 1

2v
n−1, B2(hn) = 2hn − hn−1; (5.12)

BDF3:

α3 = 11
6 , A3(vn) = 3vn − 3

2v
n−1 + 1

3v
n−2, B3(hn) = 3hn − 3hn−1 + hn−2; (5.13)

BDF4:

α4 = 25
12 , A4(vn) = 4vn−3vn−1+4

3v
n−2−1

4v
n−3, B4(hn) = 4hn−6hn−1+4hn−2−hn−3.

(5.14)

The formulae for k = 5 and k = 6 can be derived similarly.

Several remarks are in oder:

• Since we assume T is invertible, T ′(v) 6= 0 so the above scheme is well defined. The

range of the approximate solution ūn+1 = T (vn+1) is obviously included in I.

• (5.6 ) is a k-th order approximation to (5.5a ) with k-th order BDF for the linear terms

and k-th order Adams-Bashforth extrapolation for the nonlinear terms. Hence, vn+1 is

a k-th order approximation to v(tn+1).

• (5.8 ) is a first-order approximation to (5.5c ). Hence, rn+1 is a first order approximation

to E1(u(·, tn+1)) which implies that ξn+1 is a first order approximation to 1. Hence,

ηn+1
k = 1+O(δt)Ik which implies that both ūn+1 and un+1 are k-th order approximation

of u(tn+1).

• The above scheme can be efficiently implemented as follows:

– determine vn+1 from (5.6 );

– set ūn+1 = T (vn+1);
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– with ūn+1 known, determine rn+1 explicitly from (5.8 ), and compute ξn+1 from

(5.9 );

– update un+1 using (5.10 ), goto the next step.

The main cost is to solve vn+1 from (5.6 ) which is a linear equation with constant

coefficients.

Theorem 5.2.1. Without loss of generality, we assume ab ≤ 0 if I = (a, b). Given ui with

range in I, vi = T−1(ui) and ri for i = 0, 1, . . . , k − 1. The scheme (5.6 )-(5.10 ) admits a

unique solution satisfying the following properties unconditionally:

1. Positivity or bound preserving: i.e., the range of ūn+1 and un+1 is in I.

2. Unconditionally energy dissipation with a modified energy defined by Ēn =
∫

Ω
1
2Lū

n ·

ūndx+ rn: More precisely, if Ēn ≥ 0, we have Ēn+1 ≥ 0 and

Ēn+1 − Ēn ≤ −δt Ēn+1

E[ūn+1]+C0

(
Gūn+1, ūn+1

)
≤ 0. (5.15)

3. Furthermore, if E1(u) =
∫

Ω F (u)dx is bounded from below, then for the k-th order

schemes, there exists constant Mk, such that

(Lun, un)1/2 ≤Mk, ∀n. (5.16)

Proof. By construction, the scheme is obviously positivity or bound preserving for ūn+1.

We derive from (5.8 ) that

Ēn+1 = Ēn/
(
1 + δt

E[ūn+1]+C0
(Gūn+1, ūn+1)

)
.

Hence, if Ēn ≥ 0, we have Ēn+1 ≥ 0, and (5.15 ) follows directly from (5.8 ). It follows from

(5.9 ), (5.15 ) and C0 = E[u0], E[ūn+1] > 0 that

0 < ξn+1 ≤ E[u0] + C0

E[ūn+1] + C0
≤ 2, (5.17)
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which together with (5.10 ) imply

0 < (1− ξn+1)Ik < 1, 0 < ηn+1
k < 1. (5.18)

Hence, the range of un+1 is also in I as un+1 = ηn+1
k ūn+1 for I = (0,∞) or I = (a, b) with

ab ≤ 0.

If E1(u) =
∫

Ω F (u)dx is bounded from below, without loss of generality, we assume

E1(u) > 1. Denote M := Ē[u(·, 0)], then (5.15 ) implies Ēn ≤ M, ∀n. Now, it follows from

(5.9 ) and the assumption of E1(u) > 1 that

|ξn+1| = Ēn+1

E[ūn+1] + C0
≤ 2M

(Lūn+1, ūn+1) + 2 . (5.19)

Since ηn+1
k = 1− (1− ξn+1)Ik , there exists a polynomial Pk of degree Ik − 1 and a constant

Mk > 0 such that

|ηn+1
k | = |ξn+1Pk(ξn+1)| ≤ Mk

(Lūn+1, ūn+1) + 2 . (5.20)

Therefore, by the fact
√
A ≤ A+ 2 for all A ≥ 0, we have

(Lun+1, un+1)1/2 = ηn+1
k (Lūn+1, ūn+1)1/2 ≤Mk. (5.21)

The above scheme can be directly applied to bound/positivity preserving L2 gradient

flows, including in particular the Allen-Cahn equation. In the following two sections, we

shall extend the approach presented in this section to construct positivity preserving and

energy stable schemes for Poisson-Nernst-Planck and Keller-Segel equations for which it is

essential to preserve positivity.

We emphasize that both ūn+1 and un+1 are k-th order approximation to u(·, tn+1).

We only considered the time discretization in this section. However, it is clear from the

proof of the above theorem that, as long as the spatial approximations of G and L are still

positive definite, the results of Theorem 5.2.1 also holds for the fully discrete schemes.
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5.3 Positivity preserving schemes for the Poisson-Nernst-Planck equation

We consider in this section the Poisson-Nernst-Planck (PNP) equation which describes

the dynamics of N species of charged particles driven by Brownian motion and electric field

(cf. [100 ]–[102 ] and the references therein). To simplify the presentation, we will focus on

the two-component system (N = 2). The schemes can be easily extended to more general

PNP system with N components.

5.3.1 Poisson-Nernst-Planck equation

We consider a two-component PNP system in the following form:

∂c1

∂t
= D1∇ · (∇c1 + χ1z1c1∇φ), (5.22a)

∂c2

∂t
= D2∇ · (∇c2 + χ1z2c2∇φ), (5.22b)

−∆φ = χ2(z1c1 + z2c2), (5.22c)

in an open bounded domain Ω ⊂ Rd (d = 1, 2, 3) and supplemented with either periodic

boundary condition, or no flux boundary conditions

∂ci

∂~n
|∂Ω = 0, i = 1, 2; ∂φ

∂~n
|∂Ω = 0. (5.23)

It is also possible to use the Dirichlet boundary condition φ|∂Ω = 0 or a Robin type boundary

condition (αφ+ β ∂φ
∂~n

)|∂Ω = 0.

In the above, the unknown are ci, the density of the i-th species, and φ, the internal

electric potential, Di > 0 is the diffusion constant of the i-th specie (i = 1, 2), zi are the

valence constant and χ1, χ2 are dimensionless parameters. To make the formulas below more

concise, in the following we fix z1 = 1, z2 = −1 and χ1 = χ2 = 1.

131



Using the identity ∇ψ = ψ∇ logψ, we can rewrite (5.22 ) as a Wasserstein gradient flow

∂c1

∂t
= D1∇ · (c1∇ log c1 + c1∇φ), (5.24a)

∂c2

∂t
= D2∇ · (c2∇ log c2 − c2∇φ), (5.24b)

−∆φ = c1 − c2, (5.24c)

with the free energy

E(c1, c2, φ) =
∫

Ω
c1(log c1 − 1) + c2(log c2 − 1) + 1

2 |∇φ|
2dx. (5.25)

Indeed, taking the inner product of (5.24a ) with log c1 + φ and of (5.24b ) with log c2 − φ,

summing them up along with (−∆∂tφ = ∂t(c1− c2), φ), we obtain the following energy law:

dE(c1, c2, φ)
dt

= −
∫

Ω

(
D1 c1|∇(log c1 + φ)|2 +D2 c2|∇(log c2 − φ)|2

)
dx. (5.26)

Note that the form of the free energy, as well as the well-posedness of (5.24 ), requires

c1, c2 > 0. Therefore, it is of critical importance that numerical schemes for the PNP system

preserve positivity.

On the other hand, we also derive from (5.24 ) and (5.23 ) that

d

dt

∫
Ω
cidx = 0, i = 1, 2, (5.27)

i.e., the mass for each component is conserved.

5.3.2 Positivity preserving SAV scheme

As explained in Section 2, we can preserve the positivity using suitable function trans-

forms. Since only c1, c2 are positivity preserving, we only make function transform for c1, c2.

More precisely, we introduce two new functions p1 and p2 through

ci = T (pi) := exp(pi), i = 1, 2, (5.28)
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which implies in particular ci > 0, i = 1, 2.

Substituting (5.28 ) into (5.24a )-(5.24b ), we obtain

∂p1

∂t
= D1(∆p1 + |∇p1|2 +∇p1 · ∇φ+ ∆φ), (5.29a)

∂p2

∂t
= D2(∆p2 + |∇p2|2 −∇p1 · ∇φ−∆φ). (5.29b)

Note that for this transform, we have T ′(pi) = T ′′(pi) = T (pi), so the transformed equations

are not too complicated.

Next we split the free energy E(c1, c2, φ) into the sum of E0(φ) := 1
2(∇φ,∇φ) and

E1(c1, c2) :=
∫

Ω c1(log c1 − 1) + c2(log c2 − 1)dx. It is clear that E1(c1, c2) is convex and

bounded from below in the admissible set D := {(c1, c2) : c1, c2 > 0}, so we assume that for

some C0 > 0,

E1(c1, c2) ≥ −C0 + 1, (5.30)

and define a SAV r(t) = E1(c1, c2) + C0 > 1. Then, the total free energy E and its time

derivative can be rewritten as

E(c1, c2, φ) = 1
2(∇φ,∇φ) + r(t) = E0(φ) + r(t), (5.31a)

dE

dt
= dE0

dt
+ rt. (5.31b)

Denote µ1 = log c1 + φ, µ2 = log c2 − φ, we can reformulate (5.24 ) and (5.26 ) as

∂p1

∂t
= D1(∆p1 + |∇p1|2 +∇p1 · ∇φ+ ∆φ), (5.32a)

∂p2

∂t
= D2(∆p2 + |∇p2|2 −∇p2 · ∇φ−∆φ), (5.32b)

c1 = exp(p1), c2 = exp(p2), (5.32c)

−∆φ = c1 − c2, (5.32d)
dE0

dt
+ rt = − E0(φ) + r(t)

E(c1, c2, φ) + C0

∫
Ω

(
D1 c1|∇µ1|2 +D2 c2|∇µ2|2

)
dx. (5.32e)
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We remark that since the above system is equivalent to the original system (5.24 ), the masses

of ci are still conserved, but that of pi are not.

We now construct k-th order SAV schemes (1 ≤ k ≤ 6) for the above system in a uniform

setting.

Given (cj
i, p

j
i, φ

j, rj, ξj), i = 1, 2, j = n, n− 1, · · · , n− k + 1 such that

∫
Ω
cj

idx =
∫

Ω
c0

i dx, i = 1, 2, j = n, n− 1, · · · , n− k + 1, (5.33)

we determine (cn+1
i , pn+1

i , λn+1
i ), i = 1, 2 and (φn+1, rn+1, ξn+1) as follows:

αkp
n+1
i − Ak(pni )

δt
−Di∆pn+1

i = gi(Bk(pni ), Bk(φn)), i = 1, 2, (5.34)

c̄n+1
i = exp(pn+1

i ), i = 1, 2, (5.35)

λn+1
i

∫
Ω
αkc̄

n+1
i dx−

∫
Ω
Ak(cni )dx = 0, i = 1, 2, (5.36)

cn+1
i = λn+1

i c̄n+1
i , i = 1, 2, (5.37)

−∆φ̄n+1 = cn+1
1 − cn+1

2 , (5.38)
1
δt

(
E0(φ̄n+1)− E0(φ̄n) + rn+1 − rn

)
= − E0(φ̄n+1) + rn+1

E(cn+1
1 , cn+1

2 , φ̄n+1) + C0

∫
Ω

(
D1 c

n+1
1 |∇µn+1

1 |2 +D2 c
n+1
2 |∇µn+1

2 |2
)
dx, (5.39)

ξn+1 = E0(φ̄n+1) + rn+1

E(cn+1
1 , cn+1

2 , φ̄n+1) + C0
, (5.40)

φn+1 = ηn+1
k φ̄n+1 with ηn+1

k = 1− (1− ξn+1)k, (5.41)

together with homogeneous Neumann boundary conditions

∂pn+1
i
∂~n
|∂Ω = 0, i = 1, 2; ∂φ

n+1

∂~n
|∂Ω = 0, (5.42)

where µn+1
1 = log cn+1

1 + φ̄n+1, µn+1
2 = log cn+1

2 − φ̄n+1, αk, Ak and Bk are the same as in the

last section, and

g1(p1, φ) = D1(|∇p1|2 +∇p1 · ∇φ+ ∆φ),

g2(p2, φ) = D1(|∇p2|2 −∇p2 · ∇φ−∆φ).
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Similar to the last section, we have the following remarks:

• Clearly, (5.34 ) is a k-th order semi-implicit scheme for (5.32a )-(5.32b ). We then derive

from (5.35 )-(5.38 ) that λn+1
i is k-th order approximations to 1, cn+1

i and φ̄n+1 are k-th

order approximations to ci(tn+1) and φ(tn+1).

• (5.39 ) is a first-order approximation to (5.32e ), so rn+1 is a first-order approximation to

E1(cn+1
1 , cn+1

2 ) and ξn+1 = 1 +O(δt) which implies that ηn+1
k = 1 +O(δtk). Therefore,

φn+1 is also a k-th order approximation of φ(tn+1).

• The scheme (5.34 )- (5.41 ) can be efficiently implemented by the following steps:

1. solve pn+1
i from (5.34 );

2. compute c̄n+1
1 , c̄n+1

2 from (5.35 ) and compute λn+1
i explicitly from (5.36 );

3. update cn+1
1 , cn+1

2 from (5.37 ) and solve φ̄ from (5.38 );

4. compute rn+1 explicitly from (5.39 ) and then obtain ξn+1 from (5.40 );

5. update φn+1 from (5.41 ), goto next step.

The main computational cost is to solve the linear equations with constant coefficients

in (5.34 ) and (5.38 ).

We have the following results:

Theorem 5.3.1. Given cj
i > 0, pj

i = log cj
i, φj, and rj such that

∫
Ω c

j
idx =

∫
Ω c

0
i dx for i = 1, 2

and j = n, n− 1, . . . , n−k+ 1. The scheme (5.34 )-(5.41 ) admits a unique solution satisfying

the following properties unconditionally:

1. Positivity preserving: cn+1
1 , cn+1

2 > 0.

2. Mass conserving:
∫

Ω c
n+1
i dx =

∫
Ω c

0
i dx for i = 1, 2.

3. Unconditionally energy dissipation with a modified energy defined by Ēn = E0(φ̄n)+rn:

More precisely, if Ēn ≥ 0, we have Ēn+1 ≥ 0, ξn+1 ≥ 0 and

Ēn+1 − Ēn = −ξn+1
∫

Ω

(
D1 c

n+1
1 |∇µn+1

1 |2 +D2 c
n+1
2 |∇µn+1

2 |2
)
dx ≤ 0. (5.43)
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4. There exists constant Mk, such that

√
E0[φn] ≤Mk, ∀n. (5.44)

Proof. From (5.35 ), we obviously have c̄n+1
1 , c̄n+1

2 > 0.

We derive from the assumption that
∫

Ω c
j
idx =

∫
Ω c

0
i dx for i = 1, 2 and j = n, n−1, . . . , n−

k + 1, and the definition of coefficients αk and Ak in section 2 that

∫
Ω
Ak(cni )dx = αk

∫
Ω
c0

i dx.

It then follows from (5.33 ) and (5.36 ) that

αkλ
n+1
i

∫
Ω
c̄n+1

i dx = αk

∫
Ω
c0

i dx, (5.45)

which, along with c̄n+1
i > 0, implies that λn+1

i > 0. Hence, we have cn+1
1 , cn+1

2 > 0, and we

derive from the above and (5.37 ) that
∫

Ω c
n+1
i dx =

∫
Ω c

0
i dx for i = 1, 2.

It follows from (5.39 ) that

E0(φ̄n+1) + rn+1 = E0(φ̄n) + rn

1 + δt

∫
Ω

(
D1 c

n+1
1 |∇µn+1

1 |2+D2 c
n+1
2 |∇µn+1

2 |2
)
dx

E(cn+1
1 ,cn+1

2 ,φ̄n+1)+C0

≥ 0. (5.46)

Therefore, we derive from (5.40 ) that ξn+1 ≥ 0, which, together with (5.39 ), implies (5.43 ).

Denote M := Ē0, then (5.43 ) implies Ēn ≤M, ∀n. It follows from (5.39 ) and (5.30 ) that

|ξn+1| = Ēn+1

E(c1n+1, c2n+1, φ̄n+1) + C0
≤ M

E0(φ̄n+1) + 1
. (5.47)

Since ηn+1
k = 1− (1− ξn+1)k, there exists a polynomial Pk−1 of degree k − 1 and a constant

Mk > 0 such that

|ηn+1
k | = |ξn+1Pk−1(ξn+1)| ≤ Mk

E0(φ̄n+1) + 1
. (5.48)
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Therefore, by the fact that
√
A ≤ A+ 1 for all A ≥ 0, we derive

√
E0[φn+1] = |ηn+1

k |
√
E0[φ̄n+1] ≤Mk.

We emphasize that both c̄n+1
i (resp. φ̄n+1

i ) and cn+1
i (resp. φn+1) are k-th order approxi-

mation to ci(·, tn+1) (resp. φ(·, tn+1)), i = 1, 2.

Obviously, the positivity of ci will be preserved with any spatial approximation of the

schemes (5.34 )-(5.41 ).

It is clear from the proof of the above theorem that the mass conservation and the energy

dissipation (5.43 ) still hold for any fully discrete schemes.

5.4 Bound preserving schemes for the Keller-Segel equation

We first introduce the Keller-Segel equations, followed by the construction of bound

preserving schemes for one particular case of the Keller-Segel equations whose solution is

bound preserving.

5.4.1 Keller-Segel equations

To fix the idea, we consider the following Keller-Segel system with only one organism

and one chemoattractant in a bounded domain Ω:

∂u

∂t
= D

(
γ∆u− χ∇ · (η(u)∇φ)

)
, (5.49a)

τ
∂φ

∂t
= µ∆φ− αφ+ χu, (5.49b)

with either periodic boundary conditions, or no-flux boundary conditions on u and the

Neumann boundary conditions on φ,

γ
∂u

∂~n
− χη(u)∂φ

∂~n
= 0, ∂φ

∂~n
= 0 on ∂Ω. (5.50)

137



Here, the unknown are u, the concentration of the organism, and φ, the concentration of

the chemoattractant. The parameters D, γ, χ, τ, µ, α are all positive. The function η(u) ≥ 0

describes the concentration-dependent mobility. It is a smooth function with η(0) = 0.

The model is a parabolic-parabolic system when τ > 0, and a parabolic-elliptic system

when τ = 0.

The system (5.49 ) with (5.50 ) can be interpreted as a gradient flow about (u, φ). To this

end, we choose f(u) such that f(u) = 1/η(u), and define the free energy

E[u, φ] =
∫

Ω
(γf(u)− χuφ+ µ

2 |∇φ|
2 + α

2φ
2)dx. (5.51)

Then writing ∆u = ∇ ·
(

1
f(u)∇f(u)

)
, we can rewrite (5.49 ) as

∂u

∂t
= D∇ ·

( 1
f(u)∇(γf(u)− χφ)

)
= D∇ ·

( 1
f(u)∇

δE

δu

)
, (5.52a)

τ
∂φ

∂t
= µ∆φ− αφ+ χu = −δE

δφ
. (5.52b)

Taking the inner products of (5.52a ) with δE
δu

, and of (5.52b ) with ∂φ
∂t

, and summing up the

results, we obtain the energy dissipation law:

dE[u(t), φ(t)]
dt

= −
∫

Ω
[D 1
f(u)

(
∇δE
δu

)2
+ τ

(∂φ
∂t

)2
]dx. (5.53)

We now consider several typical choices of η(u) and the corresponding function f(u).

1. The classical Keller-Segel system: η(u) = u. We can choose f(u) = u log u − u with

the domain of definition (0,+∞). In this case, it is known that its solution can blow

up in finite time if the initial mass is large enough [103 ]–[105 ].

2. Keller-Segel system with a bounded mobility: a typical choice [106 ], [107 ] is η(u) = u
1+κu

(κ > 0). In this case, we can choose f(u) = u log u − u + κu2/2 with the domain of

definition (0,+∞).

3. Keller-Segel system with a saturation concentration: η(u) = u(1−u/M), whereM > 0

is the saturation concentration, and the mobility tends to zero when it is near saturation
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[108 ], [109 ]. In this case, we can choose f(u) = u log u + (M − u) log(1 − u/M) with

the domain of definition (0,M).

Hence, the solution of the Keller-Segel system is positivity preserving in cases (i) and (ii),

and bound preserving in case (iii). Furthermore, we observe from (5.49 ) that

d

dt

∫
Ω
udx = 0. (5.54)

To simplify the presentation, we shall only consider the third case where the solution is

bound preserving. For the first and second order cases, the solution is positivity preserving,

so one can construct positivity preserving schemes for these two cases similarly by replacing

the mapping below with Y (v) = exp(v) as in the last section.

5.4.2 Bound preserving SAV schemes

We set η(u) = u(1− u/M) and f(u) = u log u+ (M − u) log(1− u/M), and split E[u, φ]

into two parts as follows

E[u, φ] =
∫

Ω
(γf(u)− χuφ+ α

4φ
2)dx+

∫
Ω

(µ2 |∇φ|
2 + α

4φ
2)dx = E1[u, φ] + E0[φ]. (5.55)

Note that f(u) = u log u+ (M −u) log(1−u/M) implies that u ∈ (0,M). Along with α > 0

and f is strictly convex, it is easy to see that E1 is bounded from below. Hence, there exists

C0 > 0 such that,

E1[u, φ] ≥ −C0 + 1. (5.56)

Due to the form of f(u), it is necessary that the range of numerical solution is also in

(0,M). To this end, we consider the transform

u = T (v) := M

2 tanh(v) + M

2 . (5.57)

As tanh(x) ∈ (−1, 1), ∀x ∈ (−∞,+∞), then for v ∈ (−∞,+∞), we have u ∈ (0,M). Since

φ is not bound preserving, we do not need to transform φ.
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Substituting (5.57 ) into (5.49a ), we obtain the equation for v

∂v

∂t
= Dγ∆v +Dγ

tanh′′(v)
tanh′(v) |∇v|

2 − 2Dχ
M tanh(v)∇ ·

(
η(u)∇φ

)
. (5.58)

Note that tanh′(x) = 1− tanh2(x), we know tanh′(v) 6= 0 and (5.58 ) is well-defined.

We introduce r(t) = E1(u, φ) + C0 ≥ 1. Then, we have

E[u, φ] = µ

2
(
φ,−∆φ

)
Ω

+ α

4
(
φ, φ

)
Ω

+ r = E0(φ) + r, (5.59a)

d

dt
E[u, φ] = µ

(
φt,−∆φ

)
Ω

+ α

2
(
φt, φ

)
Ω

+ rt = dE0(φ)
dt

+ rt. (5.59b)

We can reformulate (5.49 ) and (5.53 ) as

∂v

∂t
= Dγ∆v +

(
Dγ

tanh′′(v)
tanh′(v) |∇v|

2 − 2Dχ
M tanh′(v)∇ · (η(u)∇φ)

)
, (5.60a)

u = M

2 tanh(v) + M

2 , (5.60b)

τ
∂φ

∂t
= µ∆φ− αφ+ χu, (5.60c)

dE0(φ)
dt

+ rt = −E0(φ) + r(t)
E(u, φ) + C0

∫
Ω

[D 1
f ′′(u)

(
∇δE
δu

)2
+ τ

(∂φ
∂t

)2
]dx. (5.60d)

We now construct k-th order schemes for (5.60 ) in a uniform setting.
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Given (vi, ui, φi, ri), i = n, n− 1, · · · , n− k+ 1, we find (vn+1, un+1, φn+1, rn+1) as follows:

αkv
n+1 − Ak(vn)

δt
−Dγ∆vn+1 = g(Bk(vn), Bk(un), Bk(φn)), (5.61)

ūn+1 = M

2 tanh(vn+1) + M

2 , (5.62)

λn+1
∫

Ω
αkū

n+1dx−
∫

Ω
Ak(un)dx = 0, (5.63)

un+1 = λn+1ūn+1, (5.64)

τ
αkφ̄

n+1 − Ak(φ̄n)
δt

= µ∆φ̄n+1 − αφ̄n+1 + χun+1, (5.65)
1
δt

(
E0(φ̄n+1)− E0(φ̄n) + rn+1 − rn

)
= − E0(φ̄n+1) + rn+1

E[ūn+1, φ̄n+1] + C0

∫
Ω

[ D

f ′′(ūn+1)
(
∇δE
δu

(ūn+1)
)2

+ τ
( φ̄n+1 − φ̄n

δt

)2
]dx, (5.66)

ξn+1 = E0(φ̄n+1) + rn+1

E[ūn+1, φ̄n+1] + C0
, (5.67)

φn+1 = ηn+1
k φ̄n+1 with ηn+1

k = 1− (1− ξn+1)k, (5.68)

where the constant αk, operators Ak, Bk are defined in Section 2, and

g(u, v, φ) = Dγ
tanh′′(v)
tanh′(v) |∇v|

2 − 2Dχ
M tanh′(v)∇ · (η(u)∇φ). (5.69)

Essential properties of the above schemes are as follows:

• (5.61 ) and (5.65 ) are k-th order semi-implicit schemes for (5.60a ) and (5.60c ), (5.63 )

is k-th order approximation to (5.54 ), which imply that vn+1, λn+1, un+1, φ̄n+1 are k-th

order approximations to v(tn+1), 1, u(tn+1), φ(tn+1).

• (5.66 ) is a first-order approximation to (5.60d ), which implies that rn+1 is a first-order

approximation to r(tn+1). Then, (5.67 ) implies that ξn+1 = 1 + O(δt), which in turn

implies ηn+1
k = 1 +O(δt)k and φn+1 is a k-th order approximations to φ(tn+1).

• The above scheme can be efficiently implemented as follows:

1. solve vn+1 from (5.61 );

2. compute ūn+1 from (5.62 ) and compute λn+1 explicitly from (5.63 );
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3. update un+1 from (5.64 );

4. with un+1 known, solve φ̄n+1 from (5.65 );

5. with ūn+1, φ̄n+1 known, determine rn+1 explicitly from (5.66 );

6. compute ξn+1 from (5.67 ) and update φn+1 from (5.68 ), goto the next step.

We have the following results:

Theorem 5.4.1. Given ui, φi, vi and ri such that

∫
Ω
uidx =

∫
Ω
u0dx, i = n, n− 1, . . . , n− k + 1. (5.70)

Then, the scheme (5.61 )-(5.68 ) admits a unique solution satisfying the following properties

unconditionally:

1. Bound preserving for ūn+1 : i.e., the range of ūn+1 is in (0,M).

2. Mass conservation: i.e.,
∫

Ω u
n+1dx =

∫
Ω u

0dx.

3. Unconditionally energy dissipation with a modified energy defined by Ēn = E0(φ̄n+1) +

rn: More precisely, if Ēn ≥ 0, we have Ēn+1 ≥ 0, ξn+1 ≥ 0 and

Ēn+1 − Ēn = −ξn+1
∫

Ω
[ 1
f ′′(ūn+1)

(
∇δE
δu

(ūn+1)
)2

+ τ
( φ̄n+1 − φ̄n

δt

)2
]dx ≤ 0. (5.71)

4. There exists constant Mk, such that

√
E0[φn] =

√∫
Ω

(µ2 |∇φ
n|2 + α

4 (φn)2)dx ≤Mk, ∀n. (5.72)

Proof. The proof is essentially the same as that of Theorem 5.3.1 . For the readers’ conve-

nience, we still carry it out below.

We derive from (5.62 ) that the range of ūn+1 is in (0,M).

Noting the definition of coefficients αk and Ak in Section 2, it follows from (5.70 ) and

(5.63 ) that

αkλ
n+1

∫
Ω
ūn+1dx = αk

∫
Ω
u0dx, (5.73)
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which implies λn+1 > 0, and consequently un+1 > 0. Furthermore, along with (5.64 ), it also

implies
∫

Ω u
n+1dx =

∫
Ω u

0dx.

It follows from (5.66 ) that

E0(φ̄n+1) + rn+1 = E0(φ̄n) + rn

1 +
δt
∫

Ω [ D
f ′′(ūn+1)

(
∇ δE
δu

(ūn+1)
)2

+τ
(
φ̄n+1−φ̄n

δt

)2
]dx

E(ūn+1,φ̄n+1)+C0

≥ 0.

Therefore, we derive from (5.67 ) that ξn+1 ≥ 0, which, together with (5.66 ), implies the

energy dissipation.

Denote M := Ē0, then (5.71 ) implies Ēn ≤ M, ∀n. Now, it follows from (5.67 ) and

(5.56 ) that

|ξn+1| = Ēn+1

E(ūn+1, φ̄n+1) + C0
≤ M

E0(φ̄n+1) + 1
. (5.74)

Since ηn+1
k = 1− (1− ξn+1)k, there exists a polynomial Pk−1 of degree k − 1 and a constant

Mk > 0 such that

|ηn+1
k | = |ξn+1Pk−1(ξn+1)| ≤ Mk

E0(φ̄n+1) + 1
. (5.75)

Therefore, by the fact that
√
A ≤ A+ 1 for all A ≥ 0, we obtain

√
E0[φn+1] = |ηn+1

k |
√
E0[φ̄n+1] ≤Mk.

We only consider the semi-discretization in time in this paper. As for fully discretizations,

we have the following remarks: We emphasize that both ūn+1 (resp. φ̄n+1
i ) and un+1 (resp.

φn+1) are k-th order approximation to u(·, tn+1) (resp. φ(·, tn+1)). While only the range of

ūn+1 is guaranteed in (0,M), the range of un+1 is in (0,M +O(δtk)).

The positivity of ūn+1 and un+1 will be preserved with any spatial approximation of the

schemes (5.61 )-(5.68 ).

It is also clear from the proof of the above theorem that the mass conservation and the

energy dissipation (5.71 ) still hold for any fully discrete schemes.
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One can easily extend these schemes to deal with Keller-Segel equations with multiple

organisms. We leave the detail to the interested readers.

5.5 Numerical examples

In this section, we provide some numerical examples to validate our numerical schemes.

5.5.1 Allen-Cahn equation with a singular potential

We first use the schemes presented in Section 2 to solve the Allen-Cahn equation with a

singular potential. In all examples for the Allen-Cahn equation, we consider problems with

periodic boundary conditions and use a Fourier-spectral method to discretize in space.

Example 1. We consider the Allen-Cahn equation [30 ]

∂tu = −δE
δu

= ε2∆u+ λu− ln(1 + u) + ln(1− u), (5.76)

where ε > 0, λ > 0 and

E(u) =
∫

Ω

(ε2
2 |∇φ|

2 − λ

2u
2 + (1 + φ) ln(1 + u) + (1− u) ln(1− u)

)
dx, (5.77)

is the free energy with a singular potential. The well posedness of the above equation requires

that u ∈ (−1, 1).

We use the transformation u = tanh(v), in the scheme (5.6 )-(5.10 ).

We first test the accuracy with the following exact solution and the corresponding external

forcing f

u(x, y, t) =
(

exp(− sin2(πx))− exp(− sin2(πy))
)

sin(t),

f = ∂tu+ δE

δu
.

The parameters are chosen as ε = 0.1, λ = 3 and the computational domain is (0, 2)× (0, 2).

Fourier spectral method with 96 × 96 modes is used for special discretization. we plot in

Figure 5.1 (a) the errors of the first- and second-order schemes at tn = 1, and in Figure 5.1 
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(b), the errors of the third- and fourth-order schemes at tn = 1. Expected convergence rates

are observed for all cases.

(a) BDF1 and BDF2 for Allen-Cahn (b) BDF3 and BDF4 for Allen-Cahn

Figure 5.1. (Example 1.) Accuracy test for the Allen-Cahn equation using the
new SAV/BDFk schemes (k = 1, 2, 3, 4).

Next, we consider the spinodal decomposition of a homogeneous mixture into two coex-

isting phases governed by the Allen-Cahn equation. The parameters are chosen as ε = 0.005,

λ = 3 and the computational domain is (0, 1) × (0, 1). The time step is set to δt = 0.001.

Fourier spectral method with 256 × 256 modes is used for space discretization. The initial

condition is chosen as a random variable with uniform distribution in [−0.05, 0.05]. We plot

the evolution of energy, the evolution of max u, min u and four snapshots in Figure 5.2 .

5.5.2 Two-component PNP system

We present here numerical results of using the scheme (5.34 )-(5.41 ) to solve the two-

component PNP system (5.22 ).

Example 2. We test accuracy by considering the two-component PNP system (5.24 ),

i.e. we fix z1 = 1, z2 = −1 and χ1 = χ2 = 1 in (5.22 ). We first consider the following
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(a) T = 0 (b) T = 10 (c) T = 50

(d) T = 100 (e) evolution of origina energy (f) evolution of umax and umin

Figure 5.2. Example 1. Spinodal decomposition by the Allen-Cahn equation. The
simulation is obtained with δt = 0.001 using the scheme (5.6 )-(5.10 ).
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manufactured exact solutions in Ω = (−0.5, 0.5)× (−0.5, 0.5) with suitable external forcing:

c1(x, y, t) = 1.1 + sin(πx) sin(πy) sin(t), (5.78a)

c2(x, y, t) = 1.1− sin(πx) sin(πy) sin(t), (5.78b)

φ(x, y, t) = 1
π2 sin(πx) sin(πy) sin(t). (5.78c)

In this example, we use Legendre spectral-Galerkin method and (Nx, Ny) = (40, 40). Other

parameters are D1 = D2 = 1. Define the L2-error at tn as
√
‖cn1 − c1(tn)‖2 + ‖cn2 − c2(tn)‖2,

we plot in Figure 5.3 (a) the errors of the first- and second-order schemes at tn = 1, and

in Figure 5.3 (b), the errors of the third- and fourth-order schemes at tn = 10. Expected

convergence rates are observed for all cases.

Next, we test the accuracy in the computational domain Ω = (0, 2π) × (0, 2π) with

periodic boundary condition and the initial conditions are given by

c1(x, y, 0) = 1.1 + sin(x) cos(y), (5.79a)

c2(x, y, 0) = 1.1− sin(x) cos(y). (5.79b)

In this example, we use Fourier-spectral method to discretize in space and (Nx, Ny) =

(128, 128). Other parameters are D1 = D2 = 1. We generate the reference solution by

the fourth-order scheme with δt = 0.0001. Define the L2-error at tn as above, we plot in

Figure 5.3 (c) the errors of the first- and second-order schemes at tn = 0.1, and in Figure

5.3 (d), the errors of the third- and fourth-order schemes at tn = 0.1. Expected convergence

rates are observed for all cases.

Example 3. In this example, we test the so-called Gouy-Chapman model [85 ] which is

used to describe the evolution of the distributions of the ions.

We consider the PNP system (5.22 ) in (−1, 1) with the following parameters: D1 = D2 =

1, z1 = 1, z2 = −1, and χ1 = 3.1, χ2 = 125.4. The boundary conditions for ci and φ are

given as

∂xci + ziχ1ci∂xφ = 0, i = 1, 2, (5.80)
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(a) BDF1 and BDF2 for PNP with known exact
solution

(b) BDF3 and BDF4 for PNP with known exact
solution

(c) BDF1 and BDF2 for PNP with unknown ex-
act solution

(d) BDF3 and BDF4 for PNP with unknown ex-
act solution

Figure 5.3. Example 2. Accuracy test for PNP equation using the SAV/BDFk
schemes (k = 1, 2, 3, 4).

148



αφ(t,−1)− βφx(t,−1) = f−1, αφ(t, 1) + βφx(t, 1) = f1, t ≥ 0, (5.81)

with α = 1, β = 4.63 × 10−5, f−1 = 1 and f1 = −1. For space discretization, we use

Legendre spectral-Galerkin method. We set δt = 0.001 and used 80 nodes in space. The

initial condition on ci are ci(x, 0) = 1, i = 1, 2 for all −1 ≤ x ≤ 1. The profiles of c1, c2 and

φ at different times are plotted in Fig 5.4 , which are consistent with the results in [85 ]. In

Fig 5.4 (d), we also plot the mass evolution of ci and pi with ci = exp(pi), i = 1, 2. We can

see the masses of ci are well conserved, but that of pi are not.

(a) c1 (b) c2

(c) φ (d) mass evolution

Figure 5.4. Example 3. Gouy-Chapman model: Profiles of c1, c2 and φ
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5.5.3 Keller-Segel equations

In this subsection, we present numerical results of using scheme (5.61 )-(5.68 ) to solve the

Keller-Segel equations (5.49 ).

Example 4. We test the accuracy of the scheme. First consider the one-specie parabolic-

elliptic (τ = 0) Keller-Segel equations (5.49 ) in Ω = (−0.5, 0.5) × (−0.5, 0.5) with external

forcing such that the exact solutions are given by

u(x, y, t) = sin(πx) sin(πy) sin(t) + 1.1, (5.82a)

φ(x, y, t) = 1
2π2 sin(πx) sin(πy) sin(t) + 1.1. (5.82b)

Other parameters are D = γ = µ = α = χ = 1, M = 5. We use Legendre spectral-Galerkin

method and (Nx, Ny) = (40, 40) in space. Define the L2-error as
√
‖un − u(tn)‖2 + ‖φn − φ(tn)‖2,

we plot in Figure 5.5 (a) the errors at tn = 1 for the first- and second-order schemes, and in

Figure 5.5 (b) the errors at tn = 10 for the third- and fourth-order schemes.

Next, we test the accuracy in Ω = (0, 2π)× (0, 2π) with periodic boundary condition and

the initial conditions are given by

u(x, y, 0) = sin(x) sin(y) + 1.1. (5.83)

In this example, we use Fourier-spectral method to discretize in space and (Nx, Ny) =

(128, 128). Other parameters are D = γ = µ = α = χ = 1, M = 3. We generate

the reference solution by the fourth-order scheme with δt = 0.0001. Define the L2-error as

above, we plot in Figure 5.5 (c) the errors at tn = 0.1 for the first- and second-order schemes,

and in Figure 5.5 (d) the errors at tn = 0.1 for the third- and fourth-order schemes. As in

the Allen-Cahn case and the PNP case, the expected convergence rates are observed for all

cases.

Example 5. In this example, we consider the one-specie parabolic-elliptic (τ = 0) Keller-

Segel equations with the following initial condition

u(x, y, 0) = 4 exp
(
− (x− L/2)2 + (y − L/2)2

4
)

(5.84)
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(a) BDF1 and BDF2 for Keller-Segel with known
exact solution

(b) BDF3 and BDF4 for Keller-Segel with known
exact solution

(c) BDF1 and BDF2 for Keller-Segel with un-
known exact solution

(d) BDF3 and BDF4 for Keller-Segel with un-
known exact solution

Figure 5.5. Example 4. Accuracy test for Keller-Segel equations using the
SAV/BDFk (5.61 )-(5.68 ) (k = 1, 2, 3, 4).
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such that the total mass is large enough that chemotaxis happens, in (0, 2π)×(0, 2π) with the

homogeneous Neumann boundary conditions. We use Legendre spectral-Galerkin method

method with (Nx, Ny) = (64, 64) nodes to discretize in space, and the second-order scheme

with time step δt = 0.001. The parameters are chosen as D = γ = µ = 1, χ = 1, M = 100,

α = 0.1 and L = 2π.

We carry out simulation until the system reaches steady state at t = 8. Several snapshots

of concentration at different times are shown in Figure 5.6 , where we plot the snapshots by

using smaller time steps and more nodes in the right hand side , and evolutions of max u,

mass of u, mass of v and energy are shown in Figure 5.7 . These results agree well with those

in [98 ] computed with a nonlinear scheme. In particular, the energy is dissipative at all time,

and the mass of u is conserved up to machine accuracy.

Example 6. We consider the one specie parabolic-elliptic system with an initial condition

with two bulges, given by

u(x, y, 0) = 2 exp(−(x− 3L/8)2 + (y − 3L/8)2

4 ) + 2 exp(−(x− 5L/8)2 + (y − 5L/8)2

4 )

(5.85)

with L = 4π. We take M = 50 while all other settings are the same as Example 5. We

use the third-order scheme, and plot the evolution of energy, maximum concentration and

four snapshots of u in Figure 5.8 . We observe that the energy is dissipative at all times, the

maximum of u increases while the support of u shrinks to maintain the mass conservation.

Example 7. In this example, we consider the parabolic-elliptic Keller-Segel system with

two species:

∂u1

∂t
= D1

(
γ1∆u1 − χ1∇ · (η1(u1)∇φ)

)
, (5.86a)

∂u2

∂t
= D2

(
γ2∆u2 − χ2∇ · (η2(u2)∇φ)

)
, (5.86b)

0 = µ∆φ− αφ+ χ1u1 + χ2u2, (5.86c)

with the initial conditions

u1(x, y, 0) = u2(x, y, 0) = φ(x, y, 0) = 4 exp
(
− (x− L/2)2 + (y − L/2)2

4
)
. (5.87)
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(a) T=0 (b) T=0

(c) T=1 (d) T=1

(e) T=2 (f) T=2

(g) T=8 (h) T=8

Figure 5.6. Example 5. Simulation of Keller-Segel equations with chemotaxis.
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(a) max u evolution (b) energy evolution (c) mass evolution

Figure 5.7. Example 5. Simulation of Keller-Segel equations with chemotaxis.
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(a) Max u evolution (b) Energy evolution

(c) t=0.1 (d) t=2

(e) t=6 (f) t=18

Figure 5.8. Example 6. Simulation of Keller-Segel equations with initial condition (5.85 )
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The parameters are chosen as D1 = D2 = γ1 = γ2 = µ = χ1 = 1, α = 0.1 with all other

settings are the same as Example 5. We use the first order scheme for this example. The

results with two different chemotactic sensitivities with χ2 = 0.1 and χ2 = 0.01 are plotted

in Figure 5.9 and 5.10 respectively.

In both cases, we observe accumulation for u1, while for u2, it diffuses first and then

accumulates in the case χ2 = 0.1, and it keeps diffusing in the case χ2 = 0.01. These results

are consistent with the results in [98 ].

5.6 Conclusion of this chapter

For PDEs whose solutions are required to be positive or in a prescribed range, it is of

critical importance to construct numerical schemes which are positivity or bound preserving.

If the PDEs are also energy dissipative and/or mass conservative, it is important that the

numerical schemes would be energy dissipative and/or mass conservative at the discrete level.

In this chapter, we proposed a new approach to construct linear, positivity/bound pre-

serving and unconditionally energy stable schemes for general dissipative systems whose

solutions are positivity/bound preserving. The essential ideas of this new approach are (i)

to first make a function transform so that the solution will always be positivity/bound pre-

serving, and (ii) apply a new SAV approach presented in [13 ] to the transformed system and

the original energy dissipation law to construct efficient and accurate time discretization

schemes.

The resulting schemes enjoy remarkable properties such as positivity/bound preserving,

unconditionally energy stable, can achieve high-order and with computational complexity

similar to a semi-implicit scheme. We applied this approach to Allen-Cahn equation with

a singular potential, and to Keller-Segel and Poisson-Nernst-Planck (PNP) equations which

can be classified as Wasserstein gradient flows with an additional property of mass conser-

vation.

While we only discussed semi-discretization in time in this chapter, we pointed out that

the energy dissipation, positivity or bound preserving and mass conservation can all be

naturally carried over to consistent fully discretizations.
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(a) u1 (b) u2

(c) φ (d) energy evolution

(e) max u1 evolution (f) max u2 evolution

Figure 5.9. Example 7. Simulation with χ2 = 0.1
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(a) u1 (b) u2

(c) φ (d) energy evolution

(e) max u1 evolution (f) max u2 evolution

Figure 5.10. Example 7. Simulation with χ2 = 0.01
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6. POSITIVITY/BOUND PRESERVING SAV SCHEMES:

WITH APPLICATION TO FOURTH ORDER EQUATION

In this chapter, we continue to apply the techniques presented in the last chapter to the

fourth order equation: the thin film type equation and Cahn-Hilliard equation with singular

potential. In particular, we show numerical examples to demonstrate the effect of functional

transformation and SAV. Most of the results in this chapter are extracted from a working

paper with Dr. Jie Shen and Dr. Ke Wu.

6.1 Introduction

In order to clearly describe our ideas, we consider the following fourth order nonlinear

equations in a bounded domain Ω ⊂ Rd(d = 1, 2, 3) arise in the thin films and phase field

models [110 ], whose general form can be written as

φt = m∇ · (f(φ)∇µ), (6.1a)

µ := δE

δφ
= − 1

α
∆φ+ h(φ), (6.1b)

with either periodic or homogeneous Neumann boundary condition, where m is a positive

constant, φ > 0 and f(φ) is a positive mobility function and E is the dimensionless free

energy given as

E(φ) =
∫

Ω

1
2α |∇φ|

2dΩ +
∫

Ω
H(φ)dΩ = E0(φ) + E1(φ). (6.2)

Throughout this chapter, we focus on the following two types equations:

• Case 1. The thin film equations [111 ]: Set f(φ) = φn, n > 0 and h(φ) = 0 in (6.1 ).

• Case 2. The Cahn-Hilliard equation with singular potential [112 ]: Set f(φ) = φ(1−φ)

in (6.1 ) and H(φ) = φ log φ+ (1− φ) log(1− φ) + 3φ(1− φ) in (6.2 ).
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In both cases, with f(φ) > 0, we have the following energy dissipation law

dE

dt
= −m

∫
Ω
f(φ)|∇µ|2dΩ ≤ 0. (6.3)

Numerical solutions of (6.1 ) is necessary positivity preserving (φ > 0) in Case 1 and bound

preserving (0 < φ < 1) in Case 2 to ensure the equations are well-defined and the energy

law (6.3 ) holds true.

6.2 Positivity/bound preserving SAV scheme

In this section, we present two methods to construct our positivity/bound preserving SAV

for fourth-order equation: in the first method, we need to solve one fourth-order equation,

which is highly efficient by using Fourier spectral method; in the second method, we need to

solve two coupled second-order equations, which can be implemented easily by using finite

element method.

6.2.1 Method1: solve one fourth-order equation

Following the ideas in last chapter, which deals with the second order equations, we

can first make a suitable invertible mapping φ = T (u), then the equation (6.1 ) on φ is

transformed to an equation on u and we finally get φ in a desired interval.

In particularly, we have

∆2φ = T ′(u)∆2u+ T ′′(u)C2(u) + T ′′′(u)C3(u) + T ′′′′(u)C4(u), (6.4)

with C2, C3 and C4 defined in the appendix.

After the transformation, the equation on u becomes

∂u

∂t
= −m

α
f(φ)∆2u+ m

T ′(u)g(u, φ), (6.5)
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where f(φ) and g(u, φ) will be treated explicitly in our numerical schemes and defined as

g(u, φ) = f(φ)∆h(φ)+∇f(φ) ·∇µ− f(φ)
α

T ′′(u)C2(u)− f(φ)
α

T ′′′(u)C3(u)− f(φ)
α

T ′′′′(u)C4(u).

(6.6)

As shown below, for the constant mobility case, f(φ) = 1, we can construct linear schemes

with constant coefficients for (6.5 ) and for the variable mobility function f , we can construct

linear schemes with variable coefficients. On the other hand, for the variable mobility case,

similar to the method presented in [113 ], we can first rewrite (6.1a ) as

∂tφ = m∇ · ((S + f(φ)− S)∇µ), (6.7)

where S is a positive constant served as a stabilizer. Then equation on u becomes

∂u

∂t
= −mS

α
∆2u+ m

T ′(u)Gs(u, φ), (6.8)

where Gs(u, φ) will be treated explicitly in our numerical schemes and defined as

Gs(u, φ) = ∇ · ((f(φ)− S)∇µ) + S∆h(φ) + S

α
T ′′(u)C2(u)− S

α
T ′′′(u)C3(u)− S

α
T ′′′′(u)C4(u).

(6.9)

As a result, we can also construct linear schemes with constant coefficients for the variable

mobility function. Note that T is an invertible mapping, we know T (u) 6= 0 and hence both

(6.5 ) and (6.8 ) are well-defined.

Now, we construct our new SAV schemes for (6.5 ), one can deal with (6.8 ) by the same

way. Note that in two cases we consider above, H(φ) is either 0 or a strictly convex function,

hence there exists constant C > 0 such that

E1(φ) ≥ −C + 1. (6.10)
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To construct our numerical schemes, we introduce r(t) = E(φ) +C0 with C0 = 2C + |E(φ0)|

and rewrite (6.1 ) and (6.3 ) as

∂u

∂t
= −m

α
f(φ)∆2u+ m

T ′(u)g(u, φ), (6.11a)

φ = T (u), (6.11b)
dr

dt
= −m r

E(φ) + C0

(
f(φ)∇µ,∇µ

)
. (6.11c)

With r(t) = E(φ) + C0, it is clear that the above system is equivalent to (6.1 ) with (6.3 )

while discretizing the above systems can allow us to construct energy dissipative and bound

preserving numerical schemes. We construct below k-th order BDF-Adams-Bashforth SAV

schemes with stabilizer terms for (6.5 ) in a uniform setting: treat the linear term implicitly

and use Adams-Bashforth extrapolation to deal with all nonlinear terms.

More precisely, given rn and (uj, φj) for j = n, · · · , n−k+1, we find (φn+1, un+1, rn+1, ξn+1)

such that

αku
n+1 − Ak(un)

δt
+ m

α
f(Bk(φn))∆2un+1 = m

T ′(Bk(un))g
(
Bk(un), Bk(φn)

)
, (6.12a)

φ̄n+1 = T (un+1), (6.12b)
rn+1 − rn

δt
= −m rn+1

E(φ̄n+1) + C0

(
f(φ̄n+1)∇µ̄n+1,∇µ̄n+1

)
, (6.12c)

ξn+1 = rn+1

E(φ̄n+1) + C0
, ηn+1

k = 1− (1− ξn+1)Ik , Ik =


k + 1, k odd

k, k even
, (6.12d)

φn+1 = ηn+1
k φ̄n+1, (6.12e)

where the constant αk, Ik, operators Ak, Bk are defined by

BDF1:

α1 = 1, A1(vn) = vn, B1(hn) = hn; (6.13)

BDF2:

α2 = 3
2 , A2(vn) = 2vn − 1

2v
n−1, B2(hn) = 2hn − hn−1; (6.14)
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BDF3:

α3 = 11
6 , A3(vn) = 3vn − 3

2v
n−1 + 1

3v
n−2, B3(hn) = 3hn − 3hn−1 + hn−2; (6.15)

BDF4:

α4 = 25
12 , A4(vn) = 4vn−3vn−1+4

3v
n−2−1

4v
n−3, B4(hn) = 4hn−6hn−1+4hn−2−hn−3.

(6.16)

The formulae for k = 5 and k = 6 can be derived similarly.

Several remarks are in oder:

• We choose Ik to be even and satisfies Ik ≥ k to guarantee the whole scheme is k-th

order accuracy and 0 < ηn+1
k < 1. As a result, both φ̄n+1 and φn+1 are included in I

as shown below.

• (6.12a ) is a k-th order approximation to (6.11a ) with k-th order BDF for the linear

terms and k-th order Adams-Bashforth extrapolation for the nonlinear terms. Hence,

un+1 is a k-th order approximation to u(tn+1).

• (6.12c ) is a first-order approximation to (6.11c ). Hence, rn+1 is a first order approx-

imation to E(φ(·, tn+1)) which implies that ξn+1 is a first order approximation to 1.

Hence, ηn+1
k = 1 + O(δt)k+1, which implies that both φ̄n+1 and φn+1 are k-th order

approximation of u(tn+1).

• The above scheme can be efficiently implemented as follows:

– determine un+1 from (6.12a );

– set φ̄n+1 = T (un+1);

– with φ̄n+1 known, determine rn+1 explicitly from (6.12c ), and compute ξn+1 from

(6.12d );

– update un+1 and φn+1 using (6.12e ), goto the next step.

163



The main cost is to solve un+1 from (6.12a ) which is a linear equation with constant

coefficients for the constant mobility case and is a linear equation with variable coeffi-

cients for the variable mobility case.

It is well-known that adding suitable stabilization terms can improve the performance in real
simulations. For the schemes 6.12 , one effective way to add the stabilization terms in our
numerical simulation is rewriting (6.12a ) as

αku
n+1 −Ak(un)

δt
+ m

α
f(Bk(φn))∆2un+1 + S∆2un+1 = m

T (Bk(un))g
(
Bk(un), Bk(φn)

)
+ S∆2un.

(6.17)

6.2.2 Method2: solve two coupled second-order equations

In the second method, instead of obtaining un+1 by solving a fourth order equation as

in (6.12a ), we solve two coupled second order equation to obtain un+1. To this end, we first

write (6.1 ) as weak form: We denote the solution space as V and we would like to find φ ∈ V

such that

(
φt, v

)
= −m

(
f(φ)∇µ,∇v

)
, ∀v ∈ V, (6.18a)(

µ, v
)

= 1
α

(
∇φ,∇v

)
+
(
h(φ), v

)
, ∀v ∈ V. (6.18b)

Let φ = T (u) with T is an invertible mapping as before, then the equation on φ in (6.18 )

is transformed to the equation on u as follows:

(
T ′(u)ut, v

)
= −m

(
f(φ)∇µ,∇v

)
, ∀v ∈ V, (6.19a)(

µ, v
)

= 1
α

(
T ′(u)∇u,∇v

)
+
(
h(φ), v

)
, ∀v ∈ V, (6.19b)
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Now, suppose our discrete numerical solution space is VN , we would like to find un+1, µn+1 ∈

VN and φn+1 such that

(
T ′(Bk(un))αku

n+1 − Ak(un)
δt

, vn+1
)

= −m
(
f(Bk(φn))∇µ̄n+1,∇vn+1

)
, ∀vn+1 ∈ VN ,

(6.20a)(
µ̄n+1, vn+1

)
= 1
α

(
T ′(Bk(un)))∇un+1,∇vn+1

)
+
(
h(Bk(φn)), vn+1

)
, ∀vn+1 ∈ VN , (6.20b)

φ̄n+1 = T (un+1), (6.20c)
rn+1 − rn

δt
= −m rn+1

E(φ̄n+1) + C0

(
f(φ̄n+1)∇µ̄n+1,∇µ̄n+1

)
, (6.20d)

ξn+1 = rn+1

E(φ̄n+1) + C0
, ηn+1

k = 1− (1− ξn+1)Ik , Ik =


k + 1, k odd

k, k even
, (6.20e)

φn+1 = ηn+1
k φ̄n+1, (6.20f)

The above scheme can be efficiently implemented by the same process as (6.12 ).

6.2.3 Stability results

For the numerical scheme (6.12 ) and (6.20 ), we have the following bound and stability

results.

Theorem 6.2.1. Given φi with range in I = (0, 1) or I = (0,∞), ui = T−1(φi) and ri

for i = 0, 1, . . . , k − 1. The scheme (6.12a )-(6.12e ) admits a unique solution satisfying the

following properties unconditionally:

1. Bound preserving: i.e., the range of φ̄n+1 and φn+1 are in I.

2. Energy dissipation: Given rn ≥ 0 we have rn+1 ≥ 0, ξn+1 ≥ 0 and

rn+1 − rn = −δtmξn+1
(
f(φ̄n+1)∇µ̄n+1,∇µ̄n+1

)
≤ 0. (6.21)
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3. Furthermore, for the k-th order schemes, there exists constant Mk, such that

‖∇φn‖ ≤Mk, ∀n. (6.22)

Proof. It is obviously that the range of φ̄n+1 is in I from (6.12b ).

We derive from (6.12c ) that

rn+1 = rn/
(

1 + mδt

E(φ̄n+1) + C0

(
f(φ̄n+1)∇µ̄n+1,∇µ̄n+1

))
.

Hence, if rn ≥ 0, we have rn+1 ≥ 0, and (6.21 ) follows directly from (6.12c ).

It follows from (6.12d ), (6.21 ) and the definition of C0 that

0 < ξn+1 ≤ r0

E(φ̄n+1) + C0
<

2|E(φ0)|+ 2C
1 + |E(φ0)|+ C

< 2 (6.23)

As a result, (6.12d ) and (6.23 ) together imply

0 < (1− ξn+1)Ik < 1, 0 < ηn+1
k < 1. (6.24)

Hence, the range of φn+1 is also in I as φn+1 = ηn+1
k φ̄n+1.

Now, it follows from (6.12d ) and the assumption on E1(u) that

|ξn+1| = rn+1

E(φ̄n+1) + C0
≤ 2r0

‖∇φ̄n+1‖2 + 2
. (6.25)

Since ηn+1
k = 1− (1− ξn+1)Ik , there exists a polynomial Pk of degree Ik − 1 and a constant

Mk > 0 such that

|ηn+1
k | = |ξn+1Pk(ξn+1)| ≤ Mk

‖∇φ̄n+1‖2 + 2
. (6.26)

Therefore, by the fact
√
A ≤ A+ 2 for all A ≥ 0, we have

‖∇φn+1‖ = ηn+1
k ‖∇φ̄n+1‖ ≤Mk. (6.27)
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It is exactly the same procedure to construct k-th order BDF-Adams-Bashforth SAV

schemes for (6.8 ). The only difference in 6.12 is (6.12a ) becomes

αkū
n+1 − Ak(un)

δt
+ mS

α
f(Bk(φn))∆2ūn+1 = m

T (Bk(un))Gs

(
Bk(un), Bk(φn)

)
, (6.28)

and all the properties in Thm6.2.1 still hold true.

6.3 Numerical examples

In this section, we present ample numerical examples to verify our numerical schemes.

For all the examples in this section, periodic boundary conditions are imposed in all direc-

tions and for space discretization, we employ the Fourier-Spectral method [32 ] and we use

Nx,Ny,Nz to denote the number of nodes in x, y, z direction respectively.

6.3.1 Accuracy test

Example1, accuracy test by solving linear equation with constant coefficients. We consider

the two-dimension Cahn-Hilliard equation with singular potential and constant mobility, i.e.

Case 2 in section 2 with f(φ) = 1. We test the accuracy with the following exact solution

and the corresponding external forcing

φ(x, y, t) = 0.9 exp(− sin2(πx)− cos2(πy)) cos(t), (6.29)

and the transformation function we used in this example is

φ = T (u) := 1
1 + exp(−u) . (6.30)

The parameters are chosen as α = 1000, m = 0.001 and the computational domain is

(0, 2)× (0, 2). We choose (Nx,Ny) = (128, 128) for the first- and second- order schemes and

(Nx,Ny) = (150, 150) for the third- and fourth- order schemes. We plot in Figure 6.1 (a)

the errors of the first- and second-order schemes at tn = 1, and in Figure 6.1 (b), the errors
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of the third- and fourth-order schemes at tn = 1. Expected convergence rates are observed

for all cases.

(a) BDF1 and BDF2 for Cahn-Hilliard (b) BDF3 and BDF4 for Cahn-Hilliard

Figure 6.1. (Example 1.) Accuracy test for the 2-D Cahn-Hilliard equation using
the new SAV/BDFk schemes (k = 1, 2, 3, 4).

Example2, accuracy test by solving linear equation with variable coefficients. We consider

the one-dimension Lubrication-type equation with f(φ) = φ, i.e. Case 1 in section 2 with

f(φ) = φ. We test the accuracy with the following exact solution and the corresponding

external forcing

φ(x, t) = exp(sin(πx)) cos(t), (6.31)

and the transformation function we used in this example is

φ = T (u) := exp(u). (6.32)

The parameters are chosen as α = 1, m = 0.0001 and the computational domain is (0, 2). We

choose Nx = 32 for all the schemes. As the mobility function f is not constant, scheme 6.12 

leads to a linear equation with variable coefficients. We use bicgstab in Matlab to solve

those linear equations with variable coefficients by setting tol = 1e − 16 and the maximum

iteration it = 5. We plot in Figure 6.2 (a) the errors of the first- and second-order schemes

at tn = 1, and in Figure 6.2 (b), the errors of the third- and fourth-order schemes at tn = 1.

Expected convergence rates are observed for all cases.
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(a) BDF1 and BDF2 for Lubrication-type
equation

(b) BDF3 and BDF4 for Lubrication-type
equation

Figure 6.2. (Example 2.) Accuracy test for the 1-D Lubrication-type equation
using the new SAV/BDFk schemes (k = 1, 2, 3, 4).
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6.3.2 Thin film equation

Example3. In this example, we illustrate the advantages of our positivity preserving

SAV scheme over the usual semi-implicit scheme without functional transformation and the

functional transformation schemes without SAV. We consider the following 1D lubrication-

type equation

φt + ∂x(f(φ)∂3
xφ) = 0, f(φ) = φ1/2 (6.33)

with positive initial condition

φ0(x) = 0.8− cos(πx) + 0.25cos(2πx). (6.34)

It was shown in [114 ] that the solution of this problem develops singularity in finite time

and one common way to compute the solution after the singularity time is to introduce the

regularization

∂tφη + ∂x(f(φη)∂3
xφη) = 0, f(φη) =

φ4
ηf(φη)

ηf(φη) + φ4
η

, (6.35)

and take η close to zero and the analytical solution of the regularized problem is positive.

However, in our numerical test, we can take η = 0 and keep the numerical solution positive

by using the positivity preserving SAV scheme. In the following, we fix the computational

domain as (−1, 1), η = 0 and use bicgstab in Matlab to solve the linear equation with

variable coefficients and then test three different first order schemes for this problem. The

parameters in bicgstab are fixed as tol = 1e − 7 and maximum iteration is 10 for all the

test.

• (scheme I) The usual semi-implicit scheme without functional transformation, i.e. given

φnη , solve φn+1
η by

φn+1
η − φnη
δt

+ f(φnη )∂4
xφ

n+1
η + ∂xf(φnη )∂3

xφ
n
η = 0. (6.36)
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We plot the maximum value of the imaginary part of the solution in Figure 6.3 (a), we

can see the imaginary part come out at finite time, which means the numerical solution

is not positivity preserving, even we use smaller time steps and more nodes.

• (scheme II) Functional transformation scheme without SAV, i.e. fix ξn+1 = 1 in scheme

6.12 . We set Nx = 128, δt = 5e − 8, A = 1 and the transformation function we used

in this example is

φ = T (u) := exp(u). (6.37)

We plot the energy evolution in Figure 6.3 (b) and the minimum value of the numerical

solution in Figure 6.3 (c). We can see although the numerical solution is positivity

preserving, the scheme is unstable when time arrive at the singularity and the solution

is wrong after that.

• (scheme III) Positivity preserving SAV scheme, i.e. scheme 6.12 in section 2. All

the settings are the same as scheme II. We plot the minimum value of the numerical

solution in Figure 6.4 (a) and the sav factor ξ in Figure 6.4 (b). We can see the effect

of SAV as time close to the singularity time and it helps the whole scheme passing the

singularity time successfully. Finally, we plot the solution at different stages up to a

steady state in Figure 6.5 (a) and the energy evolution in Figure 6.5 (b).

6.3.3 Cahn-Hilliard equation

In this subsection, we consider the Cahn-Hilliard equation with singular potential. i.e.

Case 2 mentioned in the introduction, the main settings are the same as those in [112 ]: Set

f(φ) = φ(1− φ) in (6.1 ), H(φ) = φ log φ+ (1− φ) log(1− φ) + 3φ(1− φ) in (6.2 ), the initial

condition is given as

φ0 = c+ r, (6.38)

with r is a random variable with uniform distribution in [− 0.05, 0.05]. All the examples in

this subsection are computed by the second-order scheme with stabilization terms by solving
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(a) Maximum value of imaginary part from
scheme I

(b) Energy evolution from scheme II

(c) Minimum value from scheme II

Figure 6.3. (Example 3.) Failure to compute the solution of equation (6.35 ) by
using scheme I and scheme II

(a) Minimum value from scheme III (b) Sav factor ξ from scheme III

Figure 6.4. (Example 3.) Successful computational of equation (6.35 ) by using scheme III
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(a) Solutions from scheme III (b) Energy evolution from scheme III

Figure 6.5. (Example 3.) Successful computational of equation (6.35 ) by using scheme III
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a fourth-order linear equation with constant coefficients and the transformation function we

used in this example is

φ = T (u) := 1
1 + exp(−u) . (6.39)

Example4. In this example, we consider the 2-dimension case with constant mobility

f(φ) = 1 and variable mobility f(φ) = φ(1 − φ). We fix δt = 5e − 9 and Nx = Ny = 96.

For the constant mobility f(φ) = 1 case, we adopt scheme 6.12 with stabilization terms,i.e.

replacing 6.12a by 6.17 and take S = 1. For the variable mobility f(φ) = φ(1 − φ) case,

we adopt scheme 6.12 and replacing 6.12a by 6.28 . As a result, we only need to solve linear

equations with constant coefficients at each time steps for both the constant and variable

mobility cases, which is highly efficient. In Fig 6.6 , we plot the energy evolution for two

cases, which show energy dissipative for all the time. We plot the snapshots for the constant

mobility case at different times in Fig 6.7 and the snapshots for the variable mobility case in

Fig 6.8 , which show two cases have the similar dynamic process while it takes much longer

time for the variable mobility case to converge.

(a) f(φ) = 1 (b) f(φ) = φ(1− φ)
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Figure 6.6. Time series of total energy plot at α = 1000 and mean initial
condition c = 0.63 with different mobilities as indicated.

Example5. In this example, we consider the 3-dimension case with constant mobility

f(φ) = 1 and different mean initial value c. We fix δt = 1e− 9 and Nx = Ny = 96. For the

constant mobility f(φ) = 1 case, we adopt scheme 6.12 with stabilization terms and take

S = 1. In Fig 6.9 , we plot the energy evolution for two cases, which shows energy dissipative

for all the time. We plot the snapshots for the case c = 0.63 at different times in Fig 6.10 
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t1 = 6 · 10−6 t2 = 1 · 10−5 t4 = 2 · 10−5 t4 = 4 · 10−5

t5 = 6 · 10−5 t6 = 1 · 10−4 t7 = 1.2 · 10−4 t8 = 1.5 · 10−4

t9 = 2 · 10−4 t10 = 4 · 10−4 t11 = 8 · 10−4 t12 = 1.2 · 10−3

Figure 6.7. Snapshots of φ at different time instants (indicated in Figure
6.6 (a)) at α = 1000, mobility f(φ) = 1 and mean initial condition c = 0.63.
The contour levels are equally spaced in [0, 1] and the colormap is consistent
with the contour levels 0(blue), 0.5(green), 1(red).

and the snapshots for the case c = 0.35 at different times in Fig 6.11 , which shows two cases

have the different dynamic processes and different steady states.

6.4 Appendix. Coefficients in the bilaplace operator after transformation

The coefficients C2, C3 and C4 in (6.4 ) are defined as:
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t1 = 2 · 10−5 t2 = 3 · 10−5 t3 = 4 · 10−5 t4 = 1 · 10−4

t5 = 2 · 10−4 t6 = 2.5 · 10−4 t7 = 3.5 · 10−4 t8 = 1 · 10−3

t9 = 2 · 10−3 t10 = 3 · 10−3 t11 = 6 · 10−3 t12 = 9 · 10−3

Figure 6.8. Snapshots of φ at different time instants (indicated in Figure
6.6 (b)) at α = 1000, mobility f(φ) = φ(1 − φ) and mean initial condition
c = 0.63. The contour levels are equally spaced in [0, 1] and the colormap is
consistent with the contour levels 0(blue), 0.5(green), 1(red).

For 2-dimension case:

C2(u) = 4ux(∆u)x + 4uy(∆u)y + (∆u)2 + 2u2
xx + 2u2

yy + 4u2
xy, (6.40a)

C3(u) = 4(ux)2uxx + 4(uy)2uyy + 2|∇u|2∆u+ 8uxuyuxy, (6.40b)

C4(u) = ((ux)2 + (uy)2)2. (6.40c)
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(a) c = 0.63 (b) c = 0.35
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Figure 6.9. Time series of total energy plot at α = 200 and mobility f(φ) = 1
with different mean initial conditions as indicated.

For 3-dimension case:

C2(u) = 4∇u · ∇(∆u) + (∆u)2 + 2u2
xx + 2u2

yy + 2u2
zz + 4u2

xy + 4u2
xz + 4u2

yz, (6.41a)

C3(u) = 4(ux)2uxx + 4(uy)2uyy + 4(uz)2uzz + 2|∇u|2∆u+ 8uxuyuxy + 8uxuzuxz + 8uyuzuyz,

(6.41b)

C4(u) = ((ux)2 + (uy)2 + (uz)2)2. (6.41c)

6.5 Conclusion of this chapter

In this section, we continue to apply the positivity/bound preserving SAV scheme for the

four-order equation. Depending on specific problems, one can construct linear, decoupled

schemes with constant coefficients or variable coefficients and linear, coupled schemes with

variable coefficients. Those schemes are unconditionally stable and preserve positivity or

bound at the same time. Our numerical examples show that those schemes can be applied

to tough problems and both the functional transformation and SAV play an important role.
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t1 = 2.5 · 10−4 t2 = 4 · 10−4 t3 = 6 · 10−4 t4 = 8 · 10−4

t5 = 1 · 10−3 t6 = 1.5 · 10−3 t7 = 2 · 10−3 t8 = 2.5 · 10−3

t9 = 3 · 10−3 t10 = 3.5 · 10−3 t11 = 4 · 10−3 t12 = 5 · 10−3

Figure 6.10. Snapshots of φ at different time instants (indicated in Figure
6.9 (a)) at α = 200, mobility f(φ) = 1 and mean initial condition c = 0.63.
The iso-surfaces are plotted at φ = −0.1(blue), φ = 0(green) and φ = 0.1(red).
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t1 = 3 · 10−4 t2 = 4 · 10−4 t4 = 6 · 10−4 t4 = 8 · 10−4

t5 = 1 · 10−3 t6 = 1.2 · 10−3 t7 = 1.4 · 10−3 t8 = 1.6 · 10−3

t9 = 1.8 · 10−3 t10 = 2 · 10−3 t11 = 2.5 · 10−3 t12 = 4 · 10−3

Figure 6.11. Snapshots of φ at different time instants (indicated in Figure
6.9 (b)) at α = 200, mobility f(φ) = 1 and mean initial condition c = 0.35.
The iso-surfaces are plotted at φ = −0.1(blue), φ = 0(green) and φ = 0.1(red).
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7. CONCLUDING REMARKS AND FUTURE WORKS

In this thesis, we construct a novel scalar auxiliary variable approach for general dissipative

systems. The new SAV approach enjoys lots of remarkable properties:

• it only requires solving one linear system with constant coefficients at each time step,

which is half computational cost of the original SAV approach [1 ];

• it is not limited to the gradient flows systems and it is applicable to general dissipative

systems;

• it is extendable to higher-order BDF type schemes with unconditional stability and

amenable to higher-order adaptive time stepping;

• it can be used to construct positivity/bound preserving schemes while keeps all the

advantages of new SAV approach.

The new SAV approach have the same computational cost as the usual IMEX schemes

while we can prove the unconditionally stability for not only the first- and second- order

scheme, but also the high order schemes. With the unconditionally stability, we prove the

rigorous error analysis for the Allen-Cahn, Cahn-Hilliard type equations and the Navier-

Stokes equation with periodic boundary condition. Undoubtedly, the similar ideas can be

applied to prove the error analysis for other general dissipative systems. Ample numerical

examples show that the new SAV approach have the same good performance as the usual

IMEX schemes for simple problems and the new SAV approach has better performance than

the usual IMEX problems in some extreme cases, see example 1 in chapter2, example 2 in

chapter3 and example 3 in chapter 5.

Following the works presented in this thesis, lots of relevant topics are worth investigating

in the future, including but not limited to:

• SAV approach on conserved systems;

• time adaptivity strategies on positivity/bound preserving SAV schemes;

• error analysis for the positivity/bound preserving SAV schemes;
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• SAV approach on non-dissipative/non-conserved systems.
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