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ABSTRACT

Accurate prediction of electricity demand is a critical step in balancing the grid. Many

factors influence electricity demand. Among these factors, climate variability has been the

most pressing one in recent times, challenging the resilient operation of the grid, especially

during climatic extremes. In this dissertation, fundamental challenges related to accurate

characterization of the climate-energy nexus are presented in Chapters 2 –4 , as described

below.

Chapter 2 explores the cost of neglecting the role of humidity in predicting summer-time

residential electricity consumption. Analysis of electricity demand in the CONUS region

demonstrates that even though surface temperature—the most widely used metric for char-

acterising heat stress—is an important factor, it is not sufficient for accurately characterizing

cooling demand. The chapter proceeds to show significant underestimations of the climate

sensitivity of demand, both in the observational space as well as under climate change. Specif-

ically, the analysis reveals underestimations as high as 10-15% across CONUS, especially in

high energy consuming states such as California and Texas.

Chapter 3 takes a critical look at one of the most widely used metrics, namely, the

Cooling Degree Days (CDD), often calculated with an arbitrary set point temperature of 65°F

or 18.3°C, ignoring possible variations due to different patterns of electricity consumption

across different regions and climate zones. In this chapter, updated values are derived based

on historical electricity consumption data across the country at the state level. Chapter

3 analysis demonstrates significant variation, as high as ±25%, between derived set point

variables and the conventional value of 65°F. Moreover, the CDD calculation is extended

to account for the role of humidity, in the light of lessons learnt in the previous chapter.

Our results reveal that under climate change scenarios, the air-temperature based CDD

underestimates thermal comfort by as much as ∼ 22%.

The predictive analytics conducted in Chapter 2 and Chapter 3 revealed a significant

challenge in characterizing the climate-demand nexuses: the ability to capture the variabil-

ity at the upper tails. Chapter 4 explores this specific challenge, with the specific goal of

developing an algorithm to increase prediction accuracy at the higher quantiles of the de-
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mand distributions. Specifically, Chapter 4 presents a data-centric approach at the utility

level (as opposed to the state-level analyses in the previous chapters), focusing on high-

energy consuming states of California and Texas. The developed algorithm shows a general

improvement of 7% in the mean prediction accuracy and an improvement of 15% for the

90th quantile predictions.
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1. INTRODUCTION

The development and centralization of energy production brought invaluable progress to

human societies, along with new challenges. Among these challenges is the need for accurate

demand prediction to balance the grid in real time [1 ]–[3 ]. Energy storage is still not available

at large scale, making the balance between production and demand a delicate dance that

planners need to partake in regularly [4 ]. Demand forecasting is an integral component in

grid adequacy planning, with different methods and techniques developed to this objective,

including regression analysis, various evaluation benchmarks, and data descriptive models [5 ],

[6 ]. And for a long time, these models worked. However, in the last decades, the consistently

intricate game of demand prediction has seen the introduction of new factors that muddle

the waters of established techniques in electricity demand prediction [7 ]. Between the new

factors challenging the fine art of demand prediction, climate change is undoubtedly a heavy

champion [8 ]–[10 ].

It should be pointed out that intermittent renewable energy generation technologies such

as wind and solar also introduced significant uncertainties in energy demand forecasting [11 ]–

[13 ]. What pushed the rapid development of such technologies is indeed the very factor that

changed the game of demand prediction: climate change. It is climate change mitigation that

inspired the development of green energy technology and policies, creating the road toward

decarbonizing the energy sector [14 ], [15 ]. Climate change also poses significant challenges

to the cyber-physical energy infrastructure.

Different from abrupt fluctuations in energy demand like those from demographic shifts,

new policy implementations, and penetration of distributed renewable energy generation

technology, climate change has been slowly poking at the prediction accuracy of energy

demand to the point of making some of the widely used practices obsolete. The change in

climate is a slow process, but a change nonetheless, and its consequences are taking their

toll on energy planning [16 ]. When the predictions are inaccurate, the consequences are felt

throughout the society, even if undemocratically: increasing blackouts, outages, price surges

and, ultimately, death [17 ]–[22 ].
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While there is no miraculous methodology that could bridge the climate-related gaps that

energy planning has been ignoring for decades, this dissertation presents essential topics in

energy-climate nexus modeling and proposes data-driven methods to increase the accuracy of

predicting the climate sensitive portion of energy demand. This introductory section paints

the big picture in how such an important infrastructure in American society is showing

problematic signs, how the climate-energy nexus is essential in the shifting paradigm for

prediction, and introduces the summary of the published (and yet-to-be-published) research

papers by the author.

1.1 Climate Change and Extreme Events

An enormous climate change red flag is undoubtedly extreme climate events. In the

last 5 years (2016-2020), the losses of these hazardous events cost $606.9 billion dollars and

claimed 3,969 lives in the U.S., an uptake of 2.2 times the total cost of the 1990s [23 ].

Even though climate change was a slow beast to awaken—building its strength in narrowing

cycles of development—once fully summoned, the consequences are devastating. Heat waves,

a usually less popular climate change apocalyptic cavalier, along with other extreme climate

events have been increasing unprecedentedly in frequency and intensity, with record-breaking

losses and estimations of 600-1300 yearly deaths [24 ]–[26 ]. Heat waves are not an exclusively

American phenomenon, resulting in a high mortality rate in Europe among the elderly,

breaking record temperatures, and leaving tens of thousands of deaths behind [27 ]–[29 ].

This specific characteristic of heat waves, the high mortality among the elderly, increases

the concern in the aging U.S. population and their growing need for residential energy to

maintain heat comfort [30 ].

With the summer of 2020 being one of the dreary examples, heat waves are the main

drivers for outages that left millions of Americans without energy on the West coast, resulting

in health hazards and life losses [31 ], [32 ]. Climate change spearheads the reasons why

extreme weather events are challenging its own definition of ’unusual, rare climatic event’

with escalating appearances [24 ], [25 ], [33 ], [34 ]. Heat waves have migrated from black swans

events to constant presence in summer-time news, with lasting consequences endangering
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public health and economy. Events such as the increasing occurrence of heat waves and the

consequent large adoption of air conditioning take a toll on energy demand, with special

attention during the summer, when the cooling demand to counterbalance heat stress soars

[17 ], [35 ], [36 ]. Consequentially, energy planners have the necessity to predict such events or

at least be prepared when cooling demand spikes.

However, the aging, centralized electric grid was not designed to sustain such high peak

demands, or even worse, it requires a complete transformation of the entire infrastructure to

sustain the relatively short periods of heat waves when compared to the life span of the entire

energy system [1 ]. Suggestions of energy production decentralization and creation of micro-

grids to increase the resilience of the system for extreme events are common in literature,

but usually without clear guidelines for implementation [1 ], [37 ], [38 ]. When the system

fails, outages are the most feared outcome, with the aforementioned consequences to society.

This increase in failures, that have gone beyond closed meeting rooms at energy utility HQs

[39 ], reaching the most vulnerable population—such as the elderly and children [19 ], [40 ],

[41 ]—caught once more the attention spotlight of research. Not unrelated, the development

of new, data-driven statistical and machine learning methods for prediction brought research

back into those same meeting rooms that have been using outdated methods for decades [3 ],

[42 ]–[44 ]. This study is just one of the many in this rich niche of research to raise a flag

amidst the grid failures that yes, for energy prediction, the game has changed [45 ]–[47 ].

1.2 Energy Scope

Similar to other infrastructures in society, many factors influence the consumption of

energy power. Socio-economic changes, demographic effects, technological advances, and

public policies are examples of other important players that collectively construct final en-

ergy demand [2 ], [3 ], [47 ]. Climate is one of the most important factors, and it is essentially

different from other factors mainly in its gradual, cumulative effect on energy demand. To

analyze the impacts of climate change in energy demand, it is necessary to separate those

effects in the final demand to perform an exclusive, climate-energy analysis [48 ]. The focus

of this thesis is solely on the interaction of climate on energy prediction, even though it is
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recognized the strength of other factors and, in Chapter 4 , control variables that represent

economic factors are included. Following this line of thought, energy demand had to be

selected also for this study. While different sectors form total energy demand, the residential

sector is regarded as the most climate-sensitive sector [46 ], [49 ]–[51 ]. This justification is

intuitive, as the residential sector, dominated by the purpose of maintaining human comfort,

better reflects season variation related to heat stress. This high sensitivity is emphasized

during summer, when the increase in air conditioning penetration has a clear impact 0n resi-

dential energy demand for cooling [52 ]. However, it’s important to notice that the developed

methods can be applied to the other energy sectors such as commercial and industrial.

1.3 Peak Load

As with any other complex problem, energy prediction has different levels of complexity.

While predicting energy demand for a comfortable, light-jacket kind of day in mid-April

might be an easy task, predicting the highest load demand of a smoldering summer day in

the middle of a heat wave is considerably challenging [47 ], [53 ]. Nonetheless, still follow-

ing the line of thought of complex puzzles, this exact hardest challenge of prediction—the

highest demand in a certain period of time—dictates the guidelines for designing and main-

taining energy generation, transmission, and distribution [3 ], [47 ], [54 ]–[56 ]. The name of

this obstacle: peak load.

While predicting the central tendency (i.e., mean and median) has dominated the method-

ology in statistical and machine learning prediction [57 ], catching the highest demand (peak

load) and higher quantiles of demand is the holy grail of energy planners since the system is

designed to sustain that specific value [53 ], [58 ]. Curiously, it is not always the main topic

of research [59 ], but it dominates Chapter 4 of the present dissertation. The importance of

predicting beyond the average and accurately forecasting peak load has to be brought to

attention since it dictates energy planning design [3 ], [47 ], [54 ]–[56 ]. For other areas, this

might sound strange, as to why there is the need to adapt or transform an entire structure

based on a single day or season of high demand, but the already exemplified societal costs

enumerate the explanation of this importance. One might suggest that the problem may be
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solved with accurate prediction of peak load—which has been increasing under the perennial

influence of climate change [36 ], [60 ]—but a true solution would be to transform the entire

system itself, breaking the developed centralized grid into independent, flexible, and adap-

tive micro-grids, increasing the resilience of the system [37 ], [38 ]. This is a wonderful idea

with a dreary implementation, with uncountable layers of both technical and bureaucratic

impediments [1 ], [61 ]. For these reasons, the idea of increased resilience with micro-grids was

not pursued in this dissertation, and instead, a new data-driven methodology is presented

for peak load prediction (Chapter 4 ).

1.4 Everything Under the Sun

To describe and analyze the climate-energy nexus, understanding how to quantify cli-

mate effects is essential. Different climate measures have been used for this purpose, with

surface temperature being in the genesis of many indexes and measurements, such as Cooling

Degree Days (CDD), Heating Degree Days (HDD), and others [3 ], [47 ], [54 ], [55 ], [62 ], [63 ].

Even though air temperature’s role in heat stress is significant, it has been shown that air

temperature by itself lacks the holistic information of human perception of heat [40 ], [41 ],

[64 ], [65 ]. Heat stress does not rely on a single climate quota and refers to a combination

of measures to quantify human sensibility to heat, an amalgamation of both temperature

and humidity that captures the concept of human discomfort and their capacity to dissipate

heat [19 ], [40 ], [66 ]. While this has been a discussed topic, the majority of the works in the

climate-demand literature are based solely on air temperature or measures directly derived

from air temperature, failing to include the complexity of human heat comfort, which should

always take humidity equally into account [3 ], [47 ], [54 ], [55 ]. However, there is no consensus

of which measures of either air temperature or humidity is the most effective for accurate

modeling, leading to a multitude of studies with different measures that, sometimes, are

chosen simply because it was either the available measure or the most commonly used [67 ].

In Chapter 2 , a study specifically on determining the key factors for heat stress in 48 Amer-

ican states is shown and idea that there are a multitude of climate factors to be explored is

introduced. Throughout this dissertation, none of the selection for the climate variables was
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performed without careful analysis. In Chapter 3 , a deep analysis of one of the most wildly

used measures, CDD, is presented in detail, with new approaches to the traditional method.

1.5 Summary of Included Papers

1.5.1 The Critical Role of Humidity in Modeling Summer Electricity Demand
Across the United States

As discussed, different climate features are responsible for climate effects on energy de-

mand [67 ]. The first work included in this dissertation explores this specific gap in literature,

with the focus on summer-time energy prediction under climate change. While most of the

existing literature and projections are based solely on air temperature and its direct deriva-

tives [40 ], [41 ], [64 ], [65 ], ignoring the fatal combination of air temperature and humidity

exposes the system when under extreme heat events. The work presented in Chapter 2 

bridges this gap by identifying the key measures of heat stress throughout the contiguous

U.S. (CONUS) on a state level. This work shows that predictions based on surface tempera-

ture alone underestimate energy consumption in many of the high energy-consuming states,

such as California and Texas, with about 10–15% under both present and future climate

scenarios. In conclusion, this work demonstrates that air temperature is an important but

insufficient measure to capture human heat stress that reflects cooling demand, showing the

necessity of adding selected humidity measures for accurate predictions.

1.5.2 The Goldilocks Zone in Cooling Demand: What Can We Do Better?

The second work presented in this dissertation focuses on exploring a widely used metric

for cooling demand prediction, Cooling Degree Days (CDD). As it was shown, the increase in

intensity and frequency of heat waves are globally surging cooling demand, and the United

States is no exception. One of the main climate measures used for predicting this cooling

demand is CDD, based on a predefined value of air temperature [35 ], [68 ]–[71 ]. In this work,

insights are extracted through analysis of energy demand and climate features observed data

over the CONUS region, demonstrating that current estimations based on the arbitrary CDD

fail to capture geographically-specific comfort zones, with deviations of ±25%. Following the
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study developed in Chapter 2 , it has amounted to the evidence that air temperature alone

falls short to capture human comfort zones through the calculation of heat index CDD,

a climate feature that includes both air temperature and humidity. The results for the

inclusion of heat index under the effects of projected climate data (accounting for climate

change) show a significant underestimation of cooling demand (∼ 22%) when compared to

air temperature alone. Considering the high cooling demand during summer, the insights of

this work are relevant for the resilience and security of the electric grid under climate change.

1.5.3 A Data-Centric Approach to Increase Prediction Accuracy at the Upper
tails: A Case Study of California and Texas.

The final work in this dissertation focuses on a specific problem in energy demand predic-

tion: peak load prediction. It has been shown that the central tendency in energy demand

has a different distribution than the higher quantiles of demand, which include the peak

load [59 ]. Based on this problem that was identified with the exploration of the datasets

in earlier chapters, the final chapter develops a data-driven methodology to increase peak

load accuracy prediction. It was shown that more frequent and intense climatic events have

increased electricity demand, and the increase in peak load is even more dramatic, driven

by the high penetration of air conditioning and recurrent heat waves. In this chapter, we

show a data-driven approach based on the analysis of historical, daily energy demand data

for different utilities in California and Texas, leveraging a state-of-the-art, non-parametric

Bayesian ensemble-of-trees model to predict the higher quantiles of demand, i.e., the high-

est peak loads. Results demonstrate that following the developed methodology, prediction

accuracy increased 7% on average in general, with an increase of 15% in the 90th quantile.

Since the presented methodology is data-driven, it can be expanded to different algorithms

and datasets presenting the similar challenge of inaccuracy in high quantiles.
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2. THE CRITICAL ROLE OF HUMIDITY IN MODELING
SUMMER ELECTRICITY DEMAND ACROSS THE UNITED

STATES

Chapter 2 has been previously published in Nature Communications. A post-review version
is hosted on https://doi.org/10.1038/s41467-020-15393-8.

2.1 Introduction

Accurate predictions of demand is a key challenge in electricity adequacy planning. Cli-

mate, technological, and socioeconomic factors are commonly used in predictive models of

electricity demand [72 ], [73 ] to ensure reliable planning and operation in the electricity sector

by adequately balancing supply and demand. However, more frequent and intense climate

extremes such as sustained heat waves [74 ], [75 ] cause unanticipated changes in load [76 ],

challenging the reliability of electricity demand predictions. This poses a significant risk to

the resilient operation of power systems [77 ]. Specifically, unanticipated higher demand for

space conditioning and refrigeration during heat waves has led to rolling outages with serious

socio-economic and public health consequences [78 ]–[83 ]. In light of the expected increase in

frequency and intensity of climate extremes [74 ], climate-induced outages are an increasing

risk to the resilient operation of the electric power infrastructure. [84 ]–[88 ].

Quantifying the climate sensitive portion of the electricity demand, referred to as the

climate–demand nexus, hinges on effective characterizations of the key measures of ‘heat

stress’. Heat stress measures refer to a combination of temperature and humidity that capture

human discomfort levels and its ability to efficiently dissipate heat to avoid life-threatening

conditions [80 ], [81 ], [89 ], [90 ]. Heat stress is generally associated with high morbidity and

mortality rates during heat waves. Despite the rich literature in electricity demand prediction

[73 ], [91 ]–[94 ], little prior work has focused on exploring the climate sensitivity of demand

with respect to different measures of heat beyond air temperature. While climate science

research establishes air temperature as an incomplete measure of the surface heat content

[65 ], [80 ], [81 ], [89 ], [95 ], the majority of the existing research on climate-demand nexus
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use air temperature – or features derived from air temperature such as cooling and heating

degree days – as key predictors [73 ], [96 ]–[98 ].

We address this gap by leveraging advanced data analytics to characterize the climate

sensitivity of residential electricity demand as a function of a range of heat stress measures

beyond air temperature, including dew point temperature, discomfort index, heat index,

humidex, wet bulb temperature and wet bulb globe temperature (Methods). These measures

are specifically chosen because they have been established in literature as most effective in

capturing heat stress [99 ]. However, no consensus has yet been reached on which measures are

most predictive of the climate-demand nexus. We isolate the climate sensitivity of residential

energy demand (Methods), which has been established as the most climate sensitive sector

[86 ], [87 ], [100 ]–[104 ]. Thus, our results primarily reflect changes in demand due to climate

variability. We focus on summer months – i.e., May, June, July, August – as the majority

of the US states peak during summer and climate extremes such as heat waves occur in the

summer [105 ].

The central thesis in this paper is that air temperature alone underestimates the climate-

sensitive portion of energy demand for cooling. To test this hypothesis, we first compre-

hensively assess the role of air temperature in capturing the climate sensitivity of summer

electricity load at a U.S. national scale; then we identify the measures of heat stress that are

most predictive of the climate-demand nexus and finally we quantify the likely underestima-

tion of models based on air temperature alone under current and future climate scenarios.

We use monthly aggregated, state-level electricity consumption data across the contigu-

ous U.S., extracted from the Energy Information Administration (EIA) public reports over

the years of 1990–2016 as well as population data from the U.S. Census Bureau, and har-

monized climate data from NCEP North American Regional Reanalysis (NARR) [106 ]. The

electricity consumption data is carefully adjusted to remove trends associated with demo-

graphic and technological changes to isolate the climate effects on energy demand [107 ]

(Methods).

To quantify the effectiveness of air temperature alone in explaining the climate sensitiv-

ity of residential sector energy load, we develop two sets of models at the state-level: air-

temperature-only models, which only use surface air temperature a predictor, and selected-
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features models, where data-driven variable selection is performed to identify the key mea-

sures of heat stress considered in this study. Comparing the results of the air-temperature-

only and selected-features models, we determine the influence of each measure of heat stress

on the overall climate sensitivity of demand. The predictive models are developed us-

ing a state-of-the-art, stochastic, non-parametric Bayesian ensemble-of-trees algorithm[108 ]

(Methods) which has been shown to outperform other climate–demand nexus models in

terms of predictive accuracy [72 ], [85 ], [86 ], [101 ], [109 ].

We conclude that the air-temperature-only models underestimate residential energy con-

sumption, specially for future climate scenarios. With that, we show that near-surface

humidity has an equally important role in electricity prediction as air temperature.

2.2 Methods

2.2.1 Observed electricity consumption data

Monthly electricity consumption data was extracted from the Energy Information Ad-

ministration (EIA) [110 ] over the years of 1990–2016 at a state level, with a total of 68

months per state (4 months per year for a total of 17 years). The source file includes

electricity consumption data in Megawatt hours (converted to kWh), separated by sector:

residential, commercial, industrial, transportation and others. The electricity consumption

of the residential sector was the focus of the analysis presented in this paper. The residential

electricity consumption data was detrended to isolate the climate effects on energy demand

from techno-demographic changes such that increases in energy were not attributable to non-

climatic factors such as technology shifts and population increase [87 ], [107 ]. The residential

energy consumption data in each state was first normalized using state-level population data

– from the U.S. Census Bureau [111 ] – to obtain a per capita electricity demand, and then

detrended based on the following steps.

E(y) =
∑nyears

y=1
∑12

m=1 E(m, y)
nyears

(2.1)

Where the total years, nyears, range from 1990-2016; m denotes the month and y the year.
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Then, an adjustment factor was calculated for each year as the sum of the per capita

consumption per month divided by the yearly consumption E(y). This process was repeated

for all states.

Fadj = E(y)−1
12∑

m=1
E(m, y) (2.2)

Finally, the adjusted energy consumption was calculated by dividing the monthly con-

sumption by the adjustment factor.

E(m, y)adj = E(m, y)/Fadj (2.3)

The detrended monthly electricity consumption data (described above) is referred to as

observed electricity consumption data. This is a widely used method for trend-adjusting

monthly aggregated regional data. For a comparative assessments of different de-trending

methodologies please refer to Bessec and Fouquau[112 ].

2.2.2 Observed climate data

The observed climate data was acquired at a sub-daily time scale for the period of 1990-

2016 from the NCEP North American Regional Reanalysis (NARR) [106 ], [113 ], [114 ], ag-

gregated at a monthly level to match the temporal scale of electricity consumption data, and

weighted by population so as to give a greater weight to areas with higher population density

when aggregating to the state level. The input climate data include air temperature, dew

point temperature, discomfort index, heat index, humidex, wet bulb temperature and wet

bulb globe temperature. All climate variables use a combination of temperature, humidity

and pressure.

Dew Point refers to the temperature which air is saturated with water vapor, calculated

in this paper using the equation below:

td ≈ t −
(100 − RH

5

)
(2.4)
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Where td is the dew point temperature and t is air temperature in Celsius, and RH stands

for Relative Humidity in percent (same RH as in the other equations in this section)[115 ].

Wet Bulb Temperature is the lowest temperature to which air can be cooled by water

evaporation at a constant pressure. In this paper, it follows the equation:

TW = TW − f(Tw; π) − (C/TE)λ

f ′(TW ; π) (2.5)

Where π = (p/p0)1/λ is the Exner function, used for scaling, λ is the inverse of the Pois-

son constant for dry air (3.504), p pressure (mb), p0 the reference pressure (1000mb); C is

the freezing temperature in Kelvin, and TE the equivalent temperature, which is the moist

potential temperature scaled by λ. For reviewing the complete derivation of the equation,

refer to the Appendix A of [99 ], [116 ].

Discomfort Index (DI) was developed in the 1950s to calibrate air conditioners and further

adapted by the Israeli Defense Force as a main measure of heat stress.

DI = 0.5TW + 0.5TC (2.6)

Where TW stands for Wet Bulb Temperature, RH is percentage Relative Humidity and TC

is the Temperature in Celsius. DI is unitless [99 ], [117 ], [118 ].

Wet Bulb Globe Temperature (sWBGT) is the heat stress measure in direct sunlight.

sWBGT = 0.56TC + 0.393eRH

100
+ 3.94 (2.7)

Where eRH = (RH/100)esP a; wet bulb temperature used here is unitless and widely used.

eRH represents the vapor pressure in pascals and is calculated from RH in percentage

and saturated vapor pressure [99 ], [119 ].
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Humidex was developed for the Meteorological Service of Canada. It is a unitless [99 ], [120 ]

index, aiming to explain what the temperature feels like for the human body.

HUMIDEX = TC + 5
9

(eRH

100
− 10

)
(2.8)

Heat Index (HI) is also called apparent temperature, describing what the temperature feels

like to the human body when relative humidity is combined with air temperature.

HI = −42.379 + 2.04901523TF + 10.14333127RH − 0.22475541TF RH

−6.83783x10−3T 2
F − 5.481717x10−2RH2 + 1.22874x10−3T 2

F RH

+8.5282x10−4TF RH2 − 1.99x10−6T 2
F RH

(2.9)

Where (TF ) denotes the air temperature, and HI are measured in degrees Fahrenheit [99 ],

[121 ].

2.2.3 Projected climate data

Five different Global Circulation Models (GCM) were used in this paper, namely, Geo-

physical Fluid Dynamics Laboratory Earth Systems Model (GFDL-ESM2M), Hadley Global

Environment Model 2 - Earth System (HadGEM2-ES), IPSL Earth System Model for the 5th

IPCC report (IPSL-CM5A-LR) [122 ], Atmospheric Chemistry Coupled version of MIROC-

ESM, a Earth System model (MIROC-ESM-CHEM), and the Norwegian Earth System

Model (NorESM1-M). The data is considered under the emission scenario that has an end-

of-century radiative forcing equal to 8.5 Wm−2; a Representative Concentration Pathway

that is characterized by high greenhouse emission levels (RCP8.5) [86 ], [123 ]. This global

data is approximated by a 0.5 degree spatial resolution (∼ 50 km) [124 ] and is processed

from 1950-2099. The same variables were calculated for the projected data, namely, dew

point temperature, discomfort index, heat index, humidex, wet bulb temperature and wet

bulb globe temperature. Two periods were extracted from the projected data, namely, the

reference period of 1991-2010, and the future period of 2031-2050.
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There were two distinct stages in model development and analysis, namely, predictive

model development using the observed data and sensitivity analysis using the projected data

(Supplementary Figure 5). In the predictive model development stage, electricity consump-

tion data, climate data and population data were aggregated and normalized at the state

level, as explained earlier, yielding monthly observed data for 48 states. Using these data

sets, the development of air-temperature-only models and selected-features models involved

three steps: for the selected-features model, variable selection was performed to identify

the key predictors of cooling demand (details in the next section: BART algorithm and

modeling process), then, the model hyper-parameters were tuned (through cross validation),

and finally a ten-fold cross-validation was performed to assess the predictive accuracy of the

final models. For the air-temperature-only models, the same process was followed with the

exception of the variable selection step, as there was only one independent variable. After de-

veloping these statistical models, the results were processed with the collection of in-sample

(training set, 90%) and out-of-sample (test set, 10%) R2 and RMSE (Root Mean Square

Error) values. The comparative assessments between the models were conducted based on

the out-of-sample values of errors (RMSE results shown on Supplementary Figure 2 and 3

and R2 results shown on Supplementary Figures 6 and 7).

In the sensitivity analysis stage, projected climate data from the five GCMs over the refer-

ence period (1991-2010) and future period (2031-2050) were used as inputs to the previously

developed predictive models. This generated four sets of data, namely, air-temperature,

reference: estimates from the air-temperature-only model using the reference period data;

air-temperature, future: estimates from the air-temperature-only model using the future

period; selected-features, reference: estimates from the selected-features model for the ref-

erence period; and finally the selected-features, future, estimates from the selected-features

model for the future period. This allowed for calculating the delta change over time between

the same models (i.e., calculating the difference between selected-features models’ over the

periods of 2031-2050 and selected 1991-2010). Similar analysis was also conducted on the

90th quantile of data, as electricity inadequacy during extreme heat episodes is typically

associated with the tail of the demand distribution.
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2.2.4 BART algorithm and modeling process

We leveraged a non-parametric Bayesian ensemble-of-trees algorithm to characterize the

climate sensitivity of electricity consumption, since the algorithm was shown to outperform

other climate-demand nexus models in terms of predictive accuracy [72 ], [85 ], [86 ], [101 ],

[108 ], [109 ]. The independent variables in the development of the BART (Bayesian Additive

Regression Trees) models were heat stress measures, and the response variable was state-

level electricity consumption. Models were trained and tested using a 10-fold cross-validation

technique [125 ].

The non-parametric Bayesian sum-of-trees model can be represented using the equation

below [108 ], [126 ],

Y =
m∑

j=1
g(x; Tj, Mj) + ε, ε ∼ N(0, σ2) (2.10)

Here, Y denotes the response variable, g denotes the regression tree function, Tj denotes

individual tree structures, Mj denotes a set of parameters (e.g., mean values) associated

with the tree nodes. BART is the sum of m total trees. The decision rules associated with

each tree involve binary splitting of the predictor space. So for a given T and M , g(x; T, M)

represents a tree with parameters M assigning the binary splits for the terminal nodes of

T . ε is the stochastic irreducible error, assumed to be normally distributed with a constant

variance chipmanbart :2 010.

The BART algorithm uses a prior over the sum-of-trees parameters to regularize the

trees, i.e., to weaken the effect of individual trees with the goal for better prediction when

adding all decision trees. A prior is imposed on all parameters, (Tj, Mj) [∀j = 1, ..., m] and σ.

This regularization is made to keep individual trees effects from being unduly influential over

the entire sum-of-trees. Without a regularization, large tree components would overwhelm

the sum-of-trees and would diminish the benefits of leveraging additive tree structures. The

prior regularization can be mathematically represented as:

p(Mj|Tj) =
m∏
i

p(µij|Tj), where µij ∈ Mj (2.11)
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Where tree components Tj and Mj are assumed to be independent of each other and of σ.

As mentioned earlier, to assess the role of air temperature in capturing the climate sen-

sitivity of electricity consumption compared to other measures of heat stress, two models

were developed for each state: the air-temperature-only model, and the selected-features

model. Air-temperature-only models were constructed with a single input variable of surface

temperature and electric demand as the response variable. To develop the selected features a

data-driven variable selection algorithm was harnessed. Variable selection: Specifically, the

variable selection algorithm involved identifying the variables most frequently used as deci-

sion/splitting rules in the sum-of-tree model [108 ]. The calculation was then averaged over

100 model-iterations to achieve stable estimates throughout the sum-of-trees distribution.

This is a reasonably robust approach for variable selection using the Bayesian ensemble-of-

trees algorithm blaikapelner_bartmachine:_2013, [108 ].

2.2.5 Pseudo-Code

Feature Selection is performed for 48 states before running BART. Code performed in

parallel cores.

Algorithm 1 Bart Machine Model Fit
1: for i ∈ {1 : 48} do

2: for k ∈ {1 : 20} do

3: BartMachinek, RMSEk, R2
k

4: end for

5: RMSEi = mean(RMSEk) ∼ k ∈ 1 : 20

6: R2
i = mean(R2

k) ∼ k ∈ 1 : 20

7: end for
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2.3 Results

2.3.1 Climate features identification

Our results reveal substantial improvements in prediction accuracy in 35 states for the

cooling demand as a function of both temperature and humidity over the air-temperature-

only model. Figure 1a illustrates the key predictors of the climate-sensitive portion of elec-

tricity demand across the 48 US states as identified by the selected-features model. A darker

shade represents states with higher energy consumption and the pie charts depict the se-

lected climate variables for each state. We find significant variability in the identified key

measures of heat stress across the United States, illustrating the importance of conduct-

ing region-specific analysis in characterizing the climate–energy demand nexus. The most

energy-intensive states such as California and Texas, as well as many of the summer-peaking

southern states (Supplementary Figure 1 and Supplementary Note 1), benefit from the in-

clusion of measures of heat stress beyond air temperature – such as dew point temperature,

wet bulb temperature, wet bulb globe temperature and heat index (Methods) – in estimat-

ing the climate sensitivity of demand. This underscores the importance of accounting for

near-surface humidity combined with temperature to better model human comfort levels and

response to heat which translates to residential cooling demand.

The highlighted states in Figure 1b represent the extent in which the selected-features

models outperformed air-temperature-only models in terms of predictive accuracy. Com-

paring the air-temperature-only models and selected-features models reveal that 35 states

benefit from including measures of heat stress beyond air temperature, based on the compar-

ison of Root Mean Square Error (RMSE) improvement in prediction accuracy (Figure 1b).

In addition to comparing model performances for the average consumption levels (i.e., 50th

quantile predictions, Figure 1b), we also compare the 90th quantile predictions (Supplemen-

tary Figure 2 and 3). In this way, the effects of extreme heat events can be deduced from

the higher quantiles of the aggregated electricity demand data. In other words, since heat

waves typically coincide with the energy peaking summer months, the results for the 90th

quantile RMSE improvement (Supplementary Figure 3) reflect months with more intense

and frequent heat events. We observe significant model improvements, in terms of out-of-
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sample RMSE, for a number of high-energy consuming states of the order of 8% (7.7%) in

California (CA), 8.5% (21.1%) in Texas (TX), 8.6% (26.1%) in Illinois (IL) and 7.1%(9%)

in North Carolina (NC), for the 50th quantile predictions (and 90th quantiles predictions-

Supplementary Figure 3). The observed improvements are substantial. For instance, in a

state such as Texas, the selected-features model’s average improvement of 8.5% in a given

summer month such as August 2016 is equivalent to 1,498,968 MWh of energy consumption,

which could sustain the residents of Austin-TX for more than four months [111 ], [127 ]–[129 ].

In the same year and month, the 8% median increase in the state of California could sustain

almost 1.5 million of Californians households [130 ].
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Figure 2.1. a States are shaded according to total energy consumption intensity (scale
bar goes from 1 to 48, with darker tones representing higher intensity states in terms of
energy consumption). The pie charts illustrate the state-level key measures of heat stress
for predicting the climate-sensitive portion of electricity demand. The majority of states
have up to two most important features. It is important to point out that climate sensitivity
is not an exclusively geographical characteristic, and considering the population density
weight method for the variables calculation (Methods), it is possible to expect neighboring
states to not necessarily have the same selected climate variables. Non-summer peaking
states with many selected features (e.g., Washington (WA) and Oregon (OR)) reveal relative
climate-insensitivity in comparison (Supplementary Note 1). Note that the top energy
consuming states of California (CA) and Texas (TX) do not include air temperature as
the key predictors of the climate-sensitive portion of demand. b Highlighted states show
percentage improvement in predictive accuracy when comparing the selected-features models
to the air-temperature-only models (comparison based on out-of-sample RMSE).
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2.3.2 Sensitivity analysis under future climate scenarios

To quantify the extent to which the air-temperature-only models underestimate the cli-

mate sensitivity of demand under different climate scenarios, we use projected climate data

extracted from five widely used Global Circulation Models (GCM).
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Figure 2.2. Increase in the climate-sensitive portion of the demand under
climate change (scale bars go from -5 to 16 percent) based on: (a) the air-
temperature-only models, and (b) the selected-features models. Note the sig-
nificantly higher demand increases for the selected-features models (32 states
showed higher values for the selected-features models), supporting the initial
hypothesis that the air-temperature based projections underestimate the cli-
mate sensitivity of demand.
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The GCM-extracted climate data are used to train state-level ‘air-temperature-only and

selected-features models to predict for the reference period of 1991-2010, and the future

period of 2031-2050 (Methods). Since the objective here is to evaluate the changes in demand

pattern as a result of future climate change (i.e., to quantify the relative increase over the

periods, as opposed to absolute values), reference period data from the GCM is used instead

of the historical data to remove bias induced by the use of data from different sources in the

sensitivity analysis. In other words, input data generated from the same source (i.e., the

GCMs) over the two time periods of reference (1991-2010) and future (2031-2050) are used

in the developed predictive framework to track the relative increase in the climate-sensitive

portion of demand as estimated by the air-temperature-only versus selected-features models.

The 1991-2010 reference period was chosen to match the period of the observed data

as closely as possible and, at the same time, the same length as the future period (i.e., 20

years). While the common practice in climate science research is making projections until

2100, that timeline is not appropriate in the energy sector, given the life span of the existing

energy infrastructure [131 ]–[133 ]. The future period of 2031-2050 was chosen since energy

infrastructure planning has the 2050 year as a comparable reference target in most energy

projection and planning reports [134 ], [135 ].

The selected-features models project a significantly higher increase in the climate sensitive

portion of demand over time compared to the air-temperature-only models, when comparing

the relative increase of each model (Figure 2). The projections based on the selected-features

models for the high-energy consuming states of Texas, California and Florida show a relative

demand increase of about 12%, 8% and 10%, respectively, over the reference period (Figure

2).

Figure 3 depicts the relative increase of projected demand by the selected-features model

over the air-temperature-only model for the average consumption levels and 90th quantile

predictions for the top seven energy-consuming states that presented an improvement in

prediction accuracy in the historical period. Figure 3 enables the comparison between the

ratios of the projections based on the selected-features over the air-temperature models for

90th percentile as well as the average values, as shown in the equation below. Complete

results for all states are shown on Supplementary Figure 4.
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Selected features future2031−2050 − Selected features reference1991−2010

Air-temperature-only future2031−2050 − Air-temperature-only reference1991−2010

This comparison reveals that the underestimation in energy demand attributable to the

air-temperature-only models is substantially more significant for the projections of higher

demand values that are typically associated with periods of intense heat stress months –

where the resilient operation of the grid is most challenged and unexpected demand spikes

lead to supply inadequacy and thereby increase the risks of morbidity and mortality.
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Figure 2.3. Seven out of the top ten energy consuming states in the US that showed
improvement with selected-features model. The relative increase of projected demand by the
selected-features model over the air-temperature-only model for the average consumption
levels and 90th quantile predictions for the top energy-consuming states.
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2.4 Discussion

The existing projections of climate-induced demand increase based on rising air temper-

atures alone ignore the fact that rising temperatures are associated with increased humidity

– a lethal combination that increase morbidity and mortality in the absence of adequate

cooling capacity during extreme heat events. We show that air temperature is a necessary

but not sufficient measure to characterize residential space cooling demand during summer

times. Humidity levels are also critical in capturing what truly reflects heat sensation for

the human body [80 ] . Ignoring the role of humidity leads to underestimating the climate

sensitivity of demand, challenging the resilient operation of power systems – especially under

future warming scenarios where summertime energy production will be further constrained

[136 ]. Inadequate supply to meet rising demand will have significant socio-economic costs

due to adverse health effects – particularly among the most vulnerable population – and war-

rants rapid and costly investments in energy infrastructure expansion as well as adaptation

measures [96 ].

We propose a data-driven framework to quantify the extent of underestimation of the

climate-sensitive portion of cooling load, attributable to the use of air temperature alone as

a measure of heat stress. Our results reveal a significant increase in predictive accuracy (of

the order of 8% for high energy consuming states such as CA and TX) in characterizing the

climate-sensitive portion of demand through a more holistic inclusion of measures of heat

stress. The results based on projecting demand under future climate scenarios are consistent,

in that models based on air temperature alone show a systematic underestimation of the

climate-sensitive portion of demand. The underestimation is particularly pronounced at

the upper tail of the demand distribution, suggesting that the projected increase would be

almost twice as large when considering measures of heat stress beyond air temperature in

high energy states such as California, Florida and Texas.

It is important to note that our results pertain to only the climate-sensitive portion of

the residential cooling demand. To project changes in total residential cooling demand under

future climate scenarios, additional information regarding economic and population growth

as well as technology and demographic changes need to be considered. What we wish to
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highlight here is that, under similar cooling technology, the existing projections based on air-

temperature alone substantially underestimate the anticipated demand increase under future

warming scenarios which could lead to inadequate and ineffective investments in capacity ex-

pansion and demand response programs as well as adaptation measures. Furthermore, while

this study is focused on the residential energy demand, the methodology can be extended to

other climate-sensitive sectors [137 ].
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3. THE GOLDILOCKS ZONE IN COOLING DEMAND:
WHAT AN WE DO BETTER?

Chapter 3 has been submitted to Earth’s Future and is currently under review.

Plain Language Summary

Hotter summer days and more frequent and intense heat waves are causing a sharp rise

in demand for air conditioning across the globe. Accurate estimation of demand for space

cooling is an integral component of resilient planning, operation, and management of the

grid. One widely used metric for characterizing this demand is the Cooling Degree Days

(CDD), which is calculated based on the difference between the daily temperature mean and

a pre-defined base temperature that represents a ‘comfort zone’. In this paper, we analyze

historical data on climate and energy demand, and find that the most frequently used base

temperature of 65°F in CDD calculations leads to mis-characterizing geographically specific

‘comfort zones’ across the U.S. This can cause significant under- or over-estimations of energy

cooling demand. Moreover, we extend the CDD calculations to also account for the role of

humidity and demonstrate the cost of ignoring humidity in CDD calculations under present

and future climate conditions.

3.1 Introduction

The thermal comfort of societies is critical not only for human health and well being but

also for achieving a high-sustainability future. Despite the direct linkages between cooling

demand and each of the 17 Sustainable Development Goals (SDGs), the unprecedented

global increase in demand for cooling has been largely absent from today’s sustainability

debates [138 ]. Under current socio-economic and climatic conditions, three-quarters of the

global population will experience health risk due to exposure to extreme heat events [139 ],

with significant equity and justice implications. The demand for space cooling is expected to

witness a threefold increase by 2050 [140 ]; the inability to meet this rising demand sustainably
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is bound to widen the energy poverty gap and increase GHG (greenhouse gas) emissions,

exacerbating climate change and its impacts on modern society.

Air conditioning is touted as an integral component of modern living and a testament to

human civilization’s progress [141 ]. Moreover, it is an important driver of summer-time peak

load—the highest energy demand in a given period—which often sets the key operational and

planning parameters in energy infrastructure management [3 ], [47 ], [54 ]–[56 ]. With increased

intensity and frequency of heat waves and accelerated adoption of air conditioning, access to

accurate estimates of cooling demand (during both peak and off-peak hours) has become an

important pillar in energy systems planning [9 ], [24 ], [142 ], [143 ]. Accurate characterization

of summer-time peak load is particularly important for residential customers, which represent

the most climate-sensitive segment of the energy sector [49 ]–[51 ], [144 ], [145 ].

Cooling Degree Day (CDD) is a practical and widely used measure for quantifying

summer-time space cooling demand in energy planning [35 ], [146 ]. CDD represents the

number of degrees a day’s average temperature exceeds a pre-specified set-point tempera-

ture, and any value that exceeds this base temperature is assumed to trigger demand for

cooling. CDD’s set-point temperature represents a comfort zone—aka a ‘Goldilocks zone’

for human thermal comfort, where it is neither too cold nor too hot. The selected comfort

zone temperature is often arbitrarily set at 65°F (18.3°C) in global and regional energy plan-

ning studies [35 ], [52 ], [68 ]–[71 ], [147 ]. More specifically, while in certain applications such as

building-level thermal comfort studies [148 ] empirically derived base temperatures have been

used, in studies related to energy infrastructure planning—the focus of this paper—CDD’s

set point temperature is almost always set at 65°F (18.3°C) [35 ], [52 ], [68 ], [69 ], [71 ].

There are two fundamental caveats to the approaches that calculate CDD based on the

generic set-point value of 65°F for sustainability and resilience analytics in energy infras-

tructure planning and management. Firstly, the set-point value of 65°F was derived decades

ago, with no consideration of climate change and thus might no longer be a representative

value under present and future climate conditions. Secondly, previous studies have shown

that air temperature is a necessary but not sufficient measure of heat stress [36 ], [67 ], [149 ],

[150 ]. However, CDD does not take humidity into account [146 ], rendering its effectiveness

in capturing human thermal comfort questionable. In the light of the recent record-breaking

39



blackouts last summer [31 ] along with increased frequency and intensity of heatwaves [151 ],

the energy sector must address these shortcomings to mitigate the growing threats of cli-

mate change and enhance the security, sustainability, and resilience of the grid. Otherwise,

incomplete and inaccurate understandings of how human thermal comfort relates to cooling

demand will hamper urgent transformations needed to unlock sustainable pathways, and will

likely increase the risk of path-dependent trajectories in the energy sector.

We address these fundamental gaps by deriving geographically specific CDDs and ex-

tending the calculation of CDD to also account for humidity. Specifically, we first derive

geographically specific CDDs for each state1
 , using summer-time (May to September) res-

idential energy consumption data (1990-2016) to establish region-specific optimal set-point

temperatures. By comparing these values with CDDs based on 65°F set-point temperature,

we assess the divergence in values throughout the American territory. We discuss the impli-

cations of the over- or underestimation of the newly calculated CDDs for energy planning

under both present and future climate conditions.

Additionally, to account for the critical role of humidity, we go beyond air temperature

in calculating CDD. In particular, we extend the CDD method to heat index—a widely used

climate measure for human heat comfort that includes humidity [36 ], [67 ], [152 ], [153 ]—and

harness CMIP5-GCM climate scenarios to make projections under climate change. Our

results demonstrate a considerable deviation of the optimal set-point temperatures from the

base temperature of 65°F (18.3°C) in most states, with an average deviation of 10%. In

addition, the projected heat index-based CDDs show a considerable increase in value as

compared to air temperature, with an average of 22% higher values. Our findings reveal

that a unilateral focus on air temperature-based CDDs with a generic set-point temperature

in energy systems planning undermines the resilience of the grid under climate change,

especially during extreme heat events.

The structure of the paper is as follows. Details of the data collection, data processing,

and methodology are summarized in Section 2. Results are presented in Section 3. The paper

concludes by summarizing findings and discussing the significance of results in Section 4.
1↑ While state boundaries do not always coincide with climate boundaries, our state-level analysis is motivated
by providing insights that are relevant to state-level policymakers and energy planners.

40



3.2 Data and Methods

3.2.1 Observed Climate Data

The observed climate data is acquired at a sub-daily (3 hourly) time scale for the period of

1990-2016 from the NCEP North American Regional Reanalysis (NARR) at a 32 kilometer

spacial resolution [106 ], [113 ], [114 ]. Data is aggregated at a monthly level to match the

chronological scale of electricity consumption data and weighted by population density when

aggregating to the state level. Specifically, the 2010 UN-adjusted Gridded Population of the

World dataset (Version 4) is used for this work, collected from the Socioeconomic Data and

Applications Center (SEDAC; http://sedac.ciesin.columbia.edu). This procedure to give

higher weight where population is concentrated when averaging state level data is in line

with previous studies in residential electricity demand [59 ], [154 ].

3.2.2 Projected Climate Data

While analyzing observational data is essential for understanding past variability in his-

torical events, they provide limited knowledge for anticipating the future, especially under

non-stationary conditions. Using projected climate data is essential for characterizing the

growing effects of climate variability and change on the energy sector [36 ], [47 ], [155 ]. To

extend our analysis into the future such that our findings are relevant for energy planning,

projected climate data are acquired for the period of 2031–2050. This timeline is chosen due

to the fact that the year 2050 is consistently used as a target year for mid-term planning

in energy reports [156 ], [157 ]. This timeline is practical as it allows for considering climate

change effects on the sector without having to consider significant transformations to the

architecture of the electric grid.

The projected climate data used in this paper are derived from five different Global Cir-

culation Models (GCM), namely, Geophysical Fluid Dynamics Laboratory Earth Systems

Model (GFDL-ESM2M), Hadley Global Environment Model 2 - Earth System (HadGEM2-

ES), IPSL Earth System Model for the 5th IPCC report (IPSL-CM5A-LR) [157 ], Atmo-

spheric Chemistry Coupled version of MIROC-ESM, a Earth System model (MIROC-ESM-
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CHEM), and the Norwegian Earth System Model (NorESM1-M). The data are consid-

ered under the emission scenario that has an end-of-century radiative forcing equal to

8.5 Wm−2—Representative Concentration Pathway that is characterized by high greenhouse

emission levels, RCP8.5, [8 ], [123 ]. For the state level averaging, data is approximated by a

0.5 degree spatial resolution (∼ 50 km) [124 ] and weighted by population.

3.2.3 Electricity Data

Similar to the temporal resolution of the observed climate data, monthly electricity data

sales data are used in this work. Data are acquired from the U.S. Energy Information

Administration [158 ] over the years of 1990–2016 at a state level for the residential sector.

To isolate the climate effects from the electricity data—which are influenced by various

factors such as technological changes, policy implementation, demographic shifts, etc. [2 ],

[3 ], [47 ]—we de-trended the raw, state-level electricity data. We leveraged a well-established

de-trending method for isolating the climate effects [48 ], which is widely-used in the energy

research literature [9 ], [63 ], [159 ]–[162 ]. Electricity demand data are initially normalized by

the state-level population to obtain a per capita value of consumption. The de-trending

process involves the following steps:

E(y) =
∑nyears

y=1
∑12

m=1 E(m, y)
nyears

(3.1)

Where the total years, nyears, range from 1990–2016; m denotes the month and y denotes

the year.

An adjustment factor is calculated per year, and it is the sum of the monthly per capita

demand divided by the yearly consumption E(y).

Fadj = E(y)−1
12∑

m=1
E(m, y) (3.2)
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The final de-trended demand is obtained by dividing the monthly consumption by the

previous calculated adjustment factor.

E(m, y)adj = E(m, y)/Fadj (3.3)

3.2.4 CDD Calculation

Once climate and electricity data are aggregated and available, the next step is CDD

calculation. Daily CDD is calculated as shown below in Equation 3.4 .

CDDdaily =


0, Td < Tb

Td − Tb, Td > Tb

(3.4)

Where Td represents daily average temperature and Tb represents the base tempera-

ture/set-point temperature selected for the CDD calculation. CDD is usually aggregated to

annual or monthly levels by summing the respective daily values.

While Tb is often arbitrarily set to 65°F (18.3°C) [35 ], [71 ], we leveraged the well-

established energy signature method [48 ], [62 ], [163 ]–[165 ] to derive geographically specific

CDD set-points for all 48 CONUS states. The analysis is done by examining scatter plots of

energy consumption versus climate variables to select a vertex that reflect cooling sensitivity,

as characterized by a sharp increase in demand at a certain climate threshold value. The

energy signature method is performed in three steps:

1. Iteratively process the data to select relevant intervals, conducive to identifying the

sensitivity points (or base values/set-points);

2. Fit piece-wise constant regression models to each region.

3. Repeat steps 1 and 2 until distinct vertex points are detected.

Considering the uncertainty associated with this method, confidence intervals with 10,000

bootstrap repetitions are calculated for each base value. At the end of the process, the 48

CONUS states have CDD base values for air temperature and heat index. An example of

the energy signature method is illustrated in Figure 4.2 .
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The geographically-specific CDD based values are then compared against the widely-used

65°F (18.3°C) value. The deviations are spatially illustrated in Section 3. Reduced form

equations are then used to characterize the implication of the discrepancies between the

derived and widely-used set point temperature of 65°F (18.3°C) in-terms of energy demand.

3.3 Extending the CDD Calculation to Include Humidity

To extend the CDD analysis under climate change to also account for humidity humidity,

heat index-CDD was calculated using the Energy Signature method discussed previously for

the 2031-2050 time period, as illustrated in Figure 4.2 (b) and 4.2 (d). Heat index (HI),

also called apparent temperature, describes what the temperature feels like to the human

body when relative humidity is combined with air temperature [67 ], [166 ]. Characterizing

the climate-sensitivity of energy demand requires accounting for the synergistic effects of

surface temperature and humidity on human body and; accounting for the role of humidity,

therefore, is necessary for modeling demand. Heat index is calculated following the equation

bellow:

HI = −42.379 + 2.04901523 TF + 10.14333127 RH − 0.22475541 TF RH

−6.83783x10−3T 2
F − 5.481717x10−2 RH2 + 1.22874x10−3T 2

F RH

+8.5282x10−4TF RH2 − 1.99x10−6T 2
F RH

(3.5)

Where (TF ) denotes the air temperature, RH denotes relative humidity and HI are measured

in degrees Fahrenheit.

3.4 Characterizing Air Conditioning Prevalence and Affordability

CDD analysis has other applications beyond the direct use of the CDD index. CDD

is used as an input to different measures of climate comfort, such as cooling penetration

(PNT), and to calculate the ratio of households that could afford air conditioning (Smax).

We extended our detailed CDD analysis to these two other indexes due to their use related
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to human heat comfort [167 ], [168 ]. PNT is calculated as the following equation [167 ]. It

represents the percentage of homes in a certain area that have air conditioning.

PNT =


26.33 ln CDD − 81.69, 0 < CDD < 920

97.3, CDD > 920
(3.6)

CDD is the summation of annual CDD.

Smax represents the fraction of households in a certain area that would acquire AC if

they could afford it [168 ] and is calculated as shown below.

Smax = 1 − 0.949e−0.00187CDD (3.7)

CDD here denotes the summation of annual CDD.

3.5 Results

This section starts by first summarizing the results associated with deriving geographi-

cally specific CDDs. It is then followed by extending the CDD calculation to also account for

humidity, discussing the associated implications under present and future climate conditions.

3.5.1 CDD Base Value Heterogeneity Across the CONUS

To test the hypothesis of whether 65°F (18.3°C) adequately captures thermal comfort

across the CONUS, we leverage the energy signature method [164 ], [165 ], [169 ], [170 ] dis-

cussed in the previous section. Implementing the energy signature method involved using

the average monthly residential energy consumption data from 1990 to 2016 [171 ] together

with air temperature data for the same period [172 ]. The differences between the 65°F

(18.3°C) and derived optimal set-points are depicted in Figure 3.2 (a), with states shaded

in orange (blue) representing CDDs with higher (lower) than 65°F (18.3°C) set-point tem-

peratures. Figure 3.3 (a) illustrates this same variation as a scatter plot of CDDs with fixed

and regionally varying threshold points, such that states farther from the reference (1:1) line

show a greater deviation of the geographically specific set-point temperature from the 65°F
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(18.3°C). The state of Washington is excluded from Figure 3.2 owing to the relative climate

insensitivity of its summer-time demand during the study’s time span [36 ], [173 ], [174 ](also

see Supplementary Figure 1).

There are significant deviations of the derived base temperature from 65°F (18.3°C), with

30% of the CONUS states showing absolute variation higher than 10% (6.5°F). In Southern

states, the optimal set-point temperature is significantly higher than the conventional 65°F

base value. For instance, Texas (TX) and Florida (FL) show notable deviations from 65°F,

with significant implications for the states’ energy planning, given their high population and

energy consumption, especially during hot summers. To quantify the implications of these

deviations from the commonly used set-point temperature for cooling demand, we harness

state-specific reduced form equations established via regressing summer-time energy demand

on CDD.

Figure 3.2 (b) depicts the implication of the derived CDD variable set-point temperature

for the climate-sensitive portion of cooling demand—reported in-terms of the percentage shift

in state-level energy consumption, with variations up to 40%. This result demonstrates that

in states with negative variations (shaded in gray) the conventional set-point temperature

overestimates the climate-sensitive portion of the energy demand. The overestimation has

a higher absolute variation, as seen in states like Colorado (CO, -32.8%) and Maine (ME, -

38.1%). Conversely, in states with positive variations (shaded in red) the conventional (fixed

point) approach underestimates the climate-sensitive demand. While these underestima-

tions are lower in absolute value, they have significant implications in key energy-intensive

southern states such as Florida (FL, 9%) and Georgia (GA, 8.9%). Figure 3.3 (b) further

illustrates this point for the nine states: Florida (FL), Georgia (GA), Louisiana (LA), Ken-

tucky (KY), North Dakota (ND), Montana (MT), Maine (ME), New Hampshire (NH) and

Oregon (OR), showing the values for over- (bars in blue) and under-estimations of energy de-

mand (bars in orange). Here the values refer to the differences in per capita energy estimates

in MWh—estimated based on the relative differences in consumption shown in Fig. 3.2 (b)

and considering the respective state populations [175 ]. Notably the large differences be-

tween the fixed and updated baseline methods can be observed for the states of Florida

(underestimation by more than 800 K MWh) and Oregon (overestimation by 500 K MWh).
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The states where the conventional approach leads to an underestimation of cooling de-

mand present serious challenges to energy planning. More specifically, even a small deviation

from forecasted and/or anticipated demand in these states can prove costly not only to energy

infrastructure planners and operators but also the consumers. For example, a 9% variation

in Florida—in terms of its June 2016 demand—is equivalent of maintaining 55,000 Florid-

ian households’ energy for an entire year. In a state where air conditioning takes almost a

third of the summer-time energy consumption, this is a serious cause for concern in energy

planning [158 ].

Besides the significant implications of access to geographically specific CDDs for demand

forecasting, it has serious consequences for other key elements in energy planning, namely,

estimating air conditioning adoption rates, since CDD is the base for other indexes calcu-

lations. For example, the use of generic CDDs in calculating Cooling Penetration (PNT)

[167 ] and the fraction of households that would acquire AC if they could afford it (Smax)

[168 ] would yield misestimations as high as 9% and 17%, respectively, as we can see in Fig-

ure 3.4 for observed values between 1990 and 2016. PNT is also significantly affected for

projected CDD and humidity-based CDD, as seen in Supplementary Figure S2 and S3 (up

to 28% change for air CDD and a max of 7% in heat index CDD—total average of 5% and

2%, respectively). Smax has a greater variation for projected data, shown in Supplementary

Figures S4 and S5, with an average of 9% change for air temperature CDD and 6% for heat-

index based CDD estimates. Compared to the PNT estimates, Smax has a higher variation

partly due to nature of its estimation procedure that do not include any threshold limits

(Equation 3.7 ). Nevertheless both variables (PNT and Smax) show the overwhelming under-

estimation in the projected CDD estimates (states in blue; Fig. 3.4 , see also Supplementary

Fig. S4 and S5), which, as presented, are a source of great concern in energy planning.

3.5.2 On the Role of Humidity

Considering the significant challenges posed by climate change, not only in terms of

increased frequency and intensity of extreme heat events over time [47 ], [157 ], [176 ], [177 ],

but also the growing importance of humidity in shaping future air conditioning demand [35 ],
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[36 ], [164 ], we analyze the projected changes in CDDs based on air temperature and contrast

them with a similar measure based on heat index, which accounts for both air temperature

and humidity. We harness the climate projection data-set of five CMIP5-GCMs under the

RCP8.5 for the period of 2031-2050.

Heat index-based CDDs are calculated using the same signature method that is used for

calculating air temperature-based CDDs. In other words, we estimate the geographically

varying optimal heat-index values based on electricity consumption data. For conducting

projections under climate change, we use the 2031-2050 time period to be consistent with

the time-span most commonly used in mid-term energy planning reports [156 ], [157 ], while

still accounting for climate change effects.

Figures 3.5 (a) and 3.5 (b) demonstrate how heat index-based CDD compares with air

temperature-based CDD for the geographically-specific (updated CDD) and the conventional

65°F (18.3°C) set-point values, respectively. There is a greater variation across states when

using the conventional set-point temperature, suggesting that ignoring humidity in CDD

calculations will likely lead to underestimating human heat comfort – varying between ∼22%

and ∼36% variations as depicted in Figure 3.5 (a) and Figure 3.5 (b). States with high

energy consumption such as Texas (TX, 20.9%) and Florida (FL, 70.5%), present significant

underestimation of CDD projection when compared with the geographically-specific CDD.

Throughout the CONUS, the variation is overwhelmingly positive (shades of orange) – a

clear sign of underestimation in projected energy demand when comparing the conventional

air-based CDD approach with the heat index based estimates.

Figure 3.5 (c) and 3.5 (d) illustrate the same information, but in the form of scatter-plots,

with an average of 22% of projected (2031-2050) underestimation comparing the updated

CDD, including top energy-consuming states like California (CA) and Florida (FL). It is clear

that most states are shaded in blue – higher values for the heat index CDD – showing once

more the significant potential for underestimation when only focusing on air temperature

CDDs, either the updated values or the convention fixed set-point values. The same analysis

was conducted for observed data (1990-2016), shown in Supplementary Figure S6, that

even though the underestimation (states in blue) are not as acute as when considering

the future effects of climate change (Fig. 3.5 (c) and Fig. 3.5 (d)), still 56% of the states
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present underestimation. Overall these results emphasise the importance of accounting for

the humidity related heat-stress measures in estimation of CDD and climate-sensitive portion

of energy demand projections.

3.6 Discussion and Concluding Remarks

Increased demand for cooling has been identified as a critical blind spot in today’s sus-

tainability discourse [138 ]. Inadequate characterization of human thermal comfort poses sig-

nificant challenges to the security and resilience of the grid and present obstacles to achieving

SDGs [35 ], [50 ], [149 ]. Despite its widespread use in characterizing thermal comfort, CDD

is not a universally reliable proxy for cooling energy demand.

Here, we examine the consequences of calculating CDD based on a generic set-point

temperature of 65°F (18.3°C) in energy infrastructure planning. Specifically, we use ob-

served trends in summer-time energy demand to derive geographically specific comfort-zone

temperatures across CONUS, and demonstrate the degree to which generic CDDs over- or

underestimate demand for cooling by disregarding geographical heterogeneity in thermal

comfort across the country. Moreover, by extending the calculation of CDD to also account

for humidity, we demonstrate the degree to which current approaches fall short in capturing

human thermal comfort under present and future climate conditions.

As the world gets hotter and the demand for cooling energy soars, utilities face unprece-

dented challenges in reliably balancing the grid, especially during the more frequent and

prolonged heat events [24 ], [36 ], [47 ], [52 ]. We demonstrate that relying on conventional

CDD for energy projections and ignoring the critical role of humidity will be costly for both

utilities and customers. Credible projections of demand, both in the near term and future,

allow policymakers and utilities to develop more sustainable and proactive plans. For in-

stance, policy levers such as carbon tax and demand-side management can decelerate the

adoption of AC units, increase the share of renewable generation and incentivize investments

in energy-efficient appliances. Additionally, passive cooling designs and nature-inspired con-

struction methods can lower the temperature in buildings and mitigate the soaring demand

for cooling. Such design solutions include the use of shades, enhanced wind circulation,
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green rooftops, evaporative cooling, glass modifications, and bio-inspired cooling technolo-

gies [178 ]–[180 ]. Higher vegetation in the urban environment has also been shown to have a

modulating effect during extreme heat events [181 ]–[183 ].

In summary, our study underscores the value of leveraging the observed trends in energy

demand in deriving optimal, regionally-specific comfort zone levels for calculating CDDs.

Moreover, we demonstrate that disregarding humidity leads to underestimating demand

under climate change, with considerable implications for the security of the grid. These

insights contribute to pushing the sustainable development agenda and efforts in delivering

sustainable cooling to society.
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3.7 Figures
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Figure 3.1. An example of the Energy Signature Method conducted for the
state of Arizona (AZ) for air temperature CDD (a) and heat index CDD (b);
for the state of Georgia (GA) for air temperature CDD (c) and heat index
CDD (d). In blue, the determined heating and cooling set points for each
state and variable. The three regression lines are identified in the figures, and
the base points are the intersection of said lines.
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Figure 3.2. (a) The derived CDD air temperature set-points for the CONUS
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Figure 3.5. (a) Percentage variation in CDD average (2031-2050) between
heat index and the updated set-points for air temperature. (b) Similar as
(a), but for the 65°F (18.3°C) air temperature set-point. (c) Comparison
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4. A DATA-CENTRIC APPROACH TO INCREASE
PREDICTION ACCURACY AT THE UPPER TAILS: A CASE

STUDY OF CALIFORNIA AND TEXAS

4.1 Introduction

Since the development and centralization of energy production, followed by privatization

and certain levels of deregulation, accurate prediction of daily energy demand has been

essential for the resilient functioning of the electric grid [1 ]–[3 ]. Given the lack of large scale

technologies for energy storage [4 ], access to accurate prediction of demand is a key pillar in

reliable operation of the electric power infrastructure [7 ], [36 ].

To develop models that accurately predict load, it is imperative to understand the differ-

ent factors that influence energy demand. Socio-economic characteristics [184 ], technological

enhancements [185 ], new policies, and market fluctuations [186 ] all have a role in shaping

the demand curve, but climate variability and change have been the main culprits behind

the unprecedented increases in peak load in recent times [36 ], [47 ]. With the increase in

frequency and intensity of extreme climate events, such as heat waves and droughts [24 ],

[25 ], summer-time cooling demand is breaking records [35 ], [50 ]. Additionally, cooling de-

mand is expected to witness a threefold increase by 2050 under climate change, exposing

the population to health hazards if the rising demand for air conditioning is not met [187 ],

[188 ]. Accurate predictions of the climate-sensitive portion of the peak load (particularly its

upper-tail) under climatic extremes has significant equity and justice implications. This is

because residential demand is the most climate-sensitive sector and the elderly, children, low

income population, and communities of color are the most sensitive to heat stress [49 ]–[51 ],

[144 ], [145 ]. When the unforseen, surging cooling demand triggers power outages during ex-

treme heat waves, the public health consequences are devastating, with thousands of deaths

in Europe and America, specially in the marginalized segments of the population [27 ]–[30 ].

The literature in energy demand prediction, however, mainly focuses on estimating the

central tendency of the demand distribution—i.e., mean and median— and often does not

consider the electricity demand distribution in its entirety [188 ]–[191 ]. But, predicting the
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highest demand in a certain period of time (i.e., the peak load) is of extreme importance for

energy planning, and the upper tails of the peak load distribution should inform the design

of reserve margins to ensure the resilient operation of the grid [3 ], [47 ], [54 ]–[56 ], [59 ].

Our goal in this study is to present a data-centric algorithm to increase the accuracy of

the peak load predictions at the higher quantiles. The prediction model used in this chapter

is based on the non-parametric Bayesian ensemble-of-trees algorithm (BART machine, see

Methods). Here, we focus on modeling the daily summer-time peak load in the residential

sector in California (1990 to 2016) and Texas (1990-2015). California and Texas are selected

for this study due to their large population and economy, as well as being the top 2 energy-

consuming states in the U.S. [192 ]. Given that these states are summer peaking, we focused

on only using the summer time peak loads (i.e., May to August). The selected utilities

to demonstrate the developed method include the Los Angeles Department of Water and

Power (LADWP), San Diego Gas & Electric (SDGE), and Pacific Gas & Electricity (PGE) in

California as well as the Electric Reliability Council of Texas (ERCOT) and El Paso Electric

Company in Texas.

While achieving higher accuracy of prediction can be achieved via increasing the complex-

ity of the predictive models—for example via leveraging meta algorithms such as bagging,

boosting and stacking [193 ]–[195 ]—in this study, we leveraged a data-centric approach. We

chose this path in order to address the problem in a more simple manner, utilizing less com-

puting time and resources. To evaluate the performance of the developed algorithm, two sets

of models were developed: a ‘base model’ that simply used the raw data, and a ‘proposed

model’ that used the augmented data as input. Our results revealed an average increase of

7% in RMSE in the mean prediction. For the 90th quantile, where extreme peak loads are

concentrated and the prediction is historically poor, we had an average improvement of 15%.

4.2 Identifying The Peak Load Prediction Problem

The residential peak load demand data is collected at the daily scale (i.e., highest hourly

demand of the day) during 1990 to 2016 in California. and 1990 to 2015 for Texas. Only

the peaks loads during the summer months (i.e., in May, June, July and August) were
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selected [192 ]. Moreover, daily and monthly electricity price data as well as dummy variables

indicating weekdays and holidays were included in the model as control variables [196 ]. For

Texas, no price data was available. Climate data is aggregated to the equivalent geographic

locations of each of the utility’s peak load data, using population density as a weighting

factor [59 ]. After data collection, the final datasets with different climatic variables, peak

load and price data (for California) are generated.

Our predictive analytics conducted in the previous chapter revealed models’ shortfall in

capturing the data variance in the upper quantiles, as evident in Figure 4.1 which depicts

the model’s lower out-of-sample performance at the higher quantiles (5800-7000 MWh) for

LADWP in California. It is clear from the figure that, in general, the model does not perform

poorly, with 80.89% coverage of predicted values. However, the quantiles and area where

the model under-performs is very specific: the high quantiles. This is the motivation for this

study: to increase model’s overall performance, with a special focus on improving accuracy

at the higher quantiles.
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Figure 4.1. LADWP dataset: predicted (fitted) values vs test (actual, unseen,
hold-out) set, base BART Machine model, without data treatment. Note the
lower performance in the higher quantile, above 5800 MWh.

4.3 Data-driven Approach

Many methods exist that can increase the accuracy of predictive models, with varying

levels of complexity [3 ], [47 ], [54 ]–[56 ], [193 ]–[195 ]. In the present study, a data-centric

approach is developed. The ‘ base model’ (i.e., the model that leverages the raw data) often

falls short of capturing the variability at the higher quantiles since the more extreme data

in the test set are often not available in the training set and thus cannot inform the model

training. This scenario will likely become even more extreme under climate change. To

increase the chance of capturing this ‘unseen’ extreme demand, we developed a data-centric

algorithm that include three key components: (i) a time series forecasting component; (ii) an

adjustment to the ‘multiplication factor’ phase; and (iii) the incorporation of the augmented

data—i.e., the forecast times the multiplication factor—in the original training data set. The

flowchart of the process is illustrated in Figure 4.2 .
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Figure 4.2. Flowchart of the developed methodology.

Initially, variable selection is performed on the original train set (chronologically di-

vided, 1990-2014). The selected variables are converted into time series and used to forecast

the same chronological space for the test set (2015-2016) with the Holt-Winters forecasting

procedure with an additive seasonal effect (Methods). However, this simple forecast under-

estimates the increasing tendency for the peak load variable (response variable). Aware of

the under-performance of the forecast time series, this forecast is multiplied by a factor. To

determine an initial value for this multiplication factor, the train set is once more divided

(1990-2012—Train0—and 2013-2014—Train1), and used for the forecasting (Holt-Winters,

Methods) of 2013-2014 partition (Train1 in Fig. 4.2 ), values that we have access in the

original train set for comparison. The ratio between the 2013-2014 forecast mean and the

2013-2014 observed data mean is the base for the multiplication factor, gauging how below
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the actual data our initial forecast is. If this ratio is bellow 1, it shows that in that specific

period of the train set, there is a decreasing tendency between the observed data mean and

the forecast values. In this case, if the variable is the response variable (peak load in this

study), we invert the ratio to have a value above 1, because we identified the problem as an

underestimation of the response variable, thus we need to make sure to create higher values

in the train set, not lower. If the variable is not the response variable, no multiplication fac-

tor is used by converting the multiplication factor to 1, i.e., if there is a declining tendency

for the independent variable, no multiplication is performed for that variable in the method.

In the case of a ratio above 1, the ratio is squared to be the multiplication factor for

the independent variables, and the cube of the ratio is used as the default multiplication

factor for the response variable (peak load). The final value for the ratio exponent for the

response variable is iterated based on RMSE final results, but 3 is the default value. The

reason why the ratio is multiplied by an exponent comes from the analysis of the time series

forecast: since the final use of the multiplication factor is on the further forecast time period

of 2015-2016 (test set time window), it is assumed that the ratio increases when comparing

the forecast with the actual value, thus the use of an exponential value (as in an ‘interest’

over the forecast values).

Finally, with the initial values for the multiplication factor (this value can be further

adjusted interactively), the original time series forecast for 2015-2016 is multiplied by the

multiplication factor. The multiplied forecast values are combined with the original train

set, and a new train set is achieved. A BART Machine (Methods) model is leveraged with

the new train set.

Since this method is focused on the data, different algorithms besides BART Machine can

be applied in this final phase of the methodology. This non-parametric Bayesian ensemble-of-

trees algorithm [197 ] is chosen in this study due to the fact it has been shown to outperform

other climate–demand nexus models in terms of predictive accuracy [2 ], [8 ], [9 ].
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4.4 Methods

4.4.1 BART Machine Algorithm

We leveraged a non-parametric Bayesian ensemble-of-trees algorithm to characterize the

climate sensitivity of electricity consumption, since the algorithm was shown to outperform

other climate-demand nexus models in terms of predictive accuracy [2 ], [8 ]–[10 ], [142 ], [197 ].

The models’ hyperparameters were tuned using a 10-fold cross-validation technique [57 ].

The non-parametric Bayesian sum-of-trees model can be represented using the equation

below [197 ], [198 ],

Y =
m∑

j=1
g(x; Tj, Mj) + ε, ε ∼ N(0, σ2) (4.1)

Here, Y denotes the response variable, g denotes the regression tree function, Tj denotes

individual tree structures, Mj denotes a set of parameters (e.g., mean values) associated

with the tree nodes. BART is the sum of m total trees. The decision rules associated with

each tree involve binary splitting of the predictor space. So for a given T and M , g(x; T, M)

represents a tree with parameters M assigning the binary splits for the terminal nodes of

T . ε is the stochastic irreducible error, assumed to be normally distributed with a constant

variance chipman2010.

The BART algorithm uses a prior over the sum-of-trees parameters to regularize the

trees, i.e., to weaken the effect of individual trees with the goal for better prediction when

adding all decision trees. A prior is imposed on all parameters, (Tj, Mj) [∀j = 1, ..., m] and σ.

This regularization is made to keep individual trees effects from being unduly influential over

the entire sum-of-trees. Without a regularization, large tree components would overwhelm

the sum-of-trees and would diminish the benefits of leveraging additive tree structures. The

prior regularization can be mathematically represented as:

p(Mj|Tj) =
m∏
i

p(µij|Tj), where µij ∈ Mj (4.2)

Where tree components Tj and Mj are assumed to be independent of each other and of σ.
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The presented data-driven methodology of this paper depends on model variable selec-

tion. Specifically, the variable selection algorithm involved identifying the variables most

frequently used as decision/splitting rules in the sum-of-tree model [197 ].

4.4.2 Climate Data

Observed climate data is acquired at a sub-daily time scale for the period of 1990-2016

from the NCEP North American Regional Reanalysis (NARR) [172 ], [199 ], aggregated at

a daily level to match the temporal scale of electricity consumption data, and weighted

by population so as to give a greater weight to areas with higher population density when

aggregating to the state level. The input climate data include air temperature, dew point

temperature, discomfort index, heat index, humidex, wet bulb temperature, and wet bulb

globe temperature. All climate variables use a combination of temperature, humidity and

pressure.

Initially, many climate variables are used for the variable selection. A full extend of all

the heat measures used before variable selection is presented here:

Dew Point refers to the temperature which air is saturated with water vapor, calculated

in this paper using the equation below:

td ≈ t −
(100 − RH

5

)
(4.3)

Where td is the dew point temperature and t is air temperature in Celsius, and RH stands

for Relative Humidity in percent (same RH as in the other equations in this section)[200 ].

Wet Bulb Temperature is the lowest temperature to which air can be cooled by water

evaporation at a constant pressure. In this paper, it follows the equation:

TW = TW − f(Tw; π) − (C/TE)λ

f ′(TW ; π) (4.4)

Where π = (p/p0)1/λ is the Exner function, used for scaling, λ is the inverse of the Pois-

son constant for dry air (3.504), p pressure (mb), p0 the reference pressure (1000mb); C is
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the freezing temperature in Kelvin, and TE the equivalent temperature, which is the moist

potential temperature scaled by λ. For reviewing the complete derivation of the equation,

refer to the Appendix A of [67 ], [201 ].

Discomfort Index (DI) was developed in the 1950s to calibrate air conditioners and further

adapted by the Israeli Defense Force as a main measure of heat stress.

DI = 0.5TW + 0.5TC (4.5)

Where TW stands for Wet Bulb Temperature, RH is percentage Relative Humidity and TC

is the Temperature in Celsius. DI is unitless [67 ], [202 ], [203 ].

Wet Bulb Globe Temperature (sWBGT) is the heat stress measure in direct sunlight.

sWBGT = 0.56TC + 0.393eRH

100
+ 3.94 (4.6)

Where eRH = (RH/100)esP a; wet bulb temperature used here is unitless and widely used.

eRH represents the vapor pressure in pascals and is calculated from RH in percentage

and saturated vapor pressure [67 ].

Humidex was developed for the Meteorological Service of Canada. It is a unitless [67 ], [204 ]

index, aiming to explain what the temperature feels like for the human body.

HUMIDEX = TC + 5
9

(eRH

100
− 10

)
(4.7)

64



Heat Index (HI) is also called apparent temperature, describing what the temperature feels

like to the human body when relative humidity is combined with air temperature.

HI = −42.379 + 2.04901523TF + 10.14333127RH − 0.22475541TF RH

−6.83783x10−3T 2
F − 5.481717x10−2RH2 + 1.22874x10−3T 2

F RH

+8.5282x10−4TF RH2 − 1.99x10−6T 2
F RH

(4.8)

Where (TF ) denotes the air temperature, and HI are measured in degrees Fahrenheit [67 ],

[166 ].

4.4.3 Time Series Forecast

Holts-Winter time series forecasting techniques is used widely in literature [205 ]–[207 ].

The additive Holt-Winters prediction function, used in this paper, is characterized as [208 ],

[209 ]:

Ŷ [t + h] = a[t] + hb[t] + s[t − p + 1 + (h − 1)modp] (4.9)

This for a time series with period length p, and where a[t], b[t] and s[t] are given by:

a[t] = α(Y [t] − s[t − p]) + (1 − α)(a[t − 1] + b[t − 1]) (4.10)

b[t] = β(a[t] − a[t − 1]) + (1 − β)b[t − 1] (4.11)

s[t] = γ(Y [t] − a[t]) + (1 − γ)s[t − p] (4.12)

4.5 Results

An initial analysis on each respondents’ train and test sets quantiles and distributions is

shown on Figure 4.3 , Figure 4.4 (boxplots), Figure 4.5 and Figure 4.6 (distributions). Texas’
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respondents (and part of New Mexico, since one of the Texas’ respondents acts beyond the

Texas’ border) are subdivided in 9 groups, namely TX1 (El Paso Electric Company), TX2

(ERCORT Coast), TX3 (ERCOT East), TX4 (ERCOT Far West), TX5 (ERCOT North),

TX6 (ERCOT North Central), TX7 (ERCOT South Central), TX8 (ERCOT South), and

TX9 (ERCOT West) [210 ]. Three respondents from California are shown in this analysis, the

Los Angeles Department of Water and Power (LADWP), San Diego Gas & Electric (SDGE),

and Pacific Gas and Eletric (PGE). In the analysed datasets there is a clear wide range of the

energy peak demand quantiles, from 600 to 26000 MWh, showing how the different regions

act in varying scales of daily highest demand. This finding corroborates the analysis process

to be executed as one leveraged model per respondent, and not a single model for the entire

state or region.

The discrepancies between train and test sets highlight the possible problem of inaccuracy

for the high quantiles’ prediction, as we can see for LADWP in Figure 4.3 and Figure 4.1 .

The test set displayed in green in Figure 4.3 presents higher quantiles than the train set in

orange, showing that the test or hold out set has unseen, greater peak loads when comparing

to the train set. The machine learning model, fit to the train set, underestimates for the

highest demand on the test set, as shown on Figure 4.1 . This variability between train and

test set is one possible pointer for the under-performance of the high quantiles prediction.

The presented algorithm in this work is, in a way, a path to ‘interpolate’ values between

the known train set and the unseen test set. The final goal is for each respondent to be

prepared for the increasing values in peak load, creating data that mimics the quantiles

found in the test set (which continues to increase in part due to climate change effects).

However, it is important to highlight that the original test set is not used in the development

of the model, only in its evaluation, following good machine learning practices to avoid data

leakage—i.e., not to use the hold out set to fit the model and sub-sequentially use the test

set to evaluate the model.
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Figure 4.3. Train and test set boxplots for each of California’s respondents.
In green, the test set quantiles. In orange, the train set quantiles.
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Figure 4.6. Train and test set distributions for each of Texas’ respondents.

The results for the altered models are shown in Figure ?? and Figure ?? , with the

comparison of the test set RMSE from the base model (without the data treatment) with the

RMSE from the model leveraged with the alternated data from the described methodology.

An average of 7% improvement is shown in the general (central tendency) of the models.

Respondents that under-perform, or do not shown significant change such as PGE and TX3,

do not present great variability between the train and test sets in Figure 4.3 and Figure 4.4 .

In this case, the model performs satisfactorily without the data-driven method possibly due

to its lack of great variability between historical and the tested future data.

However, it is expected a certain heterogeneity in the results between the datasets, since

they represent different regions with different population density and consumption patterns.
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In other words, even respondents with less variability between train and test, like SDGE,

can show great improvement with the method.

Respondents TX8 and TX9 also perform significantly well, and they all represent areas

with average daily consumption bellow 6K MWh, representing smaller respondents in the

national scale. TX8 and TX9, as seen in Figure 4.4 , show the greater quantiles for the test set

(green) when compared to the train set (orange), another example where historical data does

not encompass future peak load demand, and the presented method worked satisfactorily to

bridge this gap. In terms of scale, TX2, a respondent with high peak load quantiles, had

12% increase in accuracy for both general RMSE and the 90th quantile RMSE, which shows

that the data-driven model is not limited to respondents with lower peak load demand.

The result for the 90th quantile improvement is 15% on average for all respondents, higher

than the general improvement, which is 7% on average. This demonstrates the data-driven

method is efficient in its main goal to improve the prediction of higher quantiles. SDGE,

specifically, has a significant improvement of 55% for the 90th quantile (Fig. 4.9 ), followed

by TX8 (31.1%) and TX9 (27.3%), respondents with peak load quantiles bellow 6000 MWh.
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4.6 Discussion and Concluding Remarks

Accurate prediction of energy demand is essential for the regular function of the energy

infrastructure, a vital organ in our society. Peak load prediction is specially important due

to its role in energy planning design and maintenance [7 ], [36 ]. In this work, we present a

data-driven methodology to manipulate daily peak load historic data to increase accuracy

focused on the higher quantiles, i.e., the highest peak loads of the historical data—which

usually represent events related to extreme climate with disastrous consequences when the

demand is not met [187 ], [188 ].

Implications of this work include accurate information for police makers and utilities to

develop sustainable and resilient plans when working on energy infrastructure. Consider-

ing the drastic effects of climate in the energy demand [49 ]–[51 ], [144 ], [145 ], studies like

the present one can influence policies such as carbon taxes, adoption of renewable sources,

and incentive of energy efficiency cooling appliances and other strategies aiming for climate

change mitigation [211 ]–[213 ].

This study is also an alert on possible climate effects on energy demand, with significant

socio-economics costs to society in consequence of a lack of preparedness for the surge in peak

load. Health hazards, particularly for the most sensitive population (the elderly, children,

and low income population), must be taken into account when designing the electric grid

expansion, adaptation, and transformation measures related to the increase in demand [214 ].

The specific data limitation treated in this work is usually characteristic of utilities that

act in limited geographic areas or with lower peak load demand distribution (Fig 4.6 ), but

not limited to it, as we saw in the TX2 (ERCORT Coast) region. For example, a respondent

with extensive geographic locations and higher demand in general (including peak loads),

has a higher chance of performing satisfactorily for unseen data due to its high variability,

such as PGE in California and TX3 (ERCOT East) in Texas. However, from the 3,300

electric utilities in America, 200 are responsible for the majority of the demand, leaving

thousands of utilities in similar situation as LADWP and SDGE, as in concentrated clientele

and less variation in historic data [215 ], thus more susceptible to climate extremes. Under

the increasing influence of climate change [24 ], [25 ], smaller utilities are going to see frequent
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unprecedented demands, targeting millions of residencies. In addition to the climate pressing

demand, smaller respondents have less flexibility to deal with unprecedented charges and are

easily targeted with economic insecurities and even bankruptcy when hazardous events evoke

high demand and price surges, such as recently in Texas [216 ], [217 ]. With that, this study

has vital implications for the many utilities working in this focused scale.

Finally, the presented findings can be expanded to other types of datasets with the

similar problem of failing to predict unseen, high quantiles. Additionally, the same data-

driven methodology can be expanded to other algorithms applied in different research areas,

since this method alters solely the input data.

4.6.1 Other Attempts

The presented problem—prediction inaccuracy for higher quantile—is not, by far, a sim-

ple research topic. While working on this chapter, other attempts were developed to approach

the issue. In light of research transparency, here is a brief discussion on earlier attempts de-

veloped before the presented methodology was achieved.

An initial attempt involved data perturbation. The goal was to perturb the original

train set in such a guided way to include values that would be evaluated in the test set

(idea that persisted throughout the different approaches). This was specifically attempted

through oversampling high quantiles and under-sampling lower quantiles in the train set.

Without satisfactory results, a new approach followed: an unbalanced class approach. That

is, create a class for ‘low’, ‘median’, and ‘high’ quantiles and treat the ‘high’ quantile class as

the unbalanced class. Attempts to balance the dataset were tested, building on the idea of

over and under-sampling the train set with different algorithms, such as SMOTE and ROSE

[218 ], [219 ].

Following the idea of creating a new classification label, a hybrid approach was attempted.

It consisted of two steps: a neural network to predict the labels of the train set and create

a new variable to classify each entry, followed by the usual fitting of the model with the

additional created label as a new variable. Besides the mentioned BART algorithm, quantile

regression random forests were implemented to analyse the effectiveness of the new methods
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on different quantiles. Ultimately, it was decided to focus the testing on one algorithm,

and BART Machine was chosen due to aforementioned reasons of its high performance for

prediction on the climate-energy demand data.

After these attempts that were a mix of algorithm-centric and data-centric, a decision

was made to focus solely on the data-centric approaches and to use the BART algorithm

to evaluate the results. Another data-centric approach was attempted through wavelength

transformations, which had been shown to increase accuracy for energy demand prediction

[220 ]. It did not yield satisfactory results, leading to the development of the methodology

presented in this chapter.

4.6.2 Future Work

Considering the complexity of this problem, is its not expected for a single methodology

to offer a complete solution. Thus, the presented methodology in this chapter can be further

improved. One area for improvement is how the multiplication factor would vary over time

when considering, for example, projected data. The results shown in this chapter are related

to observed data, however, in previous chapters is was presented that there can be divergences

in the analysis of historical data and projected (future) data. How the default multiplication

factor in the presented method would be calculated in that new, projected time window,

could change over time. An initial hypothesis would be that the values for higher quantiles

of peak load would increase, as seen in the historical data trend. That would culminate with

possible higher values for the exponent of the multiplication factor.

Another area that can be expended in this study is the inclusion of other datasets. Not

only climate and energy related data, but other types of datasets that present a similar

challenge to increase prediction accuracy at the upper tails.
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5. CONCLUSION

The challenge of modeling the electricity demand-climate nexus remains a hot topic in re-

search. This dissertation has made foundational contribution to the literature on the topic

by (i) quantifying the cost of ignoring humidity in demand prediction under present and

future climate conditions, (ii) characterizing the value of deriving geographically-specific

set-point values in calculating CDDs, and demonstrating the utility of extending the CDD

calculation to include the role of humidity under present and future climate conditions, and

(iii) developing a novel algorithm to enhance the predictive accuracy of peak load, with a

special focus on the upper tails of the peak load distributions.

Specifically, Chapter 2 leverages the state-of-the-art predictive modeling to explore the

role of humidity in characterizing the climate sensitivity of electricity demand at CONUS,

under both present and future climate scenarios. The analysis establishes that air temper-

ature, the most widely used metric in demand prediction, is a necessary but not sufficient

variable for characterizing the climate-sensitive portion of the demand for cooling energy,

and that humidity plays an equally central role. The results indicate that in the high elec-

tricity consuming states (e.g., CA and TX), demand projections that are solely based on air

temperature lead to underestimating cooling demand by as high as 10% (15%) under present

(future) climate scenarios.

Chapter 3 delved into one of the main climate measures for energy prediction, namely,

the Cooling Degree Days (CDD). Specifically, the chapter presents a comprehensive analysis

of the historical climate and energy demand data to show that the most frequently used base

temperature of 65 deg F in calculating CDD leads to mischaracterizing the residents’ thermal

comfort across different states in the U.S. This mischaracterization causes significant miss-

estimations of the cooling demand in the residential sector. Moreover, the CDD calculations

is extended to also include humidity. Results demonstrate the significant cost of disregarding

the role of humidity in CDD calculations under both present and future climate change

scenarios.

Finally, from exploring the electricity demand data sets in the initial chapters, the last

chapter of this dissertation focused on improving the prediction power of the climate-peak
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demand nexus, with a special focus at the higher quantiles. Developing a data-centric algo-

rithm, Chapter 4 demonstrated that it is possible to increase prediction accuracy of the peak

load, with a data augmentation and manipulation. Applying the new algorithm to the major

utilities in the states of California and Texas, this chapter showed significant improvement

of peak load prediction. While the data-centric method was tested for peak load prediction

in CA and TX, it can be readily extended to other data sets and regions.
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A. SUPPLEMENTARY INFORMATION FOR THE

SUBMITTED PAPER IN CHAPTER 2

A.1 SUPPLEMENTARY FIGURES
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Figure A.0. SUPPLEMENTARY FIGURE 1: Highlighted states represent
areas where the selected-features model outperform the air-temperature-only models
in terms of predictive accuracy.
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Figure A.1. SUPPLEMENTARY FIGURE 2 AND 3: Scale bars go from
-8 to 26%. The relative improvement of the selected-features models over air-
temperature-only models in terms of predictive accuracy—based on out-of-sample
RMSE values—for the 50th quantile a , and 90th quantile predictions b . The RMSE
values have not been included in areas where the state-level selected-features models
did not out-perform the air-temperature-only models.
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Figure A.1. SUPPLEMENTARY FIGURE 4 The relative increase of pro-
jected demand by the selected-features model over the air-temperature-only model
for average consumption levels and 90th quantile predictions for all states.
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Figure A.1. SUPPLEMENTARY FIGURE 5: Flow chart with the imple-
mented methodology, complementing Methods section Projected climate data. The
two stages in model development (modeling with observed data and sensitivity anal-
ysis with projected data) are represented by the vertical direction of the flow chart
(from the observed data collection until results processing, continuous arrows) and
the horizontal direction of the flow chart (from projected climate data until the 90th
quantile sensitivity analysis, dashed arrows).

101



WA
0.24

OR
-0.02

MT
0.12

ID
0.26

ND
0.18

WY
0.04

CA
0.54

NV
0.80

SD
0.47

UT
0.66

AZ
0.76

CO
0.39

NM
0.53

NE
0.56

KS
0.75

TX
0.66

OK
0.74

MN
0.52

IA
0.68

MO
0.62

AR
0.62

WI
0.43 MI

0.57

IL
0.64 IN

0.60

LA
0.66

OH
0.60

KY
0.68

TN
0.64

MS
0.62

AL
0.62 GA

0.71
SC

0.71

NC
0.62

VA
0.71

WV
0.47

PA
0.61

NY
0.61

ME
0.19

VT
0.25

NH
0.29

MA
0.59

RI
0.64
CT

0.59
NJ

0.75
DE

0.70
MD
0.69

FL
0.63

R2 Air-temperature-only

0.0 0.8

(a)
Lorem ipsum

WA
0.24

OR
-0.01

MT
0.17

ID
0.29

ND
0.21

WY
0.03

CA
0.60

NV
0.80

SD
0.47

UT
0.68

AZ
0.78

CO
0.46

NM
0.59

NE
0.57

KS
0.75

TX
0.71

OK
0.78

MN
0.53

IA
0.71

MO
0.63

AR
0.65

WI
0.43

MI
0.56

IL
0.70 IN

0.64

LA
0.68

OH
0.59

KY
0.68

TN
0.65

MS
0.65

AL
0.64 GA

0.73
SC

0.72

NC
0.68

VA
0.70

WV
0.46

PA
0.61

NY
0.61

ME
0.20

VT
0.25

NH
0.30

MA
0.59

RI
0.65

CT
0.60

NJ
0.75

DE
0.70

MD
0.68

FL
0.63

R2 Selected-features

0.0 0.8

(b)

Figure A.2. SUPPLEMENTARY FIGURE 6 and 7: (a) Out of sample R2

air-temperature-only models. Red tones represent values negative or close to zero.
Values in green are greater than 0.5; same color scheme for both R2 plots.(b) Out
of sample R2 Selected features. As in the air models, the northwest region did not
present a good fit and the southern region presents good fit with clear improvements,
like in TX, from 0.66 to 0.71.
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A.1.1 SUPPLEMENTARY NOTE 1

Energy consumption during summer represents a high percentage of total consumption

in the U.S. The observed data from 1990 to 2016 reveal that the summer months (i.e., May,

June, July and August) account for an average of 35% of total energy consumption, and

even exceeding 40% in some states (Supplementary Figure 1). States which consumption is

equal greater than 40% represent a highly meaningful peak.

The highlighted states in Supplementary Figure 1 signify areas where accounting for hu-

midity in addition to surface temperature leads to an improved accuracy in characterizing the

climate sensitivity of electricity demand. In other words, the selected-features models out-

perform the air-temperature-only model, in terms of predictive accuracy, in the highlighted

states.
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B. SUPPLEMENTARY INFORMATION FOR THE

SUBMITTED PAPER IN CHAPTER 3

B.0.1 SUPPLEMENTARY TABLE 1

Table B.1. Calculated CDD values one-sample tests

with mean = 18.3, and sample mean of states where 18.3

was within the 95% CI.

State Test Test p-value sample mean

within CI

CDD

AL t-test p-value < 2.2e-16 - 21.1

AR t-test p-value = 1.629e-09 - 17.1

AZ Wilcoxon signed

rank test

p-value = 7.79e-10 - 20.2

CA t-test p-value = 0.9209 sample estimates:

mean of x 18.30825

18.2

CO t-test p-value < 2.2e-16 - 15.0

CT t-test p-value = 1.697e-15 - 17.6

DE Wilcoxon signed

rank test

p-value = 7.495e-06 - 17.8

FL t-test p-value < 2.2e-16 - 23.3

GA t-test p-value < 2.2e-16 - 20.9

IA t-test p-value = 0.005519 - 18.5

ID Wilcoxon signed

rank test

p-value = 0.001762 - 17.7

IL t-test p-value < 2.2e-16 - 16.5

IN t-test p-value = 0.3353 sample estimates:

mean of x 18.25233

18.2

continued on next page
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Table B.1. continued

State Test per-

formed

Test p-value sample mean

within CI

CDD

KS t-test p-value = 0.006166 sample estimates:

mean of x 18.36699

18.4

KY t-test p-value < 2.2e-16 - 19.5

LA t-test p-value < 2.2e-16 - 21.9

MA t-test p-value < 2.2e-16 - 16.6

MD t-testt p-value = 0.3415 - 18.4

ME t-test p-value = 1.847e-14 - 15.9

MI t-test p-value < 2.2e-16 - 17.1

MN t-test p-value = 4.066e-14 - 17.4

MO t-test p-value = 1.563e-11 - 19.0

MS t-test p-value < 2.2e-16 - 20.3

MT Wilcoxon signed

rank test

p-value = 7.79e-10 - 15.4

NC t-test p-value = 5.625e-06 - 18.7

ND Wilcoxon signed

rank test

p-value = 0.01311 - 19.0

NE t-test p-value = 4.04e-09 - 17.5

NH Wilcoxon signed

rank test

p-value = 1.2e-06 - 14.7

NJ t-test p-value < 2.2e-16 - 17.7

NM Wilcoxon signed

rank test

p-value = 0.0002946 - 15.8

NV Wilcoxon signed

rank test

p-value = 8.279e-10 - 16.0

continued on next page
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Table B.1. continued

State Test per-

formed

Test p-value sample mean

within CI

CDD

NY t-test p-value < 2.2e-16 - 16.6

OH t-test p-value = 0.09624 sample estimates:

mean of x 18.21356

18.3

OK t-test p-value = 0.9754 sample estimates:

mean of x 18.29542

18.0

OR Wilcoxon signed

rank test

p-value = 2.467e-06 - 16.6

PA t-test p-value = 0.8601 sample estimates:

mean of x 18.28939

18.2

RI t-test p-value = 3.665e-14 - 17.7

SC Wilcoxon signed

rank test

p-value = 0.0001871 - 18.6

SD Wilcoxon signed

rank test

p-value = 0.0001871 - 16.7

TN Wilcoxon signed

rank test

p-value = 0.3154 - 18.5

TX t-test p-value < 2.2e-16 - 19.8

UT t-test p-value < 2.2e-16 - 16.7

VA t-test p-value = 1.385e-05 - 18.7

VT t-test p-value < 2.2e-16 - 16.2

WI Wilcoxon signed

rank test

p-value = 0.0001801 - 17.5

WV t-test p-value = 1.163e-09 - 18.0

continued on next page
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Table B.1. continued

State Test per-

formed

Test p-value sample mean

within CI

CDD

WY Wilcoxon signed

rank test

p-value = 0.03706 - 18.6

B.0.2 SUPPLEMENTARY NOTE 1

Considering the uncertainty of the Energy Signature method, in Table B.1 we see signif-

icance tests’ p-values for each for the updated CDD set-points. Highlighted are states where

18.3 is within the 95% confidence interval of the 50 bootstrap sample.
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B.0.3 SUPPLEMENTARY FIGURE 1

Energy Signature - Washington (WA)

E
n
er

g
y 

d
em

an
d
 [

M
W

h
]

Air temperature [C]

Figure B.1. The Energy Signature method for the state of Washington (WA).
Even though there is a energy response for the heating demand, there is no
visible response for the cooling demand. Hence, we did not add WA results
for the derived air temperature results depicted in Fig. 1.
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B.0.4 SUPPLEMENTARY FIGURE 2
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Figure B.2. Projected values (2031-2050) PNT from variable CDD versus
PNT from the 65°F (18.3°C) base value.
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Figure B.3. Projected values (2031-2050) PNT from heat index CDD versus
PNT from variable CDD.
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Figure B.4. Projected values (2031-2050) Smax from variable CDD versus
Smax from the 65°F (18.3°C) base value.

111



B.0.7 SUPPLEMENTARY FIGURE 5

AR

TN

ID

1.0

0.5

0.4 0.6 0.8 1.0
Smax from variable CDD base

H
ea

t i
nd

ex
 S

m
ax

Projected Smax  2031-2050

WY

VT

WI

ME

MT

UT MN

RI

PA MI

OH

MA

CT
NH

SD

CO

CA

NJ

KY

IN

GA

DE FL

AL

LA MS TX

NC

VA

OK

KS

SCIL

MO
NE

MD

NY

NV

AZ

NMWV

IA

OR

ND

0.8

0.7

0.9

0.6

Figure B.5. Projected values (2031-2050) Smax from heat index CDD versus
Smax from variable CDD.
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Figure B.6. Heat index CDD versus air temperature CDD for the 65°F
(18.3°C) base value.
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