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ABSTRACT 

Food banks and other non-profit organizations play an essential part in alleviating poverty and 

improving food security in many countries worldwide. These groups help those in need by 

providing food and resources. Food banks rely on infrequent food and cash contributions to help 

them achieve their goals. Due to the finite availability of resources and the dynamic structure, 

managing food supply and demand in a profoundly uncertain situation like this is difficult. This 

study tackles these issues by presenting and analyzing various statistical and quantitative models 

to help food insecure people get food in sustainable and meaningful ways. 

 

The aim and objective of this chapter is to develop and implement data-driven models and 

analytical techniques, as well as decision support frameworks, to help food bank administrators 

better understand the dynamics of food donation supply and demand and to improve the accuracy 

of food supply and demand behavior prediction at various planning levels to ensure equitable and 

efficient distribution of food.  

 

First, a systematic review was done to research the evolving literature in food bank logistics. A 

perusal of the literature shows that research in food bank logistics is evolving, and issues about 

fairness, sustainability, cost reduction, food quality and nutrition, data uncertainty, and food waste 

study have not been reviewed in great detail. This study attempts to fill this existing gap utilizing 

a literature review on these issues and outline future research directions based on research gap 

analysis. Forty-eight published articles were selected, categorized, analyzed, and literature gaps 

were identified to suggest future research opportunities. The review will provide its usefulness for 

academicians, researchers, and experts to better understand food bank logistics and guidance for 

future research. 

 

Second, a unique framework of a hybrid model combining ARIMA and neural network 

autoregressive (NNAR) model to capture both linearity and nonlinearity in the univariate analysis 

of the food donation supply is proposed. We introduce an iterative cross-validation method called 

walk-forward cross-validation to the hybrid methodology. Each model’s parameters can be varied 

and tested again on an iterative basis to obtain optimized tuning parameters specific to the 
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algorithm. The proposed hybrid approach and methodology are applied to the food supply datasets 

and give better forecasting accuracy than the state-of-the-art. Additionally, the food supply 

behavior study is further extended for a multi-variate analysis by leveraging statistical and machine 

learning algorithms to identify the key predictors of the food supply behavior using the same 

historical food supply data of a regional food bank. Based on the numerical study, Random Forest 

(RF) method best captures the complex structure of the data compared to the other developed 

predictive models. Furthermore, we provide a useful framework for implementing these models 

for their effectiveness in a non-profit organization such as the food-aid distribution system and 

implementing the proposed framework for several use case studies based on different levels of 

planning to noteworthy ease and comfort intended for the respective planning team. 

 

Thirdly, understanding the dynamics of the demand that food banks get from food insecurity has 

significant importance in optimizing operational costs and equitable distribution of food, 

especially when demand is uncertain.  Hence, Gaussian Mixture Model (GMM) clustering is 

selected to extract patterns. The novelty is that GMM clustering is applied to identify the possible 

causes of food insecurity in a given region understanding the characteristics and structure of the 

food assistance network in a particular region, and the clustering result is further utilized to explore 

the patterns of uncertain food demand behavior and its significant importance in inventory 

management and redistribution of surplus food thereby developing a two-stage hybrid food 

demand estimation model. A food bank network in Cleveland, Ohio is used as a case study and 

the clusters developed are studied and visualized. The results reveal that this proposed framework 

can make an in-depth identification of food accessibility and assistance patterns and provides better 

prediction accuracies of the leveraged statistical and machine learning algorithms by utilizing the 

GMM clustering results. 

 

Finally, the analytical methods implemented and developed to study the supply and demand of the 

food donations are extracted and used to develop a conceptual framework for designing a decision 

support system to apply visual analytics to a food bank’s decision-making process. To validate the 

conceptual framework, a decision support system has been designed accordingly, and dashboards 

are developed to improve a food bank’s strategic, tactical and operational planning. The findings 

of this research can help food banks make better decisions and manage the resources efficiently 
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and serve the people in need. It also has the potential to be further expanded to other hunger-relief 

organizations. 
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 INTRODUCTION 

Food insecurity is defined as the condition of limited availability of cost-effective, accessible, and 

nourishing food in socially acceptable ways (Alotaik et al., 2017; Hampl & Hall, 2002; Mousa & 

Freeland-Graves, 2017). According to the 2014 insights provided by Feeding America - one of the 

largest hunger-relief networks in the United States, 42.2 million of the total population survive in 

food-insecure households, including 29.1 million adults and 13.1 million children. This comprises 

about 13.1% of food insecure families (Feeding America, 2014), and the numbers continue to grow. 

As shown in Figure 1.1, the number of people in the United States who are food insecure had been 

on the rise until 2008, remaining stable for a certain period and declining slightly from 2011 to 

2013. This issue is being faced by several countries (both developed and developing) all over the 

world. To control this issue, food-insecure people and families obtain assistance from the 

government and food rescue organizations. One such food rescue program in the United States is 

Feeding America. Feeding America distributes food and aid to these individuals by having a 

nationwide network of around 200 food banks and around 60,000 food pantries and meal programs. 

As depicted in Figure 1.2, food rescue and distribution in the United States involve the 

management of food, material, currency, and other sources that aid food delivery to the people in 

need. The food banks and other non-profit organizations play a pivotal role in collecting and 

distributing foods to the food insecure, either directly or via agencies that serve local communities 

(Feeding America, n.d.). These agencies include all the food pantries and meal programs that the 

food banks support. Besides managing the collection of donated foods from the various food 

donors, food banks also manage the distribution of these donated foods to the various food agencies 

associated with it. The research problem in this research is motivated by the scheduling challenges 

faced by the food bank distribution chain. 

.   
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Figure 1.1 Food insecurity percentages in the U.S., 1995-2013. (Sengul Orgut et al., 2016) 

 

 

  

  

Figure 1.2 Management of resources in the food relief supply chain 
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Food banks are autonomous in their operations (Brock & Davis, 2015; Lien et al., 2014; Orgut et 

al., 2016b) with the exception that they report back to Feeding America regarding the amount of 

donated food and services they have distributed in their local community considering the size of 

the food insecure population in that given region. Food banks obtain donated food and grocery 

products from food donors such as national food and grocery manufacturers, vendors, etc., within 

scheduled due dates and time windows. The donated food is carried back to the food bank using 

either rented or owned trucks. These donated foods are checked in the food bank for quality reasons. 

The trucks are subsequently used to deliver the donated foods to numerous food pantries and meal 

programs (also termed as food agencies) based on their accessibility and requested service times. 

The trucks return to the food bank once the donated foods are delivered. The individuals receive 

the donated food items from these food agencies in their region.  

 

Management of the food bank supply chain is a prominent problem considering that the supply 

chain involves the movement of donated food that must be delivered to the food insecure people 

quickly. If not, there would be a significant amount of food waste and hence an increase in food 

malnutrition, considering that food waste and malnutrition have a close relationship (Parfitt et al., 

2010). The said challenge points to the need for food banks to have a flexible distribution process. 

Apart from distributing the donated foods to various food agencies, as many of these agencies lack 

the resources to obtain food regularly, food banks also make the food available in their organization 

or warehouse to serve those close to the food bank. It is constantly being taken into consideration 

by the food banks to increase the accessibility of the donated foods to those agencies that are in 

remote areas. To accomplish that, there are fixed weekly schedules of transportation being carried 

out by the food banks to these areas to make sure that the demands are met.   

 

A non-profit organization like the food banks does not have profit as their only objective. The 

main goal is to ensure that food insecurity is reduced, and to do that, efficient usage of the available 

resources is critical. 
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1.1 Research Statement and Contributions 

Food banks depend on food and cash donations that infrequently occur to help them fulfill their 

goals. In highly uncertain conditions such as this, balancing the supply and demand of food is 

challenging considering the limited availability of resources and the complex system. This research 

addresses these challenges and presents and analyses several statistical and mathematical models 

to facilitate food distribution to the food insecure sustainably and effectively. The contributions of 

this dissertation are: 

• Fill the existing gap in the literature by conducting a systematic literature review and 

identify the current issues for research based on research gap analysis 

• Develop a novel hybrid time series model combining ARIMA and neural network 

autoregressive (NNAR) model for a univariate analysis of food bank supply  

• Conduct a comprehensive numerical study and develop a multi-variate analysis to quantify 

the extent of uncertainty in terms of donor and funding sources and their characteristics, 

food type and storage type using a novel predictive framework 

• Develop a two-stage hybrid food demand estimation model using Gaussian Mixture Model 

(GMM) clustering Bayesian Additive Regression Trees (BART)  

• Develop an interactive dashboard to assist the decision-making process using a novel 

conceptual framework 

1.2 Organization of Dissertation 

Each chapter of this dissertation has its introduction and relevant background associated with a 

problem or class of problem that a decision-maker might face. The remaining of the chapters of 

this dissertation are organized as following sequences. In Chapter 2, the systematic literature 

relevant to food bank logistics is reviewed. Chapter 3 presents the hybrid time series methodology 

for the food supply dataset. The multi-variate analysis of the food supply dataset is presented in 

Chapter 4. In Chapter 5, a two-stage hybrid food demand estimation model is explained, and in 

Chapter 6, the conceptual framework for designing a decision support system to apply visual 

analytics to a food bank’s decision-making process is presented. Finally, Chapter 7 concludes this 

dissertation and summarizes the plan for further research directions. 
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 COMPREHENSIVE LITERATURE REVIEW AND PERSPECTIVES IN 

FOOD BANK LOGISTICS 

When a person is hungry or is in a situation of hunger, it is a feeling that is felt physically, but in 

terms of the intensity of hunger, subjectivity arises and hence, challenging to gauge or quantify. 

Currently, the means of measuring hunger and food inadequacy is done for a sizeable amount of 

people or a large population. The term used is food insecurity. The description of food insecurity 

keeps changing overtime depending mainly upon the region in which it is measured and the 

perspectives of hunger in each region, thereby widening the research interest of food insecurity. 

Food insecurity is the circumstance or situation of scarce availability of affordable and nutritious 

food in socially customary ways (Alotaik et al., 2017; Hampl & Hall, 2002; Mousa & Freeland-

Graves, 2017). In the United States, around 50 million people face hunger. This constitutes about 

1 in 6 of the country’s population, encompassing more than 1 in 5 children facing hunger as well 

(Feeding America, 2014). Food supply chain literature has evolved over the years as not just 

focusing on the profit-based food supply chains, but also taking into account the hunger-relief 

logistics, thereby extending the literature to include long-term humanitarian issues such as food 

insecurity, specifically non-profit food supply chains as an extension for research interests.  

 

Food insecurity affects about 13.1 percent of households, and the figure continues to rise (Feeding 

America, 2014). According to Feeding America, one of the largest domestic hunger-relief 

organization in the United States, 42.2 million Americans, including 29.1 million adults and 13.1 

million children, live in food-insecure households. Food insecurity in the United States was on the 

increase until 2008 but remained stable for a while before decreasing slightly from 2011 to 2013 

and will continue to rise as a result of the current pandemic crisis (Providence, 2020). This issue 

is being faced by several countries (both developed and developing) all over the world (Campbell, 

1991; Casey et al., 2001; Lee & Frongillo, 2001; Nelson et al., 2001; Kumar et al., 2009; Vozoris 

& Tarasuk, 2003) have addressed the impact of food insecurity on the quality of life and health 

status of individuals. There are government and food rescue systems to combat the issue of food 

insecurity in America. Food insecure individuals and households receive support through a 

nationwide network of about 200 food banks and 60,000 food pantries and soup kitchens, handled 

and managed by Feeding America – the leading food rescue service in the United States. The 
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Feeding America network serves over 37 million people per year, comprising of 14 million 

children and 3 million seniors. Feeding America's clients face situations where they had to choose 

between paying for food and paying for medications or medical attention in 34% of cases. 

Furthermore, 72 % of food banks believe they would not be able to fulfill the demands of their 

families without changing the volume of food supplied (Feeding America, 2014).  

 

Based on the work carried out by (Orgut et al., 2016b), different key stakeholders and stages have 

been established and are depicted in Figure 2.1. Food banks and other non-profit organizations 

play a critical part in gathering and providing food to those in need, either directly or by 

community-based agencies (Feeding America, 2015). These agencies include all of the food 

bank’s supported food pantries and meal programs. The food bank supply chain network involves 

the handling of food, materials, currency, and other resources that help in the supply of food to the 

food insecure. Food banks play a critical part in reclaiming excess food that would otherwise be 

thrown away. Big farms and food processors have some harvested crop left over which the food 

banks store. Defective foods, which may or may not be sellable, are often purchased from food 

producers and dealers. However, the bulk of the food supplies come from grocery stores and food 

producers. Food banks oversee the procurement of donated foods from various food donors as well 

as the delivery of these donated foods to the various food agencies with which they are affiliated. 
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Figure 2.1 Management of resources in the food relief supply chain 

 

Food banks are autonomous in their operations (Davis et al., 2014; Lien et al., 2014; Orgut et al., 

2016b) with the exception that they report back to Feeding America regarding the amount of 

donated food and services they have distributed in their local community considering the size of 

the food insecure population in that given region. Many scholars have explained the delivery of 

donated foods from various viewpoints. Food banks receive donated food and grocery supplies 

from food lenders such as major food and grocery distributors, merchants, and others, under 

predetermined deadlines and time frames. Using borrowed or owned trailers, the donated food is 

returned to the food bank. These donated foods are stored at the food bank to ensure that they are 

of high quality. The donated foods are then distributed to a number of food pantries and meal 

services (known as food agencies) depending on their availability and requested service hours. 

When the donated goods have been delivered, the trucks head to the food bank. People in their 

area collect donated foods from local food pantries and meal services. Aside from food donations, 

Feeding America foodbanks invest in the ChoiceTM scheme, which was created in collaboration 

with the University of Chicago (Prendergast, 2017). The Choice system is an online/mobile-

enabled auction system that allows food banks to place orders for food depending on the number 
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of shares they have. These organizations can also rely on food banks to provide extra food 

allotments based on donations received locally. Food banks are also engaged in emergency 

recovery, supplying millions of pounds of food to people in disaster-stricken countries (Feeding 

America, 2015). Food banks accept cash contributions in addition to food donations to help with 

procurement and logistics. These private monetary funds are used by food banks to buy goods that 

are in high demand, have a long shelf life, and are reasonably priced. For a limited portion of the 

procurement price, these acquired items are made available to their food agencies. As a result, 

products purchased by private monetary contributions differ from those obtained through food 

donations. 

 

The literature on foodbank logistics is limited. To our knowledge, no comprehensive literature 

review has been conducted that focuses on food bank delivery and collection modeling, as well as 

a comparative analysis of food bank logistics. (Bazerghi et al., 2016) and (McKay et al., 2019) 

looked at 35 and 57 studies on the role of food banks in maintaining food security, respectively. 

Food banks have urgent remedies to food insecurity, but they lack the ability to maintain overall 

food security due to a lack of nutritionally based food banking initiatives in the past, according to 

these reviews. These articles have concentrated on gathering qualitative research from the food 

bank literature rather than quantitative research or the technical facets of the food bank network. 

An et al. (2019) supplemented this analysis by analyzing 14 articles and concluding that providing 

a diet-focused donated food delivery scheme for the food deprived improves the long-term success 

of food pantries. 

 

We thoroughly reviewed the literature and heeded the need for study by answering the following 

research questions in order to shed some light on how to improve identification of logistical 

problems and issues faced by food banks and their food agencies: 

 

- RQ1. What are the key elements, logistical aims and concerns, of the food bank supply 

chain in the literature? What is the state of research on such elements on a quantitative 

level of the outcome? 

- RQ2. What research gaps can guide future studies? 
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The proposed article aims at introducing and filling the huge gap of studying the quantitative 

models, logistical aims, and modeling challenges in the food bank literature and finding research 

gaps for identifying the future scope of research. 

 

This study makes an attempt to present a comprehensive review of the published literature on the 

logistical issues faced by food banks. Subsequently, the study analyzed the research gaps in the 

literature to facilitate further study, and research directions. The remaining part of the study is 

organized as follows: Section 2.1 defines the Research methodology. Detailed discussions on 

specified classifications are undertaken in Section 2.2. Section 2.3 discusses and critically analyzes 

research gaps, and the study is summarized in Section 2.4 by offering conclusions along with its 

limitations.  

2.1 Research Methodology 

The aim of this paper is to systematically analyze the current research in the improvement of the 

food bank logistics systems and identifying the latest progress in ensuring food security. We 

accomplish this aim by conducting a systematic literature review utilizing aspects of structured 

literature study as mentioned by (Denyer et al., 2008). they suggest that the two main purposes of 

a systematic literature review are to combine all the research findings in a specific area and 

identifying research gaps that can guide future research. To further enhance the thoroughness of 

our literature review, we apply an inclusion and exclusion criteria (see Table 2.1). In addition to 

guiding the research, these criteria also support rigorous and defensible data (Meline, 2006). The 

method is used to systematically evaluate the themes of recorded information. It is useful for 

creating thorough literature reviews because it allows for understanding the focus of written text 

in a rule-governed way, thus enhancing replicability.  

 

This review consists of a comprehensive three-step process for conducting literature reviews. The 

three steps are- Material collection, descriptive analysis, and category identification and analysis 

each described in the following section. 

 

 

 



 

 

28 

2.1.1 Material collection 

Material collection methodology and unit of analysis is the first step of the literature review process. 

The unit of analysis has been defined as a single research article/dissertation/book/report. The 

Boolean phrase and the inclusion/exclusion criteria used for the study can be seen in Table 2.1. As 

part of this review process, only peer reviewed articles available in English were considered for 

inclusion. The articles were collected from Google-scholar search engine (www.scholar.google.com) 

and in Scopus (www.scopus.com) with options of searching for articles in English Language 

excluding articles in other languages and sorted by relevance. Lastly, in the search we targeted 

papers published in the period ranging from January 2013 to June 2020. This point of direction 

was chosen based on the publishing dates of seminal publications on developing food bank 

logistics. 

 

Table 2.1 The Boolean phrase used as well as inclusion/exclusion criteria  

Boolean Phrase Inclusion/Exclusion Criteria 

(“Food bank*” OR “hunger relief*” OR “food 

bank supply chain*” OR “food bank supply 

chain network*”) AND (“nonprofit*” OR “not-

for-profit*”) 

 

- Must be peer reviewed 

- Must be written in English 

- Articles must be focused on food 

bank supply chain management 

and control 

 

A total of 1130 articles results from the keyword search. After removing duplicates and filtering 

for peer-reviewed impact factor publications, 523 articles remained for evaluation.  

 

We then proceeded to review the abstracts of these 523 articles to assess if they fit our research 

questions. Accordingly, only articles with the quantitative focus that addressed food bank logistics 

optimization were considered relevant for further analysis. This reduced the article dataset from 

523 to 84 articles considered for further review. The full text of these 84 articles was reviewed in 

depth to enhance the comprehensiveness of our review and also located additional papers relevant 

to our review and identified 12 additional articles that were considered relevant for our systematic 

review in food bank logistics. 

 

Subsequently, 48 articles were chosen for our study that fit our research questions. Figure 2.2 

Depicts the PRISMA chart search process. 
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Figure 2.2 Article search, evaluation and exclusion process 

2.1.2 Descriptive analysis 

In the descriptive analysis step, the formal characteristics of the articles collected are assessed with 

the aim of providing background for subsequent evaluation of each article’s content. The annual 

distribution of number of articles published for year 2013 to 2020 is shown in Figure 2.3. Most of 

the articles have been published in reputed journals such as European Journal of Operational 

Research, International Journal of Production Research, and IISE Transactions. It is also clear 

that numbers of articles have increased considerably in last few years because of growing interest 

of researchers in this area. Highest number of articles has been published in the year of 2018. 

 

 

Figure 2.3 Annual distribution of publications across the period of the study 
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2.1.3 Category identification 

Categories of the study and framework for the study are shown in Figure 2.4. As discussed in 

section 2.1, due to the lack of depth in previous literature, the literatures on food bank logistics are 

classified into five categories. These five categories are (1) Improved fairness and sustainability;(2) 

Reduction of uncertainty; (3) Reduction of food waste; (4) Improved food quality and nutrition;(5) 

Cost reduction. This classification and framework for the study is shown in Figure 2.4.  

 

 

Figure 2.4 Framework of the study 

 

Distribution of research articled for the five categories is shown in Figure 2.5. Cost reduction has 

maximum percentage of 34% of the publications while most of the other categories are 

comparatively having lesser percentages of articles indicating the need for future scope of research 

in these areas. We also consider the drivers and enablers of the categories as key logistical aims to 

provide the potential research intentions (Table 2.2). Discussing the drivers and enablers, and the 

explanations of the categories as the key logistical aims, allows us to evaluate and assess 

respectively the KPIs and the logistics system scope of the models in the further sections. The 

definitions of each of the KPIs are as follows: 
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1. Total Logistics Costs incurred (LGC) – it is the sum of all the costs sustained during the 

flow of products in the supply chain. 

 

2. Storage capacity usage (SCU) -it is the measure of the storage space in a warehouse used 

and is usually quantified in volume units or percentage of space occupied. 

 

3. Transportation costs (TC) – Costs of transportation of goods and supplies. 

 

4. Investment capital incurred (ICI) – is the amount of money raised by an organization used 

for undertaking new projects.  

 

5. Completion time of task (CTT) – Time taken to complete a task under observation. 

 

6. Speed of response (SR) – time taken to react to a particular action.  

 

7. Volunteer capacity usage (VCU) – percentage of volunteers from the available database. 

 

8. Volunteer service rate (VSR) – to measure value of volunteers, it is measured by total 

volunteer hours and/or service attendance. 

 

9. Equitable distribution of food (EDF) – distributing fairly and equally with all concerned 

generally quantified using user-defined functions and metrics.  

 

10. Carbon emissions (CE) – generally quantified based on the fuel economy and rate of 

emission by the source in a given supply chain. 

 

11. Supply traceability (ST) – rate of accuracy in predicting the supply of a quantifiable item.  

 

12. Monetary donations obtained (MDO) – amount of capital obtained in the form of donations 

to the food bank organization.  
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13. Unsatisfied demand (UD) – percentage of demand not fulfilled by means of food served to 

the food insecure  

 

14. Demand traceability (DT) - rate of accuracy in predicting the demand of food insecure 

population. 

 

15. Food insecurity visibility (FIV) – Visualization of the percentage of food insecure in a 

given region. 

 

16. Nutritional satisfaction (NS) – Measure of availability of nutritious food as per the USDA 

guidelines in a given food bank organization. 

 

17. Increased shelf-life (IS) – Measure of the freshness of the food item for edible consumption.  

 

18. Disposal costs (DC) – costs incurred in food wastes.  

 

19. Food waste reduction (FWR) – quantified in percentage of food served by the food banks 

to the food insecure within the given shelf life of the food item. 

 

20. Food donation quality (FDQ) – measure of shelf-life of food donated by food donors to the 

food bank organization. 
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Figure 2.5 Distribution of research papers for different categories 
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Table 2.2 Key logistical aims in Food Bank Supply Chain 

Key Aims  Drivers and Enablers Explanation of Key Aims 

Improved 

fairness and 

sustainability  

− Growth of Food insecurity  

− Increase of sustainability 

awareness 

− Food scarcity  

− Social Welfare  

The ability to reduce societal impacts 

related to equitable distribution of food, 

food insecurity, and environmental 

concerns of operations  

Reduction of 

uncertainty 
− Demand satisfaction  

− Donated food supply collection  

− Lack of coordination  

− Delivery constraints 

− Managerial implications 

The need to have complete visibility of 

the supply and demand of the donated 

foods allowing to forecast and study the 

data sources throughout the stages in the 

food bank supply chain  

Reduction of 

food waste 
− Demand for edible, nutritious 

food  

− Products with longer shelf life 

− Organizational and regulatory 

solutions 

− Donor collaborations 

The need to collaborate in the food bank 

supply chain network to reduce food 

wastes that can be used for food donation 

because of edible quality 

Improved 

food quality 

and nutrition  

− Increased concerns for food 

security  

− Education and awareness raising  

− Consumer focused awareness 

raising  

The ability to control and process food 

quality in the donation process and 

deliver nutritious and edible food to the 

food insecure by incorporating quality 

decay information in the logistics 

decision making 

Cost 

reduction 
− Lack of monetary funds 

− Economic crisis  

− Volunteering workforce 

The need to minimize the total logistical 

and network costs from the source of the 

food donations to the final point of 

donated food consumption   

2.2 Detailed analyses of the literature 

The selected articles of the literature review are discussed and explored in this section to construct 

a holistic view of the current studies in Food Bank logistics. The results will illuminate the current 

gaps and future directions for research. First, we present the main characteristics of the reviewed 

literature (Table 2.3). 

2.2.1 Modeling Characteristics  

In recent years Operations Research and logistics literature in the food bank research has shown a 

growing interest. In this study, we investigate the various logistics and quantitative models with 

respect to the main characteristics (Table 2.3) summarized below: 
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Modelling type: Researchers develop various types of models to facilitate the decision-making 

process to be carried out in a systematic way. The distribution of model types used in the batch of 

48 papers are as follows: (i) Mixed Integer Programming (54% of all models), (ii) Analytical (19%), 

(iii) Simulation (19%), (iv) Linear Programming (6%), (v) Multi Objective Programming (2%). 

(Non)linearity: There is a mix of linear and non-linear models in the literature.  

Solution approaches and tools: Apart from standard software programs (e.g. Cplex, Lindo), various 

heuristics have been developed to solve the models due to the complexity of the problem, large 

problem instances, or possibility to generate fast solutions that lead researchers to consider 

heuristic approaches. 

Real vs. Hypothetical: Proposed models are implemented either by considering real or hypothetical 

data. 

Key Performance Indicators (KPI): A quantifiable value that demonstrates how effectively 

objectives are achieved.
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Table 2.3 Model Characteristics 

Sl No. Articles Model Type  
(Non) 

Linearity 

Solution Approaches and 

Tools 

Real vs. 

Hypothetical 

Key 

Perfor

mance 

Indicat

ors 

(KPI) 

1 (Jiang et al., 2013) Analytical NL U R ST, 

FWR 

2 (Gharehyakheh, 2018) Analytical NL U R IS, 

FWR 

3 (Hindle & Vidgen, 2018) Analytical NL U H EDF 

4 (Desai, 2015) Analytical NL SAS, Tableau R + H CTT 

5 (Mohan et al., 2013) Analytical NL R R EDF 

6 (Aiello et al., 2015)  Simulation NL Arena H SR 

7 (Balza-Franco et al., 2017)  LP L Microsoft Excel Solver  H LGC 

8 (Nair et al., 2016a)  Simulation L U H LGC 

9 (Yang, 2018)  MIP L CPLEX, Heuristic R + H TC 

10 (Sucharitha & Lee, 2019)  Simulation NL Heuristic R EDF, 

FWR 

11 (Sucharitha & Lee, 2018)  Analytical NL R R DT 

12 (Ata et al., 2019)  Analytical NL VBA H EDF, 

FWR 

13 (Rey et al., 2018)  Simulation NL Arena R VCU, 

VSR, 

EDF 

14 (Eisenhandler & Tzur 2019a)  MIP L ILP Solver, Heuristic R + H TC, 

EDF 

15 (Eisenhandler & Tzur 2019b)  MIP L ILP Solver, Heuristic R + H TC, 

EDF 
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Table 2.3 continued 

16 (Nair et al., 2016b)  MIP L CPLEX, Heuristic R + H LGC, 

EDF 

17 (Nair et al., 2017a) Analytical NL U R ST, 

FWR 

18 (Ferreira et al., 2018)  MIP L CPLEX, Heuristic H LGC, 

EDF 

19 (Rey et al., 2018)  MOP NL C# H LGC, 

DC 

20 (Lee et al., 2017)  MIP L CPLEX, Heuristic R LGC 

21 (González-Torre & Coque, 2016)  SP NL Arena R + H VCU, 

EDF 

22 (Bacon & Baker, 2017)  Analytical U U R FWR 

23 (Gharehyakheh et al., 2019)  Analytical NL GIS R FIV 

24 (Pollastri et al., 2018)  SP NL Arena R + H VCU, 

EDF 

25 (Galli et al., 2019) Simulation NL U R + H FDQ 

26 (Martins et al., 2019) MIP L CPLEX, Heuristics R + H LGC, 

SCU, 

TC, 

ICI, 

EDF, 

CE, 

UD 

27 (Orgut et al., 2018)  Simulation NL U H FWR 

28 (Schneider & Nurre, 2019)  MIP NL U R + H LGC, 

EDF 

29 (Ahire & Pekgün, 2018)  MIP L CPLEX, Heuristics R + H LGC 

30 (Brock & Davis, 2015)  Analytical U U R FWR 

31 (Glover et al., 2014)  Analytical NL R R LGC 



 

 

 

3
8
 

Table 2.3 continued 

32 (Solak et al., 2014)  Simulation NL Genchi G2014enbutsu, 

TPS tools 

R LGC 

33 (Reihaneh & Ghoniem, 2018) MIP L CPLEX, Heuristics R + H LGC 

34 (Alotaik et al., 2017)  MIP L C#, Heuristics H LGC 

35 (Aboujaoude & Schneider, 2017)  Analytical NL U R ST 

36 (Orgut et al., 2017)  Simulation U VBA R LGC, 

VSR 

37 (Balcik et al., 2014)  SP NL U R + H LGC, 

EDF 

38 (Orgut et al., 2016a)  MIP NL Heuristic R + H LGC, 

FWR 

39 (Davis et al., 2014)  MIP L CPLEX, Heuristic R + H LGC, 

EDF 

40 (Sönmez et al., 2016)  SP NL U R + H LGC, 

EDF 

41 (Buisman et al., 2019) Analytical NL GIS R LGC, 

DT 

42 (Ortuño & Padilla, 2017)  MIP L Xpress-IVE R LGC 

43 (Prendergast et al., 2017)  MIP L Lingo R LGC, 

NS 

44 (Nair et al., 2017b)  Simulation NL U R + H LGC, 

MDO, 

FDQ 

45 (Davis et al., 2016)  Analytical NL U R ST, 

FWR 

46 (Ibarra-Rojas & Silva-Soto, 2020)  Analytical NL U R ST, 

FWR 

47 (Delpish & Jiang, 2019)  Analytical NL U R SCU, 

ST 

48 (Phillips et al. 2013)  Analytical NL U R SCU, 

ST 
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Table 2.4 Notation 

Notation Meaning  

MIP Mixed Integer Programming  

LP Linear Programming 

MOP Multi-Objective Programming 

SP Stochastic Programming 

IP Integer Programming 

U Unspecified 

L Linear 

NL Non-Linear 

R Real  

H Hypothetical 

LGC Total Logistics Costs incurred 

SCU Storage capacity usage 

TC Transportation costs 

ICI Investment capital incurred 

CTT Completion time of task 

SR Speed of response 
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Table 2.4 continued 

VCU Volunteer capacity usage 

VSR Volunteer service rate 

EDF Equitable distribution of food 

CE Carbon emissions 

ST Supply Traceability 

MDO Monetary donations obtained 

UD Unsatisfied demand 

DT Demand traceability 

FIV Food insecurity visibility 

NS Nutritional satisfaction 

IS Increased shelf-life 

DC Disposal costs 

FWR Food waste reduction 

FDQ Food donation quantity 
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2.2.2 Improved fairness and sustainability  

Tackling hunger and food insecurity are the main aims of foodbanks, and this is done by supplying 

and distributing food in their service region with the help of donated foods. It is usually the case 

when the demand is way higher than the supply of donated foods in this logistics system (Orgut et 

al., 2016a). Due to this situation, the focus of food banks is to provide as much food as possible 

and as equitably and sustainably possible to the benefactors and the underprivileged. Equity and 

sustainability stand out in a non-profit organization because of its contradictions with the other 

objectives that arise in an organization (such as, minimization of wastes, costs, etc.,) (Russell, 

2005). Hence, this has been a focus in several research papers in the recent years and because of 

which, equity and harmful gas emissions has been considered as the main Key Performance 

Indicators (KPIs) in the study for improving fairness and sustainability as can be seen in Table 2.  

Lien et al. (2014) presented a single vehicle sequential resource allocation model for a hunger 

relief program in Chicago, with the objective of equitable and effective distribution of donated 

food. An egalitarian welfare utility function is taken into consideration as the study for equity. 

Balcik et al. (2014) extended this single vehicle sequential resource allocation model to a multi-

route setting. Orgut et al. (2016a) designed a joint decision-making model for the fair distribution 

of storage capacities in various counties of North Carolina to tackle the storage space issues. 

Fairness and equitability are considered by minimizing the absolute variation between the 

proportion of food delivered and the demand of the counties and expanding the total food delivered 

in parallel. Orgut et al. (2017) extended this model to include stochasticity. Orgut et al. (2018) 

developed robust optimization models to further combat capacity uncertainty and improve the 

overall equity constraints at all the bottleneck locations. However, these models looked into the 

inventory management of the network. For the inclusion of the routing costs, Davis et al. (2014) 

developed transportation schedules for food donation collection and food delivery by instituting 

food delivery points and implementing a set covering model to assign food agencies to each food 

delivery point.  

 

Nair et al. (2016a) developed routing models that incorporated three objective functions to report 

efficiency and fairness in allocation namely- maximize the total utility of the agencies (utilitarian); 

maximize the utility of the worst-off agency (egalitarian); and minimize the deviation of the 
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utilities of the best- and worst-off agencies. These proposed fairness objectives aid in the fair 

allocation of the demand that arises in various food agencies of the network. Martins et al. (2019) 

developed a food bank supply chain network model and addressed the trade-offs and conflicting 

results that arises with the inclusion of equity and sustainability in a cost reduction focused 

situation. A mixed integer programming model was proposed with three objective functions that 

considered economic, environmental, and social dimensions of the network and computational 

study was conducted to investigate the trade-offs that occur under the three conflicting objectives. 

Sucharitha and Lee (2018) developed a food distribution policy using suitable welfare and poverty 

indices and functions to ensure an equitable and fair distribution of donated foods as per the 

varying demands and requirements of the people. (Yang, 2018; Eisenhandler & Tzur 2019a; 

Ibarra-Rojas & Silva-Soto, 2020) developed Sequential Resource Allocation problems with the 

focus of equity maximization and developed algorithms that provides high-quality solutions. 

2.2.3  Reduction of Uncertainty 

There is considerable relevant literature discussing the role of machine learning and data mining 

models in the improvement of uncertainty of several aspects of the supply chain. But there is little 

attention in hunger relief operations. The reviewed literature shows that supply and demand 

traceability and visualization of food insecurity as the KPIs considered in the literature focused in 

the category of reduction of uncertainty (Table 2.4). Davis et al. (2013) executed the use of time 

series estimating techniques, moving average and exponential smoothing to predict the amount of 

food donated per description of food per type of donor in the food relief operations of Foodbank 

of central and eastern North Carolina. According to their data analysis, exponential smoothing 

method had provided better prediction results than the other established methods to predict the 

food donation. An empirical model was introduced by Phillips et al. (2013) to predict the total 

quantity of food obtained by a food bank in North Central Colorado. The model presented is a 

threshold model where in, Generalized Pareto distribution is applied, and the food donated by food 

providers was modeled based on the characteristics of the donors. This study mainly focused on 

recognizing the gap between demand and supply and ways to tackle the gap. Jian et al. (2013) 

explored different data mining techniques to study the trend in the donation and stochasticity in 

the donation using Markov Chain analysis. However, these methods and studies do not take into 

consideration the nutritional focus of food banking and the various important categories of food as 
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per the nutritional guidelines involved in a food bank network and did not consider the purchased 

food aspects of food banks. Another study by Brock et al. (2015) studied the predictive modeling 

of donations arriving from supermarkets considering only the supermarket sales and implementing 

traditional and non-traditional forecasting methods. Recently, Nair et al. (2017a), Davis et al. 

(2016) and Nuameh (2016) evaluated several different approximation methods to estimate the 

daily availability of food based on a set category of foods and food providers and considering only 

the correlation between food types donated. In these studies, too however, there is no research 

done towards having a nutritional focus of food banking, nor is there an account of food purchasing 

data that should be included in the predictive study as it is one of the main ways of procuring food 

in the food bank supply chain. By better understanding the dynamics and function of the food 

assistance network in a given area, Alotaik et al. (2017) and Sucharitha and Lee (2019) developed 

clustering algorithms to better understand the potential causes of food insecurity in a given region. 

Table 2.5 provides a concise description of each analysis. 

 

Table 2.5 Recent Background about predictive studies for Food Bank supply chains 

Reference Method Implemented/ Chosen as best fit 

(Philips et al., 2013) Generalized Pareto Distribution  

(Davis et al., 2013)  Time Series Forecasting Techniques 

(Delpish & Jiang, 2019)  Parametric Machine Learning Algorithms  

(Brock & Davis, 2015) Parametric Machine Learning Algorithms  

(Nuameh, 2016)  Parametric Machine Learning Algorithms 

(Davis et al., 2016) Parametric Machine Learning Algorithms  

(Nair et al., 2017) Parametric Machine Learning Algorithms  

(Alotaik et al., 2017) Cluster Analysis 

(Sucharitha & Lee, 2019) Cluster Analysis 



 

 

44 

2.2.4 Food Quality, Nutrition and Reduction of Food Waste 

An added effort taken by the Food Banks is to minimize food wastes which are often contradictory 

to the primary objective of Equity. Food Banks are infrequently faced with the interesting situation 

where they have some extra food on hand. This food may be produced with a lower shelf life and 

hence, has to be distributed in a competent manner. If a produce item's shelf life is ending, they 

face the conflict of whether they should send that food to waste (which also costs money) or send 

the extra food to an agency available. Faced with a situation like this, they choose to send food to 

the agency, although it may have a higher cost and violate equity. Food banks face challenging 

decisions like these continually, as mentioned by Orgut et al. (2016) (KPIs in Table 2.2). 

Gharehyakheh et al. (2019) consider the effect of temperature in a kinetic model to predict the 

remaining shelf-life of perishable foods in food banks. This method lessens food waste and 

improves food safety, thereby enabling food banks to serve more people in need. Sucharitha et al. 

(2018) proposed a simulation design and algorithm to ensure equitable and fair distribution of 

donated foods as the demand requirements and ensuring minimum wastage of food with a focus 

towards nutrition. Gharehyakheh (2018) developed an optimization model that maximizes food 

collection considering the type of food based on a recommended dietary guideline, subject to 

transportation and warehouse capacity constraints. To combat food wastage and ensure quality 

nutrition, Gonzalez-torr and Coque (2016) developed a Data Envelopment Analysis (DEA), in 

order to learn about food bank visitors and determine some clues about the efficiency of the food 

bank operations, comparing them according to variables such as the number of volunteers and 

permanent staff, the tonnage of food delivered, and the number of people served. A systems 

dynamics model was implemented by Galli et al. (2019) with the objective to set relations and 

dynamic mechanisms associated with variables relevant to food waste generation, food 

improvement for food relief operations. The analysis of feedback interactions highlights the (actual 

and potential) vulnerabilities of food assistance systems that occur when addressing food poverty 

by reducing food surplus and food wastage. To observe the contradictions with food wastage and 

Equity, Balcik et al. (2014) and Ortuño and Padilla (2017) developed mathematical models to 

minimize food wastage and maximization of equity as objective functions to study the results of a 

food bank case studies using heuristics. 
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2.2.5 Cost Reduction  

Funding in terms of government and private means for the food banks and their respective food 

agencies in the Feeding America network can be obtained through multiple means. Some of their 

funding sources are local, state and federal governments and donations from individuals, religious 

institutions or companies. The food banks use the budget mainly to pay for their overhead 

expenses, acquire food, and ensure suitable transportation of donated food and wage for their staff. 

The economic condition also has a significant effect on their staffing levels and logistics 

capabilities. For these reasons, food banks must budget their costs and assets to ensure the 

longevity of their ability to obtain and distribute food to serve the food insecure population (KPIs 

for this category provided in Table 2.2.). The first introduction towards cost reduction related to a 

non-profit food relief organization such as food banks was presented by Solak et al. (2014), which 

provided a tactical decision system in the food bank distribution network to optimize delivery sites, 

agency assignments, and vehicle routing from these delivery sites with transportation costs as the 

minimizing objective function. A pickup and delivery model with backhauls was proposed by 

Davis et al. (2014), integrating food safety to schedule the routing for a food bank distribution 

network in the northwest region of North Carolina. Here, the cost reduction is related to the 

transportation constrictions. Several extensions of the routing models related to transportation 

costs have been developed (Aiello et al., 2015; Nair et al., 2016a; Rehaineh et al., 2017; Nair et 

al., 2016b). Schneider et al. (2019) developed a multi-criterion capacitated vehicle routing with 

multiple time windows approach to improve the auditing efficiency and developed multiple 

objective functions to minimize costs and maximize audit time. The model is evaluated using both 

exact and heuristic methods and analyzed the trade-offs between competing objectives. Ahire et 

al. (2018) implemented an integer programming optimization model to determine the optimal 

number of events of each initiative per year to maximize the total annual yield of meals (i.e., the 

number of meals that is provided using the cash donations and food rescued), subject to constraints 

of certain resources and the allowable number of events of each initiative. Glover et al. (2014) 

developed a continuous improvement project towards the food bank logistics cost reduction, 

ensuring order fulfilment and lead time reduction. Balza-Franco et al. (2017) developed a 

simulation model of the food bank logistic network and developed several scenarios using a game 

theory approach to minimize the logistics costs and find the best scenario and optimum logistics 

model. 
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Effective decision-making can be achieved through effective data visualization and visual 

analytics.  The visual display and interpretation of data are vital to getting valuable intelligence 

that lies beyond quantitative analysis. Visualization tools depict intricate patterns that cannot be 

confirmed in any other form. Desai (2015) developed interactive dashboards to enable judicious 

decision-making for optimal food bank operations to meet hunger needs. Visual analytics was 

further extended by Hindle and Vidgen (2018), where an analytics methodology was provided to 

develop a dynamics visualization tool. 

Gleaning and volunteering staff programs organize volunteers to ensure the food bank network's 

optimality to feed food-insecure individuals. Thus, the volunteering process simultaneously 

reduces food waste and food insecurity. However, this process's implementation and maintenance 

are challenging because volunteering relies on two uncertain input sources: food and labour 

supplies. Sönmez et al. (2016) first contributed to the emerging literature by developing a 

stochastic optimization model that characterizes a food bank gleaning operation. The paper 

contributes to the literature on food bank supply chain operations by explicitly modelling the 

gleaning process (i.e., the stochastic arrival of gleaning opportunities and gleaner attendance). Lee 

et al. (2017) extended this model to determine the schedule that maximizes the volume of excess 

food rescued from food sources by modelling the gleaning as an operation of service, where 

donations arrive randomly hence, a need to be scheduled within a limited time window. The feature 

that differentiates gleaning operations from other service settings is that there is uncertainty in both 

when donations will arrive and the gleaners' attendance who are not obliged to attend gleaning 

trips. The model optimizes the gleaning schedule to maximize the expected total volume gleaned 

and determines under which conditions different operational strategies can help improve the 

gleaning operation's performance. Ata et al. (2019) developed a dynamic volunteer-staffing policy 

that maximizes the payoff associated with the amount of food gleaned. The suggested optimal 

policy is a nested threshold policy that specifies each donation class's staffing level (i.e., a donation 

of a particular food source type and donation quantity). 
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Table 2.6 Review of Cost reduction models 

Method/Model References Summary 

MIP Model (Solak et al., 2012) 

Provided a tactical decision system in the food bank 

distribution network with the aim of optimizing 

delivery sites, agency assignments and vehicle 

routing from these delivery sites with 

transportation costs as the minimizing objective 

function 

MIP Model (Davis et al., 2014) 

Developed transportation schedules for collection 

of food donations and delivery of food-to-food 

agencies and introduced a set covering model to 

determine the assignment of agencies to an FDP, 

identifying optimal assignments 

MIP Model (Aiello et al., 2017) 
Mathematical model for the coordination of the 

supply chain operating a food recovery policy 

MIP Model (Nair et al., 2016) 

Periodic unpaired pickup and delivery problem was 

developed with the objective of transportation cost 

minimization, and a suitable heuristic algorithm 

was developed to solve the problem 

MIP Model (Reihaneh et al., 2017) 

Developed an efficient multi-start heuristic that 

iteratively constructs the initial solutions to the 

vehicle routing and allocation problem, thereby 

outperforming the alternative optimization-based 

heuristics 

MIP Model (Nair et al., 2018) 

Routing model that aims at simultaneously 

selecting a combination for each food provider and 

welfare agency and routes to meet their required 

service levels minimizing the total transportation 

cost 

MOLP Model 
(Schneider et al., 

2019) 

Multi-criteria capacitated vehicle routing with 

multiple time windows approach to improve the 

efficiency of the auditing schedule and developed 

multiple objective functions to minimize costs and 

maximizing audit time 

MIP Model (Ahire et al., 2017) 

Created an integer programming optimization 

model to measure the optimal events of every 

initiative in a year to maximize the total annual 

yield of meals 

Analytical 

Model 
(Glover et al., 2014) 

Continuous improvement project towards the food 

bank logistics cost reduction ensuring order 

fulfillment and lead time reduction 

Simulation 

Model 

(Balza-Franco et al., 

2017) 

Simulation model of the food bank logistic network 

and developed several scenarios using game theory 

approach to minimize the logistics costs and find 

the best scenario 
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Table 2.6 continued 

Analytical 

Model 
(Desai, 2015) 

Interactive dashboards to enable judicious decision 

making for optimal food bank operations to meet 

hunger needs 
Analytical 

Model 

(Hindle & Vidgen, 

2018) 

Interactive dashboards to provide a dynamics 

visualization tool 
Stochastic 

Programming 
(Sönmez et al., 2015) 

Stochastic optimization model that characterizes a 

food bank gleaning operation 

Simulation 

Model 
(Lee et al., 2017) 

Stochastic optimization model to measure the 

schedule that maximizes the volume of excess food 

rescued from food sources by modelling the 

gleaning as a service operation where donation 

orders appear randomly soliciting to be organized 

within a limited time window 

Simulation 

Model 
(Ata et al., 2019) 

Dynamic volunteer-staffing policy that maximizes 

the payoff associated with the amount of food 

gleaned 
MILP: Mixed Integer Programming; MOLP: Multi-objective Linear Programming 

2.3 Discussion and Research Gap Analysis 

Research gaps were identified and evaluated based on the literature review on categorized issues 

for the report. The following sub-sections address a summary of the results as well as study 

discrepancies. 

2.3.1 Improved fairness and sustainability 

Food bank supply chains has the challenge to balance impacts of effectiveness, efficiency and 

equity. While there is prior work addressing the trade-offs between these objectives, there are still 

opportunities to develop operations research and systems engineering techniques to enhance the 

feasibility of implementing the results to practical fruition by the food bank officials. Providing 

guidelines and training to the food bank officials on the handling of these trade-off weights and 

decision making should be considered. Furthermore, previous research was focused on 

development of deterministic and stochastic models to address equity objectives on a single time 

period as shown in Section 2.2.3. Whereas food banks generally have to plan over a longer time 

period. Another drawback in previous research is the lack of consideration of multiple food 
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products to observe the equity and other cost reduction objectives and their trade-offs and also to 

observe the correlation and interactions between varying food groups or items.  

2.3.2 Food Quality, Nutrition and Reduction of Food Waste 

The regional foodbanks collect the donated, purchased, and government-supplied foods, and 

distribute the foods to approximately 60,000 locally affiliated agencies that provide groceries and 

hot meals to low-income families through food donation programs, such as food pantries and soup 

kitchens. The core principles governing the distribution of foods to the agencies are “as much as 

possible” and “as equitable as possible.” Accordingly, the food distribution performance of a 

foodbank is typically evaluated in total pounds distributed and distribution equity among counties 

(or agencies) only despite the fact that the nutritional quality of the foods distributed by the 

foodbanks has the potential to make a critical difference to the health of recipients. This further 

leads to an unreasonable outcome from the aforementioned instance. Together with concerns about 

obesity and diet-related chronic diseases such as diabetes, food banks are becoming more 

conscious of the need to increase the dietary content of donated foods, in the form of nutrition 

profiling (quantitatively score the nutritional value), nutrition policies (guide efforts to eliminate 

unhealthy products such as soda or candy), or fresh produce (increase to fill the nutritional gaps). 

However, little attention has been paid on how to distribute foods in a nutrition-rich or nutrition-

balanced manner as shown in Section 2.2.4. As shown in an observational study with 269 food 

pantries supplied from two large foodbanks in Minnesota in 2013, the nutrition quality (measured 

in HEI-2010 that will be discussed later) ranged from 28 to 82 out of 100 (Nanney et al., 2016). 

This large variability could be because of the lack of systematic consideration of nutrition quality 

in the current metrics of distribution performance. No comprehensive framework was found for 

decision making with respect to implementing food quality and nutrition along with the objective 

of food waste reduction. In addition to this, having multiple food commodities as decision variable 

in the mathematical models was not considered. Hence, it is suggested to consider various food 

types with their respective nutritional and quality aspects into mathematical and quantitative 

models as opportunity for future research. 
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2.3.3 Reduction of Uncertainty 

According to the Salesforce Nonprofit Trends Survey, more than half of nonprofits (53 %) find it 

convenient to gather program data (including food aid services and other forms of nonprofits) 

(Salesforce.org, 2020). However, putting the information to use is more difficult. Fewer than half 

(47%) say analyzing the data is easy, resulting in a slew of challenges when it comes to monitoring 

and quantifying things like effect and efficiency. Furthermore, only 41% believe it is simple to use 

data to improve the overall effect of programs. Regardless of the fact that charities are getting more 

mobile with each passing year, only 29% claim they can quickly collect and view data via a mobile 

device. This highlights the relevance of analytics software for nonprofits, but according to the 

survey, only 45 % of nonprofits actually use analytics, with another 30 % aiming to do so over the 

next two years. 

 

Nonprofits have vast databases that they can use to build mathematical models that will aid in 

fundraising optimization. As seen in Section 2.2.3, this concentration is lacking in the current 

research pattern. They will develop a more refined targeting approach by using segmentation and 

predictive analytics to define and target the right groups. Data analytics assist NGOs in identifying 

and categorizing donors based on a number of criteria, helping them to better focus their messaging 

and fundraising activities. Data collection also assists charities in identifying partnerships that can 

be used to establish particular incentives. 

 

Nonprofits, such as food banks and food agencies, must be able to work during the year. They 

must be effective in their activities and donor outreach in order to do this. On those fronts, data 

science research will aid, and current research (as seen in Section 2.2.3) shows that charities need 

those solutions. Food assistance services can use analytics to boost the budgeting process, 

streamline processes, maximize cost savings, assess and refine financial margin by service, model 

and forecast results (e.g., membership patterns, donor trends, resource needs, and revenue 

expectations), model and forecast success (e.g., membership trends, donor trends, resource needs, 

and revenue expectations), and strengthen overall mission effectiveness. Nonprofits may benefit 

from such solutions in a variety of ways, including the potential to monitor return on investment. 

Nonprofits may use machine learning to determine the best opportunities for making a donation. 

To forecast possible donation habits of prospective donors, modeling can be used to analyze donor 
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profiles, user metrics, and relationships with an institution. The opportunities with the most money 

to donate will then be identified using wealth sampling and publicly accessible records. These 

resources, when used together, will help the organization narrow the reach of the target database 

to identify opportunities for project personnel to deal with, make more knowledgeable contribution 

demands, and discover new prospects to fill the donor stream. Analytics can also be used to 

enhance a firm's membership recruiting and fulfillment procedures. Data processing and 

visualization can also help with real-time monitoring and recovery operations during disasters. 

These organizations will use data mining and machine learning to ensure that they're investing 

their time, commitment, resources, and energy in the right places. Nonprofit groups need funding 

to carry out their missions, but they must also demonstrate the impact of their efforts in order to 

draw donations. Data science holds tremendous promise for minimizing this loop, reducing 

uncertainty, and assisting organizations in making well-informed, rational decisions.  

 

It is undeniable that data science has tremendous potential for both large and small government 

and nonprofit organizations. However, having access to experts is a popular challenge for these 

organizations. Processes may be cumbersome, and finances can be insufficient to hire a full-

fledged staff. For organizations, one option is to employ freelance data science professionals for 

short-term assignments. This allows them to gain access to data analysts' skills while making the 

process cost-effective. This is one way the third sector will profit from data science while still 

remaining motivated so that they can empower others. Also, there has been scarce work done 

towards studying the ChoiceTM system developed to auction for food based on online shares. 

Developing analytical tools to access the best possible food resources in an uncertain supply 

situation is key towards ensuring continued supply of food to the food insecure. 

2.3.4 Cost Reduction  

Various operational and strategic decision making, and quantitative models have been developed 

for the reduction of costs and improvement of planning and scheduling with respect to the food 

bank supply chain (As shown in Section 2.2.5). Most of the mechanisms implemented for cost 

reduction, have been utilized or sourced from for-profit organizations as inspiration. However, 

food banks and hunger relief organizations present a unique perspective of handling high amounts 

of vagueness with respect to supply, staffing, and donations. Hence, the fundamental challenge of 
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ensuring suitable workforce or resources (i.e., volunteers or vehicles) to ensure demand is 

equitably fulfilled should be considered by incorporating aspects of supply, demand, and capacity 

constraints into a single study and observe the impact on planning scenarios. Additionally, while 

there is prior work in addressing cost reduction planning and scheduling models in food bank 

distribution system, there are still opportunities to develop new policies to enhance the planning 

system in food banks. The current groundwork does not take into consideration the possibility of 

multiple warehouses in their routing strategies, multiple vehicle capacities and types, types of food 

products, and the need for stochastic scenarios to observe the dynamic environment which food 

banks indefinitely face on a daily basis.   

2.4 Conclusion 

In summary, there is a growing body of research addressing logistics and supply chain 

management issues in the area of food and hunger relief with the focus of involving engineering 

and optimization approaches to improve food accessibility, ensuring the equitable, efficient, and 

effective functioning of the food bank network. This review is focused on critical issues which are 

underrepresented in the past literature reviews. Through a systematic and structured literature 

review, the article provides insights into the conceptualization and modelling ideas on the issues 

related to fairness and sustainability, cost reduction, food quality and nutrition, and data 

uncertainty. In this perspective, a total 48 previous published research articles were selected, 

categorized, and reviewed to find the research gaps and future research scope. The research gaps 

were identified, discussed, and suggestions were made for future research opportunities. The 

opportunities for future research will help academicians, practitioners, and researchers in their 

future work. Classifications and cited references may be used as a broad frame of reference to 

develop concepts and models for future research. Our study's particular limitation is that only 

published journal and conference articles were considered for the review. This work may be further 

extended for the study of food bank logistics from a systems perspective.  
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 FORECASTING DONATED FOOD SUPPLY IN FOOD BANK 

LOGISTICS USING A HYBRID METHODOLOGY: A DATA-DRIVEN 

ANALYSIS 

3.1 Introduction  

Humanitarian relief and the alleviation of the needy is the help given to reduce the anguish created 

by natural or man-made disasters to human lives. Amid such emergency cases, hunger and 

starvation are among the major demands that emerge as a challenge to the local authorities in each 

affected region. Along with these effects, socio-economic components and factors also contribute 

to the emergency crisis. To counteract hunger-based crisis, assistance is funded by donations from 

individuals, organizations, governments, and other international groups. In addition to this, chronic 

hunger is a silent emergency. Each day, families globally struggle to feed themselves and their 

children with essential nourishment. There are approximately 925 million people in the world 

facing hunger (Feeding America, 2015). Around 1.4 billion people live on less than $ 1.25 U. S 

dollars a day.  

 

On the global scale, the United Nations has initiated the world’s largest humanitarian organization 

addressing hunger called the “World Food Program” (WFP) to promote food security (Galli et al., 

2019). Food security is defined as a contact to sufficient food for an active and healthy life for all 

household members throughout the year (USDA, 2020). The WFP supplies food to 90 million 

people per year, of whom 58 million are children. The WFP is a member of the United Nations 

Development Group and works through its offices in 80 countries worldwide to assist people with 

food shortages (Kaiser, 2011). The WFP aims to solve global hunger by raising support within the 

United States based on individual and corporate efforts to shape public policy to eliminate hunger 

(Orgut et al., 2016b). Charitable organizations are often pushed to identify the critical evidence 

regarding a crisis and answer the significant gaps to address the current situation. These challenges 

necessitate a holistic view of the situation, which may be achieved through data acquisition and 

knowledge management. Well-informed rapid responses by collecting, distilling, analyzing, and 

managing the vast amount of information will lead to effective planning and response to relief 

operations. 
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In the United States, an estimated 14 percent of households were food insecure in 2014 (Feeding 

America, 2015), and the number of food-insecure households is expected to increase due to the 

COVID-19 pandemic (Providence, 2020). Along with food insecurity, food wastage is also on the 

rise. In the United States, around 40 percent of food goes to waste and ends up in landfills, which 

leads to environmental degradation due to the vast methane emissions from the landfills (Wittman 

et al., 2017). This quantifies to 20 pounds of food per person per month in food waste. According 

to a recent study, reducing food wastage in the United States by 15 percent would provide enough 

food to feed the country’s food insecure population (Galli et al., 2019). As a result, increasing the 

effectiveness of hunger relief requires a concerted effort from individuals, businesses, and the 

government. Feeding America is one of the largest and well-known hunger-relief organizations in 

the country working towards reducing hunger. This organization strives towards distributing food 

by working collaboratively with the local consumers and the local governments by obtaining food 

donations and raising funds (Feeding America, 2015). Over 200 food banks under the Feeding 

America network are serving counties around the country and are feeding over 46.5 million 

Americans, including 12 million children and seven million seniors every year. The availability of 

food donations is highly unpredictable due to the charitable nature of the food bank network and 

the donation-driven environment, making this donation-driven environment considerably different 

from commercial supply chains that are more profit-focused. While the food banks of Feeding 

America aim to maximize and optimize the hunger-relief and minimizing food waste, the 

movement of food distribution should be done cost-effectively and efficiently.  

 

The intent of this paper is multifold. The foremost aim is to analyze a particular food bank supply 

chain with a unique emphasis on forecasting food donations' supply side inputs. Several studies in 

previous literature examine food bank usage and the tasks associated with limited and 

unpredictable supply (Campbell, 1991; Tarasuk et al., 2019) and implementing studies to study 

the nutritional condition of donated foods and their availability (Handforth et al., 2013). However, 

to the best of our comprehension and findings, the application of statistical analysis techniques to 

handle the time series data with a hybrid methodology and a nutritional focus of data handling has 

not been addressed. We fill this gap by explicitly studying the nature of food donations and the 

uncertainty of the supply of food donations and implement hybrid methodologies of time series 

forecasting techniques to handle the dynamic properties of the food supply variable being 
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measured. In particular, Autoregressive integrated moving average (ARIMA), Support Vector 

Machines (SVM), and Neural Network Auto-Regressive (NNAR) are the approaches utilized. This 

paper employs time series models to capture the dynamic nature of the donation behavior in 

hunger-relief operations. The assessment of which method best forecasts the donation behavior is 

done by comparing the models' accuracy when doing walk-forward cross-validation. 

 

Our study has specific merit because it is essential for non-profit organizations to leverage 

knowledge and technology to reinvent their operational effectiveness. Food banks equipped with 

better predictive information on supply donation behavior can refine their donation strategies and 

planning at various levels of their logistics (Strategic, Tactical, and Operational) and make 

conversant decisions, which in combination increases the potential of the supply chain to meet 

organizational objectives earlier mentioned. The remainder of this study is indicated as follows: 

Section 3.2 summarizes the related literature. Section 3.3 outlines our methodology to analyze and 

estimate the behavior of food donations. The results of the predictive models of donation behavior 

are discussed in Section 3.4. Section 3.5 and Section 3.6 provide some concluding remarks about 

the implication of our results on efficiency and service provided by the food bank network to the 

food insecure. 

3.2 Literature Review 

In different fields, there is a considerable amount of related literature discussing the role of 

forecasting techniques in predicting potential demand using historical evidence. Although the 

majority of them focus on domains such as transportation planning, financial-based forecasting, 

weather forecasting, and so on, just a few mention the use of forecasting and machine learning 

techniques in estimating blood donation demand and supply (Drackley 2010; Ferreira et al., 2018), 

scarce resource consumption (Holgun-Veras et al., 2012; Amorim et al., 2018), and potential organ 

donation (Schleich et al., 2013). Forecasting models have gained little attention in hunger-relief 

activities, despite their strong applicability. While a few recent studies have concentrated on fair 

allocation of donated food (Orgut et al., 2017; Orgut et al., 2016a) and, improving distribution and 

collection schedules (Reihaneh & Ghoniem, 2017; Eisenhandler & Tzur, 2019b; Davis et al., 2014; 

Rey et al., 2015.; Nair et al., 2016), few have discussed the need for predicting the food donations. 

Phillips et al. (2013) proposed an observational approach to estimate the average volume of food 
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saved by the Colorado Food Bank. The authors used a peak over threshold model to characterize 

the food donation mechanism, with the events greater than zero modeled using a Generalized 

Pareto distribution. Food provider’s surplus food was modeled as a result of their form of donation 

(grocer, manufacturer, individual and farm). Their studies concentrated on assessing the difference 

between demand and availability, as well as methods for improving the overall quality of donated 

food. However, only the overall amount of food saved was taken into account, with no focus on 

diet or the nutrient importance or type of food rescued. Lien et al. (2014) suggested a resource 

allocation model for a hunger-relief organization in Chicago, based on an egalitarian welfare utility 

function as an indicator of fairness, for efficient and balanced allocation of donated food. The 

developed allocation model was compared to instances of known and unknown food supply prior 

to routing, and the results revealed that only when the supply of food is known prior to routing 

was equity maximized and wastage minimized optimally. Davis et al. (2016) looked at food rescue 

operations depending on the type of food and the type of donors that provided the food. In 

comparison to the moving average process, the results showed that exponential smoothing 

provides a good forecast accuracy of food donation. Jiang et al. (2013) used Markov Chain analysis 

to investigate various data mining methods to research the pattern of donation, the effect of a 

donor's frequency of donation on the overall sum of donation, the trend in donation, and the 

stochasticity in donation. These models, however, were limited to assessing average monthly food 

supply. Brock and Davis (2015) expanded this analysis by using a number of machine learning 

algorithms to estimate the total daily donation. They contrasted the results of traditional forecasting 

approaches with a data mining technique using a multi-layer perceptron neural network (MLP-NN) 

to determine how much food the Food Bank of Central and Eastern North Carolina will collect 

from a supermarket. In their study, the key emphasis of prediction was on supermarket donations, 

and donations were thought to be a result of supermarket sales. These initiatives to predict potential 

food contributions and the origins of each contributed food commodity have broadened our 

awareness and exposed new difficulties in predicting food insecurity. 

  

For forecasting linear time series, the Autoregressive integrated moving average (ARIMA) is a 

common choice among conventional models. For nonlinear data structures in time series data, 

machine learning models such as artificial neural networks (ANN), support vector machines 

(SVM), and Long Short-Term Memory (LSTM) have been shown to perform well. According to 
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previous research and our results, food donation supply is neither strictly linear nor nonlinear. 

There are typically both linear and nonlinear variations in them. If this is the case, then the ARIMA 

or ANN as a whole is insufficient to model those scenarios. As a consequence, integrating linear 

and nonlinear models to effectively model such complex autocorrelation systems can be helpful. 

In previous literature, several hybrid methodologies were investigated to solve a variety of time 

series problems, especially in financial stocks, econometrics, electrical energy, and other 

applicable fields. (Pai & Lin, 2005; Khashei & Bijari, 2011; Zhu & Wei, 2013; Arora & Taylor, 

2016; Kordanuli et al., 2017; Tümer & Akkuş, 2018.; Maleki et al., 2018; Chakraborty et al., 2019; 

Mehtab & Sen, n.d). The hybrid ARIMA-ANN model (Zhang, 2003) has gained popularity for its 

ability to reliably predict complex time series. The disadvantage of this hybrid ARIMA-ANN 

paradigm is that it needs arbitrary reasoning to choose the number of hidden layers in the ANN 

architecture. To overcome this limitation, we focused on creating models that are more ‘‘white-

box-like" in nature. NNAR suits a feed-forward neural network model with just one hidden layer 

to a time series with lagged values of the given series as inputs, according to our assessment (also 

flexible to handle some other exogenous data). NNAR has the advantage over ANN, SVM, and 

LSTM in certain cases because it is a nonlinear autoregressive model with less uncertainty, simpler 

interpretability, and improved estimation. As a result, NNAR is gaining more coverage in recent 

non-stationary time series forecasting literature (Maleki et al., 2018). The key aim of this paper is 

to work with time series data and make some decisions on how to characterize the recent dynamics 

of the observed values of the time series. Taking a final policy decision based on a component 

model can be counterproductive to overall preparation and fair distribution of donated food to the 

food insecure, particularly in view of the COVID-19 pandemic, where shifts in the complex 

properties of the element being evaluated are frequently observed. The most popular approach to 

this issue is hybridization of two or more models, which takes advantage of model diversity to 

minimize both the bias and variances of the prediction error achieved using single models (Oliveira 

& Torgo, 2014).  

 

When the full data characteristics are unknown, hybrid models are more accurate (“Combining 

Pattern Classifiers: Methods and Algorithms - Ludmila I. Kuncheva - Google Books”, n.d.). In this 

article, we create a hybrid ARIMA-SVM and hybrid ARIMA-NNAR model that captures dynamic 

data structures and linear and nonlinear behaviour of donated food supply data sets, as a result of 
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these discussions. ARIMA captures the linear patterns of the data collection in the first iteration 

of our proposed model. Then, using residual values obtained from the base ARIMA model, the 

NNAR and SVM models are used to capture nonlinear trends in the data. The proposed model is 

simple to understand, has a high level of predictability, and can adjust seasonality indices. We 

have shown the excellent performance of the proposed hybrid models for food supply forecasting 

for a specific food bank agency and differing information classes of the food supply dataset by 

experimental evaluation (thirteen difference information classes hence thirteen different datasets). 

3.3 Methodology 

The drawbacks of single time series models can be overcome using a hybrid approach. Traditional 

time series forecasting methods require stationarity in both the mean and variance, but machine 

learning methods have the capability of effectively modeling any type of data pattern and can thus 

be applied to the original data (Gorr, 1994). A combination of linear and non-linear time series 

models is often used to highlight the salient features of data sets in the process of capturing typical 

trends in the data. In this literature, hybrid ARIMA-ANN (Khashei & Bijari, 2011) and hybrid 

ARIMA-SVM model (Pai & Lin, 2005) are two common hybrid models where the main 

motivation was to understand both linear and nonlinear patterns of the data. These models have 

demonstrated superior performance in terms of prediction accuracy for a variety of forecasting 

problems in economics, sales, finance, carbon price, stock, oil, and other fields. In this paper, we 

propose a novel ARIMA and NNAR walk-forward hybridization modeling to solve the problem 

of forecasting donated food supply. The component models used in the hybridization are described 

briefly below, as they were found to better capture the behavior of the food supply data. 

3.3.1 ARIMA model  

Box and Jenkin (2011) introduced the ARIMA model, which is a linear regression model used to 

track the linear tendencies in stationary time series data. ARIMA(p,d,q) is the model's name, with 

p, d, and q being integer parameter values that define the model's structure. Specifically, p and q 

denote the order of the AR and MA models, respectively, and d denotes the level of difference 

applied to the given data. 
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The ARIMA model explicitly models both the autocorrelations of the series values and the 

autocorrelations of the forecast error. The following is the ARIMA model's mathematical 

expression: 

 

𝑦𝑡 = 𝜃0 + 𝜙1𝑦𝑡−1 + ⋯ + 𝜙𝑝𝑦𝑡−𝑝 + 𝜖𝑡 − 𝜃1𝜖𝑡−1 − 𝜃2𝜖𝑡−2 − ⋯ − 𝜃𝑞𝜖𝑡−𝑞 ,  

 

where 𝑦𝑡  denotes the actual value, 𝜖𝑡  denotes the random error at time t, 𝜙𝑖 and 𝜃𝑗  are the 

coefficients of the model. The independent and identical (i.i.d) condition is assumed to hold for 

𝜖𝑡−1 with a zero mean and constant variance. The methodology consists of three main iterative 

steps: (1) model identification and model selection; (2) parameter estimation of the model 

parameters, (3) model diagnostics checking (namely, residual analysis) are performed to find the 

‘best’ fitted model. Differentiation is used once or twice in the model identification and model 

selection steps to achieve stationarity for non-stationary data. When the stationarity condition is 

met, the autocorrelation function (ACF) plot and partial autocorrelation function (PACF) plot are 

used to choose between AR and MA model groups. The parameter estimation stage entails an 

optimization process that makes use of metrics like the Akaike Information Criterion (AIC) and/or 

the Bayesian Information Criterion (BIC). Finally, the residual analysis is performed in the model 

testing phase to evaluate the ‘best' suited ARIMA model. The ARIMA model is a data-dependent 

approach that adapts to the data set's structure. However, any large nonlinear data set will constrain 

the ARIMA model, which is a significant disadvantage. As a consequence, for forecasting complex 

time series structures, the proposed hybrid model employs the NNAR model to deal with nonlinear 

data patterns. 

3.3.2 NNAR model 

Neural networks are complex nonlinear forecasting structures based on basic mathematical models 

of the brain. A neural network is a network of ‘‘neurons" organized in layers (viz. input, hidden 

and output layers). A linear combination of the inputs yields the forecasts. In the network model, 

the weights are chosen using a "learning algorithm" that minimizes the mean squared error. The 

NNAR model is a nonlinear time series model that uses lagged time series values as neural network 

inputs (“Forecasting: Principles and Practice - Rob J Hyndman, George Athanasopoulos - Google 

Books”, n.d.). The feed-forward neural network NNAR(p,k) has a single hidden layer with p 
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lagged inputs and k nodes in the hidden layer. An NNAR(4,6) model, for example, is a neural 

network that forecasts the output with six neurons in the hidden layer implementing the last four 

observations (𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−4) as inputs. The feed-forward neural network NNAR(p,k) has a 

single hidden layer with p lagged inputs and k nodes in the hidden layer. To ensure stationarity, 

this model can be applied to the original nonlinear data without any constraints on the parameters. 

For non-seasonal data sets, a NNAR(p,k) model uses p as the ideal number of lags for an AR(p) 

model, and k is set to 𝑘 = [
𝑝+1

2
]. 

Formulation of the hybrid model  

The ARIMA model is a well-known mathematical model for predicting linear time series. The 

NNAR model, on the other hand, can detect nonlinear patterns in the data collection. As a result, 

the two models are combined sequentially to account for both linear and nonlinear tendencies in 

the model (Chakraborty et al., 2019). For forecasting food supply and the various information 

classes used, a hybrid strategy with both linear and nonlinear modeling capabilities is a good choice. 

The ARIMA and NNAR models can capture data characteristics in linear and nonlinear domains 

in different ways. As a result, the hybrid method can model both linear and nonlinear trends, 

resulting in better overall forecasting results. There are several time series models in the literature, 

and many studies show that hybrid models increase forecast accuracy. The aim of designing a 

novel hybridization is to maximize the benefits of single models while lowering the probability of 

single model failure. The hybrid method based on linear and nonlinear model assumptions is based 

on the premise that the relationship between the linear and the nonlinear components is additive. 

Single model strength is crucial for hybridization, and this selection is necessary to demonstrate 

continuous progress over single models. This paper introduces a novel ARIMA-NNAR 

hybridization that overcomes the weaknesses of single models thus optimizing their strengths.  

 

In contrast to component models, the proposed approach will guarantee better results by 

integrating linear and nonlinear models. The following is a representation of the hybrid model (𝑍𝑡 ): 

 

𝑍𝑡 = 𝑌𝑡 + 𝑁𝑡,  
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where 𝑌𝑡  is the linear part and 𝑁𝑡is the nonlinear part of the hybrid model. Both 𝑌𝑡  and 𝑁𝑡  are 

estimated from the data set. Let, 𝑌𝑡 be the forecast value of the ARIMA model at time t and 𝜖𝑡 

represent the residual at time t as obtained from the ARIMA model; then, 

 

𝜖𝑡 = 𝑍𝑡 − 𝑌𝑡  ̂, 

 

The residuals are modeled by the NNAR model and can be represented as follows, 

 

𝜖𝑡 = 𝑓( 𝜖𝑡−1, 𝜖𝑡−2, … , 𝜖𝑡−𝑛) + 𝛿𝑡, 

 

where f is a nonlinear function modeled by the NNAR approach and  𝛿𝑡  is the random error. 

Therefore, the combined forecast is, 

 

𝑍�̂� =  𝑌�̂� +  𝑁�̂�, 

 

where, 𝑁�̂� is the forecast value of the NNAR model. The use of residuals in the diagnosis of the 

sufficiency of the proposed hybrid model is justified because the residuals still contain 

autocorrelation that ARIMA could not model. The NNAR model, which can capture the nonlinear 

autocorrelation relationship, is responsible for this function. In conclusion, the proposed hybrid 

ARIMA-NNAR model operates in two stages. The linear component of the model is analyzed 

using an ARIMA model in the first step. The residuals of the ARIMA model are then modeled 

using a NNAR model in the next step. The hybrid model also reduces model uncertainty in 

inferential statistics and time series forecasting. A flowchart of the hybrid ARIMA-NNAR model 

is presented in Figure 3.1. 
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Figure 3.1 Flowchart of the proposed hybrid model  

 

Although the model implementation is shown in Fig 3.1, we add an iterative cross-validation 

approach called walk-forward cross validation, also known as expanding window cross validation, 

to the hybrid technique, in which the parameters for each model can be varied and checked again 

on an iterative basis to obtain optimized tuning parameters unique to the algorithm. 

 

The aim of time series forecasting is to predict accurate values ahead of time. Traditional cross 

validation methods used in machine learning, such as train-test splits and k-fold cross validation, 

do not function for time series results. This is because such approaches neglect the data's temporal 

characteristics (Phadke et al., 2020). Walk-forward cross validation technique is used to forecast 

at any time point, specifically an expanding window, to handle our current datasets efficiently and 

based on suitable time series predictor evaluation methods given in the literature (Schnaubelt, 

2019). A model makes a prediction for the next time stage using training data in this technique. 

After that, the forecast is compared to the real value. The prediction's actual value is then applied 

to the training data, and the process is repeated by predicting the value for the next fixed time stage. 

For the final analysis, the average of each output metric considered for our study is calculated. For 
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N iterations of the entire time series, several train-test series are evaluated. The data was also tested 

using a sliding window walk-forward cross validation system, and the findings were compared to 

those obtained using an expanding window walk-forward cross validation method. The specifics 

can be found in the Appendix. 

3.4 Data  

A food bank organization provided three fiscal years of monthly supply data ranging from 2014 to 

2017 at the start of our study. A fiscal year runs from July until June of the subsequent year. The 

data contains monthly food receipts by the donor. Each record contains several fields that describe 

specific information about the inventory transaction. However, we limit our data description to the 

key fields relevant to this study. The relevant fields are described in Table 3.1. The quantity (in 

pounds) of food received per receipt transaction is captured in the gross weight field and represents 

the dependent variable of interest for the forecast models. Each receipt transaction captures the 

specific source of the donation via the donor id field. Within this network, there are 1056 distinct 

donors. However, other descriptive measures about the source and type of donation would be 

useful for constructing forecasts. The donor type field serves to differentiate the donor by industry 

(e.g., retailers, restaurants, manufacturer). Each donor maps to a distinct donor type. Further 

information about the donated product itself can be identified by its storage requirements (storage 

type). The specific food type is classified following the MyPlate guidelines (MyPlate, n.d.) to 

ensure a nutrition-focused food banking decision-making in our forecasting analysis. 

 

To study the relationship between the donation information and forecast accuracy, we develop 

thirteen information classes based on the relevant fields from the whole dataset (provided in Table 

3.1). The forecasts are constructed for each of the information classes (shown in Appendix). The 

classes represent specific donation characteristics or fields for analysis. For example, a new time 

series constructed of food donations provided by manufacturers only can be extracted. This 

constitutes one information class. Each information class time-series dataset is formally defined in 

Table 3.2. We also consider an aggregated dataset with all the donation features in one dataset 

(𝐶𝑁 ). The information classes developed were chosen based on the food bank management 

requirements mentioned in previous literature and based on ensuring the forecasting of the donated 

food supply with a nutritional view. This disaggregation of the data allows for analysis and 
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prediction by various levels and fields. By providing analysis of various information class time 

series, food bank officials can observe the supply and ensure an equitable distribution of donated 

foods, especially since the food supply is scarce compared to the demand. 

 

Table 3.1 Summary of key fields 

Field Description 

Posting Date The date the item was received 

Donor ID Unique identifier of the donor 

Quantity Received The amount received in pounds 

Donor Type Classification of the donor (e.g., manufacturer, retailer) 

Storage Type Type of storage of food 

Food Type Classification of donated food 

3.5 Performance measures 

Root mean square error (RMSE), Mean absolute error (MAE), and Mean absolute percentage error 

(MAPE) are the metrics used in this analysis to measure the efficiency of various forecasting 

models (including the proposed model) (MAPE). 
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where 𝑦𝑖  is the target output, 𝑦�̂�  is the prediction and n denote the number of data points. By 

convention, the lower the value of these metrics, the better the forecast model is. MAE gives the 
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magnitude of the average absolute error. MAPE gives the percentage score of how forecasts 

deviate from actual values. It is useful for comparing performance across series of data that have 

different scales. RMSE is a widely used performance metric as it heavily penalizes bad forecasting. 

This measure has the same unit as that of the data series. 

3.6 Analysis of results 

The thirteen information classes as shown in Table 3.2 are provided with their respective time 

series datasets.  We have studied ARIMA, SVM, NNAR model for this data. Each training data 

set has 36 observations from June 2014 to July 2017 and walk-forward cross-validation is 

implemented to assess the forecasting performance of the proposed model. The average of each 

performance metric taken to consideration for our study is measured for the final analysis. Multiple 

train-test series are evaluated for N iterations of the entire time series. We provide the time series 

plots of aggregated dataset along with the ACF and PACF plots are provided in Figure 3.3 and 

Figure 3.4. The remaining information classes data descriptions are provided Appendix. 

Table 3.2 Information classes 

Information Class Description 

𝐶𝑁 All donations (aggregated) 

𝐶𝐷𝑀 Donor type (Manufacturers) 

𝐶𝐷𝑅 Donor type (Retailers) 

𝐶𝐷𝑅𝑇 Donor type (Restaurants 

𝐶𝐷𝑂 Donor type (Others) 

𝐶𝑆𝐷 Storage type (Dry) 

𝐶𝑆𝐹 Storage type (Fresh) 

𝐶𝑆𝐹𝑍 Storage type (Frozen) 

_𝐶𝐹𝐹 Food type (Fruits and vegetables) 

𝐶𝐹𝑀 Food type (Meats) 

𝐶𝐹𝐵 Food type (Breads and Cereals) 

𝐶𝐹𝐶 Food type (Confectionaries) 

𝐶𝐹𝐷 Food type (Dairy products) 

 

We have applied our proposed hybrid ARIMA-NNAR model and other single and hybrid models 

to all the thirteen data sets as follows. Linear modeling is done with ARIMA(p,d,q) using the 



 

 

66 

‘‘forecast’’ package in R statistical software and stationarity testing and fitness evaluation. 

Nonlinear modeling with the NNAR approach is done with the ‘‘caret’’ package using the ‘‘nnetar’’ 

function and SVM with the Radial kernel function with the ‘‘e1071 package in R statistical 

software time series forecasting. Before fitting an ARIMA model, the order of the model must be 

specified. The ACF plot and the PACF plot aid the decision process. We then choose the ‘best’ 

fitted ARIMA model for each train data set. After fitting the ARIMA model, we generate 

predictions for every two months’ time steps to compute the residual value.  

 

Further, ARIMA residuals are modeled with NNAR(p,k) model having a pre-defined Box-Cox 

transformation set to λ = 0 to ensure the forecast values stay positive. The value of p and k is 

obtained by training the network, which is indeed a data-dependent approach. Further, we add both 

the linear and nonlinear forecasts to obtain the final forecast results.  The parameters for ARIMA, 

SVM, and NNAR are mentioned for each information class dataset. The aggregated information 

class details are provided in Table 3.4, and the remaining information classes are provided in the 

Appendix. Moreover, finally, we computed average test RMSE, MAE, MAPE after the iterative 

cross-validation technique of Walk-Forward and reported them. All the experimental results are 

reported in Appendix. The estimated values of the proposed model for the thirteen datasets and the 

actual test values with a 6-months ahead forecast on the food bank's request under study are 

depicted in the Appendix with the aggregated information class dataset results shown in this 

Chapter. From observing the forecasts, we see that the forecasts of the best models for each dataset 

appear to be good at predicting the general direction of the food supply.  

 

The study and analysis reveal a few exciting time series characteristics in each of the data sets. As 

reported in this Chapter and the Appendix, the performance measures also reflect an inconsistency 

in forecast results. NNAR model shows the best result for some datasets, and our proposed hybrid 

ARIMA-NNAR model outperforms all other models for most of the datasets studied. The proposed 

model's performance is impressive among hybrid models, whereas hybrid ARIMA-SVM models 

seem not to perform well since they were mostly used for stock market forecasting and large data 

sets. This gives a guide to time series practitioners to understand the use of hybrid models. Overall, 

we can conclude from the analysis of the results that the proposed hybrid ARIMA-NNAR model 
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either outperforms single and hybrid models or remains competitive for all the food supply 

information class data sets. 

 

 

Figure 3.2 Training dataset for aggregated information class 

 

 

 

Figure 3.3 ACF, PACF plots for aggregated information class 
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Table 3.3 Quantitative measures of performance for different forecasting models for aggregated 

dataset 

   Parameters RMSE MAE MAPE 

ARIMA (2,0,1) 74972.76 57667.44 17.02 

SVM Gamma = 0.03, 

cost = 1 

64169.81 52347.15 15.20 

NNAR (9,1,6)[12] 60648.12 47307.73 13.81 

Hybrid ARIMA-

SVM 

 39833.41 31266.62 9.32 

Hybrid ARIMA-

NNAR 

 32358.59 28109.1 8.42 

 

 

Figure 3.4 Actual vs predicted forecasts (using ARIMA-NNAR model) of the aggregated data set 
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3.7 Discussion 

Depending on whether the time series is discrete or continuous, deterministic or stochastic, 

stationary or nonstationary, and linear or nonlinear, it can be classified. Trend, seasonality, 

stationarity, outlier, and residual analysis are the first steps in time series analysis, which are 

accompanied by the creation of a forecasting model based on the data set's characteristics (Divina 

et al., 2019). In practice, determining whether a time series under investigation is created by a 

linear or nonlinear underlying process can be difficult. Since all real-world time series data sets 

are complex in nature and often include both linear and nonlinear patterns, a single model may be 

inadequate to accurately address all of the data characteristics. As a result, a hybrid model that 

incorporates both linear and nonlinear components is beneficial. The additive relationship between 

the linear and nonlinear components of the time series is the fundamental assumption in the hybrid 

methodology (Domingos et al., 2019). Hybrid schemes work best for both stationary and 

nonstationary time series, as well as data with both linear and nonlinear patterns. We need the 

component model to be sub-optimal in order to improve the hybrid technique, and it would be 

useful to combine individual forecasts based on different information sets to generate superior 

forecasts. Our model is ideally adapted in circumstances where the data sets have enough 

nonlinearity and non-stationarity, based on our experience forecasting donated food supplies. 

Furthermore, our results show that expanding window cross-validation achieves better 

performance in terms of performance measures chosen than the rolling window cross-validation. 

Expanding window cross-validation also provides results without large computational costs as 

compared to rolling window cross-validation (Schnaubelt, 2019). 

3.8 Conclusions 

In this paper, we have built a hybrid model that performs superior for forecasting donated food 

supply. Our proposed hybrid ARIMA-NNAR model with the implementation of Walk-forward 

cross validation filters out linearity using the ARIMA model and predicts nonlinear tendencies 

with the NNAR approach. The hybrid ARIMA-NNAR model not only better describes the data's 

linear and nonlinear autocorrelation structures than conventional component and other hybrid 

models, but it also produces better forecast accuracy. The presumption of an additive relationship 

between linear and nonlinear components, however, is a drawback of the proposed methodology. 
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It is often true that no paradigm can be used uniformly in all situations, which is relevant to the 

‘‘no free lunch theorem’’ (Bishop, 2006). Finally, we can conclude that our proposed model can 

help food bank policymakers to predict the subsequent planning methods for providing equitable 

distribution of donated food to the food insecure and respond to the donations and demand more 

effectively. Thus, this will reduce the uncertainty of food donations and will govern the 

employment of resources. Behavior of the proposed model for seasonal and multivariate time 

series datasets can be considered as a future research work of this paper. 
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 DATA-DRIVEN FRAMEWORK OF FOOD DONATION AND 

PURCHASING BEHAVIOR FOR RESILIENT FOOD SECURITY 

4.1 Introduction  

In many developed nations such as United States of America, there are sections of the population 

that are more vulnerable to food insecurity even though these countries produce enough food to 

feed their people (Feeding America, 2014). Food security is characterized as a situation in which 

every person has physical, social, and economic access to sufficient, edible, and nutritious food 

that satisfies their nutrient needs and food preferences for a healthy and active lifestyle (Riches, 

2002). The United States Department of Agriculture (USDA) estimates that food insecurity affects 

close to 15% of all U.S households and current reports have links with food insecurity and 

economic conditions, by this means, showing that food insecurity increased to 14.6% in 2008, with 

the beginning of the recession (USDA, 2020). Recently, several studies including the COVID 

impact survey, found that food insecurity has gone up drastically since the pandemic began 

(Providence, 2020). Every day, millions of Americans do not know when or where they will get 

their next meal which would hence lead them to be termed as food insecure.  

 

The unpredictability and size of the issue of food insecurity does require several ways of 

mediations to viably mitigate its related hunger and health issues. Food insecure individuals 

receive assistance from the government, public and private organizations. Our focus is on one of 

the largest national non-profit hunger relief organization tackling hunger and food insecurity in the 

country namely, Feeding America. Feeding America offers food and aid to the underprivileged by 

setting up a nation-wide network of around 200 food banks and around 60,000 food pantries and 

meal programs (also termed as food agencies in the food bank supply chain). The set-up food 

banks obtain donated food from food donors such as retailers, manufacturers, wholesalers, 

restaurants, etc. The food being obtained from these donors undergo quality inspection before 

being distributed to the food agencies with the help of trucks and vans daily and periodically due 

to certain perishable food products collected that cannot be stored in food banks for a long period 

of time. It is from these food agencies where the food insecure people can receive donated foods 

(Bazerghi et al., 2016).  
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In addition to receiving donations in terms of food and other products, food banks also purchase 

foods for distribution to their food agencies. The monetary funds for purchasing foods are obtained 

through private monetary donations which is unpredictable at times, but it is through this donation, 

the food banks use to purchase items that their customers prefer or demand and also which the 

organization prefers due to the need for a better shelf-life and price (Bucknum & Bentzel, 2019). 

Predicting the behavior of purchasing of foods would aid in the better planning of food banks in 

ensuring storage capacity usage and efficiency for the future weeks of predicted purchasing of 

food from different sources and food types. Another reason why donated food and purchased food 

are dealt separately in our research is because, items purchased from monetary funds are done 

distinct and separately from items obtained from food donors (Orgut et al., 2016b). Another benefit 

of predicting the purchase behavior and focusing on purchased foods prediction separately, is to 

provide the respective food agencies associated with the food bank with the upcoming purchasing 

of food. Orgut et al. (2016a) also proposed that this is particularly helpful as purchased goods are 

made available to the food agencies for a small percentage markup over the procurement cost. The 

predictive results would prepare the agencies for working on their available funds to take 

advantage of the purchased food items. While food is purchased based on monetary funds, the type 

of food purchased is based on the demand of the food type which in turn leads to the usage of 

storage space of food that is consumed and not wasted due to lack of personal preference by the 

people in need (Chapnick et al., 2019). Efficiency and effectiveness of these hunger-relief 

organizations depends highly on the effective utilization and deployment of food with least 

wastage. A significant rationale for wastage and inequitable distribution of these foods is that the 

amount and class of hunger relief foods is obscure until it is seen by the truck/van driver’s arrival 

(Nair et al., 2017a). Hence, the focus and aim of this study is to analyze and dissect the supply of 

donated foods and purchased foods to help non-profit organizations such as Feeding America to 

deal with this uncertainty. To tackle this ambiguity, it is imperative to see how uncertainty 

influences the logistics and activity of hunger-relief operations. Being a non-profit organization, 

profitability and cost efficiency is not the main or even, one of the important goals. Equitability, 

effectiveness, and fairness are of prime concern. Additionally, having a nutrition-focused food 

banking does aid in the reduction of food insecurity according to recent research (Wetherill et al., 

2019). Hence, following the guidelines of United States Department of Agriculture and ensuring 

that the food products obtained, can be classified and categorized based on a particular nutrition-
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focused goal, will aid the decision makers in the organization to evaluate if they are ensuring or 

developing food security in their region allotted. There are different types of food products which 

are of interest to the food banks owing to the nutritional content, demand, and quantity of these 

food products. In general practice, the lack of donated and available private monetary funds for 

food supply information, leads to issues and delays in delivery of these rescued foods to the 

agencies which could lead to wastage of food as several food agencies have limited time slots of 

availability thereby leading to higher operating costs, food wastage, and unfair allocation of these 

foods (Bucknum & Bentzel, 2019). Hence, addressing these concerns are the primary objectives 

of numerous hunger-relief organizations.  

 

Our study has several intents and contributions. The primary aim is to analyze datasets of food 

supply, one consisting of donated food products information and the other dataset consisting of 

purchased food products. The two datasets have been collected for the period of 2014-2017 from 

a specific food bank organization to obtain forecasting results of their supply of donated foods and 

purchased foods. Also, implementing several predictive models using various statistical learning 

methods which, to the best of our knowledge, the techniques, and applications of statistical analysis 

which we implement to study supply uncertainty has not been addressed. These models will be 

tested for predictive accuracy in order to choose the best model based on generalizability and 

ability to capture the data structure. Understanding the structure and pattern of available food 

supply, both donated and purchased, is crucial for successful planning and equitable food 

distribution among food agencies as sources of food for each dataset is different and the intent 

with which the food is obtained is completely different (Orgut et al., 2016a). It is our goal that the 

predictive models developed would prepare the decision makers in understanding the food 

availability better thereby also helping reduce operation costs. Hence the contributions of the study 

are as follows – 

1. Development and predictive modeling of state-of-the-art statistical learning methods 

(parametric, semi-parametric and non-parametric models in literature)  

2. Implementation of data sorting and classification based on the MyPlate guidelines to ensure 

nutrition-focused predictive results  

3. Provide predictive information for efficient scheduling and planning based on the supply 

information of both donated and purchased food items 
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4. Introduction of a predictive framework that can be easily implemented by any food bank 

organization 

5. Implementation of the predictive framework on case studies based on different levels of 

planning 

 

The remainder of the article is structured as follows. Section 2 illustrates the background and a 

brief literature review. The datasets used in this study are then explained, and the explanatory 

variables are discussed in Section 3. Section 4 presents the methodology and brief description of 

different forecasting methods. Experimental results from different models are examined and 

compared in section 5 and discussions and case studies are provided in Section 6. Conclusions and 

future research directions are discussed in the final section. 

4.2 Literature Review  

Food bank supply chain falls under non-profit supply chains. Non-profit supply chains in general, 

show some important similarities towards humanitarian logistics. A more detailed examination of 

the objectives of non-profit supply chains such as food banks tell us a different mindset that 

explains humanitarian logistics and non-profit logistics. It is primarily for sudden onset disasters 

in humanitarian supply chains, where assistance is given for disaster-relief activities such as 

provision of food, water, and shelter (Balcik et al., 2008). (i.e., natural disasters like earthquakes, 

etc.). The aim of disaster relief organizations is to provide short-term, emergency assistance. In 

case of slow onset disasters like poverty, famines, etc., social-aid chains are present to capture 

supply chain activities that support social programs targeted for slow onset disasters such as 

homelessness, unemployment, poverty and crime. Clearly, social welfare and humanitarian relief 

chains have the same core objective of satisfying the needs of people affected by disasters (Balcik 

et al., 2008). However, according to Adivar et al. (2010), the two chains differ based on the 

occurrence that caused the humanitarian crisis and the length of aid. More specifically, social -aid 

chains embrace the goal of not just cutback but also the prevention of a social issue and operate 

continuously through social development and improvement. These organizations predominantly 

rely on monetary contributions and government assistance. Food bank supply chains fit into the 

humanitarian supply chain literature since they counter both imminent and delayed disasters such 

as job loss, pandemic scenarios, and hunger, as well as the tragedy of food insecurity. Like the 



 

 

75 

objectives of humanitarian and social-aid supply chains, food bank supply chain’s focus is not on 

profit, but on the importance of funding, donations, and equitable distributions. 

 

With the recent exponential development in data gathered, as well as enhanced computational and 

data-processing capabilities, there is an increasing opportunity to use sophisticated statistical and 

machine learning algorithms to develop data-driven decision support models that can help inform 

policy to enhance overall sustainability tools (Wongso et al., 2019). More precisely, evaluating the 

varying supply of donated food and other goods and assisting decision makers in identifying the 

drivers of supply of various resources in the food bank sector and assisting decision makers in 

identifying the best areas of development and identification (in terms of productivity and 

conservation) for optimum return (in terms of socio-economic benefits) (Orgut et al., 2016b). 

There is significant pertinent literature examining the task of forecasting methods in estimating 

imminent demand using historical data in various fields. While most of them focus on areas like 

supply chain management, weather forecasting, sales, economic forecasting, etc., very little 

discussion is done in the study and the use of forecasting techniques in predicting blood donation 

demand and supply (Drackley, 2010; Drackley et al., 2012), possible organ donation (Schleich et 

al., 2013) and sparse resource utilization (Firat et al., 2009; Jain & Ormsbee, 2002; Nasr et al., 

2002). Despite its wide applicability, forecasting models received little attention in hunger-relief 

operations. While the recent few studies focus on optimizing gathering and delivery schedules 

(Balcik et al., 2014; Fianu & Davis, 2018; Nair et al., 2016a; Nair et al., 2016b; Nair et al., 2017b; 

Solak et al., 2014) and equitable and effective allocation of rescued food (Balcik et al., 2014), few 

findings addressed the need of forecasting the donation of products to the food bank network. 

Research proposing that equity is maximized, and wastage is minimized when supply is known 

prior to routing has been studied and analyzed by Lien et al. (2014). In this paper, a resource 

allocation model is developed for a food rescue organization in Chicago, for effective and equitable 

allocation of rescued food, considering an egalitarian welfare utility function as an indicator of 

equity. 

 

Davis et al. (2016) implemented the use of time series forecasting techniques, moving average and 

exponential smoothing to predict the amount of food donated per description of food per type of 

donor in the food rescue operations of Food Bank of central and eastern North Carolina. According 
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to their data study, exponential smoothing method had provided better prediction results than the 

other tested methods to predict the food donation. Phillips et al. (2013) developed an analytical 

model to determine how much food a food bank in north central Colorado will get. The model 

presented is a threshold model in which Generalized Pareto distribution is used and food donated 

by food suppliers is modeled using the donors' characteristics. The main focus of this research was 

on defining the demand-supply gap and potential solutions. Using Markov Chain analysis, Jiang 

et al. (2013) investigated various data mining techniques to investigate the donation pattern and 

stochasticity. However, these approaches and studies ignore the nutritional emphasis of food 

banking and the various essential categories of food as described by nutritional guidelines in a 

food bank network, as well as purchased foods and those aspects of food banks where monetary 

contributions play a significant role in a non-profit organization (Malthouse, 2010). Brock and 

Davis (2015) looked at the statistical modeling of donations received from supermarkets using 

conventional and non-traditional forecasting approaches and only considering supermarket sales. 

Nair et al. (2017a) recently compared three separate approximation approaches for estimating daily 

food availability limited to a fixed category of foods and food providers, with only the association 

between food types donated being taken into account. However, there is no analysis done in these 

studies to include a nutritional emphasis on food banking, nor is there an account of food 

procurement data that should be included in the predictive study since it is one of the keyways of 

procuring food in a non-profit organization like food banks (Bucknum & Bentzel, 2019). Table 

4.1 provides a brief description of each analysis.  

 

Hence, in our study, we will implement and evaluate the latest parametric, semi-parametric and 

non-parametric statistical and machine learning algorithms on their ability to estimate the daily 

availability of food categorized as per the government approved nutrition guidelines of MyPlate 

some of which are donated by several donors and some are purchased by the food bank decision 

makers. We aim to bridge the gap of the literature by proposing a generalized probabilistic 

predictive framework- grounded in statistical learning theory to (a) develop an accurate predictive 

model, based on both in-sample-fit and out-of-sample predictive accuracy, (b) identify the 

important predictors of the food supply behavior. While a local food bank in Lafayette, Indiana is 

selected as a case study to demonstrate the applicability of the proposed framework, the 

methodologies presented in this paper are generalizable to other food banks and regions.   
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Table 4.1 Recent Background about predictive studies for Food Bank supply chains  

Reference Method Implemented/ Chosen as best fit 

(Philips et al., 2013) Generalized Pareto Distribution  

(Davis et al., 2013) Time Series Forecasting Techniques 

(Jiang et al., 2013) Cluster Analysis 

(Brock & Davis, 2015) Parametric Machine Learning Algorithms  

(Nair et al, 2017) Parametric Machine Learning Algorithms  

4.3 Data 

4.3.1 Data Description 

In this section, we describe the data used to train our statistical models. The local food bank located 

in Lafayette, Indiana provided historical data of food supply. The datasets provided are of two 

types. One with the information regarding the donated food products and the other consisting of 

information regarding all the purchased food goods. Hence, in this research, we develop separate 

models, each for the donated foods dataset and for the purchased food items dataset. This way, the 

decision makers will be able to estimate the inventory and anticipation of food items based on 

donations and items needed for purchasing based on both the final predictive model’s information. 

The data includes food supply information received from October 2014 to September 2017. The 

data consists of a total of 90,000+ records. Each record indicates the time stamp values, source of 

supply, food description, and quantity received. Considering that we are implementing machine 

learning models that are parametric, semi-parametric and non-parametric in nature, the possibility 

of trend and cyclic pattern of the datasets is left intact due to the multivariate inputs and varying 

factors influencing the response variable (Taneja, 2020). The input variables and the response 

variables are discussed in the below sections and listed in Table 4.2 and Table 4.3. 

4.3.2 Donor data 

The name of the donor and the name of the supermarket, manufacturer, or other entity that provided 

food were included in the donated food dataset. As a result, the data was converted to include the 

donors based on a specific identification number, as well as the categories of donors from which 

the food bank collects food. 
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4.3.3 Source data 

The name of the source and the name of the supermarket, manufacturer, and other such place where 

the food was purchased were included in the purchased food dataset. As a result, the data was 

converted to include the sources based on a specific identifier as well as the type of buying source 

from which the food bank receives food..  

4.3.4 Storage data 

The datasets consisted of the name of the food item that was provided. This data was hence used 

to obtain a separate variable of storage type of the food in hand. This is because of the limited 

storage capacity in food banks and the limited options of storage types that they have. 

4.3.5 Food information  

The dataset consisted of the name of the food item that was provided. This data was hence used to 

obtain a separate variable of food types and are categorized as per the MyPlate guidelines for future 

reference of nutritional guidance and long-term food security improvement.  

4.3.6 Time stamp information 

The datasets consisted of the date in which the food was supplied to the food bank along with the 

day of the year, day of the week, month of the year and week of the year at which the food was 

supplied.  

 

As mentioned earlier, the response variable in our analysis is the quantity of food received and 

purchased dataset variables are provided in Table 4.2 and Table 4.3.  
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Table 4.2 Summary of the key fields used in the study for Donated food dataset  

Variable names Description 

Dow Day of the week 

Woy Week of the year 

Doy Day of the year 

Moy Month of the year 

Food type Type of food (Meats, fruits and vegetables, dairy, confectionaries and 

bread) 

Storage type Type of storage space (Fresh produce, frozen and dry stock) 

Donor ID Unique ID of donors 

Donor type Type of donor base (Manufacturers, retailers, restaurants, others) 

Quantity 

Received 

Food supplied  

 

Table 4.3 Summary of the key fields used in the study for Purchased food dataset  

Variable names Description 

Dow Day of the week 

Woy Week of the year 

Doy Day of the year 

Moy Month of the year 

Food type Type of food (Meats, fruits and vegetables, dairy, confectionaries, 

and bread) 

Storage type Type of storage space (Fresh produce, frozen and dry stock) 

Source ID Unique ID of source of purchase 

Source type Type of purchasing source (Manufacturers, retailers, restaurants, 

others) 

Quantity Received Food supplied  

4.4 Exploratory analysis 

Table 4. provides the summary of the descriptive statistics of the Quantity Received response 

variable for both the datasets which also highlights the heavily right-skewed tail of the response 

variable (as shown in Fig 4.1.). For instance, we can see that in table 4.4, for all products, 75% of 

Quantity has its value below 212 pounds while the maximum value is 9327 pounds. Moreover, it 

can be observed that for both the datasets, the maximum value is of the same range and rather high, 
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indicating that food banks also purchase high volumes based on necessity and funds thereby 

ensuring the importance of our study to include purchasing aspect as well for optimum planning 

operations in the organization. The distribution of the response variable for each of the datasets is 

depicted in Fig. 4.1 and Fig. 4.2 which tells us that a small fraction of the dataset consists of 

instances of disproportionately large amounts of food supply. The empirical cumulative 

distribution functions are depicted in Fig. 4.3 and Fig. 4.4. The y-axis shows the cumulative 

probability and the density plots for both datasets are steep and centered at zero, showing that large 

events are very rare and small events are frequent. This suggests that we should implement several 

modeling techniques to study the data and not just focus on a one-size-fits-all conservation policies.  

 

Table 4.4 Summary of Quantity Received (Response Variable) for both the datasets  

 

 

 

 

 

 

 

 

 

 

   

   

 

Figure 4.1 Distribution of response variable: histogram with overlain kernel density plot 

(Donated food dataset)  

 

 

Parameter Purchased 

Products 

Donated 

Products 

Minimum 1.0 1.0 

1st Quartile 19.0 47.0 

Median 50.0 101.0 

Mean 392.5 218.5 

3rd 

Quartile 

173.0 212.0 

Maximum 8380.0 9327.0 
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Figure 4.2 Distribution of response variable: histogram with overlain kernel density plot 

(Purchased food dataset)  

 

Figure 4.3 Empirical cumulative distribution functions for the study of the donated food dataset  

 

 

Figure 4.4 Empirical cumulative distribution functions for the study of the purchased food 

dataset  
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Since the input variables for the datasets are nominal categorical variables, observing the 

correlation between variables creating correlation plots does not provide the in-depth treatment of 

the various relationship between these variables thereby making it a possibility of reduction of 

optimum predictive accuracy by removing some variables based on the correlation matrix (Hastie 

et al., 2009). Hence, to understand how the input variables are related, the measure of association 

is done by developing association plots for both the datasets as shown in Fig. 4.5. And Fig. 4.6.  

The measure of association does not mean causality, but rather association– whether one variable 

is linked to another. This association measure also indicates the relationship's strength, whether 

weak or strong (Agresti, 2003). The diagonal factor K in these plots denotes the number of distinct 

levels for each nominal variable. The forward and backward association measures for each variable 

pair are found in the off-diagonal components. Certain variables have a direct interaction with one 

another. However, the opposite relationship does not seem to be valid for the same pairs, meaning 

that predicting one pair from the other would be difficult.  

 

Figure 4.5 Association plot of the nominal categorical variables in the donated food dataset  
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Figure 4.6 Association plot of the nominal categorical variables in the Purchased Food dataset  

4.5 Methodology 

This section presents the generalized research framework proposed in this study and provides a 

brief theoretical background of the models developed to evaluate the food supply datasets of the 

local food bank in Indiana.  

4.5.1 Research framework 

After creating the required input variables, the dataset with the collected records for each supply 

of food was used as the final dataset. The model development process, which is defined in the 

following subsections, followed this stage. Although data from the Food Finders food bank was 

used to illustrate the applicability of the proposed study, the approach and methodology are 

transferable and can be applied to other food banks and regions, as seen in this context. As shown 

in Fig. 4.8, the methodology developed is also available as an algorithm called the Data-driven 

Multi-variate Food Supply Modeling Approach. 



 

 

84 

 

 

 

 

 

 

 

 

Figure 4.7 Research framework  
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Figure 4.8 Algorithm for predictive modeling framework developed  

4.6 Methods 

Several types of statistical and machine learning approaches, including parametric, semi-

parametric, and non-parametric methods, have been introduced and trained on datasets containing 

donated foods and purchased product data. This is done in order to construct the most accurate 

predictive models possible, which reflect the best understanding of the dynamic and non-linear 

relationships between the quantity of products obtained and the various input variables (see Table 
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1). More exclusively, we used the methods of Generalized Linear Model (GLM), Generalized 

Additive Model (GAM), Multivariate Adaptive Regression Splines (MARS), Random Forest (RF), 

and Bayesian Additive Regression Trees (BART) to estimate the food supply in the given food 

bank organization. Based on these machine learning algorithms, predictive models of the food 

supply are developed employing rigorous cross-validation to highlight the model that out-

performed all the others in terms of out-of-sample predictive accuracy. A succinct evaluation of 

each of the methods used in our study are examined below.  

4.6.1 Generalized Linear Model (GLM)  

GLM (Generalized Linear Models) is a linear regression extension. The normality assumption is 

relaxed in GLMs, enabling the response variable to be distributed according to an exponential 

family of distributions (e.g., Gaussian, Binomial, Poisson, Gamma, or inverse-Gaussian) and 

linked to the predictors through a connection feature (Cordeiro & Mccullagh, 1991; Nelder & 

Wedderburn, 1972). A dependent variable Y with a distribution that falls into the categories of 

normal, binomial, Poisson, gamma, or Inverse-Gaussian, as shown in the equations below: 

 

𝑌𝑖~𝑓𝑌𝑖
(𝑦𝑖) 

 

𝑓𝑌𝑖
(𝑦𝑖) = exp {

𝑦𝑖𝜃𝑖 − 𝑏(𝜃𝑖)

𝑎(𝜙)
+ 𝑐(𝑦𝑖, 𝜙)} 

 

where θ and ϕ are the location and scale parameters respectively. 

 

A set of independent variables  𝑥𝑖. 

A link function g(.) binding the parameters of the dependent variable to the linear combination of 

input variables. GLMs are widely popular due to their ease of application and interpretability. 

Nonetheless, GLMs consider the ‘rigid’ assumptions of global parametric models thereby costing 

the performance of predictive accuracy. 
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4.6.2 Generalized Additive Model (GAM)  

The Generalized Additive Model (GAM) is a machine learning method that is semi-parametric. It 

relaxed the linearity assumption used in the above-mentioned GLM process, allowing for the 

allocation of local nonlinearities (Hastie & Tibshirani, 1990). GAM assumes that dependent 

variable 𝑦 has a distribution with mean 𝜇 =  Ε[𝑌|𝑥1, 𝑥2, … . . 𝑥𝑝] linked to the predictor variables 

via a link function as:  

𝑔(𝜇𝑖) = 𝛼 + ∑ 𝑓𝑗

𝑝

𝑗=1

(𝑥𝑗) 

where each 𝑓𝑗 is a smoothing function of a class of functions projected non-parametrically, like 

regression splines and tensor product splines.  

4.6.3 Support Vector Machines (SVM)  

SVM is utilized in pattern recognition by constructing hyperplanes in the given data space (Vapnik 

& Golowich, 1997). SVM was originally developed for classification problems but can be 

extended to regression of the general form 𝑓(𝑥) = 𝑥𝑇𝛽 + 𝛽𝑜. The 𝛽 coefficients of the regression 

model are estimates by the following minimization: 

𝐻(𝛽, 𝛽𝑜) =  ∑ 𝑉(𝑦𝑖 − 𝑓(𝑥𝑖))

𝑁

𝑖=1

+
𝜆

2
 (||𝛽||)

2
 

Where 𝜆 is a regularization parameter and can be estimated by cross-validation. Also, 𝑉(𝑟) is the 

general error measure and can be shown as: 

𝑣𝜖(𝑟) =  {
0,               𝑖𝑓 |𝑟| < 𝜖

|𝑟| − 𝜖,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

This measure makes the fitting less sensitive towards outliers and noise (Hastie et al., 2003).  

4.6.4 Random Forest (RF) 

RF is a tree-based ensemble data-miner that is non-parametric (Breiman, 2001). To generate the 

final estimate, it is a modification of bootstrap aggregation to multiple Classification and 

Regression Trees (CART) and taking the mean of the predictions of the roughly uncorrelated trees. 

The procedure consists of B bootstrapped regression trees (Tb) with B chosen based on cross-
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validation. Low-bias, high-variance techniques are regression trees. In other words, they can 

reasonably reliably assess the shape of the data (low bias), but they are extremely prone to outliers 

(high variance) (Hastie et al., 2009). As a variance reduction method, RF employs model averaging. 

As a result, the final approximation is the average of predictions from all B trees, as shown below:  

 

𝑓𝑟𝑓
𝐵 (𝑥) =  

1

𝐵
∑ 𝑇𝑏(𝑥)

𝐵

𝑏=1
 

 

Each tree in RF is built using bootstrapped re-samples of the input data, and split variables are 

chosen at random to promote tree independence. As a result, RF can make accurate predictions by 

lowering the correlation between the trees, enabling model averaging to generate low-bias, low-

variance predictions while keeping the errors of each individual unpruned tree low.   

4.6.5 Bayesian Additive Regression Trees (BART)  

BART stands for Bayesian Additive Regression Trees, a non-parametric Bayesian form. To 

estimate the dependent variable, the BART model uses sum-of-trees. Each regression tree is 

constructed by recursively dividing the data area into sub-regions or nodes and tailoring a simple 

model (e.g., mean of the response or dependent variable) in each one. The covariates that are split 

and the split values that are chosen are chosen in such a way that the best fit is obtained in each 

sub-region. As shown in the equation (Merwe, 2018), the final model estimate is the sum of the 

estimates from m small trees: 

 

𝑌 = (∑ 𝑔(𝑥; 𝑇𝑗 , 𝑀𝑗)) + 𝜖,               𝜖 ~ 𝑁(0, 𝜎2)

𝑚

𝑖=1

 

 

where  𝑔(𝑥; 𝑇, 𝑀) is the function which designates the parameters of the terminal nodes of tree T, 

𝜇𝑖 ∈ 𝑀  to the predictors x. To ensure that each tree contributes only partially to the final 

predictions, regularization priors are used to control the model’s complexity. As a result, 

regularization priors aid in reducing the influence of an individual tree's impact on the sum-of-

trees model (Merwe, 2018). BART is resistant to outliers, has high predictive capacity, and is a 
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fully probabilistic strategy, meaning it can produce complete distributions of expected response 

values. 

4.6.6 Bias-variance tradeoff 

A predictive model's ability to make good predictions on an independent test sample determines 

its generalization performance. The key decision-maker for minimizing generalization error is 

balancing the bias-variance trade-off (Hastie et al., 2009). One of the most customarily used 

methods for balancing bias and variance is cross-validation. To estimate predictive accuracy, we 

use the k-fold cross-validation process. K-fold cross-validation consists of splitting the data 

into k equal-sized subsets at random. In each duplication, the model is fitted to the subsets except 

the kth held-out sample, and the predictive accuracy is calculated based on the models' 

performance on the kth held-out subset. In this paper, the out-of-sample model performance was 

estimated using a 20% holdout cross-validation and using the following formulae: 

 

𝑀𝑆𝐸𝑜𝑢𝑡−𝑜𝑓−𝑠𝑎𝑚𝑝𝑙𝑒 =
1

𝑘
[ ∑

1

𝑚
(∑(𝑦𝑖,𝑘 − 𝑦𝑖,�̂�)

2
) ]

𝑚

𝑖=1

𝑛

𝑘=1

 

 

𝑀𝐴𝐸𝑜𝑢𝑡−𝑜𝑓−𝑠𝑎𝑚𝑝𝑙𝑒 =
1

𝑘
[ ∑

1

𝑚
| ∑(𝑦𝑖,𝑘 − 𝑦𝑖,�̂�)| ]

𝑚

𝑖=1

𝑛

𝑘=1

 

 

𝑘 = number of times of performing cross-validation 

𝑚 = hold-out numbers during every cross-validation 

𝑦𝑖,𝑘 = ith actual observation that was randomly held-out during the kth cross-validation 

𝑦𝑖,�̂�  = predicted ith observation during the kth cross-validation using the model developed 

considering the training set data during the kth cross-validation 

 

Our model selection in this paper is based on both in-sample fit and out-of-sample prediction 

accuracies. The in-sample error is measured using the in-sample RMSE (Root Mean Square Error), 

MAE (Mean Absolute Error) and adjusted R2; while the out-of-sample error was measured using 
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the out-of-sample RMSE (Root Mean Square Error) and MAE (Mean Absolute Error) as discussed 

above. 

4.6.7 Tuning parameters 

Generalized Linear Model (GLM): For GLM, the value of the tuning parameters applied are 

listed below: 

k: Refers to the number of degrees of freedom used for the penalty. For our study, when k = 2 the 

best Akaike Information Criterion (AIC) value is obtained: k = log(n). Hence, in our study we used 

k=2. 

Dist.= Gaussian: This parameter specifies the type of error distribution and link function to be 

used in the model. In this study, for all the different methods stated, we assumed that the error 

follows “Gaussian distribution” and the link function is taken to be an “identity” function. 

Generalized Additive Models (GAM): We implemented a stepwise update methodology and 

cubic smoothing function which generated the best predictive accuracy among the tuning options 

to select the best fit model. 

Support Vector Machines (SVM): The tuning parameters used for developing the SVM model 

are described below: 

𝑲𝒆𝒓𝒏𝒆𝒍:  It refers to the type of hyperplane used to separate the data. In our research, we use the 

“radial” kernel considering our data is non-linear. 

𝑮𝒂𝒎𝒎𝒂: This hyper parameter accounts for the smoothness if the decision boundary and 

manages the variance of the model. If Gamma is large, then we get fluctuating decision 

boundaries leading to overfitting. If the Gamma is small, the boundary is smoother and has low 

variance. The default value of Gamma is used. 

Random Forest (RF): The tuning parameters for the RF model are considered below. 

𝒎𝒕𝒓𝒚: The number of variables randomly sampled as candidates at each split while growing the 

trees.To be noted that the default values for the regression tree is 𝑝/3, where 𝑝 is the number of 

independent variables used in the model. 

𝒏𝒕𝒓𝒆𝒆: This parameter refers to the number of trees to grow. This must not be set to a very small 

number to guarantee that every input row will get predicted at least a few rounds. In our research, 

we selected the value of the 𝑛𝑡𝑟𝑒𝑒 that yielded the least mean square error (𝑚𝑠𝑒) while growing 

the trees. 
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Bayesian Additive Regression Trees (BART): The tuning parameters used in the BART model 

are described below: 

𝒌: For regression, 𝑘  determines the prior probability that 𝐸(𝑌|𝑋) is contained in the interval 

(𝑦_{𝑚𝑖𝑛}, 𝑦_{𝑚𝑎𝑥}), based on a normal distribution. For example, when we have 𝑘 = 2, we get 

the prior probability to be 95%. For classification, k determines the prior 𝐸(𝑌|𝑋) between (−3,3). 

Note that a larger value of k results in more shrinkage and a more conservative fit.  

𝒏𝒖: It refers to the degrees of freedom for the inverse 𝜒2 prior. 

𝒒: This parameter refers to the quantile of the prior on the error variance at which the data-based 

estimate is assigned. It is to be stated that greater the value of q, the more forceful is the fit; this is 

because it corresponds to placing more prior weight on values lower than the data-based estimation 

. It is not used for classification. 

𝒎: This parameter refers to the number of trees to be grown in the sum-of-trees model. 

4.7 Results  

To investigate the sensitivity of food supply to different parameters, we built predictive models 

for data consisting solely of donated foods and data consisting solely of purchased food items. We 

used Generalized Linear Models (GLM), Generalized Additive Models (GAM), Support Vector 

Machines (SVM), Random Forest (RF), and Bayesian Additive Regression Trees to train each 

dataset (BART). In this section, we will go through the output of each of the trained models before 

looking at the significant predictors as model inference based on the final model that outperforms 

them all in terms of out-of-sample predictive accuracy and goodness-of-fit. 

 

The model results for both the datasets (Table 4.5 and Table 4.6) indicated that RF provides 

substantial results as compared to all other tested statistical learning methods and GLM 

demonstrated the poorest performance in comparison to all the other models in both the cases. This 

can also be substantiated by the goodness of fit (R2 ) value  and predictive accuracy (out-of-sample 

RMSE and MAE) of RF method for both the datasets. Based on the goodness of fit, and predictive 

accuracy (out-of-sample RMSE and MAE). We also observe that using our proposed predictive 

method, RF can assist food banks in more inferencing of influential factors as well as better 

replicability of our study due to its easy inferencing function and ease of tuning parameters since 

it is a non-parametric model. This further supports our hypothesis that linear models do not 
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adequately represent the non-linearities in the results. Furthermore, in both cases, RF and BART 

are viable options. However, we chose RF as the best model for predictive study for our datasets 

because of the bias-variance trade-off and the potential to study model inferences effectively. The 

percentage improvement yielded by each of the trained models over having no statistical model 

and using the historical average as a predictor (i.e., the ‘mean-only’ model) is provided in Table 

4.7 and Table 4.8 for donated and purchased food datasets respectively. 

 

Fig. 4.9 and Fig. 4.10 shows the plot of predicted versus observed values of quantity received for 

both donated food and purchased food products. It can be seen from the figure that while our 

models estimate the lower ends of quantity received well, they tend to underestimate the more 

extreme ends of food products for both the cases. Since the method of random forest is a non-

parametric machine learning method, inference is implemented by ranking the input variables 

based on their contribution to out-of-sample predictive accuracy of the predictive model. Fig. 4.11 

and Fig. 4.12 shows the ranking of the predictors. In Fig. 4.11 and Fig. 4.12, the highest variable 

on the y-axis corresponds to most important variable, and the x-axis shows the level of predictive 

accuracy reduced if the variable is removed. As seen in Fig. 4.11 and Fig. 4.12, Donor/Source ID, 

Day of the year, donor type, food type and week of the year variables are identified as the topmost 

important predictors in both the datasets. Thus, it can be concluded that the donor base and source 

base, the food information and the time stamps are the most important predictors of food supply 

data whether it is donated or purchased. Fig.4.11 shows that food type becomes a more important 

predictor for donated foods than for purchased food dataset. Moreover, it can also be seen quite 

intuitively that based on the week supply of food, the food is purchased as the planning of food 

takes place on a weekly basis in the food banks, the importance of week of the year variable above 

food type for all food data becomes apparent. This leads to future scope of studying the relation 

between donated foods and purchased foods and observing the correlation and causation of each 

of the datasets to further improve with predictivity and forecasted accuracy. 

 

The results obtained from our predictive modeling study has helped to characterize the various 

factors that affect the supply of food behavior in the food bank system. We believe that the supply 

of both donated and purchased food products estimated in our study can be considered as initial 

information by the decision makers and planners in the organization to design optimal routing 
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models with objectives of equitability and effectiveness in their food distribution efforts owing to 

our high predictive accuracy results and repeatable steps based on our predictive framework.  

 

 

 

 

Table 4.5 Donated food model performance results  

Sl. 

No. 

Model Tuning Parameters R2 In-sample Out-of-sample 

RMSE MAE RMSE MAE 

1 Mean (Null 

model) 
-  -  - - 523.55 489.29 

2 Generalized 

Linear 

Model 

(GLM) 

k=2.0, Dist.=Gaussian 0.8977 224.11 59.57 231.23 71.23 

3 Generalized 

Additive 

Model 

(GAM) 

Stepwise update 0.8793 230.0937 9.6586 238.25 11.256 

4 Support 

Vector 

Machines 

(SVM)  

Kernel = Radial; Gamma 

= scale 

0.8845 221.11 58.88 230.59 68.52 

5 Random 

Forest 

(RF) 

mtry=p/3 =3; ntree=200 0.9136 189.72 49.45 194.56 52.35 

6 Bayesian 

Additive 

Regression 

Trees 

(BART) 

k=2,nu=10,q=0.75,m=200 0.9089 194.34 65.34 201.12 69.35 
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 Table 4.6 Purchased food model performance results  

 

 

 

 

Table 4.7 Percentage improvement over the ‘null’ model for donated food model performance 

results  

Models Out-of-sample error 

RMSE MAE 

GLM 0.558342088 0.854421713 

GAM 0.544933626 0.976995238 

SVM 0.559564511 0.859960351 

RF 0.628383153 0.893008236 

BART 0.615853309 0.858264015 

 

 

Sl. 

No. 

Model Tuning Parameters R2 In-sample Out-of-sample 

RMSE MAE RMSE MAE 

1 Mean (Null 

model) 

- - - - 624.33 598.93 

2 Generalized 

Linear Model 

(GLM) 

k=2.0, Dist.=Gaussian 0.7823 222.96 66.38 240.87 71.65 

3 Generalized 

Additive Model 

(GAM) 

Stepwise update 0.7768 231.01 9.86 257.34 12.73 

4 Support Vector 

Machines 

(SVM) 

Kernel = Radial; 

Gamma = scale 

0.8033 210.87 67.34 231.03 72.14 

5 Random 

Forest (RF) 

mtry=p/3 =3; 

ntree=180 

0.9762 172.78 52.65 187.56 61.76 

6 Bayesian 

Additive 

Regression 

Trees (BART) 

k=2,nu=3,q=0.75,m=50 0.8546 169.78 67.99 196.92 72.22 
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Table 4.8 Percentage improvement over the ‘null’ model for purchased food model performance 

results  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9 Plot of predicted versus observed for donated food data 

 

Models Out-of-sample error 

RMSE MAE 

GLM 0.614749772 0.877458857 

GAM 0.617196872 0.979314311 

SVM 0.629955312 0.879551868 

RF 0.7019017 0.893966815 

BART 0.680773475 0.882752905 
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Figure 4.10 Plot of predicted versus observed for purchased food data  

 

 

 

Figure 4.11 Variable importance plot: Donated food data 
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Figure 4.12 Variable importance plot: Purchased food data  

4.8 Discussion 

4.8.1 Proposed predictive framework implementation on use case studies: an observation 

Our research framework of implementing predictive modeling in the food supply aspect of food 

bank logistics can be used across different planning projects and situations such as budgeting, 

facility location, routing, cost reduction and optimization. Predictive analysis aids in every stage 

of planning namely- strategic, tactical and operational. In order to validate the applicability of the 

proposed framework for each stages of planning, its implementation is provided in three case 

studies: Vehicle routing of a food bank system (operational planning case), Warehouse costing 

and improvement (tactical planning case), and Budget planning of a food bank organization 

(strategic planning case). Case 1 analyzes the procedure for budget planning, while case 2 analyzes 

the space planning and costing of a warehouse owned by a food bank and finally, case 3 analyses 

the vehicle routing problem for a single food bank and its respective food agencies. We provide 

the implementation of the results of the proposed framework onto these planning problems and 

present predicted results in each of the case studies to demonstrate the potential of the proposed 
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framework and its easy implementation in achieving optimal planning performance at any level 

(Operational, Tactical or, Strategic) 

4.8.2 Case 1: Strategic Level Planning- Predictive budgeting for food banking  

Effective management of finances is critical to organizational success. Budgeting will outline the 

major costs and give an overview of available capitals. Monetary Donors also find it useful when 

tracking their contributions to see how their funds are being used. Having a wide-ranging budget 

will establish integrity with the donors and provide a clear view of goals that can be set for the 

following year (Gutjahr & Fischer, 2018). The strategic planning report of a food bank in literature 

is used as a case study (Second Harvest Food Bank of Central Florida, 2020). In the report, the 

budgets are drawn to cover a fiscal year and must be made ready before the beginning of each year. 

To set reasonable projections of financial need, it is important to have accurate forecasts and 

analysis. Based on the needs of budgeting, the proposed predictive modeling framework and 

methodology (Section 4.4) using Random Forest is implemented to provide the current food 

resources and the predicted food resources for displaying the accuracy of the forecasts and finally 

provides a forecast of the coming year food resources. Since budgets are developed annually, Table 

4.9 and Table 4.10 provides the predictive results on an annual basis.  

 

Table 4.9 Poundage of donated foods on an annual basis  

Food donor type Poundage in 

2017 (Actual) 

Poundage in 2017 

(Forecasted) 

Variance (%) Poundage in 2018 

(Forecasted) 

Manufacturers 345615 360130 4.2 352478 

Retailers 1766244 1823646 3.4 1976618 

Restaurants 150803 155779 3.2 160030 

Others 255133 265889 4.9 230882 
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Table 4.10 Poundage of purchased food on an annual basis  

Source type Poundage in 

2017 (Actual) 

Poundage in 2017 

(Forecasted) 

Variance (%) Poundage in 2018 

(Forecasted) 

Manufacturers 354841 367615 3.6 345239 

Retailers 411261 428122 4.1 397374 

Restaurants 51765 50315 2.8 52347 

Others 100573 104495 3.9 109384 

 

From the results mentioned in Table 4.9 and Table 4.10, we can see that the variance of the 

predicted values to the actual values is less than 5% which is beneficial in the budget planning as 

it is recommended to ensure variance is less than 10% for efficient budgeting (Shim et al., 2011). 

4.8.3 Case 2: Tactical Level Planning – Warehouse costing and improvement of a food bank 

system  

As mentioned in Section 1, food banks distribute and provide food to their respective food agencies 

with the food insecure people receiving food by visiting these food agencies. To maintain the food 

products donated and handle the growing food distribution and growing food demand, the food 

banks need to ensure optimal warehouse spacing and inventory management (Shrestha, 2009). 

There has been previous research conducted to improve the warehouse spacing and inventory 

management which specifies the need for optimal food handling with the help of effective 

predictive modeling. The usage of the proposed predictive modeling framework ensures the 

success of accomplishing this challenge faced by the tactical planners of the food bank system. 

Using the proposed framework, we can determine the peak months of inventory and visually 

provide aid to the management team and understand their load of inventories and prepare for 

handling them in the future. This can also aid in the decision making of understanding the need for 

warehouse remodeling and investment of reconstruction if need be. Table 4.11 and Table 4.13 

below provides the actual quantities of food based on the storage type variable in the dataset and 

results for prediction are extracted on a monthly basis for the upcoming period for both donated 

and purchased food datasets and provided in Tables 4.12 and Table 4.14. 



 

 

100 

Table 4.11 Monthly food poundage of donated foods (2017)  

Storage 

Type  

January February March April May June July August September October November December 

Dry 

stock 
117852 96448 97217 117206 109501 96645 127597 109970 98692 103404 162763 126770 

Fresh 

Produce 

58496 58962 80318 85920 136448 113701 132010 198496 159361 53500 41920 72211 

Frozen 104826 79413 90793 67028 63417 54405 57169 51811 51020 94646 86944 120662 

 

Table 4.12 Monthly food poundage of donated foods (predicted for 2018)  

Storage 

Type  
January February March April May June July August September October November December 

Dry 

stock 

165135 244903 223808 257883 293885 240165 169532 201287 200647 176367 231203 194121 

Fresh 

Produce 
30932 31922 43291 62149 99605 60437 110781 105224 92935 125900 109917 44559 

Frozen  215591 103679 105647 87704 100351 97867 53031 135269 146040 81138 55813 99230 

 

Table 4.13 Monthly food poundage of purchased foods (2017)  

Storage 

Type  

January February March April May June July August September October November December 

Dry 

stock 

222488 167154 187509 115663 105237 133549 131400 207665 162179 207156 209118 186279 

Fresh 

Produce 

22904 41471 44453 37062 33381 43290 84967 91201 78389 98990 45499 79579 

Frozen 78018 70098 192392 72632 70215 64728 52087 90092 115912 148448 81854 151306 

 

Table 4.14 Monthly food poundage of purchased foods (predicted for 2018)  

Storage 

Type  

January February March April May June July August September October November December 

Dry 

stock 

204217 254206 186223 190566 298188 139977 194424 220641 204179 164579 150151 175037 

Fresh 

Produce 

116091 49222 148898 76587 91026 64628 112093 124673 117414 86285 41607 98117 

Frozen 186497 109986 176377 116320 180681 101771 94273 85968 93367 113846 46580 73263 
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4.8.4 Case 3: Operational Level Planning- Vehicle routing of a food bank system using 

predictive modeling results 

For food rescue and delivery, vehicle routing is a very complex problem that includes challenging 

aspects like, uncertainty in donations and donors, cost-effective scheduling of pickup and delivery 

nodes, cost-effective routing, limited transport resources, perishability of the rescued food 

equitable distribution of rescued food, etc. (Nair et al., 2016a). Implementing forecasting models 

to handle uncertainty in supply of donated and purchased foods helps in the better planning of 

scheduling and routing models. Vehicle routing has been a central component in the logistics of 

surplus food rescue and delivery operations, where the decision makers have to consider multiple 

criteria such as transportation cost, customer service requirements, operational constraints, etc.  

To effectively schedule the visits of food providers and welfare agencies, we provide case 

instances which are based on our proposed framework that utilizes real-life information and results 

that are of good accuracy percentages that ensure the right direction towards effective and efficient 

operational planning. Since we have considered Donor ID as one of the independent variables in 

our study, we are able to extract predictive results right from the Donor ID level which can be used 

for operational planning purposes. Table 4.15 provides a case instance sample for a single day that 

has been extracted using the framework proposed and can be easily implemented to develop case 

instances on a daily basis for vehicle routing optimization of food bank network.  
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Table 4.15 Case instance for a generic vehicle routing planning and scheduling for a single day 

time horizon  

ID Lat Long 
Bread and 

Cereal 

Fruits and 

Vegetables 

Meats and 

Proteins 

Dairy 

Products 

Confectionaries 

and others 

1 41.452 -81.691 116 60 122 350 138 

2 41.458 -81.722 114 57 172 152 177 

3 41.497 -81.668 110 52 200 294 178 

4 41.506 -81.651 178 52 178 178 184 

5 41.452 -81.549 120 57 193 328 111 

6 41.398 -81.51 155 60 91 333 165 

7 41.607 -81.527 119 51 102 391 185 

8 41.574 -81.578 193 54 176 171 170 

9 41.457 -81.769 115 59 198 237 126 

10 41.492 -81.654 172 55 129 347 160 

11 41.525 -81.438 173 55 174 397 197 

12 41.487 -81.778 186 54 132 398 171 

13 41.52 -81.65 134 56 96 174 194 

14 41.513 -81.62 180 58 160 149 169 

15 41.538 -81.587 139 51 158 282 164 

16 41.533 -81.62 189 60 102 351 103 

17 41.525 -81.617 101 53 181 389 152 

18 41.537 -81.613 109 54 138 129 121 

4.9 Conclusion and Future Directions  

In this paper, the supply of different types of food both donated and purchased is investigated using 

advanced machine learning algorithms. A generalized data-driven framework is proposed to assess 
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the supply estimate and to identify the key predictors in the model. Although the proposed model 

is used to characterize the food supply data, it can also be leveraged for varying time durations 

(week-based, month-based, etc.) as it outperforms all the other models by means of explaining the 

variations in data as well as out-of-sample predictions.  

 

This paper evaluates the impact of five parametric, semi-parametric and non-parametric machine 

learning techniques: GLM. GAM, SVM, RF, and BART to explore the patterns in the supply of 

donated food and purchased food process in the food bank organization. The results suggest that 

Random Forest (RF) outperforms all other tested statistical methods in terms of capturing the 

supply estimate for both donated and purchased goods. Food donation and purchase of food takes 

place based on a function of many factors. The study identified the development of new variables 

namely, the type of foods being available at the food bank. The types were classified based on the 

MyPlate guidelines provided by the USDA and the development of variables based on storage and 

donor base. We also showed estimate results for data consisting of purchased food products 

indicating the importance of this aspect in the supply study of food banks which has been neglected 

in the literature. These variables have a significant non-linear impact on food supply, and we were 

also able to identify the key predictors in the study and were able to infer from these predictors the 

donation behavior and the purchasing habit of food banks. While the model developed provided 

satisfactory results, it would be beneficial if further characteristics of the region are included in the 

study (e.g., demographic details, economic metrics, etc.) which is one of the ways in which this 

work can be further extended. Steps can be taken to study the causation and correlation between 

the two separate datasets (donated foods and purchased foods respectively) to further strengthen 

the forecast accuracy. 

 

Another area of future research is the involvement of these predictive models with optimization 

models such as routing and inventory management to ensure optimal allocation of food to the 

people in need. Additionally, also considering predicting the demand of food that the food banks 

receive and providing similar predictive study for the same would be suitable to ensure efficient 

and fair distribution of food in the food bank network. 
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In closing, we would like to point out that our analysis was focused on ensuring a wholesome study 

of the supply of food in the food bank network that has been segregated and neglected in the food 

bank literature. We believe that having a predictive study is a key first step in devising effective 

policies of increasing food security and sustainability with the added advantage of minimizing 

food waste and evaluating the environmental impact that food banks bring to the nation. 
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 GMM CLUSTERING FOR IN-DEPTH FOOD ACCESSIBILITY 

PATTERN EXPLORATION AND PREDICTION MODEL OF FOOD 

DEMAND BEHAVIOR 

5.1 Introduction 

Food insecurity is branded by the uncertainty or absence of ability to acquire nutritionally 

satisfactory and safe nourishment in ways that are socially acceptable (e.g., without resorting to 

stealing, rummaging, or different sorts of adapting strategies). This condition is unavoidable, 

influencing masses everywhere throughout the world. In the United States, it impacts every 

community with food insecurity existing in each region in America (Feeding America, 2015). The 

United States Department of Agriculture (USDA) has evaluated that starting at 2017, nearly 40 

million individuals have been living in sustenance-uncertain household units with 6.5 million of 

them forming minors (Feeding America, 2015). In the United States, there are a range of 

assistances connecting collective efforts between government, public and private bodies for food 

insecure individuals. One of the largest national non-profit hunger relief organization tackling 

hunger and food insecurity in the country is Feeding America. 

 

There are around 200 food banks and close to 60,000 food agencies (Consisting of food pantries, 

meal programs, etc.) that are being spearheaded by Feeding America to offer food and assistance 

to the food insecure people and households. Food and donations are mostly recovered from 

national food and grocery producers, suppliers, shippers, packers, and farmers, as well as public 

bodies and other organizations, and transported to food banks, which serve as food storage and 

delivery depots for smaller front-line food agencies (Feeding America, n.d.). The under-privileged 

population can, hence, receive donated foods from these food agencies. In general, in this donated 

food supply chain network, there is high uncertainty in the supply and demand of donated foods 

for the food insecure. The demand in specific, is usually hidden to the food bank as previously, the 

charitable food agencies have been providing little to sometimes, inconsistent information to the 

food banks thereby causing inefficient food distribution to these agencies further affecting the 

levels of food insecurity in these regions. 
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The final goal of a bequest-driven supply chain such as the food bank supply chain is to maximize 

the relief for the people in need while minimizing food waste as a by-product benefit. We fill this 

gap by explicitly studying the nature of the families visiting the food agencies based on 

demographical information and define food assistance deserts in the given region of study by 

applying concepts of unsupervised machine learning (Gaussian Mixture Models (GMM) clustering) 

to observe the geographic and demographic intricacies of the given region in detail. Once the 

dataset is examined and analyzed comprehensively, the results obtained from clustering the dataset 

is used for forecasting demand-side inputs using supervised machine learning forecasting 

techniques. A number of studies in the public policy and health literature examine the usage of 

food banks and the challenges associated with limited and unpredictable supply, and the 

forecasting of supply uncertainty (Nair et al., 2017a). However, to the best of our knowledge, the 

application of statistical analysis techniques to handle the demand uncertainty in the food bank 

supply chain system has not been addressed. We study, the nature of the current food insecure 

household situation in the given region using unsupervised machine learning methods such as 

clustering and demonstrate that we can get reasonable estimates for demand of food by 

implementing supervised machine learning techniques on the clustered data. Our results generate 

forecast accuracy of 82% for specific instances.  

 

Our study has particular merit because it is important for non-profit organizations to leverage 

knowledge and technology to renovate and reinvent their preparedness and effectiveness. Food 

banks having information of their current and future demand behavior can help improve their food 

distribution efficiency and hence, make suitable informed distribution decisions, thereby meeting 

with their objectives of ensuring effective, equitable, and efficient food-aid operations and 

distributions to the people in need.  

 

The remainder of the paper is organized as follows- Section 5.2 provides a summary of the 

literature. Section 5.3 presents the data and methods, and Section 5.4 summarizes our results, 

followed by our conclusions in Section 5.5.  
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5.2 Literature Review 

Food insecurity and hunger are termed as long-term humanitarian issues, requiring the need to 

consider the necessity for evenhanded dispersion of resources (Orgut et al., 2018). There has been 

broad research done in the area of humanitarian logistics with significance towards the issues and 

challenges faced by non-profit food assistance programs such as food banks and food pantries as 

enlightened by Davis et al. (2014). Food bank supply chains line up with the description of 

humanitarian supply chains by responding to the disaster of food insecurity which can occur 

unexpectedly (i.e., job loss, natural calamity, etc.) or slowly (i.e., destitution) (Beamon & Balcik, 

2008).The research presented in this paper aids in finding the different possible factors affecting 

food insecurity and hunger, thereby facilitating in improving the accessibility of food and equitable 

distribution of resources to the people in need. According to Waity (2016), there are innumerable 

ways of studying the food accessibility for people. One among these methods is considering food 

deserts. Food deserts are regions deficient in sources of healthy nutriments. This concept of food 

accessibility will be implemented in our paper.  

 

There has been a decent amount of work that studies the subject of food bank supply chain. 

Mathematical models were presented by (Orgut et al., 2016a; Orgut et al., 2017) to enable the 

equitable and effective distribution of food donations to the people in need. Linear programming 

models were formulated with the maximization of effectiveness and an equity constraint developed 

to solve the distribution of donated foods. Deterministic network-flow models were used to reduce 

the quantity of undistributed food. Several logistical issues that are being faced by the food banks 

have also been taken into consideration by considering the transportation schedules and permitting 

food banks to gather food from the limited food donors and finally transporting it to the food 

agencies (Davis et al., 2014). In this paper, Food Delivery Points (FDPs) were proposed. FDPs 

were obtained by locating them using geographical information. The vehicle capacity and food 

degeneration constraints were considered during the assignment of food agencies to the respective 

FDPs. Using the optimal assignment, schedules were created that reflects the collection and 

distribution of donated food. However, these mathematical models do not investigate the varying 

demands of the various food agencies from where the accessibility of food is studied.  
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Demand of food from the food pantries and other food agencies has been taken as a deterministic 

value in previous non-profit based supply chain literature. On the hindsight, the demand of food is 

dynamic and uncertain in nature. Obtaining a way to observe the demand of food from the food 

agencies that the food banks are assigned to aids in understanding the possible issues arising out 

of food insecurity. According to Beamon and Balcik (2008), demand comes in the form of supplies 

and people for non-profit organizations and in the form of products and services for for-profit 

organizations, with varying demand patterns for both. Sucharitha and Lee (2018) developed a food 

distribution policy using suitable welfare and poverty indices and functions to ensure an equitable 

and fair distribution of donated foods as per the varying demands and requirements of the people. 

However, the factors causing the demand or food insecurity had not been considered thereby taking 

several assumptions in their simulation study. Also, the model developed was suitable only for a 

single day period. Supply of the donated food can be done based on suitable forecasting procedures. 

Supply based on this kind of non-profit supply chain would be mainly dealing with guaranteeing 

enough inventory for the demand and reviewing the changing nature of the supply of the different 

types of donated foods. 

 

In terms of implementing suitable data mining techniques, there has been relevant literature 

discussing the role of these techniques in the estimation of future supply using historical data in 

various domains. In terms of using forecasting techniques in estimating the dynamics of food 

donation and distribution process, Davis et al. (2016) performed comprehensive numerical studies 

to quantify the extent of uncertainty in terms of the food donors, the food products, and the supply 

chain structure. Several predictive models were developed to estimate the quantity of in-kind 

donations. Predictive modelling techniques like multiple linear regression, structural equation 

modelling and neural networks were used in Nair et al. (2017) to study the dynamics of food 

donation behavior thereby, predicting the daily average food donated by different food providers 

in the given region. However, the lack of statistical analysis techniques used for the study of the 

demand dynamics in the food bank supply chain has been evident and has been mentioned as an 

important challenge from the non-profit supply chain perspective (Orgut et al., 2016b). Recent 

work addressing this issue has aided in the better understanding for the mitigation of food 

insecurity. Alotaik et al. (2017) implemented K-means clustering to identify the food assistance 

deserts, a term coined by Waity (2016) while analyzing the spatial inequality existing between the 
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rural and urban areas in access to food agencies. The results obtained from the analysis by Alotaik 

et al. (2017) was useful in targeting the underserved areas in the given region. Finding trends and 

detailed observations is possible using unsupervised learning methods such as clustering which is 

not the case when spatial analysis is implemented (Waity, 2016). However, considering the dataset 

used consists of variables of different sizes and density, the affected families and certain traits 

could have been hidden and unobserved keeping in mind the lack of flexibility in a clustering 

technique such as K-means clustering (Verma et al., 2012). Implementing a soft clustering method 

such as GMM in our study, ensures a better visibility of traits and hidden features in a dataset 

featuring spatial and demographic information as compared to K-means clustering (Wang et al., 

2019).  

 

In this paper, we address the issue of food insecurity in Ohio by analyzing the food agency service 

data provided by Greater Cleveland Food bank (GCFB), Ohio and combining the demographic 

data provided by the USDA and implementing GMM clustering method to the combined data 

based on the distances between the family visiting the food agency and the food agency serving 

them and observe the factors leading to food insecurity and provide ways to increase the 

accessibility of food. The clustering results obtained is then implemented for the food demand 

predictions by developing predictive models using various statistical learning methods for the 

dataset modified to contain the quantity of people visiting the food agency as the response variable. 

We assessed the model’s performances, both with clustering results and without clustering results 

based on their predictive accuracy to select the best model based on both generalizability and 

ability to capture structure of the data.  

5.3 Data 

5.3.1 Data Description 

 

Greater Cleveland Food Bank (GCFB) provided service data of all the food agencies that obtain 

food from the distribution methods carried out by them. The study area is shown in Fig. 5.1 with 

the food agencies depicted in red and the families visiting these agencies depicted in grey. The plot 

was developed based on the dataset values of the latitude and longitude variables of the food 
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agencies and the families visiting these organizations. GCFB distributes to food agencies situated 

in several counties in Ohio. The service data consists of 600,000+ records for the fiscal year of 

2018 where each row represents one service to one family.  

 

It includes the latitudinal and longitudinal location points of each family and the represented food 

agency that they have visited during that period of time. It was imperative to obtain the distance 

between each family and their visited food agency to observe if they are located at an acceptable 

distance or not. The dataset entailed the census tract and census block details of each family. Hence, 

along with the census details, the distance between the family and the food agency is also aligned 

and tallied. Since the region under study is predominantly an urban area, the threshold level of 

distance to be considered as a food assistance desert or low food accessibility is taken to be a 1-

mile demarcation (Mattogno et al., 2014). The GCFB service dataset also provided specifics of the 

number of children, seniors and adults in every family that is being served by their food agencies. 

USDA also provides information of the household income and median household income of the 

counties at the census tract level. This data was obtained to study the low- and high-income 

population for the region of observation and aggregated to the service dataset as well (see Table 

5.1). 

 

For the predictive modelling study, there has not been any available study for the estimation of 

food demand in the food bank network. To develop this study, the aggregated dataset compiled for 

the clustering study undergoes data wrangling (Xu & Tian, 2015) to obtain the response variable 

of the total number of people visiting a particular food agency along with the time stamps, and 

geographical information of the person as input variables for the predictive modelling. This 

wrangled dataset consists of 15000+ records for the fiscal year of 2017-2018. By doing this we 

can predict the number of people visiting a food agency and obtain the amount of food that a food 

agency would require to satisfy the demands of the clients on a daily, weekly or monthly basis. 

For this study, we consider daily demand. However, the dataset can be modified with ease to study 

the weekly and monthly food demand.  
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We will term the former dataset developed for clustering analysis as the aggregated dataset and 

the dataset obtained from wrangling the aggregated dataset as the data of food demand from now 

on. 

 

 

Figure 5.1 Region of Ohio (Study Area)  
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Table 5.1 Aggregated dataset  

Attribute  Description 

Date The date that the service took place on 

Family ID System generated ID number for each client 

City Client’s city 

State Client’s state 

Zip Client’s zip 

County Client’s county 

Count Adult Number of family members between ages of 18-59 

Count Child Number of family members below age 18 

Count Senior Number of family members age 60 or above 

Agency Number ID of the food agency 

Family Latitude  Client’s latitude, obfuscated to three decimal places 

Family Longitude Client’s longitude, obfuscated to three decimal places 

Agency Latitude latitude of agency/pantry 

Agency Longitude longitude of agency/pantry 

County Income Household income (median) in a given county 

 

 

Table 5.2 Food demand dataset  

Variable names  Description 

Dow Day of the week 

Woy Week of the year 

Doy Day of the year 

Moy Month of the year 

Agency Number ID of the food agency 

Food Demand (No. of people) Total number of people visiting the food agency 
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5.3.2 Exploratory analysis 

The summary of the descriptive statistics of the food demand dataset by means of the number of 

people visiting the food agency on a daily basis is provided in Table 5.2. From the table, we 

observe that 75% of the overall demand has its value below 108 count while the maximum count 

is 5588. From observing the distribution of the response variable in Fig 5.2, we see the heavy tail 

of the response variable. The empirical cumulative distribution function plot in Fig 3 suggests that 

a small fraction of the response variable includes a huge number of people visiting the respective 

food agency. The y-axis shows the cumulative probability and the density plots for both datasets 

are steep and centered at zero, showing that large events are very rare and small events are frequent 

This implies that we need to estimate the demand by considering several modelling techniques to 

study the data and not just focus on a one-size-fits-all approach.  

 

Table 5.3 Summary of Food Demand (Response Variable)  

 

 

 

 

 

 

 

 

 

 

 

 

Parameter 
Food Demand 

(Number of People) 

Minimum 1.0 

1st Quartile 19.0 

Median 51.0 

Mean 114.9 

3rd Quartile 108.0 

Maximum 5588.0 
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Figure 5.2 Distribution of response variable: histogram with overlain kernel density plot  

 

 

 

Figure 5.3 Empirical cumulative distribution functions for the response variable  
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5.4 Methodology 

5.4.1 Clustering Analysis Framework  

 

The overall process that we will follow when developing an unsupervised learning model such as 

GMM can be summarized as shown in Fig 5.4.  

 

 

 

 

Figure 5.4 Cluster Analysis Framework  

 

 

Aggregated data involves the data compilation of both the GCFB dataset and the USDA income-

related dataset. The distance between each census tract and the assigned food agency and the 

distance between each family to the assigned food agency will be calculated and saved a variable. 

After this step, clustering using GMM method is done based on their distances and the 

demographics mentioned as variables. The clusters obtained are studied and observed. 
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5.5 Methods 

5.5.1 GMM clustering algorithm for comprehensive data characterization 

 

The GMM is a common soft clustering method that can approximate any probability distribution 

by training several weighted variations of Gaussian distributions and thus increasing the number 

of mixture components. Each gaussian model in our analysis can be thought of as a coverage class. 

Here, 𝑌 = [ 𝑌1, 𝑌2, 𝑌3, … , 𝑌𝑑]𝑇, is denoted as an observation vector where, 𝑌1 is taken as a particular 

attribute in the given aggregated dataset, and the others are the driver factors. So, 𝑑 is the number 

of observation vectors (Ma et al. 2014). The description of GMM is given as follows: 

 

𝑝(𝑌|𝜃) =  ∑ 𝛼𝑘𝜙𝑘 ( 𝑌|𝜇𝑘 ∑)

𝑘

𝐾

𝑘=1

 

 

𝜙𝑘 ( 𝑌 |𝜇𝑘, å𝑘 )  = (2𝜋)−(
𝑑
2

)| å𝑘|
−(

1
2

)

exp { −
1

2
(𝑌 − 𝜇𝑘)𝑇å𝑘

−1(𝑌 − 𝜇𝑘)} 

 

Where 𝑘 is the number of mixture models, 𝛼𝑘  is the mixture weight with 0 < 𝛼𝑘 < 1 , and 

∑ 𝛼𝑘 = 1, 𝜙𝑘(𝑦𝑖|𝜇𝑘, å𝑘)𝐾
𝑘=1  is the Gaussian model of the 𝑘 th mixture component, 𝜇𝑘  and å𝑘 

denote the mean and the covariance matrix respectively. 
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Table 5.4 The geometric characteristics of the basic Gaussian models  

Model Distribution Volume Shape Orientation 

EII Spherical Equal Equal - 

VII Spherical Variable Equal - 

EEI Diagonal Equal Equal Coordinate axes 

VEI Diagonal Variable Equal Coordinate axes 

EVI Diagonal Equal Variable Coordinate axes 

VVI Diagonal Variable Variable Coordinate axes 

EEE Ellipsoidal Equal Equal Equal 

EVE Ellipsoidal Equal Variable Equal 

VEE Ellipsoidal Variable Equal Equal 

VVE Ellipsoidal Variable Variable Equal 

EEV Ellipsoidal Equal Equal Variable 

VEV Ellipsoidal Variable Equal Variable 

EVV Ellipsoidal Equal Variable Variable 

VVV Ellipsoidal Variable Variable Variable 

 

 Each Gaussian model represents a cluster, and the 14 models proposed (Fraley & Raftery, 2007; 

“Mathematical Statistics and Data Analysis - John A. Rice - Google Books”, n.d.) are shown in 

table 5.4. Hence the parameter set of a GMM is composed of {𝛼𝑘, 𝜇𝑘, Σ𝑘}, with 1 ≤ 𝑘 ≤ 𝐾. The 

parameters are estimated in the maximum likelihood setting. The optimization is usually carried 

out using the Expectation-Maximization (EM) algorithms, which are depicted as follows in two 

steps as follows: 

 

Expectation Step:  from the below equation, a posteriori probability 𝛾𝑗𝑘 at the 𝑗th data value (𝑗 ∈

[1, 𝑁], 𝑁 denotes the number of samples) is computed based on the randomly given initial values 

of {𝛼𝑘, 𝜇𝑘, Σ𝑘} : 

 

𝛾𝑗𝑘 =
𝛼𝑘𝜙𝑘(𝑋|𝜇𝑘, Σ𝑘)

∑ 𝛼𝑘𝜙𝑘(𝑋|𝜇𝑘, Σ𝑘)𝐾
𝑘=1
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Maximization Step: In this stage, new set of values for the parameters {𝛼𝑘, 𝜇𝑘, Σ𝑘} can be obtained 

with 𝛾𝑗𝑘 designed from the earlier mentioned Expectation Step as: 

𝛼𝑘 =
𝜙𝑘

𝑁
 

 

 

𝜇𝑘 =
1

𝜙𝑘
∑ 𝛾𝑗𝑘𝑋𝑛

𝑁

𝑗=1

 

 

 

∑ =
1

𝜙𝑘
 ∑ 𝛾𝑗𝑘(𝑋𝑛 − 𝜇𝑘)(𝑋𝑛 −  𝜇𝑘)𝑇

𝑁

𝑗=1𝑘

 

 

Where 𝜙𝑘 =  ∑ 𝛾𝑗𝑘
𝑁
𝑗=1 . A fresh set of {𝛼𝑘, 𝜇𝑘 , Σ𝑘} can be obtained by Maximization Step, which 

is applied to the earlier Expectation Step to obtain the new 𝛾𝑗𝑘 . Both these steps are hence 

iteratively calculated until convergence is obtained based on the likelihood function: 

 

𝐿(𝜃|𝑋) =  ∑ 𝑙𝑛

𝑁

𝑖=1

{ ∑ 𝛼𝑘𝜙𝑘 ( 𝑌|𝜇𝑘 ∑)

𝑘

𝐾

𝑘=1

} 

 

Under the pre-set 𝐾, the final dataset of {𝛼𝑘 , 𝜇𝑘, Σ𝑘} is calculated by the maximum 𝐿(𝜃|𝑋), and 

each 𝜙𝑘  ( 𝑌|𝜇𝑘 ∑ )𝑘  is termed a cluster. To obtain the optimal number of clusters (𝐾), the following 

methods are considered. 

5.5.2 Optimal number of Clusters 

A key role in the GMM clustering method is selecting the standard Gaussian model (table 2) from 

the 14 types of basic models proposed. One model is chosen at each clustering point, and the data 

distribution is explained. The best basic model helps to achieve the best clustering performance. 

Since two or more variables may have a positive or negative correlation, the orientation of the 
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covariances is constrained to be variable across classes. As a result, the EEV, EEE, EVI, and EII 

models were chosen for the GMM clustering analysis. 

 

Another important function in the GMM clustering approach is to determine the optimal number 

of components (𝐾), which can be obtained through two techniques – The Bayesian information 

criterion (BIC) (Srivastav, Tewari, and Dong 2013) and the Silhouette score (Rousseeuw, 1987). 

For BIC, the criterion is formulated as follows: 

𝐵𝐼𝐶 = 𝐿(𝜃|𝑋) −
𝑀

2
log (𝑁) 

 

Where 𝑁 is the number of samples. The total number of free parameters is represented by 𝑀 and 

this is obtained as below: 

𝑀 = 𝐾𝑑 +
1

2
𝐾𝑑 (𝑑 + 1) + (𝐾 − 1) 

Where 𝑑 is the number of observation vectors. The 𝐾 value and the most suitable model that 

maximizes the BIC typically represents the optimal (𝐾) for the model. Fig 5.5. Provides the results 

of the BIC values obtained for the chosen gaussian models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5 Plot of BIC values for a variety of models and a range of number of clusters  
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Conferring to [9], the silhouette score can also measure the goodness of any clustering technique. 

In the silhouette score, there is a term called 𝑠(𝑖) which is calculated as follows : 

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

max {𝑎(𝑖), 𝑏(𝑖)}
 

 

Where 𝑎(𝑖) is the average dissimilarity of the data value 𝑖 (can be any variable in the dataset) with 

all the other data within the same cluster. 𝑏(𝑖) is the lowest average dissimilarity of 𝑖 to any other 

cluster. Fig 5.6. Shows the average silhouette score for different number of clusters.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6 Average silhouette scores for different number of clusters  

 

From Fig 5.6. we observe that the average silhouette score is the highest when the number of 

clusters is 4 and in Fig 5.5, we observe that after a steep rise from clusters 3 to 4 it has been 

relatively steady when the number of clusters recorded 4. Hence, from BIC, model EEV 

(Ellipsoidal, equal volume, and equal shape) with 4 clusters is taken as best blend. 

5.6 Predictive Modelling Framework 

Figure 5.7 depicts the study's framework for predictive modeling. The input data preparation is the 

first step in the study; during this phase, we will add an additional input variable to the food 

demand dataset consisting of the clustering results from the previous clustering analysis study. We 
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will investigate the effect of GMM clustering findings on the predictive accuracy of the food 

demand dataset in this way. As a result, predictive modeling is performed on two datasets: one 

containing the clustering results as an additional input variable, and another containing the 

clustering results but not the clustering results. 

 

 

Figure 5.7 Predictive Modeling Framework  

 

As evident from this Fig 5.7, while data specific to the GCFB was used to demonstrate the 

applicability of the proposed research, the approach and methodology is transferable and can be 

extended to other food banks and regions. 

5.7 Prediction Models 

Numerous types of parametric, semi-parametric and non-parametric machine learning methods 

have been applied and trained to the food demand dataset (both with and without clustering results). 

This is done to develop optimum predictive models that portray the best understanding of the 

complex and non-linear relationships between the demand of food in the food banks and the 
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various input variables. We utilized the methods of Generalized Linear Model (GLM), Generalized 

Additive Model (GAM), Multivariate Adaptive Regression Splines (MARS), Random Forest (RF), 

and Bayesian Additive Regression Trees (BART) to estimate the food demand in the given region 

that GCFB handles. Based on these machine learning algorithms, predictive models of the food 

demand are developed employing rigorous cross-validation to highlight the model that out-

performed all the others in terms of out-of-sample predictive accuracy. A brief review of each of 

the methods used in our study are examined below.  

5.7.1 Generalized Linear Model (GLM)  

GLM stands for Generalized Linear Models and is an extension of linear regression. The normality 

assumption is relaxed in GLMs, enabling the response variable to be distributed according to an 

exponential family of distributions (e.g., Gaussian, Binomial, Poisson, Gamma, or inverse-

Gaussian) and linked to the predictors through a link function (Cordeiro & Mccullagh, 1991; 

McCulloch, 2000). A dependent variable Y with a distribution that falls into the categories of 

normal, binomial, Poisson, gamma, or Inverse-Gaussian, as shown in the equations below: 

 

𝑌𝑖~𝑓𝑌𝑖
(𝑦𝑖) 

 

𝑓𝑌𝑖
(𝑦𝑖) = exp {

𝑦𝑖𝜃𝑖 − 𝑏(𝜃𝑖)

𝑎(𝜙)
+ 𝑐(𝑦𝑖, 𝜙)} 

 

where θ and ϕ are the location and scale parameters respectively. 

A set of independent variables  𝑥𝑖. 

A link function g(.) binding the parameters of the dependent variable to the linear combination of 

input variables. 

GLMs are widely popular due to their ease of usage and interpretability. However, GLMs consider 

the ‘rigid’ assumptions of global parametric models by this means costing the performance of 

predictive accuracy. 
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5.7.2 Generalized Additive Model (GAM)  

Generalized Additive Model (GAM) is a semi-parametric machine learning method. It relaxed the 

assumption of linearity that is considered in the above mentioned GLM method, thereby allocating 

for regional non-linearities (Hastie & Tibshirani, 1990; Hastie & Tibshirani, 1986). Here, the 

dependent variable 𝑦 has a distribution with mean 𝜇 =  Ε[𝑌|𝑥1, 𝑥2, … . . 𝑥𝑝] (an assumption GAMs 

makes) associated to the predictor variables via a link function as:  

𝑔(𝜇𝑖) = 𝛼 + ∑ 𝑓𝑗

𝑝

𝑗=1

(𝑥𝑗) 

where each 𝑓𝑗 is a smoothing function of a class of functions projected non-parametrically, like 

regression splines and tensor product splines.  

5.7.3 Multivariate Adaptive Regression Splines (MARS)  

MARS is a semi-parametric, adaptive, and compliant regression technique that is well suited for 

high-dimensional problems (i.e., datasets with a large number of input variables) (Friedman, 1991). 

It can be thought of as a stepwise linear regression simplified. As shown in the equation below, 

the MARS model uses sum-of-splines to allow the answer to vary non-linearly with the input 

variables: 

𝑓(𝑋) = 𝛽0 + ∑ 𝛽𝑚ℎ𝑚

𝑀

𝑚=1

(𝑋) 

 

where each ℎ𝑚(𝑥) represents the reflected pair of linear splines, 0 represents the intercept and m 

represents the vector of the coefficients. m coefficients are projected by reducing the sum of square 

errors. MARS is built in a forward manner implementing cross-validation to choose the optimal 

collaboration of variables and avoiding over-fitting.  

5.7.4 Random Forest (RF) 

RF is a non-parametric tree-based ensemble data-miner (Breiman, 2001). It is a modification of 

bootstrap aggregation to multiple Classification and Regression Trees (CART) and taking the 

mean of the predictions of the roughly uncorrelated trees to produce the final estimation. The 
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procedure consists of B bootstrapped regression trees (Tb) with B chosen based on cross-validation. 

Regression trees are low bias high variance techniques. In other words, they can obtain the shape 

of the data pretty well (low bias) but are highly vulnerable to outliers (high variance) (Hastie et al., 

2003). RF pulls in model averaging as a variance reduction technique. The final estimate is, 

therefore, the average of predictions across all B trees as shown below.  

 

𝑓𝑟𝑓
𝐵 (𝑥) =  

1

𝐵
∑ 𝑇𝑏(𝑥)

𝐵

𝑏=1
 

 

In RF, each tree is developed using bootstrapped re-samples of the input data, and split variables 

are also randomly chosen to encourage independence between the trees. Hence, RF can achieve 

strong predictions by lowering the correlation between the trees such that model averaging can be 

used to get a low-bias, low-variance predictions, and keeping the errors of every individual 

unpruned tree low.   

5.7.5 Bayesian Additive Regression Trees (BART)  

Bayesian Additive Regression Trees (BART) is a non-parametric Bayesian method. The BART 

model implements sum-of-trees to estimate the dependent variable. Each regression tree is created 

by separating the data area recursively into sub-regions or nodes and tailoring a simple model (e.g., 

mean of the response or dependent variable) in each region. The covariates that are decided to split, 

and the split values chosen is done such that the best fit is achieved at each sub-region. The final 

model estimate contains the summation of the estimate from m small trees, as shown in the 

equation (Merwe, 2009): 

𝑌 = (∑ 𝑔(𝑥; 𝑇𝑗 , 𝑀𝑗)) + 𝜖,               𝜖 ~ 𝑁(0, 𝜎2)

𝑚

𝑖=1

 

 

where  𝑔(𝑥; 𝑇, 𝑀) is the function which designates the parameters of the terminal nodes of tree T, 

𝜇𝑖 ∈ 𝑀  to the predictors x. To ensure that each tree contributes only partially to the final 

predictions, regularization priors are used to control the model’s complexity. Regularization priors, 

therefore, help eliminate an individual tree's effect being excessively influential on the sum-of-

trees model (Merwe, 2009). BART is robust to outliers, has good predictive power, and is a 
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completely probabilistic approach which implies it can yield complete distributions of the 

predicted response values. 

5.7.6 Bias-variance tradeoff 

The ability of a predictive model to make good predictions on an individual test sample determines 

its generalization efficiency. The biggest decision maker for minimizing generalization error is 

balancing the bias-variance trade-off (Hastie et al., 2003). One of the most commonly used 

approaches for matching bias and variance is cross validation. To approximate predictive precision, 

we use the k-fold cross validation technique. K-fold cross-validation involves slicing the data into 

k equal-sized subsets at random. The model is fitted on all subsets except the kth held-out sample 

of each replication, and the predictive accuracy is determined based on the performance of the 

models on the kth held-out subset. The efficiency of the out-of-sample model was calculated in 

this paper using a 30% holdout cross validation and the formulae below: 

 

𝑀𝑆𝐸𝑜𝑢𝑡−𝑜𝑓−𝑠𝑎𝑚𝑝𝑙𝑒 =
1

𝑘
[ ∑

1

𝑚
(∑(𝑦𝑖,𝑘 − 𝑦𝑖,�̂�)

2
) ]

𝑚

𝑖=1

𝑛

𝑘=1

 

𝑀𝐴𝐸𝑜𝑢𝑡−𝑜𝑓−𝑠𝑎𝑚𝑝𝑙𝑒 =
1

𝑘
[ ∑

1

𝑚
| ∑(𝑦𝑖,𝑘 − 𝑦𝑖,�̂�)| ]

𝑚

𝑖=1

𝑛

𝑘=1

 

 

𝑘 = number of times cross-validation was done 

𝑚 = hold-out numbers during each cross-validation 

𝑦𝑖,𝑘 = during the kth cross-validation, the ith actual observation that was kept out at random 

𝑦𝑖,�̂� = using the model developed, using the training set data during the kth cross-validation, and 

obtaining the predicted ith observation  

 

In this paper, we pick models based on both in-sample fit and out-of-sample prediction accuracy. 

The in-sample MSE (Mean Square Error), MAE (Mean Absolute Error), and adjusted R2 were used 

to calculate the in-sample error, while the out-of-sample MSE (Mean Square Error) and MAE 

(Mean Absolute Error) were calculated as previously stated. 
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5.7.7 Tuning parameters 

Generalized Linear Model (GLM): For GLM, the value of the tuning parameters applied are 

listed below: 

k: Refers to the number of degrees of freedom used for the penalty. For our study, when k = 2 the 

best Akaike Information Criterion (AIC) value is obtained: k = log(n). Hence, in our study we used 

k=2. 

Dist.= Gaussian: This parameter specifies the type of error distribution and link function to be 

used in the model. In this study, for all the different methods stated, we assumed that the error 

follows “Gaussian distribution” and the link function is taken to be an “identity” function. 

Generalized Additive Models (GAM): We implemented a stepwise update methodology and 

cubic smoothing function which generated the best predictive accuracy among the tuning options 

to select the best fit model. 

Multivariate Adaptive Regression Splines (MARS): The tuning parameters used for developing 

the MARS model are described below: 

𝒑𝑴𝒆𝒕𝒉𝒐𝒅: It refers to the pruning method. The type of pruning method used is “cv”. 𝑝𝑀𝑒𝑡ℎ𝑜𝑑 =

 𝑐𝑣 uses cross-validation to select the number of terms. This selects the number of terms that gives 

the maximum mean out-of-fold 𝑅2 on the fold models. We selected the model based on the best 

goodness-of-fit for the models. 

𝒏𝒇𝒐𝒍𝒅: This parameter refers to the number of cross-validation folds. In R, default is 0 i.e., no 

cross validation. If 𝑛𝑓𝑜𝑙𝑑 > 1, earth first builds a standard model as usual with all the data; then 

it builds 𝑛𝑓𝑜𝑙𝑑 cross-validated models, measuring 𝑅2 on the out-of-fold (left out) data each time. 

The final cross validation 𝑅2 (𝐶𝑉𝑅𝑆𝑞) is the mean of these out-of-fold 𝑅2. The above process of 

building 𝑛𝑓𝑜𝑙𝑑 models is repeated 𝑛𝑐𝑟𝑜𝑠𝑠 times. In our research, we used the number of cross-

validation folds as 10. 

𝒏𝒄𝒓𝒐𝒔𝒔: This parameter only applies if 𝑛𝑓𝑜𝑙𝑑 > 1. Each cross-validation has 𝑛𝑓𝑜𝑙𝑑 folds. The 

default in R is 1 and in our research we used the value as 5. 

Random Forest (RF): The tuning parameters for the RF model are considered below. 

𝒎𝒕𝒓𝒚: The number of variables randomly sampled as candidates at each split while growing the 

trees. To be noted that the default values for the regression tree is 𝑝/3, where 𝑝 is the number of 

independent variables used in the model. 
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𝒏𝒕𝒓𝒆𝒆: This parameter refers to the number of trees to grow. This must not be set to a very small 

number to guarantee that every input row will get predicted at least a few rounds. In our research, 

we selected the value of the 𝑛𝑡𝑟𝑒𝑒 that yielded the least mean square error (𝑚𝑠𝑒) while growing 

the trees. 

Bayesian Additive Regression Trees (BART): The tuning parameters used in the BART model 

are described below: 

𝒌: For regression, 𝑘  determines the prior probability that 𝐸(𝑌|𝑋) is contained in the interval 

(𝑦_{𝑚𝑖𝑛}, 𝑦_{𝑚𝑎𝑥}), based on a normal distribution. For example, when we have 𝑘 = 2, we get 

the prior probability to be 95%. For classification, k determines the prior 𝐸(𝑌|𝑋) between (−3,3). 

Note that a larger value of k results in more shrinkage and a more conservative fit.  

𝒏𝒖: It refers to the degrees of freedom for the inverse 𝜒2 prior. 

𝒒: This parameter refers to the quantile of the prior on the error variance at which the data-based 

estimate is assigned. It is to be stated that greater the value of q, the more forceful is the fit; this is 

because it corresponds to placing more prior weight on values lower than the data-based estimation 

. It is not used for classification. 

𝒎: This parameter refers to the number of trees to be grown in the sum-of-trees model. 

5.8 Results and Discussion 

5.8.1 The results of GMM clustering 

The GMM parameterized by EM algorithm is applied to the aggregated dataset containing various 

socio-economic and demographics details of the region supported by GCFB. As shown in Table 

4. The data is divided into 4 clusters, the four clusters have been named based on the proximity of 

the families with their respective food agencies. It is seen that the average distance between cluster 

1 and 2 is 1.03 miles, between 2 and 3 is 3.11 miles and between 3 and 4 is 14.65 miles. These 

clusters are reasonable considering that the dataset is intended for finding factors concerning food 

insecurity for an urban area. 
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5.8.2 Summarization of clustering patterns 

In Table 5.5, we observe that the further away the families are from the food agencies, the more 

people there are in the family. This holds true for children and especially adults, where as not so 

much for the seniors. From this table, we can interpret the number of children and seniors having 

low access toward food resources. It is seen that around 13,967 children live very far away from 

the food agencies while 122884 children live less than 0.42 miles away from the nearest food 

assistance. Also, the number of tracts increases as the distances from the food assistance increases. 

This makes sense since they are more scattered over the urban areas. Regarding the income of 

families in each cluster, we can see that most families (89.1%) live in tracts that are considered 

poor (tracts are considered poor if their average household income is less than Ohio’s median 

income, according to (Mattogno et al., 2014). It is also seen that around 11% of the families are 

living in tracts having high income levels. 

Table 5.5 Detailed calculation results of GMM clustering  

Variables   
Cluster 1 - 

proximate 

Cluster 2 – 

reasonable 

distance 

Cluster 3 - 

Distant 

Cluster 4 – 

extremely 

distant 

Total 

Number of families 197,844 199,475 195,081 17,009 609,409 

Number of adults 221,523 244,783 245,107 23,431 734,844 

Number of children 122,884 154,202 152,667 13,967 443,720 

Number of seniors 120,513 127,827 130,792 10,417 389,549 

Number of people 464,920 526,812 528,566 47,815 1,568,113 

Average number of adults in 

family 
1.12 1.23 1.26 1.38 1.21 

Average number of children in 

family 
0.62 0.77 0.78 0.82 0.73 

Average number of seniors in 

family 
0.61 0.64 0.67 0.61 0.64 

Average number of people in 

family 
2.35 2.64 2.71 2.81 2.57 

Number of tracts 464 545 654 884 943 

Average Distance (miles) 0.42 1.45 4.63 19.47 2.64 

Coverage 32.5% 32.7% 32.0% 2.8% 100.0% 

Pct of Poor People 92.8% 91.2% 84.3% 74.7% 89.1% 

Pct of Rich People 7.2% 8.8% 15.7% 25.2% 10.9% 
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The clustering has contributed to the discovery that the farther families are from food, the more 

likely they are to live in a tract with a high-income population. The coverage rate is the number of 

families within a mile that are served by at least one food bank. The research by Alotaik et al. 

(2017) is the only one we are aware of that did a similar analysis. However, they introduced census 

tracts, which are more common than the family's individual locations. It can be seen that to increase 

the coverage of supply of food assistance to the poor people located very far away, some of the 

food agencies should be moved from cluster 1 to cluster 4 where there are areas with less coverage 

and people with low income. The specific tracts and locations of families are not presented 

considering the huge amount of data provided for this region, but they are very well known and 

can be easily identified in the given dataset. 

 

Fig. 5.8. shows the spread of the agencies and families in each cluster. The latitude and longitude 

information were used to plot the corresponding graph for each cluster on the map of the Ohio 

region. It is clearly visible that the distance increases in each cluster with the average distances of 

each cluster mentioned in Table 5.5. 
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Figure 5.8 Distance between families and agencies in each cluster  

5.8.3 Modeling of donated food demand  

We developed predictive models for the food demand study considering clustering results 

information as another independent variable in the food demand dataset (Table 5.2.) and without 

clustering results to observe if there is any accuracy improvement in the prediction results. We 

trained the food demand dataset (with and without clustering results separately) with the methods 

of Generalized Linear Model (GLM), Generalized Additive Model (GAM), Multivariate Adaptive 

Regression Splines (MARS), Random Forest (RF), and Bayesian Additive Regression Trees 

(BART). In this section we will discuss the performance of each of the trained models and choose 

the one with the final model based on the one that has the best out-of-sample predictive accuracy. 

Table 5.5 and 5.6 summarizes the goodness-of-fit, and predictive performance of each of the 

trained models. The percentage improvement yielded by each of the trained models over having 
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no statistical model and using the historical average as a predictor (i.e., the ‘mean-only’ model) is 

provided in Table 5.7.  

 

It can be seen that BART substantially out-performs all the other models in terms of goodness-of-

fit. Comparing our results of the GLM with the results of BART supports our hypothesis that linear 

models don’t capture the complex non-linearities in food demand data adequately.  

 

The plots of predicted versus observed food demands are given in Fig 5.9 for the data included 

with clustering results and Fig 5.10 and for the data excluding the clustering results. In the case of 

the former, the 95 % credible intervals provide 57.31% coverage for all the observations whereas 

the 95% prediction interval offers a 97.68% coverage (Fig 5.9.). In case of the data without 

clustering information, the 95% credible intervals provide 20.65% coverage for all the 

observations whereas the 95% prediction interval offers a 95.98% coverage (Fig 5.10.).  

 

By observing the results, it can be concluded that although BART does provide the best predictive 

accuracy for both datasets, the dataset without clustering results has an unsatisfactory overall error 

level. As can be seen in the fig 5.9, the results of the models for dataset consisting of clustering 

results have been greatly improved. However, the models tend to underestimate the more extreme 

ends of demand. 

 



 

 

132 

Table 5.6 Modelling with clustering results  

Model  Tuning Parameters R2 In-sample Out-of-sample 

RMSE MAE RMSE MAE 

Mean (Null 

model) 

-  -  - - 443.12 328.3

7 

Generalized 

Linear Model 

(GLM) 

k=2.0, Dist.=Gaussian 0.55 233.65 189.82 247.21 193.9

2 

Generalized 

Additive 

Model 

(GAM) 

Stepwise update 0.58 199.23 174.63 213.51 183.2

6 

Multivariate 

Adaptive 

Regression 

Splines 

(MARS) 

pMethod: cv; nfold: 10; 

ncross=5 
0.42 217.72 195.27 248.56 199.3

3 

Random 

Forest (RF) 

mtry=p/3 =3; ntree=100 0.63 142.82 134.19 155.94 140.3

2 

Bayesian 

Additive 

Regression 

Trees 

(BART) 

k=2,nu=10,q=0.75,m=5

0 
0.82 137.17 99.31 143.57 105.1

1 
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Table 5.7 Modelling without clustering results  

Model  Tuning Parameters R2 In-sample Out-of-sample 

RMSE MAE RMSE MAE 

Mean (Null 

model) 

- - - - 683.34 510.39 

Generalized 

Linear 

Model 

(GLM) 

k=2.0, Dist.=Gaussian 0.28 379.36 354.49 399.53 357.51 

Generalized 

Additive 

Model 

(GAM) 

Stepwise update 0.31 363.69 335.62 378.57 329.26 

Multivariate 

Adaptive 

Regression 

Splines 

(MARS) 

pMethod: cv; nfold: 10; 

ncross=5 
0.35 312.23 289.60 340.41 299.46 

Random 

Forest (RF) 

mtry=p/3 =3; ntree=100 0.41 278.33 241.91 281.26 263.51 

Bayesian 

Additive 

Regression 

Trees 

(BART) 

k=2,nu=10,q=0.75,m=50 0.47 226.61 202.11 235.36 216.44 

 

Table 5.8 Percentage improvement over the ‘null’ model for modelling with clustering results  

Models Out-of-sample error 

(%imp) 

RMSE MAE 

GLM 44.2 40.9 

GAM 51.8 44.2 

MARS 43.9 39.3 

RF 64.8 57.2 

BART 67.6 67.9 



 

 

134 

Table 5.9 Percentage improvement over the ‘null’ model for modelling without clustering results 

 

 

 

 

 

 

 

 

 

 

Figure 5.9 The prediction results of food demand dataset with clustering results  

 

 

Figure 5.10 The prediction results of food demand dataset without clustering results 

Models 

 

Out-of-sample error (%imp) 

RMSE MAE 

GLM 41.5 29.9 

GAM 44.6 35.4 

MARS 50.2 41.3 

RF 58.8 48.3 

BART 65.5 57.5 
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5.9 Discussion  

On observing the results in Section 5.5, we see how clustering and the usage of clustering results 

in a predictive modelling of food demand aids in the better forecasting accuracy. This leads us to 

implement a research framework that is streamlined to be used by the food bank officials. The 

research framework proposed is termed as the two-stage hybrid demand estimation model to 

identify and classify the aggregated dataset to clusters and using the cluster results on the food 

demand dataset (obtained from aggregated dataset) for predictive modelling by Bayesian Additive 

Regression Trees (BART). The outcome of this framework is to understand and aid the food bank 

management with the food demand behavior with greater accuracy and optimal planning.  

 

Figure 5.11 depicts the proposed approach for developing the data-driven, demand estimation 

model. The major steps include the data collection and data wrangling followed by the 

implementation of the algorithm-based statistical learning methods for classification and 

prediction.  

 

 

Figure 5.11 Flow chart of research methodology steps for developing two-stage hybrid demand 

estimation model  

5.10 Conclusions 

This paper proposes that the characteristics of a particular region by means of a clustering method 

such as GMM in terms of accessibility of food assistance and finding ways to increase their access 
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to food. With this information, GCFB can manage and distribute their food resources to the food 

insecure in an efficient and equitable manner by targeting the regions of food assistance desserts, 

increasing the coverage in regions of people receiving low income and located far away from the 

source of food assistance. By the results of the food accessibility pattern study, food demand of 

the GCFB organization is studied by developing predictive models. It is seen that by 

implementation of clustering results to the predictive models have an obvious accuracy 

improvement and hence a two-stage hybrid demand estimation model is proposed based on the 

results obtained. A future direction in this research is the utilization of these predictive model 

results of food demand in a given region as input parameters to mathematical models developed 

to improve the equitable distribution of donated foods to the people in need.  
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 VISUAL ANALYTICS FOR DECISION-MAKING FOR FOOD BANK 

SUPPLY CHAIN PLANNING UNDER UNCERTAINTY: 

CONCEPTUAL FRAMEWORK AND EXPERIMENT  

6.1 Introduction 

Food insecurity is characterized as a situation in which a household lacks enough food to keep one 

or more members active and safe. During the year 2014, an estimated 14 percent of households in 

the United States were food insecure, with 5.6 percent having very poor food security, meaning 

that their eating habits were disordered due to a lack of money and other sources for purchasing 

food (Feeding America, 2015). In recent years, 40% of food in the United States has gone uneaten, 

equating to 20 pounds of food per month per human (Irani et al., 2018). In the United States, the 

equivalent of $165 billion of food is discarded per year, which ensures that the uneaten food winds 

up decaying in landfills as the single largest part of urban solid waste, accounting for a significant 

portion of U.S. methane emissions. About 25% of the food and alcohol purchased by American 

families were wasted (Hall et al., 2009). When one of every six Americans lacks a stable supply 

of food, a 15% reduction in food losses will provide enough food to sustain more than 25 million 

Americans every year (USDA, 2020). Hence, optimizing the efficiency of the U.S food system 

requires a collaborative, systematic approach by several entities (government, businesses, and 

consumers).  

 

 In the United States, there are a number of initiatives that bring together government, corporate, 

and private institutions to help citizens who have insufficient access to food. Feeding America is 

one of the country's leading non-profit hunger reduction organizations, fighting hunger and food 

shortages. Feeding America has a nationwide network of about 200 food banks and 60,000 food 

pantries and meal services that provide food and assistance to the hungry (food agencies in the 

supply chain). Donations to food banks come from a multitude of places, including big food 

providers and retailers. Using leased or owned trailers, the donated food is delivered back to the 

food bank. These donated foods are stored at the food bank to ensure that they are of high quality. 

Following that, the trucks are used to deliver the quality-inspected foods to the food agencies 

depending on their accessibility. Food agencies provide the public with donated goods. Food banks, 

in general, act as wholesalers of surplus food. They collect bulk contributions from society, 
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government, and private supporters, store and warehouse items, and then distribute to food banks. 

Since the situation is based on donations, the supply chain is complex because there is a problem 

matching supply to demand. The availability, for example, is highly unpredictable without 

understanding the frequency, quality, and amount of donated goods in advance. Similarly, without 

taking into account the conditions that contribute to hunger (poverty, distance, etc. ), the need for 

food is extremely unpredictable. As a result, the purpose of a donation-driven supply chain like 

the food bank supply chain is to increase relief while minimizing food waste. Using leased or 

owned trailers, the donated food is delivered back to the food bank. These donated foods are stored 

at the food bank to ensure that they are of high quality. Following that, the trucks are used to 

deliver the quality-inspected foods to the food agencies depending on their accessibility. Food 

agencies provide the public with donated goods. Food banks, in general, act as wholesalers of 

surplus food. They collect bulk contributions from society, government, and private supporters, 

store and warehouse items, and then distribute to food banks. Since the situation is based on 

donations, the supply chain is complex because there is a problem matching supply to demand. 

The availability, for example, is highly unpredictable without understanding the frequency, quality, 

and amount of donated goods in advance. Similarly, without taking into account the conditions 

that contribute to hunger (poverty, distance, etc.), the need for food is extremely unpredictable. As 

a result, the purpose of a donation-driven supply chain like the food bank supply chain is to 

increase relief while minimizing food waste. 

 

We bridge this gap by using visual analytics and developing successful data visualization as a tool 

in food bank officials' decision-making processes. Visualizing and interpreting data is critical for 

obtaining valuable knowledge that isn't accessible through quantitative analysis. Visualization 

tools depict complex patterns that cannot be represented in any other way, making them an 

important tool in the decision-making process (Delpish & Jiang, 2019). It assists decision makers 

in quickly analyzing large volumes of data, quickly identifying patterns and problems, sharing 

ideas with key players, and influencing decisions.  

 

In recent times, non-profit supply chains such as food banks, etc., have never been so complex and 

disturbed by hazards and variabilities (after-effects of COVID-19 pandemic such as rise of 

unemployment, increased health hazards, etc.) (Providence, 2020). Additionally, most of the 
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decision support systems (DSS) available in the literature do not manage the issues of uncertainty 

and assume restrictive hypotheses (Beamon & Balcik, 2008).  To develop a systematic, sustainable 

infrastructure that promotes co-ordination at various levels of planning, visual management is 

considered. Dashboards are an example of visual management in action, as they proactively 

promote and enhance decisions, keep decision-makers focused on the most important problems at 

their level of preparation, and assist them in improving efficiency and achieving desired results 

(Stirrup, 2014). The main information presented on dashboards is expected to have an impact on 

every organization's decision-making activities, so the dashboard's design is critical. The word 

dashboard is derived from the dashboard of a car, which displays the metrics that the driver needs 

to know; similarly, dashboards display data that allows managers and employees to visually 

recognize supply and demand trends, patterns, and anomalies. There has been research done on 

the evolution, functions, categories, and formats of dashboards, as well as the relevance of 

dashboard design and production (Ko & Chang, 2018; Delpish & Jiang, 2019; Raffensperger et 

al., 2020; Wu et al., 2020). However, the development process should be explored, considering 

potential issues like data availability and reliability, that would lead to some process change or 

improvement and should be considered as part of the dashboard development initiative. 

 

The current literature focused on the development of dashboards is too complex for non-profit 

organizations. In most cases, Food banks do not have, an organized management system, 

manifesting a low level of statistical knowledge and maturity among the food bank employees 

(Desai, 2015). This is reflected in several aspects, including the level of maturity of information 

systems, compromising visual management. Desai (2015) listed other important food bank 

management characteristics in a literature review, including the following, which may have a 

greater effect on visual management: Non-profit organizations, such as food banks, are limited in 

terms of financial and human resources; decision-making is more intuitive and based on experience; 

and most operations are regulated by informal rules and procedures with little standardization and 

formalization. As a result, this paper provides a systematic-based procedure for developing 

dashboards for food bank organizations, with the goal of enhancing food bank administrators' 

decision-making on food and resource allocations. The procedure is an adaptation of the traditional 

product development process by Pahl and Beitz (2013).  
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The paper is structured as follows: in Section 6.2 a brief review of the literature is presented, 

Section 6.3 presents the dashboard development procedure; Section 6.4 presents the 

implementation of the proposed procedure in a food bank organization. Finally, in Section 6.5 the 

conclusions and suggestions for future work are presented. 

6.2 Literature Review  

There is considerable relevant literature discussing the role of machine learning and data 

visualization models in the improvement of uncertainty of several aspects of the supply chain. 

However, hunger relief operations receive scant coverage. The reviewed literature reveals that 

supply and demand traceability, as well as visualization of food insecurity, are key performance 

indicators (KPIs) that come under the category of reducing uncertainty (Shi et al., 2020). In the 

food relief operations of the Food Bank of Central and Eastern North Carolina, Davis et al. (2016) 

used time series estimation techniques, moving average, and exponential smoothing to estimate 

the amount of food donated per definition of food per category of donor. According to their data 

analysis, exponential smoothing method had provided better prediction results than the other 

established methods to predict the food donation. Phillips et al. (2013) introduced an empirical 

model to predict the total quantity of food obtained by a food bank in north central Colorado. The 

presented model is a threshold model in which the Generalized Pareto distribution is used, and the 

food donated by food suppliers is modeled based on the donors' characteristics. The main focus of 

this research was on identifying the demand-supply gap and possible solutions. Using Markov 

Chain analysis, Jiang et al. (2013) investigated various data mining techniques to analyze the 

donation pattern and stochasticity. Brock and Davis (2015) conducted another analysis on the 

predictive modeling of donations received from supermarkets, focusing solely on supermarket 

transactions and using both conventional and nontraditional forecasting approaches. Recently, 

(Nair et al., 2017; Brock & Davis, 2015; Nuamah, 2016) evaluated several different approximation 

methods to estimate the daily availability of food based on a set category of foods and food 

providers and considering only the correlation between food types donated. (Alotaik et al., 2017; 

Sucharitha & Lee, 2019) developed clustering algorithms to better understand the possible causes 

of food insecurity in a given region by means of understanding the characteristics and structure of 

the food assistance network in a particular region. However, despite the fact that these methods 

and studies were useful, they were not presented as a decision-making tool for effective decision-
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making. Effective data visualization and visual analytics will help you prepare effectively. The 

ability to visualize and analyze data is crucial for gaining valuable information that goes beyond 

quantitative analysis. Visualization software depicts complex patterns that cannot be represented 

in any other way. 

 

Desai et al. (2015) developed interactive dashboards to enable judicious decision making for 

optimal food bank operations to meet hunger needs. Visual analytics was further extended by 

Hindle and Vidgen (2018) where an analytics methodology was provided to develop a dynamics 

visualization tool. However, both these research methodologies do not take into consideration the 

various levels of planning in their dashboard development and have focused on the strategic level 

of planning meant for the higher management only. According to the Salesforce Nonprofit Trends 

Survey, more than half of nonprofits (53 percent) find it simple to collect program data (including 

food assistance programs and other forms of nonprofits). However, putting the information to use 

is more difficult. Fewer than half (47%) say analyzing the data is easy, resulting in a slew of 

challenges when it comes to monitoring and quantifying things like effect and efficiency. 

Furthermore, only 41% believe it is simple to use data to improve the overall effect of programs. 

Despite the fact that charities are becoming more mobile with each passing year, only 29% claim 

they can easily capture and view data using a mobile device. This highlights the value of analytics 

tools for nonprofits, but according to the survey, only 45 percent of nonprofits actually use 

analytics, with another 30 percent aiming to do so over the next two years. Nonprofits have vast 

datasets that they can use to build mathematical models that will aid in fundraising optimization. 

In the current research pattern, this emphasis is absent. They will develop a more refined marketing 

plan by using appropriate visual data analytics to recognize and target the right groups. Data 

insights assist NGOs in identifying and categorizing donors based on a number of variables, 

helping them to better focus their marketing and fundraising efforts. Data analysis also assists 

charities in identifying partnerships that can be used to establish particular incentives. As a result, 

visualization tools are important for improving the presentation of narrative or verbal data and 

analysis in humanitarian relief operations. 

 

Visual management is an organization system that strives to improve organizational performance 

by bring into line the vision, fundamental values, objectives and organizational culture with other 
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management systems, work processes and elements, and finally stakeholders (Vilarinho et al., 

2018). Dashboards can hence be defined as a graphical user interface that comprehends measures 

of various levels of performance to aid decision making. Yigitbasioglu and Velcu (2012) present 

a more complete definition: a visual and immersive performance assessment platform that shows 

the most relevant details for achieving one or more individuals and/or corporate goals on a single 

screen, developing the user to recognize, discover, and communicate problem areas that need 

corrective action. It is possible to encourage others to participate in the improvement process using 

this method. (Bititci et al., 2016) classify dashboards based on the level (strategic, tactical, or 

operational) and premise (planning or progress) for which they are designed. A transversal 

approach is developed in their research, which incorporates visual management at the strategic and 

operational levels. According to the authors, visual management methods at the strategic level are 

generally static, with an emphasis on contact from top to bottom. Visual approaches often carry 

some risk, such as the possibility of visual information being misinterpreted. Therefore, the design 

stage is considered a critical phase to tackle possible visualization risks and to make them effective. 

Several research methods have been conducted on the importance of panel design, development 

and execution. Pauwels et al. (2009) clarify what dashboards are, how should they be developed, 

the drivers and the obstacles to their adoption, recognizing the applicability of dashboards in all 

areas of an organization to support decision making. Their work emphasizes the importance of 

dashboards, given the rapid growth of dashboard implementation in large organizations. Allio 

(2012) describes common challenges in strategic dashboard design and implementation and offers 

recommendations for improving dashboard design, reach, usage, and effect. The author focuses on 

dashboards that help managers capture relevant data in order to optimize business plan execution. 

Yigitbasioglu and Velcu (2012) conducts a literature review on the use of dashboards as decision 

support tools in performance management and identifies potential design problems that 

organizations seeking to create and incorporate dashboards should consider. The authors argue 

that determining the goals of dashboards allows for practical adjustments to their functionality 

(visual and functional). Functional features allow a cognitive adjustment with different types of 

users, and visual characteristics allow to improve the process of visualization and interpretation of 

information. Finally, the features of the dashboard enable visual interpretation and information 

decoding which promotes decision support in performance management. The dashboard, 

according to Yigitbasioglu and Velcu (2012), should be interactive and versatile, taking into 
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account the various purposes for which it is intended. They also warn that once dashboard users 

use presented data to help their decisions, they must be mindful of the impact of information 

overload. As a result, dashboard contents that divert user’s attention away from the most important 

dashboard data should be avoided. 

 

While information about the creation and implementation of dashboards can be found in the 

literature, it is generally focused on large organizations, especially for-profit organizations with 

advanced information systems. Hunger-relief organizations vary from large corporations in terms 

of contact and information processes, as well as other characteristics such as those described earlier, 

all of which have an impact on the dashboard creation process. Furthermore, these strategies are 

mostly aimed at executives and managers. Creating dashboards necessitates addressing problems 

that are directly related to organizational capacities or system maturity. Understanding the 

strengths and shortcomings of an organization's core capabilities involves assessing the degree of 

sophistication in terms of data handling and information systems. As a consequence, this 

information will assist in the detection of change and innovation actions, affecting the creation of 

dashboards. As a result, dashboards geared toward food banks that reflect on their unique 

characteristics, such as maturity, are missing in the literature. As a result, the proposed protocol 

and its implementation in food bank supply chain planning is a contribution to this sector. 

 

Administrators of food banks face difficulties in making educated choices about food and resource 

allocations in order to fulfill the hunger needs of the people they represent. Despite the fact that 

food banks accept contributions from a variety of outlets, their ability to satisfy hunger is based on 

a number of factors. These can be due to supply (donations received) and demand (satisfying 

hunger) variations. This confusion may be caused by a lack of information about food donations, 

logistical issues, a lack of manpower, or insufficient decision-making resources. This research 

aims to combine data analytics, visualization and interactivity and provide a visual analytics 

framework to assist food bank administrators manage an effective food relief program. 
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6.3 Dashboard development process 

The product development process proposed by Pahl and Beit (2013) has been recognized 

worldwide as one of the most systematic-based approaches to developing a product and it is this 

approach that we utilize to develop our proposed dashboard. In the product development process 

provided by Pahl and Beitz (2013), the authors have provided a detailed outline of the main stages 

in the product development process. This includes beginning the process with the understanding 

of the task that the product is developed for, followed by the conceptual design of the product, 

leading to the final prototype and the detailed design of the product. In the task understanding 

phase, steps are taken to collect information regarding the main requirements that the given product 

has to achieve keeping in mind the necessary constraints and the respective impacts. The 

conceptual design phase and the following phases after, are developed based on the main 

requirements which are continuously improved and updated. The phase of conceptual design 

basically controls the main concept of which the overall layout of the system boundary is obtained 

to get the final design phase. The final design phase is the final step of the product development 

consisting of the fabrication and handling procedures. Based on this approach, we have defined 

the required phases needed for product, which in our case is the dashboard, intended for hunger 

relief organizations such as food banks. The phases are explained below and also provided in 

Figure 6.1: 

 

- Gather supply and demand information and uncertainty sources for analysis –  

to gain a better understanding of the current state of the food bank under investigation, to determine 

priority improvement measures, and to gather feedback from employees and stakeholders for the 

dashboard; 

- Dashboard necessities evaluation – to explain in a reasonable manner the requirements that the 

dashboard must meet, provided the data sources, literature, stakeholders, and project team 

expertise; 

- Dashboard layout development – to translate defined needs and requirements into technical 

solutions, conducting and refining layouts until the most satisfactory outcomes are achieved; 

- Dashboard execution and improvement – to bring the concept dashboard and the tools generated 

for its execution to the test, assess their performance, and make improvements. 
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Each step/phase should be meticulously prepared, carried out, and assessed. The outcomes of one 

step serve as the starting point for the next. As a result, the goals and key steps to take in each 

process are outlined below. 

 

Figure 6.1 Defined phases for the dashboard development process  

 

6.3.1 Gather supply and demand information and uncertainty sources for analysis 

The existing state of the food bank should be assessed in order to identify potential opportunities 

for development. This step aims to collect dashboard recommendations and identify the key 

questions that should be taken into account. Preparation, implementation, outcome interpretation, 

and synthesis are the key stages of this step, and are close to the stages of the audit process. The 

gathering of knowledge about the organization to identify the organizational setting, priority 

demands, specific goals, the services and procedures that food banks have, as well as the scale and 

organizational structure are all part of the planning stage. This first stage also involves the 

establishment of a scope, the identification of specific divisions and parts to be included, and the 

selection of partners to join the project team. Stakeholders should be chosen based on their desire 

to add new insights, experiences, and knowledge to the dashboard development process, as well 

as their willingness to participate in dashboard implementation in the future. Finally, holding 

interviews to gather accurate knowledge about participants' perspectives and memories is part of 

the preparation stage. In order to learn about and comprehend the technologies, correspondence, 

and information processes in operation, the organization's system awareness should also be learned. 

Gather supply and 
demand information 

and uncertainty 
sources for analysis

Dashboard 
necessities evaluation

Dashboard layout 
development 

Dashboard execution 
and improvement
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Following the data compilation and analysis, a synthesis should be performed, focusing on the 

flaws, growth opportunities, and dashboard recommendations. 

6.3.2 Dashboard necessities evaluation  

The aim of identifying dashboard specifications is to consider the needs of the stakeholders and 

ensure that they are satisfied with the final product. The dashboard should be created ahead of time 

to prevent discrepancies in stakeholders' expectations and the finished product. The findings from 

the first step, as well as the team's expertise and knowledge gathered from the literature, should all 

be taken into account when defining its characteristics. The obvious specifications are specified 

and reported first, followed by refinement. Refining requirements entails defining the goals that 

the solution must achieve as well as the properties that the dashboard must provide and can do 

without. A dashboard specification list should be organized clearly and take objections and 

changes into account (Pahl & Beitz, 2013). Intent, user characteristics, graphic characteristics, 

functional characteristics, contents, and decision-making should all be taken into account when 

planning specifications (Yigitbasioglu & Velcu, 2012). This artifacts should not be overly 

formalized; they are just a means of ensuring that key issues are not missed and offering supporting 

reference material. In order to produce good outcomes, the strategic objectives and targets, 

indicators and purposes, methods and services, and some of them as part of the dashboard contents 

should all be discussed (“Performance Dashboards: Measuring, Monitoring, and Managing Your 

Business - Wayne W. Eckerson - Google Books”, n.d.). 

6.3.3 Dashboard layout development  

The key aim of this process is to turn the specifications into technological solutions, which are 

provided through a dashboard interface and supporting resources, especially the data source that 

feeds the data into the dashboard. The definition and architecture are described in this process. 

Following the completion of the concept, many prototype layouts are created in order to gather 

more details about various options. The best interface design can be accomplished by refining and 

optimizing formats and reviewing technical requirements (Pahl & Beitz, 2013). Benchmarking, 

fundamental science, and innovation are some examples of methods that can help with dashboard 

interface growth. It's critical that the dashboard's features (visual and functional) and contents are 
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appropriate for the dashboard's intent, as well as taking into account the user's knowledge and 

characteristics. Dashboard functionality must be specified in order to successfully facilitate visual 

perception and information interpretation. 

 

Performance metrics that indicate the execution of an operation are typically presented on 

dashboards. Leading and slacking indicators are the two main categories of indicators. Leading 

metrics monitor actions that have a direct impact on potential performance. Many financial metrics, 

for example, are slacking indices that calculate the contribution of previous operations 

(Yigitbasioglu & Velcu, 2012). In order to ensure a mix of historical, present, and future success 

metrics, different types of indicators can be used in a dashboard (“Key Performance Indicators: 

Developing, Implementing, and Using Winning KPIs - David Parmenter - Google Books”, n.d.). 

Metrics relevant to identifying supply and demand targets are recommended as a starting point for 

the set of steps that will be shown in the dashboard, and they can be viewed at various time periods 

(weekly, monthly, or yearly) to include visualization at various levels of preparation (strategic, 

tactical, or operational). Dashboards are often designed to be a long-term infrastructure that 

introduces, facilitates, and coordinates operations using freely accessible methodologies and tools. 

Tableau is a data visualization and research technology that has been widely applicable to food 

bank managers. This has been made available to the food banks free-of-cost thanks to the software 

grant received by Feeding America (Tableau, 2020). 

6.3.4 Dashboard execution and improvement 

Following the completion of the dashboard specification, the required supplies for dashboard 

construction and installation must be developed and implemented. This process also includes 

checks to ensure that the dashboard, its supporting software, underlying operations, and 

management activities are working as planned. This stage ensures that more functional versions 

are made. Measures should be made to ensure that correct and well organized documents are 

maintained in order to feed reliable data into the dashboard. This necessitates a thorough review 

of existing records in order to identify discrepancies and devise solutions. The documents should 

be correctly entered into the food bank's database system. Consider a data source that feeds data 

into the dashboard and into the information system. This enables proper data collection and 

management, as well as simpler synchronization and monitoring of data presented on the 
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dashboard. The major dashboard management tasks can be clarified in a document that 

summarizes the key factors: accountable, upgrade times, activities to be done, necessary inputs, 

and desired outputs. In addition, at this point, any enhancement measures that will be enabled by 

the dashboard should be evaluated in order to identify and secure the tools and processes that will 

enable them to be executed effectively. Finally, the feature for generating information to be shown 

on the dashboard should be checked during this process. The relevance of the data, as well as the 

dashboard management tasks and the activities to be completed with the dashboard's assistance, 

should all be evaluated. This practice also includes defining and introducing enhancement methods. 

 

Figures 6.2–6.5 depict each stage of the conceptual procedure, and are ordered according to the 

IDEF0 standard (Menzel & Mayer, 1998): input on the left, performance on the right, tools for 

completing the mission on the bottom, and targets on the top. 

 

 

 

Figure 6.2 IDEF0 diagram of the first phase of the conceptual framework proposal 
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Figure 6.3 IDEF0 diagram of the second phase of the conceptual framework proposal 

 

 

 

Figure 6.4 IDEF0 diagram of the third phase of the conceptual framework proposal 
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Figure 6.5 IDEF0 diagram of the fourth phase of the conceptual framework proposal 

 

6.4 Framework implementation in a food bank organization 

The pilot experiment took place at a community food bank that supports and manages over 180 

food agencies, resulting in food being distributed to the hungry in 14 counties surrounding their 

agency. The company hires 14 employees, including two senior managers, two middle managers, 

eight warehouse workers, and two miscellaneous workers who perform one or two shifts a day. 

The following subsections, which conform to the established context, outline the execution of the 

proposed protocol on the regional food bank to assist food bank managers at different stages of 

preparation to manage a successful hunger-relief program. 

6.4.1 Gather supply and demand information and uncertainty sources for analysis  

The following topics were grouped in a diagnostic synthesis: origins of food donations, commodity 

forms of food donations, types of storage structures in food donation warehousing, types of food 

deprived population attending the food bank, location of food agencies, and dashboard 

recommendations. The data was organized into supply and demand information streams, and their 
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performance metrics, inputs, outputs, services, information, events, and methods for performing 

process assessments, reporting, and analysis were examined. Food bank managers monitor food 

contributions on a weekly, monthly, and annual basis based on donor type (manufacturers, 

suppliers, restaurants, and others), food type (bread and cereals, fruits and vegetables, meats, dairy 

products, and confectionaries), and storage type (dry, refrigerated, and frozen). Administrators 

monitor demand based on the number of people who visit the food bank on a weekly, monthly, 

and annual basis for the demand visualization. Individuals are classified into three classes 

depending on the number of infants, elderly, and adults who attend the food bank and their 

respective agencies. It was decided that knowledge on supply and demand uncertainty at the 

strategic, tactical, and operational stages of preparation can be strengthened to enable clearer and 

more efficient planning that can be visualized by personnel at different levels of hierarchy, activity, 

and regulation of their supply chain and resources. At any point of planning, current performance 

metrics should be introduced and supplemented to be more compatible with the established 

processes' objectives. It was confirmed that information is not uniform across different levels of 

preparation in terms of resources and information. Based on the data sources presented, it was 

decided that a structured process for generating records that ensure the necessary variables for 

visualization is required. However, since these data sets are not created in a consistent and 

standardized manner, decisions may be made based on inaccurate and inconsistent evidence. As a 

result, steps should be taken to strengthen the information infrastructure so that accurate data can 

be collected from fruitful fields and converted into usable information for improved decision-

making. Informal contact exists between executive leaders, middle management, and staff. On a 

weekly and monthly basis, middle managers and personnel meet to review the supply chain 

operation, and on a monthly and semi-annual basis, the management committee and the rest of the 

staff meet to discuss the strategic priorities. The need for efficient forecasting of food donation 

supply is also discussed, owing to the fluctuations of demand and supply of donated foods. As a 

result, the layout of the dashboard would take into account the forecasting of food donations based 

on the data segregations issued. 

 

In addition to these results, recommendations for the dashboard were listed. The design and 

revision of cleaned data record sheets was proposed, enabling staff to record specific data for the 

management of the visualization's effectiveness. A review of the completed diagnosis was 
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circulated to relevant individuals within the community and related to the initiative, with the 

intention of using it to help understand the present status of the food bank and its future path. 

According to the IDEF0 norm, Figure 6.2 depicts this process (Menzel and Mayer 1998). 

6.4.2 Dashboard necessities evaluation  

The criteria were calculated based on the findings of the diagnostic phase, the expertise of the team 

members, and the knowledge gathered from the literature. Table 6.1 outlines the key specifications 

based on the following criteria: intent, user characteristics, technical and visual capabilities, 

content, and decision-making support. In addition, Figure 6.3 depicts this step in accordance with 

the IDEF0 norm (Menzel & Mayer, 1998). 

Table 6.1 Synthesis of identified requirements for the dashboard  

Purpose  User 

characteristics 

Functional and 

visual features 

Contents Support in 

decision-making 

To have 

systematic data 

for decision-

making at 

different stages 

of food delivery 

preparation 

The information 

on the 

dashboard, as 

well as the 

planning 

hierarchy, should 

be simple to 

understand for 

all 

To ensure 

comprehension 

and user 

engagement, the 

dashboard 

structure and 

visualization 

tools should take 

into account the 

sophistication of 

the information 

system and 

display the 

information in a 

concise and 

attractive 

manner 

For the food 

bank 

organization, 

information 

pertaining to the 

strategic, tactical 

and operational 

level of planning 

is available 

Decision-making 

that is focused on 

the visualization 

of correct and 

credible data 

To have 

forecasted 

supply and 

demand across a 

variety of time 

horizons for 

accurate food 

delivery 

preparation 

The executive 

board, middle 

management, 

warehouse 

employees, and 

operators are all 

expected to use 

the system 

Information is 

presented 

through bar 

charts, pie charts 

and trend charts  

Observation of 

the availability 

and demand of 

donated foods in 

relation to the 

management's 

requirements 

Access to 

information for 

the target 

audience in a 

timely manner, 

allowing them to 

respond in 

sensitive 

situations 



 

 

153 

Table 6.1 continued 

Create an 

integrated 

dashboard to 

help in the 

decision-making 

process by 

applying 

effective 

analysis 

strategies for 

food bank results 

 To ensure easy 

readability and 

ergonomically 

sound 

demonstration of 

knowledge for 

all, the proposed 

visualization tool 

should adhere to 

the concepts of 

data 

visualization 

Dashboard data 

focused on the 

respective 

planning stages 

on a yearly, 

annual, and 

weekly basis 

Taking steps 

based on facts 

and personal 

experience 

To record the 

supply and 

demand 

relationship 

trends over time 

  Users may use 

this information 

to consider the 

actual and 

forecasted 

supply and 

demand 

scenario, as well 

as the impact, 

and to make 

effective 

planning 

decisions and use 

problem-solving 

tools. 

 

6.4.3 Dashboard layout development  

The defined specifications were translated into technical solutions in this process, which were 

provided through dashboard layouts and drafts of the support tools that produce the information to 

be displayed on the dashboard. Initially designed layouts have been updated and refined to adapt 

to new concepts and changes. These ideas and changes were mainly due to the previous literature 

and the need of stakeholders, particularly senior managers, warehouse workers and middle 

managers who provide input and are decision-makers for their respective planning management 

systems. The changes made also took into account the tools and knowledge available at the food 

bank at the time of the dashboard's creation. Forecasting models from the literature were 

introduced into dashboards for each stage of preparation to help reduce the variability of food 

availability and demand. 
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As a result, each dashboard interface has two main zones (food supply study zone and food demand 

study zone), which are specified based on the frequency of information updates and the quality of 

the contents. In turn, each zone can be subdivided into several areas specified by the function of 

the contents. The three main dashboards are titled Strategic level of planning, Tactical level of 

planning, and Operational level of planning. The strategic stage of strategy dashboard (Fig 6.3) 

offers a yearly summary of the current supply and demand for donated foods. Food supply has 

been classified according to food type, storage type, and donor type. To view discrete data in the 

respective sample areas, pie charts and bar charts are given as visualization resources. The tactical 

stage of forecasting dashboard (Fig. 6.4) shows supply and demand on a monthly basis. For 

successful tactical preparation, the supply and demand outlook for the next month is also listed. 

The operational stage of the planning dashboard (Fig. 6.5) displays a weekly view of supply and 

demand, as well as estimates for the coming weeks. The aim of the Trends section of the food 

distribution is to see how things have changed over the months or weeks. The aim of the Current 

Status section is to aid in the more thorough review of such cases. Overall, we created dynamic 

dashboards that combine data analytics and visualization strategies to ensure accessibility and help 

in successful decision-making. According to the IDEF0 norm, Figure 6.4 depicts this process 

(Menzel & Mayer, 1998). 
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Figure 6.6 Strategic level of planning dashboard  
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Figure 6.7 Tactical level of planning dashboard 
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Figure 6.8 Operational level of planning dashboard  

6.4.4 Dashboard execution and improvement  

The data is presented in the form of an Excel ® spreadsheet deliberately designed to aggregate the 

data used to produce updated information, as well as the actual and forecasted effects of the given 

information for each stage of preparation and their respective time periods of forecasting. To 

ensure quality development and to assist the user in interpreting and maintaining the worksheets, 

the data file is used to create data visualizations in different Tableau worksheets that are structured 

depending on the respective planning level. Any collaborator with basic programming knowledge 

should be able to understand and use the Excel ® file. It also aims to be functional and fast at 

upgrading data, as well as converting the data into useful information. Finally, the content of the 
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worksheets, especially the basic worksheets used in the dashboards, can be quickly tailored to the 

needs of the food bank and new ideas from stakeholders. 

 

In a final step, the following information was defined for each zone of the dashboard: the staff in 

charge of the preparation stage, upgrade periods, appropriate inputs, and forecasted outputs. This 

practice serves as a reference for dashboard managers, allowing for the detection of flaws and 

opportunities for change during the whole process of using the dashboard. Tableau is a simple 

web-based visualization platform that encourages active sharing of analysis results without 

requiring specialized technical skills. According to the IDEF0 norm, Figure 6.5 depicts this process 

(Menzel & Mayer, 1998). 

6.5 Conclusions  

Current platform development processes are typically geared toward multinational corporations 

with sophisticated computer structures and are often too technical for non-profit hunger relief 

organizations. Food banks have a lower degree of production and information technology 

sophistication than major corporations. To create proper and successful dashboards, this and other 

performance characteristics should be considered during dashboard creation. A procedure for 

developing dashboards in the sense of hunger relief was discussed in this article. The protocol aids 

these non-profits in developing appropriate dashboards for successful decision-making. The 

proposed process is divided into several stages: production area diagnosis, dashboard requirements 

evaluation, dashboard interface creation, dashboard implementation, and dashboard enhancement. 

This methodical approach was used to revise and improve the dashboards that were developed. 

This turned out to be a key step in ensuring the dashboard's required inputs. Based on the defined 

dashboard criteria, it was clear that the company desired a dashboard that combined the three types: 

operational, tactical, and strategic. The dashboard design is focused on product development 

criteria, prior literature, and stakeholder requirements. At different stages of preparation, the digital 

dashboards built would provide food bank managers with quick access to data, better knowledge 

reporting, and personalized data visualization. A data file that aggregates data used to create and 

update the information to post on the dashboard was used as a support tool. Finally, core reasons 

for dashboard management were identified, resulting in a dashboard management guide. This 

procedure was efficient and beneficial in creating a dashboard that was tailored to the reality of 
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the food bank's priorities. Since it reflects on the specificities of food banks, the procedure outlined 

in this paper to build and create dashboards differs significantly from other evaluation frameworks 

available in the literature. Furthermore, the protocol incorporates planning techniques and data 

visualization processes, resulting in significant advances in fair and efficient food delivery for 

those who are hungry. The technique may be extended to other food banks or international aid 

organizations with the same aim due to its flexibility and comprehensiveness. In the future, it is 

hoped to expand and implement the dashboard to other food banks, as well as consult with them 

to assess the dashboard’s feasibility and make revisions based on their feedback, which may lead 

to a more comprehensive iteration of the proposed protocol. Future study may perform in-depth 

interviews or surveys focused on the same questionnaires to discover additional gaps in 

visualization techniques. 
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 CONCLUSION AND FUTURE RESEARCH 

In this dissertation, various machine learning and statistical approaches have been studies for 

understanding the dynamic behavior of the supply and demand of the food donations in regional 

food banks.  

 

In Chapter 2, through a systematic and structured literature review, insights were provided into the 

conceptualization and modelling ideas on the issues related to fairness and sustainability, cost 

reduction, food quality and nutrition, and data uncertainty. In this perspective, total 48 previous 

published research articles were selected, categorized, and reviewed to find the research gaps and 

future scope of research. The research gaps were identified, discussed, and suggestions were made 

for future research opportunity. 

 

In Chapter 3, a novel hybrid ARIMA-NNAR model with the implementation of Walk-forward 

cross validation was implemented to study the univariate analysis of the food supply dataset that 

explains the linear and nonlinear autocorrelation structures present in the data better than the 

traditional component. 

 

In Chapter 4, generalized data-driven framework is proposed to assess the supply estimate and to 

identify the key predictors in the model. Five parametric, semi-parametric and non-parametric 

machine learning techniques were evaluated: GLM. GAM, SVM, RF, and BART to explore the 

patterns in the supply of donated food and purchased food process in the food bank organization. 

The results suggest that Random Forest (RF) outperforms all other tested statistical methods in 

terms of capturing the supply estimate for both donated and purchased goods 

 

In Chapter 5, the results of the food accessibility pattern study, food demand of the a regional food 

bank organization is studied by developing predictive models. It is seen that by implementation of 

clustering results to the predictive models have an obvious accuracy improvement and hence a 

two-stage hybrid demand estimation model is proposed based on the results obtained. 
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In Chapter 6, a procedure to develop dashboards in the context of hunger-relief was presented. The 

procedure assists these non-profit organizations to achieve suitable dashboards for effective 

decision-making. The proposed procedure consists of several phases: diagnosis of the production 

area; dashboard requirements assessment; dashboard layout development; dashboard 

implementation and improvement. This systematic approach was implemented to revise and 

optimize the dashboards developed. 

 

The future work to extend this research include: 

• Extending the systematic literature review to analyze the work focused extended for the 

study of the food bank logistics on a systems perspective 

• Behavior of the proposed hybrid time series model in Chapter 3 for seasonal and 

multivariate time series datasets can be considered as a future research work  

• Involvement of these predictive models with optimization models such as routing and 

inventory management to ensure optimal allocation of food to the people in need 

• develop and implement the dashboard to other food banks and collaborate with them to 

evaluate the effectiveness of the dashboards and revise it based on their subjective that 

could lead to a more robust version of the proposed procedure 

• Future studies can undertake extensive interview or surveys based on the specific 

questionnaires, to identify other differences in the visualization tools 
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 APPENDIX 

9.1 Data description (Information Classes) 

Table 9.1 Training datasets and corresponding ACF, PACF plots for each information class 

Information 

class 

Training data  ACF Plot  PACF Plot 

𝐶𝐹𝐵 

 
  

𝐶𝐹𝐶 

 

 
 

𝐶𝐹𝐷 

 
 

 

𝐶𝐹𝑀 
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Table 9.1 continued 

𝐶𝐹𝐹 

  
 

𝐶𝑆𝐷 

 
 

 
𝐶𝑆𝐹 

 
 

 
𝐶𝑆𝐹𝑍 
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Table 9.1 continued 

𝐶𝐷𝑅 

 

 

 
 

 

 

 

 

 

 

𝐶𝐷𝑀 

 

 

 
𝐶𝐷𝑅𝑇 
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Table 9.1 continued 

𝐶𝐷𝑂 

 
 

 

9.2 Cross-Validation for time series 

There are two methods of walk-forward cross-validation of time series: sliding window and 

expanding window (Schnaubelt, 2019).  

In sliding window, we have the same training size, but the window size is slid across the data to 

create multiple train-test pairs. In expanding window, we expand the training size from a particular 

starting size to a maximum size.  

From the results, we see that by using expanding window cross-validation, we observe better 

performance results than implementing sliding window cross-validation. Considering the three-

year monthly datasets, expanding window provides a good balance between creating enough pairs 

while maximizing the dataset size in hand (Bergmeir et al., 2015). Section 9.2.1 provides are the 

performance results of the remaining information classes with the aggregated dataset results being 

provided in Chapter 3 for expanding window cross validation study. Section 9.2.2 provides the 

performance results of all the information classes considering the sliding window cross validation. 

Finally, Section 9.2.3 provides the forecast plots for the remaining information classes with the 

actual test values with a 6-months ahead forecast depicted in Fig 9.1 – 9.12. We provide the 

forecast plots based on the expanding window cross validation results based on better predictive 

performance of this method than sliding window cross validation method. From observing the 

forecasts, we see that the forecasts of the best models for each dataset appear to be good at 

predicting the general direction of the food supply. 
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9.2.1 Expanding window cross-validation results 

 Table 9.2 Quantitative measures of performance for different forecasting models for Food type 

(Breads and Cereals) dataset 

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0) 37629.27 32299.75 21.84 

SVM Gamma = 

0.01, cost = 0.1 

31228.48 26737.36 18.84 

NNAR (1,1,2)[12] 35754.68 30260.33 21.74 

Hybrid ARIMA-

SVM 

 35755.06 29928.45 21.67 

Hybrid ARIMA-

NNAR 

 35857.23 30608.03 22.19 

 

 

Table 9.3 Quantitative measures of performance for different forecasting models for Food type 

(Confectionaries) dataset 

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0) 25431.54 20561.05 153.60 

SVM Gamma = 0.03, 

cost = 0.9 

25639.61 20464.66 158.20 

NNAR (1,1,2)[12] 22712.13 18249.76 144.42 

Hybrid ARIMA-

SVM 

 14138.32 11324.64 90.69 

Hybrid ARIMA-

NNAR 

 13877.69 11079.16 94.53 

 

 

Table 9.4 Quantitative measures of performance for different forecasting models for Food type 

(Dairy products) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (2,0,1) 17687.82 14962.06 68.57 

SVM Gamma = 0.01, 

cost = 0.1 

15805.57 13100.79 59.30 

NNAR (3,1,2)[12] 14984.2 12833.24 62.45 

Hybrid ARIMA-

SVM 

 13598.64 11386.53 48.34 

Hybrid ARIMA-

NNAR 

 13196.26 11243.16 52.15 
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Table 9.5 Quantitative measures of performance for different forecasting models for Food type 

(Fruits and Vegetables) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,1) 30982.93 27046.72 47.92 

SVM Gamma = 0.1, 

cost = 0.8 

26988.69 22209.22 38.19 

NNAR (1,1,2)[12] 26973.69 22462.75 39.42 

Hybrid ARIMA-

SVM 

 25587.94 21187.33 36.59 

Hybrid ARIMA-

NNAR 

 26756.82 22730.61 39.23 

 

 

Table 9.6 Quantitative measures of performance for different forecasting models for Food type 

(Meats) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,1) 30006.96 23341.9 35.73 

SVM Gamma = 0.1, 

cost = 0.7 

21165.84 15819.86 22.47 

NNAR (1,1,2)[12] 20397.1 15416.19 22.83 

Hybrid ARIMA-

SVM 

 23143.59 17816.82 26.09 

Hybrid ARIMA-

NNAR 

 26007.44 20458.7 30.52 

 

 

Table 9.7 Quantitative measures of performance for different forecasting models for Storage type 

(Dry) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (2,0,0) 41310.32 32536.63 17.61 

SVM Gamma = 0.1, 

cost = 0.7 

37729.82 29785.6 16.22 

NNAR (13,1,7)[12] 22218.32 17011.39 9.09 

Hybrid ARIMA-

SVM 

 35962.55 28439.12 15.50 

Hybrid ARIMA-

NNAR 

 21662.17 17129.73 9.59 
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Table 9.8 Quantitative measures of performance for different forecasting models for Storage type 

(Fresh) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0) 30982.93 27046.72 47.92 

SVM Gamma = 0.07, 

cost = 0.1 

26988.69 22209.22 38.19 

NNAR (1,1,2)[12] 26973.69 22462.75 39.42 

Hybrid ARIMA-

SVM 

 26756.82 22730.61 39.23 

Hybrid ARIMA-

NNAR 

 25587.94 21187.33 36.59 

 

 

Table 9.9 Quantitative measures of performance for different forecasting models for Storage type 

(Frozen) dataset 

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,1) 42645.53 32025.29 33.91 

SVM Gamma = 0.01, 

cost = 0.1 

30164.57 23418.99 23.12 

NNAR (3,1,2)[12] 22823.26 18096.11 19.02 

Hybrid ARIMA-

SVM 

 33497.63 26179.13 26.91 

Hybrid ARIMA-

NNAR 

 29004.3 23099.74 24.36 

 

 

Table 9.10 Quantitative measures of performance for different forecasting models for Donor type 

(Manufacturers) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (0,0,0) 17611.47 13804.56 227.85 

SVM Gamma = 0.07, 

cost = 1 

15024.74 11378.1 197.06 

NNAR (2,1,2)[12] 15284.4 10983.48 170.76 

Hybrid ARIMA-

SVM 

 14773.63 11203.86 148.21 

Hybrid ARIMA-

NNAR 

 15567.72 11658.01 148.59 
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Table 9.11 Quantitative measures of performance for different forecasting models for Donor type 

(others) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (2,0,0) 65984.29 54924.25 54.35 

SVM Gamma = 0.01, 

cost = 0.1 

52018.07 40403.17 42.81 

NNAR (2,1,2)[12] 36564.54 28713.51 34.91 

Hybrid ARIMA-

SVM 

 51409.15 39521.66 39.37 

Hybrid ARIMA-

NNAR 

 33568.09 28133.26 30.48 

 

 

Table 9.12 Quantitative measures of performance for different forecasting models for Donor type 

(Restaurants) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0)(0,0,1)[12] 2989.62 2457.64 21.18 

SVM Gamma = 0.09, 

cost = 0.4 

3001.57 2548.24 20.47 

NNAR (2,1,2)[12] 2963.87 2448.80 20.86 

Hybrid ARIMA-

SVM 

 2846.76 2263.08 19.95 

Hybrid 

ARIMA-NNAR 

 2713.37 2288.54 19.03 

 

 

Table 9.13 Quantitative measures of performance for different forecasting models for Donor type 

(Retailers) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (0,0,0) 21289.28 16572.77 9.80 

SVM Gamma = 0.1, 

cost = 1 

16921.58 12602.88 7.52 

NNAR (3,1,2)[12] 17410.24 12059.98 7.13 

Hybrid ARIMA-

SVM 

 16363.95 12739.06 7.56 

Hybrid ARIMA-

NNAR 

 17518.12 13081.24 7.71 
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Figure 9.1 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Food type (Bread 

and Cereals) dataset 

 

 

Figure 9.2 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Food type 

(Confectionaries) dataset  
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Figure 9.3 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Food type (Dairy 

products) data set  

 

 

Figure 9.4 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Storage type (Dry) 

data set  
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. 

 

Figure 9.5 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Storage type 

(Fresh) data set  

 

Figure 9.6 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Storage type 

(Frozen) data set 
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Figure 9.7 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Food type (Fruits 

and Vegetables) data set  

 

Figure 9.8 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Food type (Meats) 

data set  
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Figure 9.9 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Donor type 

(Manufacturers) data set  

 

Figure 9.10 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Donor type 

(Others) data set  
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Figure 9.11 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Donor type 

(Restaurants) data set 

 

Figure 9.12 Actual vs predicted forecasts (using ARIMA-NNAR model) of the Donor type 

(Retailers) data set  
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9.2.2 Sliding window cross-validation results 

Table 9.14 Quantitative measures of performance for different forecasting models for aggregated 

dataset 

   Parameters RMSE MAE MAPE 

ARIMA (2,0,1) 79665.3 65743.31 18.71 

SVM Gamma = 0.03, 

cost = 1 

65931.71 54246.26 15.68 

NNAR (9,1,6)[12] 62525.96 50598.75 14.68 

Hybrid ARIMA-

SVM 

 43464.33 36096.15 10.38 

Hybrid ARIMA-

NNAR 

 36082.95 28563.39 8.28 

 

 

Table 9.15 Quantitative measures of performance for different forecasting models for Food type 

(Breads and Cereals) dataset 

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0) 37213.81 32113.54 21.82 

SVM Gamma = 

0.01, cost = 0.1 

31237.45 27253.59 20.36 

NNAR (1,1,2)[12] 36171.06 30848.47 21.75 

Hybrid ARIMA-

SVM 

 35303.96 29365.23 20.54 

Hybrid ARIMA-

NNAR 

 37289.04 31098.45 22.14 

 

 

Table 9.16 Quantitative measures of performance for different forecasting models for Food type 

(Confectionaries) dataset 

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0) 26609.33 19504.84 133.13 

SVM Gamma = 0.03, 

cost = 0.9 

25574.55 19558.02 155.94 

NNAR (1,1,2)[12] 23983.94 19204.1 140.81 

Hybrid ARIMA-

SVM 

 20479.97 16479.01 160.80 

Hybrid ARIMA-

NNAR 

 17668.32 13902.4 127.69 
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Table 9.17 Quantitative measures of performance for different forecasting models for Food type 

(Dairy products) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (2,0,1) 20068.73 16683.95 75.53 

SVM Gamma = 0.01, 

cost = 0.1 

17758.89 14980.87 68.12 

NNAR (3,1,2)[12] 16387.97 13377.62 55.21 

Hybrid ARIMA-

SVM 

 14870.39 11362.67 39.58 

Hybrid ARIMA-

NNAR 

 14471.76 10925.86 42.87 

 

  

Table 9.18 Quantitative measures of performance for different forecasting models for Food type 

(Fruits and Vegetables) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,1) 32873.65 26895.97 45.44 

SVM Gamma = 0.1, 

cost = 0.8 

32777.15 26697.97 43.31 

NNAR (1,1,2)[12] 32779.11 26686.82 44.25 

Hybrid ARIMA-

SVM 

 26824.17 21245.31 35.31 

Hybrid ARIMA-

NNAR 

 31574.9 27677.43 48.35 

 

 

Table 9.19 Quantitative measures of performance for different forecasting models for Food type 

(Meats) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,1) 31712.77 22935.76 29.94 

SVM Gamma = 0.1, 

cost = 0.7 

26019.78 19497.68 26.07 

NNAR (1,1,2)[12] 23696.1 17817.82 25.04 

Hybrid ARIMA-

SVM 

 25819.2 20663.51 30.05 

Hybrid ARIMA-

NNAR 

 30635.35 23203.13 32.87 
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Table 9.20 Quantitative measures of performance for different forecasting models for Storage 

type (Dry) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (2,0,0) 44219.97 33014.33 17.60 

SVM Gamma = 0.1, 

cost = 0.7 

41063.64 31789.52 17.55 

NNAR (13,1,7)[12] 27896.69 21698.09 13.09 

Hybrid ARIMA-

SVM 

 36920.36 29058.88 16.09 

Hybrid ARIMA-

NNAR 

 27476.55 22082.37 12.87 

 

 

 

Table 9.21 Quantitative measures of performance for different forecasting models for Storage 

type (Fresh) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0) 32873.65 26895.97 45.44 

SVM Gamma = 0.07, 

cost = 0.1 

32779.11 26686.82 44.25 

NNAR (1,1,2)[12] 32777.15 26697.37 43.31 

Hybrid ARIMA-

SVM 

 31574.9 27677.43 48.35 

Hybrid ARIMA-

NNAR 

 26824.17 21245.31 35.31 

 

 

Table 9.22 Quantitative measures of performance for different forecasting models for Storage 

type (Frozen) dataset 

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,1) 44565.91 33001.2 31.02 

SVM Gamma = 0.01, 

cost = 0.1 

34196.99 25803.37 23.85 

NNAR (3,1,2)[12] 30269.37 22191.3 20.91 

Hybrid ARIMA-

SVM 

 38189.51 30081.59 28.06 

Hybrid ARIMA-

NNAR 

 33377.54 25954.64 25.85 
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Table 9.23 Quantitative measures of performance for different forecasting models for Donor type 

(Manufacturers) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (0,0,0) 18619.19 13606.42 138.86 

SVM Gamma = 0.07, 

cost = 1 

17806.53 13856.17 178.28 

NNAR (2,1,2)[12] 17807.43 13857.21 178.33 

Hybrid ARIMA-

SVM 

 14974.97 11383.95 128.05 

Hybrid ARIMA-

NNAR 

 17969.39 13496.83 157.65 

 

 

Table 9.24 Quantitative measures of performance for different forecasting models for Donor type 

(others) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (2,0,0) 72133.3 58500.32 64.18 

SVM Gamma = 0.01, 

cost = 0.1 

53876.31 41406.46 44.64 

NNAR (2,1,2)[12] 48702.25 42219.33 43.34 

Hybrid ARIMA-

SVM 

 53031.36 41820.46 44.64 

Hybrid ARIMA-

NNAR 

 37948.26 31026.77 39.57 

 

 

Table 9.25 Quantitative measures of performance for different forecasting models for Donor type 

(Restaurants) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (1,0,0)(0,0,1)[12] 3102.39 2624.04 21.34 

SVM Gamma = 0.09, 

cost = 0.4 

3227.67 2647.87 22.96 

NNAR (2,1,2)[12] 3028.97 2409.0 20.82 

Hybrid ARIMA-

SVM 

 3001.64 2443.6 19.83 

Hybrid 

ARIMA-NNAR 

 2973.12 2242.98 19.96 
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Table 9.26 Quantitative measures of performance for different forecasting models for Donor type 

(Retailers) dataset  

Model  Parameters RMSE MAE MAPE 

ARIMA (0,0,0) 21781.07 15577.96 9.00 

SVM Gamma = 0.1, 

cost = 1 

21610.14 15306.77 8.90 

NNAR (3,1,2)[12] 17057.29 11796.74 6.85 

Hybrid ARIMA-

SVM 

 16858.11 12614.46 7.31 

Hybrid ARIMA-

NNAR 

 21629.79 14990.05 8.76 
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