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ABSTRACT

Since the discovery of chronic traumatic encephalopathy (CTE) in retired professional

football players, the long-term neurological safety of these athletes has been called into

question. Studies revealed that those who play football are at higher risk for developing neu-

rological deficits such as Parkinson’s and Alzheimer’s diseases. It has also been observed that

participation in contact sports can result in neurological changes detectable with magnetic

resonance imaging (MRI) that do not present with any easily observable clinical symptoms.

Changes in brain chemistry, structure, and blood flow have been observed over the course

of a season of contact sports. These changes are thought to be caused by the repetitive

head acceleration events (HAEs) sustained by contact sport athletes, with the magnitude

and number of HAEs correlating with some changes. This dissertation aims to characterize

and reduce the HAEs sustained by contact sport athletes with a specific focus on football

players.

Studies of middle school and high school football players revealed that there are likely

offsetting effects that result in similar HAEs between the two groups. As one plays at higher

levels of play with typically bigger, stronger, faster athletes that should result in higher

magnitude HAEs, there is likely an improvement in tackling technique used at higher levels

that make it so there are similar HAEs among different levels of play. Examining middle

school football and high school football and girls’ soccer athletes indicate that players that

play on two teams (i.e. a player that plays both Varsity and Junior Varsity) may be at an

increased risk for neurological changes due to over-exposure. It was revealed when studying

post-collegiate football the up stance offensive linemen may help reduce the frequency of

HAEs compared to the down stance. However, the skill of the offensive lineman needs to be

accounted for to determine if it is beneficial for players to start in this stance.

Repetitive HAEs (rHAEs), whether due to body or direct head impacts arising from

participation in contact sports, are correlated with alterations in white matter health. Frac-

tional anisotropy (FA) and mean diffusivity (MD), two metrics used to assess white matter

structural integrity, typically change in opposite directions (one increases while the other

decreases) after brain injury. This study investigated the manner in which participation in
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American football affects the percentage of white matter exhibiting the four possible change

combinations: increased FA, increased MD; decreased FA, increased MD; increased FA, de-

creased MD; decreased FA, decreased MD. Diffusion tensor imaging data of 61 high school

football and 15 non-contact athletes were analyzed. After a season of participation, football

athletes exhibited a significantly greater percentage of deviant voxels in each of the four cat-

egories than were observed from test-retest of non-contact athletes. Even prior to a season of

participation, football athletes exhibited significantly more voxels in each of the categories,

relative to controls. Of particular concern is that voxels exhibiting jointly decreased FA and

MD—a change typically associated with cell death—were observed at a significantly higher

rate within football athletes than non-contact athletes. This finding suggests that rHAEs

may increase the incidence of cell death, and argues for the greater adoption of methods

aimed at reducing mechanical loading on the brain from rHAEs, both through reduction of

the number of HAEs, and development of better protective equipment.

Rugby is a sport that is very similar to football in terms of physicality and overall

objective, but there are marked differences in protective equipment and style of play. These

differences in protective equipment result in different tackling rules and styles between the

two sports that may influence the effect repetitive HAEs can have on neurological health.

Therefore, the HAEs experienced over the course of the season by New Zealand collegiate

(ages 16+) rugby athletes were characterized. The number of HAEs were compared by

position (forward vs. backs) and the peak translation acceleration (PTA) of the HAE was

analyzed by position, possession (offense vs. defense), and cause of HAE (tackle vs. ruck).

Forwards (although not significantly) tended to sustain more HAEs than backs, but there

were no differences in the magnitude of the HAEs by any of the types of comparisons.

However, when considering possession and type of HAE simultaneously, it was found that

HAEs in a defensive ruck are more severe than those sustained in an offensive ruck. This

could be a potential place to work on player technique to reduce the PTA during these

situations.

There are numerous studies that have utilized accelerometers to quantify head motion

during a contact event, but a current gap in the field is quantification of the impact force. In

order to capture high force events, an instrumented helmet using strain was built to capture
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this data. Strain gauges were adhered to the inside of a Riddell Speedflex helmet shell and

then mounted onto a Hybrid III Headform for testing. The helmet was hit at four different

locations (front, right, back, and left) and at different impulse ranges (2-5 Ns, 5-8 Ns, 8-11

Ns, and 11+ Ns). The strain gauges were able to classify the location of the hit with about

95% accuracy and were correlated the impact peak force and impulse. This suggests that it

is possible to build an instrumented helmet to be worn by a football player during collision

events to capture real impact force and location data.
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1. INTRODUCTION

1.1 Motivation

A traumatic brain injury, or TBI, occurs when an external force causes a change in brain

pathology or function [ 1 ]. Sports are a common place for TBI to occur, with 1.6-3.8 million

sports-related TBIs each year in the United States [  2 ]–[ 4 ]. This estimate is most likely an

underestimation of the actual number of sports-related TBIs due to the underreporting of

concussions, a type of mild TBI, and concussion symptoms [  5 ], [  6 ]. It was projected that in

2010, TBI would result in total lifetime costs of $76.5 billion [ 7 ]. This means that TBI is not

just a short-term injury that is resolved over several weeks or months, but may have lasting

effects and in certain cases, the symptoms do not present themselves until years after the

initial injury.

Chronic traumatic encephalopathy (CTE) is one such type of neurodegenerative disease

caused by TBI. Symptoms of CTE include reduced cognitive function, emotional volatility,

and suicidal tendencies [ 8 ]. It was originally discovered in pugilists in the 1920’s and was

thought to be the result of the blows to the head sustained by these athletes [  9 ], [  10 ]. In the

2000’s, the first case of CTE in a retired professional American football player was reported

[ 11 ] and CTE has since been confirmed in over 100 retired professional players, as well as

collegiate and high school football players [  12 ]–[ 14 ]. Since it’s discovery in football players,

research has indicated the development of CTE does not correlate with a history of diagnosed

concussion, but does correlate with a history of repetitive head trauma, suggesting that the

continuous exposure to head impacts is the critical mechanism contributing to CTE [ 15 ]–[ 18 ].

With the discovery of CTE in football players and its correlation to a history of repetitive

head trauma, the long-term safety of these players has come into question. Of specific concern

is the fact that younger players at the high school level are also sustaining repetitive head

trauma, which may contribute to the development of CTE later in life. Researchers began

to study these players to determine if there is any indication of neurological changes at this

point in their athletic career. Studies of high school football players have revealed there

exists a group of players that sustain asymptomatic neurological changes, meaning these

players do not display any symptoms, but through magnetic resonance imaging (MRI),
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demonstrate significant differences from their preseason baseline scans or from the control

group consisting of age-matched non-contact athletes that, in some cases, are comparable

to players who have been diagnosed with a concussion [  19 ]–[ 24 ]. Since these players do not

display any outward symptoms, they are not removed from sessions and continue to sustain

repetitive head traumas which can further exacerbate their neurological changes. Specifically,

it is believed that the critical aspect of these repetitive head traumas that cause neurological

changes is the acceleration of the head during the contact event.

There are several reasons that the acceleration is thought to be the cause of the neuro-

logical changes. By Newton’s second law, ΣFCoM = mheadaCoM , if the acceleration of the

center of mass (CoM) is known, then the forces at the CoM can be estimated and translated

to stress and strain on the brain tissue. Also, the velocity of the system can be determined

from the acceleration and can approximate the kinetic energy (KE) transferred to the head

by KE = 1
2mv2. Stress, strain, and energy transfer may be the mechanisms that actually

cause changes at the cell and tissue level [ 25 ], [ 26 ].

The long-term neurological changes seen in contact sport athletes appears similar to

fatigue failure of engineering materials. Fatigue failure is when a material is cyclically loaded

over a period of time and eventually fails, not due to a single catastrophic event, but because

of its continuous use. To predict when this failure will occur in engineering materials, there

are SN-curves which relate the applied stress to the number of cycles to failure (Fig.  1.1 ).

However, for real world applications, it is highly unlikely that a material will be loaded at

a single stress level. Miner’s rule (Equation  1.1 ) is a way to determine the life of a material

subjected to varying loads [ 27 ]. Miner’s rule takes the number of cycles sustained at a given

stress level (nSi) and divides it by the number of cycles to failure for that stress level (NSi),

then adds all of those fractions together for all of the different stress loads experienced. If

the sum is greater than one, then the material will fail.

k∑
i=1

nSi

NSi

= c (1.1)

Fatigue analysis is applicable to engineering materials, but is not yet widely applied to

biological materials. However, based on the delayed symptoms seen with repetitive head
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Figure 1.1. Example of an SN-curve.

trauma, there might be a similar “SN-curve” for this situation where instead of stress being

the load, it may be acceleration of the head and instead of number of cycles to failure, it

may be number of cycles to changes or symptoms (Fig.  1.2 ). It is likely that there will be

a distribution of hits will be sustained during the season, so a similar approach to Miner’s

rule may also have to be implemented to fully understand the complexity of changes in brain

health due to non-uniform, repetitive head trauma.

Figure 1.2. A modified SN-curve for how repetitive impacts sustained in
contact sports may cause neurological changes in these athletes.

1.2 Objectives

Many studies have been performed to monitor the neurological changes due to participa-

tion in American football and other contact sports, but there is still no true understanding

of what part of the repetitive head impacts causes these changes to occur. Therefore, inves-

tigating the accelerations of the head and impact characteristics during contact events and
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better understanding what component of the event leads to neurological changes is a major

objective of this study.

Although it is not fully understood what part of the impacts cause neurological changes,

the number of impacts is theorized to play at least a partial role in the severity of the

changes, with an increase in the number of sustained hits leading to more drastic changes.

With this information, another major objective of this study is to determine if there are

certain technique changes that may decrease the number of impacts sustained by players,

therefore reducing their overall risk for neurological changes.

This work first examines how head acceleration events (HAEs) differ by sport (football

vs. girls’ soccer) and levels of play from middle school to varsity high school to provide a

better understanding of how these factors influence HAEs. Next, simple changes in starting

stance of players on the offensive line are studied to determine if this intervention reduces the

number of HAEs sustained by these players. An extension of a previous analysis on white

matter changes in football athletes investigates simultaneous changes in fractional anisotropy

and mean diffusivity to better understand physiological changes in the white matter. The

HAEs sustained in rugby are then examined to see how this contact sport compares to

football. And finally, the last part of this work details a design about an instrumented

football helmet to capture impact location and force data, with the idea of deploying it

during a practice session to gather in vivo impact data. Together, these studies aim to find

ways to improve player safety for contact sport athletes.
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2. LEVEL OF PLAY IN FOOTBALL AND GIRLS’ SOCCER

This is a non-final version of an article published in final form in the Journal of Engineering in

Medicine: T. Lee, R. Lycke, J. Auger, J. Music, M. Dziekan, S. Newman, T. Talavage, L. Lev-

erenz, and E. Nauman, “Head acceleration event metrics in youth contact sports more depen-

dent on sport than level of play,” Proceedings of the Institution of Mechanical Engineers, Part

H: Journal of Engineering in Medicine (vol. 235, no. 2) pp. 208–221 Copyright ©2021 (SAGE

Publications). DOI: 10.1177/0954411920970812.  https://journals.sagepub.com/doi/

10.1177/0954411920970812?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_

dat=cr_pub%20%200pubmed [ 28 ]

2.1 Introduction

In the United States, approximately 1.6-3.8 million traumatic brain injuries (TBIs) occur

each year due to sports-related activities [ 2 ]–[ 4 ]. In reality, this number is considerably higher

due to documented underreporting of symptoms [ 5 ], [ 6 ]. Traditionally among high school

contact sports, football exhibits the highest rate of concussions, a type of TBI, followed by

women’s soccer [  29 ]–[ 32 ]. Every year, tackle football and women’s soccer have about 1 million

and 400,000 high school participants, respectively, making them some of the most popular

high school sports for student athletes, and subsequently putting a greater population at

risk for sustaining a sports-related TBI [ 33 ].

There has been growing concern regarding the long-term effects playing football can have

on a player’s cognitive health [ 34 ]–[ 36 ]. The problem was first identified and documented in

football players by Omalu et al. when a series of ex-NFL players’ autopsies revealed they had

a neurodegenerative disease known as chronic traumatic encephalopathy (CTE) [ 11 ]–[ 13 ],

previously observed only in retired pugilists [ 9 ], [  10 ]. Chronic traumatic encephalopathy has

since been confirmed postmortem in more than 120 retired professional, 55 collegiate, and 10

high school football players [  14 ], [  37 ]–[ 41 ]. The development of CTE has no correlation with

history of diagnosed concussions, but does correlate with a history of repetitive brain trauma,

suggesting that continuous exposure to impacts that do not cause a diagnosed concussion

may be the critical aspect contributing to CTE [ 15 ]–[ 18 ].
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These findings are consistent with the results of studies by Talavage and colleagues,

who determined that over the course of a season, repetitive head trauma can cause high

school contact sport athletes to significantly deviate from baseline neuroimaging measures

or significantly differ from high school non-contact athletes [  2 ], [ 19 ]–[ 21 ], [ 26 ], [ 42 ]–[ 49 ].

These short-term changes may result in long-term consequences. In a retrospective study

that included 43 football players from the Mayo Clinic brain bank, Bieniek and colleagues

found there is approximately a 30% chance of developing CTE for males that played up to

high school football, and a 50% chance if they played up to college [  41 ]. Although CTE has

mainly been studied in professional athletes, these data indicate all those who participate in

football in their youth may be at risk for developing CTE.

Similarly, it has been observed that participation in soccer and repeated heading of a

soccer ball can also produce neurological alterations [  50 ]–[ 56 ]. While female soccer players

traditionally have the highest rate of concussion after football, few studies have been con-

ducted on this group of athletes to adequately characterize how heading and other head

acceleration events (HAEs) in soccer contribute to the neurological deficits [  22 ], [  29 ]–[ 32 ],

[ 57 ]–[ 59 ].

To more accurately determine those at risk for short- and long-term neurological changes,

it must first be determined how HAE exposure depends on sport, age, or skill level. Con-

sequently, this study was designed to examine the hypothesis that HAEs are dependent

on sport and level of play of the athlete. To this end, this study examined differences in

HAE characteristics at different competition levels – middle school (MS), high school fresh-

man (FR), high school junior varsity (JV), high school junior varsity-varsity (JV-V), and

high school varsity (V) – for football and girls’ soccer. High school athletes are assigned

to one of these levels based on their skill level, which better reflects a player’s size, speed,

and/or technical skill relative to simply age or grade. HAE characteristics such as the dis-

tribution of HAEs by peak translational acceleration (PTA), number of HAEs per session

(practice/game), number of HAEs per season, relation of the number of HAEs per season

to cumulative peak acceleration measurements, and number and percent of sessions that re-

sulted in sustaining at least one HAE were analyzed to examine the differences in frequency

of HAEs between the groups and to determine if the number of HAEs can be used to effec-
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tively and accurately determine the cumulative head acceleration exposure for each group.

This relationship between number and cumulative acceleration measures could indicate that

the number of HAEs is a simple measurement that could be controlled by teams and coaches

to reduce the cumulative acceleration exposure for an athlete during a season of play. These

metrics were selected since there is a relationship between these HAE metrics and functional

neurological changes that have been measured using magnetic resonance imaging (MRI) [ 2 ],

[ 19 ], [ 20 ], [ 22 ], [ 24 ], [ 48 ], [ 49 ], [ 59 ]–[ 63 ].

2.2 Methods

2.2.1 Participants

All research methods involving human participants were approved by Purdue’s Institu-

tional Review Board prior to beginning the study. For participants at least 18 years of age,

written informed participant consent was obtained. For participants under the age of 18,

parental consent and participant assent were obtained.

This study consists of 123 football (FB) athletes, 107 from three high schools (ages 14-18,

106 male and 1 female) and 16 from one middle school (MS; ages 12-14, all male), observed

for one season. Data from high school girls’ soccer (GS) players were collected from two

schools over two consecutive seasons (season 1 n=31; season 2 n=34), resulting in a total of

65 player observations (ages 14-18). A partial season is defined as a player who missed three

or more consecutive weeks of play (FB n=12: 1 female, 11 male; GS n=4).

Within each sport, the high school athletes were divided into levels of play based on the

amount of playing time received at the different levels of play (Table  2.1 ). Several players

spent substantial time playing on both V and JV, and typically played more than those who

only played at one level. Since these players cannot be solely specified as only a JV or V

player, they were labeled as JV-V players and it was considered its own level of play.

2.2.2 Data Collection

Head acceleration events (HAEs) were monitored using the xPatch (X2 Biosystems; Seat-

tle, WA; Figure  2.1 ). Each practice and each game was considered a separate “session”. Sen-
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Table 2.1. Number of players in each group with full seasons of data (FSD)
and partial seasons of data (PSD). Also listed are the ranges of the maximum
number of monitored sessions for FSD players at each level of play.

Sport Level of Play FSD PSD Range of maximum number
of sessions for each level

Football MS 16 0 32-33
Football FR 11 0 40-42
Football JV 28 5 49-62
Football JV-V 8 2 49-62
Football V 48 5 44-54

Girls’ Soccer JV 11 2 45-50
Girls’ Soccer JV-V 15 1 64-74
Girls’ Soccer V 35 1 56-72

sors were placed on FB players if the session required full pads and were used in all sessions

for GS. An xPatch sensor was affixed behind a player’s right ear with an adhesive patch

after cleaning the area with rubbing alcohol [  58 ], [  64 ]. Each head impact was recorded as a

separate “event” on the sensor when the PTA projected on any axis was greater than 10 g.

Data were downloaded using the Head Impact Monitoring System software (X2 Biosystems;

Seattle, WA) after sessions.

2.2.3 Data Analysis

For the purposes of this study, the clack recognition algorithm (X2 Biosystems; Seattle,

WA) was not used so as to include events caused by different mechanisms [  58 ], [ 64 ]. This

study analyzed all substantial head accelerations, whether they are the result of direct head

impacts or whiplash events (caused by impacts to the body), noting that the latter are

no less deleterious to brain health [ 65 ]–[ 73 ]. Data from the sensors were processed using a

custom MATLAB (MathWorks; Natick, MA) program to isolate events that occurred within

the valid time window of each session and registered a PTA greater than or equal to 20 g.

While the sensors collected low acceleration events (10-20 g), these were excluded from the

analysis since they are typically caused by non-impact (sharp changes of direction, kicking

the ball, etc.) mechanisms [ 58 ]. Data were also analyzed to remove sessions when sensors
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exhibited ringing or other forms of errors (see Appendix  A for details). Following HAE

validation, data for players with full seasons were adjusted for times where a participant was

playing without a sensor (e.g. the sensor had fallen off) and for sessions removed by outlier

analysis. Data interpolated to account for missing collection time are referred to as repair

data and were added to the validated raw data to obtain a more complete account of the

overall exposure (number of HAEs, cumulative PTA, cumulative peak angular acceleration

[PAA]; see Appendix  A for details).

Data were analyzed for full-season athletes on a per player basis, and the following impact

metrics were established: median number of HAEs per contact session (a session where at

least one HAE occurred), total number of HAEs per season, cumulative PTA per season,

cumulative PAA per season, number of contact sessions, and percent of contact sessions

(see Appendix  B for details). Head acceleration events without repair data for full and

partial season players were used to generate the HAE PTA magnitude histogram (Figure

 2.2 ). Regressions for each level of play were used to determine the relationship between the

following metrics: cumulative PTA per season and total number of HAEs, cumulative PAA

per season and total number of HAEs, and total number of HAEs and median number of

HAEs per contact session (see Appendix  B for details).

2.2.4 Statistical Analysis

Statistical analyses were performed using SAS 9.4 (SAS Institute; Cary, NC) to determine

if the metrics were significant (p<0.05) as a function of the level of play. The χ2 test was

used to compare histograms. If the overall χ2 test indicated statistical significance between

the levels, then pairwise χ2 tests with a Bonferroni correction were used to determine which

levels were different. Analysis of variance (ANOVA) was used if the normality (Shapiro-Wilk)

and constant variance (Brown and Forsythe) assumptions were met, and the Kruskal-Wallis

(KW) test was used if they were not. If ANOVA indicated a significant difference between

levels, Tukey’s post hoc test was used to determine which levels were different. If the KW test

was used, Dunn’s post hoc test was used to compare differences between levels [  74 ]. These

methods were used to test the median number of HAEs per contact session, total HAEs

per season, cumulative PTA/PAA per season, number of contact sessions, and percent of
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contact sessions. Similar tests were conducted to compare the regressions. The slope was

computed for each data point and then slopes were grouped by level of play. Comparisons

were performed within each sport to analyze differences between levels. High school FB levels

were grouped to compare against grouped GS levels for a between-sport/sex comparison.

2.3 Results

2.3.1 Group-Based Analysis

Over the course of a season, the 95 full-season male high school FB players collectively

accounted for 29,978 HAEs (15,948 practice; 14,030 game) and the 16 MS players collectively

accounted for 4,118 HAEs (2,702 practice; 1,416 game). The number of HAEs in a season

for a single FB player ranged from 23 to 1,352. Of the 29,978 HAEs, V, JV-V, JV, and

FR players accounted for 17,704 (9,516 practice; 8,188 game), 3,100 (1,570 practice; 1,530

game), 6,437 (3,438 practice; 2,999 game), and 2,737 (1,424 practice; 1,313 game) HAEs,

respectively.

The 61 full-season GS players sustained 8,414 HAEs (5,192 practice; 3,222 game) with

V players accounting for 4,991 HAEs (2,925 practice; 2,066 game), JV-V taking 2,502 of the

HAEs (1,662 practice; 840 game), and JV players accounting for 921 HAEs (605 practice;

316 game). The number of HAEs in a season for a single GS player ranged from 22 to 411.

The HAE PTA magnitude distribution was examined for each sport and level of play.

For FB, there was no significant difference between levels of play (p=.190). For GS, V was

significantly different JV (p=.001) and JV-V (p=.006). There was a significant difference

between the high school FB distribution and the GS distribution (p=.001; Figure  2.2 ).

2.3.2 Player-Based Analysis

All other results were calculated on a per player basis (i.e. reported numbers reflect

medians and averages for a single player in the indicated group). The MS level of play had a

significantly greater median number of HAEs per contact session than JV for FB (p= .018;

KW; Table  2.2 ), but there was no statistical difference between the levels of play for GS (p=

.675; KW; Table  2.2 ). However, there was a statistical difference in the median number of
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HAEs per contact session based on sport (p<.001; KW), with GS recording fewer HAEs per

contact session than high school FB, regardless of level of play.

There was no significant difference between the levels of play for total HAEs (p=.133;

KW), cumulative PTA (p=.104; KW), or cumulative PAA (p=.193; KW) for FB (Table  2.2 ).

For GS, the JV-V level exhibited significantly more total HAEs (p=.041; KW) and greater

cumulative PAA (p=.031; KW) than the JV level (Table  2.2 ).

High school FB players registered significantly greater season totals for number of HAEs

(median: 262), cumulative PTA (median: 10.0×103 g), and cumulative PAA (median:

16.8×105 rad/s2) than GS players (respective medians: 107, 4.05×103 g, 7.55×105 rad/s2;

p<0.001; KW).

The number of contact sessions in a season were compared for each of the different levels

in each sport (Table  2.3 ). For FB, MS had fewer total contact sessions than JV (p<.001;

KW), JV-V (p<.001; KW), and V (p=.009; KW), FR had less than JV (p=.019; KW)

and JV-V (p<.001; KW), and JV-V had more than V (p=.033; KW). When the number of

contact sessions were normalized by the total number of sessions in a season, there was only a

significant difference between MS and JV, with MS having a significantly higher percentage

of contact sessions in a season (p=.032; KW).

For GS, JV had significantly fewer contact sessions than JV-V and V (p=.001 and p=.003,

respectively; ANOVA), but no levels differed regarding percent of contact sessions (p=.060;

ANOVA). High school FB had statistically more contact sessions in a season (35.2; p=.039,

KW) and a higher percentage of contact sessions (77.4%; p<.001, KW) than GS (31.5 and

56.4%, respectively).

There was no statistical difference between any of the regressions for the different levels

of play (Figure  2.3a , 2.3b ) when examining the cumulative PTA for a season versus the total

number of HAEs in a season for FB (p=.367; ANOVA) or GS (p=.615; KW), nor was there

a significant difference between high school FB and GS (p=.702; KW). When the levels are

combined for each sport, the total number of HAEs in a season serves as a good predictor

(FB R2 = 0.97; GS R2 = 0.96) of the cumulative PTA.

Similarly for PAA, there was no statistical difference between any of the levels of play

in terms of the regression trends for either sport (FB p=.933, KW; GS p=.146, ANOVA;

32



Figure  2.3c , 2.3d ). The slope of the regression line for GS is significantly steeper than the

one for high school FB (p<.001; ANOVA).

In comparing the median number of HAEs in a session to the total number of HAEs

sustained during an entire FB season, some slopes differed between levels (Figure  2.4 ). Mid-

dle school was different from JV (p<.001; KW), JV-V (p<.001; KW) and V (p=.001; KW)

levels. Since the JV-V players played in both JV and V events, they had the greatest number

of contact sessions (45.4 ± 6.63) and this level of play has the steepest slope relating median

number of HAEs in a session to the total number of HAEs in a season (Figure  2.4c ).

For GS, JV compared to JV-V and V showed significantly different regressions for the

total HAEs in a season versus median HAEs in a session (p=.014 andp=.048, respectively;

ANOVA; Figure  2.5 ). Similar to FB, the JV-V level of play in GS exhibited the steepest

slope (Figure  2.5c ) as this level participated in the greatest number of contact events (36.1

± 11.0).

2.4 Discussion and Implications

The purpose of this study was to determine whether HAE metrics are dependent on

level of play and/or sport. Since FB and GS players usually exhibit the highest rates of

diagnosed concussions, characterizing all HAEs is an important step in understanding how

HAEs contribute to TBI in athletes [  29 ]–[ 32 ]. While differences observed between sports

could reflect contributions from both sport and sex, the findings regarding level of play

within a given sport have important implications for potential interventions.

2.4.1 Football vs. Girls’ Soccer

The hypothesis that HAE characteristics are dependent upon sport was not supported

for certain metrics. Although football and soccer are vastly different in terms of rules, game

play, and equipment, high school FB and GS players exhibit similar PTA characteristics for

individual HAEs (Figure  2.3a , 2.3b ). Since this is the only aspect in which these two groups

of athletes are similar, the player average PTA per HAE may indicate that the average

translational biomechanical reaction to direct or body impacts that cause HAEs is similar
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between high school males and females. The mechanisms by which HAEs arise differ in

football and soccer, but a more thorough analysis of the biomechanics of the head and neck

during these HAEs may lead to a better understanding of the factors responsible for the

player average PTA per HAE to be similar between the two sports.

Differences in the way FB and GS players acquire HAEs result in differences for certain

HAE metrics. In football, contact with another player, either through blocking or tackling,

is a fundamental component of the game and is almost guaranteed to happen once per

play for multiple positions. Even though heading is an important aspect of the game of

soccer, it generally occurs less frequently than contact in football. This increased frequency

is what leads to higher season totals (total number of HAEs, cumulative PTA/PAA) for FB

players and the possibility of greater neurological alterations (Table  2.2 ). Interestingly, the

observation that GS players have a greater player average PAA per HAE than high school

FB players (Figure  2.3c , 2.3d ) suggests that HAEs from heading a ball in soccer, how a

majority of HAEs in soccer occur, are fundamentally different in mechanics than HAEs from

the tackling experienced in football. The greater average PAA per HAE for GS players may

also be due to the lack of or minimal protective head gear worn by these athletes, while FB

players wear helmets that reduce some of the rotational acceleration that would otherwise

be experience by the head [ 75 ].

It has been observed in literature that total HAEs, cumulative PTA, and cumulative PAA

can represent the mechanical load on the brain and is indicated that cumulative exposure is

important when determining whether neurological changes occur [  2 ], [  15 ], [  19 ], [  20 ], [  22 ], [  24 ],

[ 26 ], [  58 ]–[ 60 ], [ 76 ]. The cumulative PTA and PAA correlate strongly with the total HAEs

(R2≥0.94), making total HAEs an accurate measure for predicting cumulative PTA and PAA

for a season and only necessitate tracking the number of HAEs with a PTA over the threshold

instead of having to record the PTA and PAA for each individual HAE. Therefore, a player’s

HAEs per contact session can serve as a fluid metric to predict total HAEs (and by extension

cumulative PTA and PAA), such that monitoring HAEs on a session basis could allow for

adjustment of a player’s technique or participation in contact sessions during a season to

proactively limit cumulative exposure. This relationship is valid for FB (0.59≤R2≤0.92), as

34



long as the level of play is known, but is not as reliable for GS (0.58≤R2≤0.73). This trend

appears to reflect the difference in how FB and GS players accumulate HAEs.

2.4.2 Girls’ Soccer Levels of Play

Girls’ soccer demonstrated significant differences between levels of play among different

HAE metrics. Junior varsity players may be at less risk of experiencing neurological changes

than JV-V or V players. Players at the JV level, due to their lower skill level relative

to JV-V and V players, are less likely to utilize headers to control the ball as noted by

observations during data collection and trends reported by McCuen et al. (2015), resulting

in substantially, but not always significantly, lower season totals (total number of HAEs,

cumulative PTA/PAA), number of contact sessions, and percent of contact sessions [ 58 ].

Reducing the number of heading sessions in a season would help to reduce the season totals

for the JV-V and V players.

2.4.3 Football Levels of Play

Relative to GS, FB was internally more consistent between levels of play for HAE metrics.

Examining FB levels indicates MS players may be at the same or greater risk of developing

neurological deficits compared to high school players. Even though MS players have a shorter

season than the high school players, they still accumulated comparable season totals. Middle

school teams typically have fewer players than high school teams, requiring players to play

both offense and defense and likely leading to a greater accumulation of HAEs. This is

especially concerning since it has been observed that the age at which a brain injury occurs

can be a factor for the type and severity of short-term neurological problems and ones that

develop later in life, with younger participants possibly developing more serious complications

[ 16 ], [  18 ], [  77 ]–[ 81 ]. Teaching proper tackling technique to players should reduce the PTA

and PAA for individual HAEs, overall HAE accumulation, and provide better protection

from long-term consequences.

While increased playing time can explain the similarities between HAE totals for MS

and high school FB players, the lack of significant difference between their individual HAE
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magnitudes may be due to physical differences, primarily neck strength, between the groups

[ 82 ]. It has been hypothesized that players under the age of 14 should not play tackle football

because they are exposed to greater risk relative to older, more physically developed players

who possess greater neck strength to better protect and brace themselves for tackles [ 83 ].

While MS players are physically smaller and unlikely to generate the same forces as high

school players while tackling, their HAE data were comparable to the high school players,

suggesting other biomechanical factors contribute to HAE characteristics. More MS teams

should also be studied to determine if the trends extend to schools in different leagues.

The JV-V level is more at risk to be exposed to a higher frequency of HAEs, possibly mak-

ing them more at risk for asymptomatic neurological changes. These players participated in

the greatest number of contact sessions per season (Table  2.3 ) and although not statistically

significant, these players also tended to have higher HAE season totals than other levels.

The most concerning metric from the JV-V level was that they had the steepest slope (y =

56.7x) for correlating the season HAEs to the session HAEs (Figure  2.4c ). These players are

essentially playing on two teams and participate in more contact sessions than a player that

is only active on a single level. Just like the MS players, the JV-V players are at a greater risk

of overexposure due to increased playing time. Previously, neuroimaging (primarily MRI)

has been used to quantify and monitor chemical, structural, and hemodynamic neurological

changes in contact sport athletes due to repetitive HAEs [  2 ], [  19 ]–[ 22 ], [  24 ], [  48 ], [  59 ]–[ 63 ],

[ 84 ]. Such investigations have strongly suggested increased risk of neurological changes for

overexposed players. If it is known a player is going to be playing in two games during a

certain week, coaches and athletic trainers may consider making a practice session a non-

contact session for the player to reduce the total number of HAEs the player will sustain

that week.

To confirm that the results of this study are applicable to high school FB players in

general, the teams in this study were compared to other teams analyzed in similar studies

(Table  2.4 ) [  2 ], [  19 ], [  60 ], [  85 ]–[ 88 ]. This comparison demonstrates the MS team is experi-

encing HAEs similar to high school teams in general. If teams are registering more HAEs

than the teams examined here at comparable level of play, it can be inferred those teams will

experience increased asymptomatic changes in neurological function [  2 ], [ 19 ]. This also pro-
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vides evidence that sensors and data analysis in this study are consistent with other sensor

systems.

2.4.4 Limitations

Use of the xPatch to monitor HAEs is a limitation of the study since it has been shown

that this sensor typically exhibits PTA errors on the order of 20% for any given HAE, but an

average error of approximately 5% which is sufficient for comparing PTA distributions and

cumulative exposures [  64 ], [  89 ]. The sensor demonstrated PAA errors on the order of 50%

for any given HAE and an average error of approximately 20%, which limits the comparison

between FB and GS for average PAA per HAE [  64 ], [  89 ]. The error indicates the inaccuracy

of the xPatch in terms of measuring PAA, which may be attributed to HAE location, cause of

HAE, and relative velocity of approach, but the sensor is thought to be precise which would

still allow for a comparison between the two groups. Also, the objective of this study was not

to determine the HAEs that would induce a brain injury, but to measure all HAEs sustained.

This study examined the frequency and peak translational and angular accelerations of HAEs

sustained by two groups of athletes. Although HAE duration has been examined in relation

to concussion, this study aimed to examine all HAEs and not just those associated with

symptomatic head trauma [ 90 ]–[ 92 ]. Accounting for duration of the HAE may improve the

fit between HAE metrics and neurological changes observed via MRI, but current research

has been able to correlate HAE peak accelerations and frequency with observed changes [ 2 ],

[ 19 ], [ 20 ], [ 22 ], [ 24 ], [ 48 ], [ 59 ]–[ 63 ].

All current sensor technology measures acceleration either external to the body (sensors

imbedded in a helmet) or of part of the head (i.e., mastoid process, mouth) which does

not explicitly measure the acceleration that is experienced by the brain since the brain

will undergo relative displacement/deformation to the head/skull [  93 ]–[ 96 ]. This relative

displacement/deformation, which is also dependent on the location of the HAE [  93 ], [  96 ],

will contribute to the true acceleration experienced by the brain; however, measuring the

acceleration of the head is within the current capabilities of the sensors and is thought to

be representative of the true acceleration experienced by the brain [  94 ]. This study reports

the frequency and magnitudes of head acceleration experienced at different levels of play of
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FB and GS. These measures do not, in and of themselves, entirely quantify brain trauma,

but they do serve as important metrics related to asymptomatic changes in brain health

[ 2 ], [  19 ], [  20 ], [  22 ], [  24 ], [  48 ], [  59 ]–[ 63 ]. Future work examining the translational and angular

acceleration profiles along with duration, location, and type of impact may improve the

current understanding of HAEs in relation to brain health.

Another limitation of this study is the inability to determine if the difference between

FB and GS is due to sport or sex since they are confounding factors. Collecting HAE data

on boys’ soccer will help to distinguish how sport and sex individually contribute to the

differences. However, the objective of this study was to examine two groups of athletes that

traditionally have the highest rates of reported concussion and not determine the individual

contributions of sport and sex to HAE characteristics. Players were also only designated by

level of play, and although football HAE characteristics are also dependent upon position,

some players in this study played multiple positions and would not have allowed for analysis

by position [  5 ], [  19 ], [  42 ], [  85 ], [  88 ], [  97 ]–[ 99 ]. Designating players by level of play also caused

unequal sample sizes for the different levels of play. This caused some of the levels of play

to have small sample size which may bias or skew the results when comparing the levels of

play.

2.5 Conclusion

This study was designed to determine the dependency of HAEs on sports/sex (GS and

FB) and levels of play to obtain a better understanding for how repetitive head traumas

contribute to neurological deficits. There were significant differences between GS and FB.

The differences in rules and game play readily account for FB players accumulating more

HAEs than GS players, but the mechanisms by which the HAEs occur in the two groups

of athletes and differences in protective equipment likely explain the differences in player

average PAA per HAE for each group. Sport and sex are confounding factors in this study

that are both likely to substantially contribute to the HAE metrics.

Analyzing the HAEs by level of play within each sport has revealed some concerning

trends within each sport, specifically the trends seen at the JV-V level and FB MS level.

For GS, JV-V players tend to have greater HAE metrics than JV players, presumably due
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to the relative difference in skill level and increased playing time. For FB, the younger

players at the MS level exhibit similar HAE characteristics to high school players but are

not as developed, physically or neurologically. Reducing the number of HAEs athletes sustain

during the season, be that by implementing additional rules and regulations or continuing to

improve technique, will decrease the risk of changes in neurological health of contact sport

athletes.
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(a)

(b)

(c)

Figure 2.1. The xPatch sensor and an example of (a) placement on a player’s
head, (b) waveform of the translational acceleration, and (c) waveform of the
angular velocity.
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Figure 2.2. Normalized distribution of HAE PTA magnitudes by level of play.
There was no statistical difference between FB levels of play (p=.190), and GS
V differed from both GS JV (p=.001) and GS JV-V (p=.006) distributions.
High school FB and GS distributions were significantly different from each
other (p=.001). Less than 1% of HAEs occurred above 120 g for each level.
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Table 2.3. Average number of contact sessions in a season and the percentage
of sessions in a season that had contact for each sport and level with the
statistical difference noted in the column to the right of the metric of interest.

Group Average
(standard
deviation)

Number of CS

SG‡ Average (standard
deviation) Percent of

Sessions Involving
Contact

SG‡

FB MS 26.8 (2.67) A 87.6 (6.88) A
FB FR 27.5 (6.76) A,B 76.4 (16.6) A,B
FB JV 37.0 (9.38) C,D 75.0 (16.3) B

FB JV-V 45.4 (6.63) C 87.1 (8.43) A,B
FB V 34.2 (8.15) B,D 77.4 (14.5) A,B
GS JV 21.2 (6.06) E 47.4 (13.4) E

GS JV-V 36.1 (11.0) F 62.7 (17.9) E
GS V 32.8 (10.2) F 56.5 (15.7) E

‡Significance grouping (SG) rows with the same letter denote levels within the sport that
are not significantly different (p>.05). A-D are used for FB and E-F are used for GS.
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(a) (b)

(c) (d)

Figure 2.3. Cumulative PTA (g) for the season versus the total number
of HAEs per player per season for (a) FB and (b) GS, and cumulative PAA
(rad·sec-2) for the season versus the total number of HAEs per player per
season for (c) FB and (d) GS. For cumulative PTA, there was no statisti-
cal difference across of the levels of play in terms of the slope (FB: p=.367,
ANOVA; GS: p=.615; KW), or between high school FB and GS (p=.702;
KW). For cumulative PAA, there was no statistical difference between any of
the slopes among the different levels of play (FB: p=.933, KW; GS: p=.146,
ANOVA). There was a significant difference between PAA regressions between
high school FB and GS (p<.001, ANOVA). To demonstrate the difference in
scale, the dashed lines in (a) are the same as in (b), and the dashed lines in
(c) are the same as in (d).
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(a) (b)

(c) (d)

Figure 2.5. Total number of HAEs per season per GS player versus the
median number of HAEs per contact session (CS). The plots have the players
grouped by level as follows: (a) all players (b) V (c) JV-V (d) JV. The dashed
lines on the plots are the same as the lines shown in Fig.  2.4 to demonstrate
the differences in scale. There was a statistical difference between JV and
JV-V (p=.014; ANOVA) and JV and V (p=.048; ANOVA).
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3. PLAY TYPE AND STANCE: PILOT STUDY

This is a non-final version of an article published in final form in the Clinical Journal of Sports

Medicine: Taylor A Lee, Roy J Lycke, Patrick J Lee, Caroline M Cudal, Kelly J Torolski,

Sean E Bucherl, Nicolas Leiva-Molano, Paul S Auerbach, Thomas M Talavage, and Eric

A Nauman. Distribution of Head Acceleration Events Varies by Position and Play Type in

North American Football. Clinical Journal of Sport Medicine : Official Journal of the Cana-

dian Academy of Sport Medicine, 2020. DOI: 10.1097/JSM.0000000000000778.  https://

journals.lww.com/cjsportsmed/Abstract/9000/Distribution_of_Head_Acceleration_

Events_Varies_by.98992.aspx [ 100 ]

3.1 Introduction

Traumatic brain injuries (TBIs) result from both direct head impacts and whiplash mo-

tions[ 1 ] that can result in diminished cognitive, motor, and sensory functions, and in severe

cases, permanent brain damage [ 101 ]. In 2010, it was estimated the lifetime costs (direct

medical and indirect) of all TBI in the United States was approximately $76.5 billion [ 7 ].

There is growing concern about the long-term effects playing North American football can

have on a player’s brain, particularly long-term cognitive health. This problem was first

identified and documented in football players when former National Football League (NFL)

players’ autopsies revealed they had a neurodegenerative disease known as chronic traumatic

encephalopathy (CTE), previously observed only in retired pugilists [  9 ]–[ 13 ]. Patients with

CTE can exhibit short-term memory deficiency, lack of emotional stability, poor decision

making, difficulty with behavioral control, and suicidal tendencies [  8 ]. CTE has been con-

firmed postmortem in more than 120 former professional, 48 college, and four high school

American football players, although selection bias in the studies may contribute to the high

observation rate of those confirmed to have CTE [  11 ]–[ 14 ], [  37 ]–[ 39 ], [  102 ]. Development

of CTE does not correlate with history of diagnosed concussions [ 103 ], a type of TBI, but

rather with a history of repetitive brain trauma [  15 ], [  18 ], [  26 ], [  104 ]–[ 106 ]. This suggests

that continuous exposure to subconcussive impacts, or impacts that do not cause a diagnosed

concussion, may be the critical aspect contributing to CTE [ 8 ], [ 15 ]–[ 18 ], [ 104 ].
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This causation is consistent with the results of studies by Talavage and colleagues, who

determined that over the course of a season, high school football players experience impaired

neurocognitive and neurophysiological capabilities without being diagnosed with concussion

or displaying any classic concussion symptoms [ 2 ], [  19 ]. Specifically, these investigators found

that subconcussive blows can have effects over an extended period of time similar to those

from a concussion [  2 ], [  19 ]–[ 21 ], [  26 ], [  43 ]–[ 49 ]. It has been established that the number and

locations of impacts are important factors to consider when determining whether a player is

going to experience decreased neurocognitive function by the end of a season [ 2 ], [ 19 ].

Head acceleration events (HAEs) are direct blows to the head and/or whiplash motions

of the head associated with blows to other parts of the body. Studies examining changes

in brain function, chemistry, and structure following periods of exposure to repeated HAEs

reveals that while high magnitude individual HAEs are likely to produce near-term clinical

symptoms and might contribute to chronic injury, these “big hits” are not the sole major

cause of later-life neurodegenerative disorders in former collision-sport athletes [ 15 ], [ 42 ].

Numerous studies have reported abnormal neuroimaging and neurocognitive measure-

ments in athletes who experienced appreciable numbers of HAEs [  20 ], [  22 ]–[ 24 ], [  59 ], [  84 ].

Examples include within-season functional magnetic resonance imaging (fMRI) changes that

are strongly associated with the number of HAEs in the preceding week [  19 ], and post-season

cognitive testing and fMRI changes predicted by average weekly number of HAEs during the

season [  61 ]. These investigations suggest that cumulative mechanical loading might result

in more injury to brain tissues than can be repaired by natural processes [ 42 ], with the

limit likely lying between 65 and 90 HAEs per week for high school football players [ 61 ].

The concept of a “cumulative subconcussive threshold” has been extrapolated by Alosco

et al. to predict how lifetime history of exposure to HAEs might predict later-life risk of

cognitive dysfunction and structural damage [  107 ], [  108 ]. Reducing the total number of

HAEs experienced can be achieved through four strategies: (1) modify the rules of the game

to limit head impacts [  18 ], [  109 ], (2) teach and use better techniques during practice, (3)

reduce or eliminate full contact practice activities [ 18 ], which might translate to the style

of play in games, and (4) develop helmets that absorb more energy [  18 ]. Of these four,

rules modification and eliminating full contact practices can be implemented immediately.
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One specific rule change that has been suggested is to eliminate the three- and four-point

(“down”) stances for linemen, as these stances may increase the number of collision and

other head impacts sustained due to the initial weight distribution of the player and height

of the head [  18 ]. Consequently, the goal of this pilot study was to evaluate the potential

for this rule change to reduce HAEs in a post-collegiate group of athletes participating in a

football skills development and professional recruitment camp.

3.2 Methods

3.2.1 Subjects

The study was approved by the Purdue Institutional Review Board. Written informed

consent was obtained from each subject prior to enrolling in the study. Football (FB)

athletes participating in up to three practice sessions and one exhibition game as part of

a post collegiate skills development camp were recruited for the study. The position of

each participant was recorded and divided into the following categories: Defensive Backs

(DB), Defensive Linemen (DL), Linebackers (LB), Offensive Linemen (OL), Tight Ends

(TE), Running Backs (RB), Wide Receivers (WR), and Skill Players (Quarterbacks [QB],

Placekickers [K], and Punters [P]).

3.2.2 Impact Data Collection and Analysis

HAEs were monitored using the xPatch (X2 Biosystems; Seattle, WA). Each practice and

each game was considered a separate “session.” Sensors were placed on each participant for

all practice sessions and for the exhibition game. A sensor was affixed behind the player’s

right ear with an adhesive patch after cleaning the area with isopropyl alcohol [  58 ], [  64 ].

Each head impact was recorded as a separate “event” on the sensor when the peak linear

acceleration (PLA) projected on any axis was greater than 10 g (g = 9.81 m/s2). Data were

downloaded using the Head Impact Monitoring System software (X2 Biosystems) after each

session. For the purposes of this study, the clack recognition algorithm (X2 Biosystems;

Seattle, WA) was not used, because events caused by different mechanisms (e.g., direct

impacts, whiplashes, falls and dives) were not distinguished [ 58 ], [ 64 ].
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Data from the sensors were processed using a custom MATLAB (MathWorks; Natick,

MA) program to include only events occurring within the valid time window of each session

and registering a PLA greater than or equal to 20 g. Although the sensors were programmed

to collect low acceleration events (10-20 g), these events were excluded from analysis because

they can frequently result from non-impact mechanisms (eg, changing direction, kicking the

ball, stopping) [ 58 ]. Data were also analyzed to remove sessions that exhibited evidence of

a defective sensor or detached sensor.

3.2.3 Video Data Collection and Analysis

Video footage of the exhibition game was collected using six Sony HDR-CX160 AVCHD

HD Handycam Camcorders and two Sony DCR-SX85 Handycam Camcorders (Sony Corpo-

ration; Kōnan, Minato, Tokyo). The HD cameras were set to record on Long Time with HD

Quality. Three HD cameras were placed on each side of the field. During game play, one

camera covered the middle of the field from one 30-yardline to the other 30-yardline, while

the other two cameras per sideline each covered the area from one 30-yardline to the closest

end zone. The two DCR-SX85 cameras were operated at the field level.

For each play examined, there were five OL players positioned at the line of scrimmage.

Depending on the play, the TE would either be positioned at the line of scrimmage directly

next to the OL, or he would be positioned further away in the slot receiver position. If

the TE was positioned directly next to an OL, then the TE was considered a player on the

offensive line and eligible for stance analysis.

The video footage revealed which players were on the field for each play, and the stance

of players positioned as the offensive line (up [2-point] or down [3- or 4-point], Fig.  3.1 ). The

impact data for the game were filtered to only include impacts for players that were on the

field for each play. The hit rate for the players positioned as the offensive line was calculated

for the ith play type (run or pass) and jth stance (up or down) by,

player hit rateij =
∑

player registering HAEij∑
playersij

(3.1)
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(a) (b) (c)

Figure 3.1. The players on the offensive line began each play in a (a) 2-point,
(b) 3-point, or (c) 4-point stance. A 2-point stance was considered the “up”
stance and a 3-point or 4-point stance was considered a “down” stance.

Dividing the total number of players that sustained hits for a specific combination of the

play type and stance by the total number of players with that specific combination makes it

possible for rates to be compared by normalizing by the respective sample sizes.

3.2.4 Statistics

Statistics were performed using Stata/SE 15 (StataCorp LLC; College Station, TX).

Histograms were generated by binning the HAEs by PLA in 20 g intervals and were separated

by position. They were compared using a χ2 test, with post-hoc testing performed using

pairwise χ2 tests with a Bonferroni correction. The number of hits were compared using

the Wilcoxon Rank Sum test. Hit rates for the players on the offensive line were compared

using a χ2 test, with post-hoc testing performed using pairwise χ2 tests with a Bonferroni

correction.
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3.3 Results

Among the 78 participants, there was a total of 141 measured player practice sessions and

66 player game sessions (defective sensors: n = 2; detached: n = 35). A total of 437 (62%)

HAEs were recorded during practices and 272 (38%) were recorded during the exhibition

game (Table  3.1 ), 265 of which occurred during a run or pass play.

Table 3.1. HAEs by position as a function of practices (session 1, 2, 3) and game.
Position No. of

Players
Practice

HAEs
Game
HAEs

Total
HAEs

Defensive Backs 19 22 (0, 8, 14) 36 58
Defensive Linemen 9 96 (0, 50, 46) 52 148

Linebackers 10 45 (0, 14, 31) 31 76
Offensive Linemen 10 155 (0, 76, 79) 98 253

Tight Ends 3 41 (1, 34, 6) 16 57
Running Backs 8 41 (0, 13, 28) 21 62
Wide Receivers 12 28 (3, 15, 10) 11 39

Skill 7 9 (0, 7, 2) 7 16
Quarterbacks 4 6 (0, 5, 1) 7 13

Placekickers/Punters 3 3 (0, 2, 1) 0 3

The histogram of HAEs for practice sessions (Fig.  3.2 ) and the exhibition game (Fig.  3.3 )

demonstrated significant differences between the different positions for both the practices (p

= 0.011) and game (p = 0.017). For practices, there were significant differences between

RB and OL (p < 0.001), and RB and DL (p < 0.001). For the game, there were significant

differences between OL and LB (p = 0.001), and OL and TE (p < 0.001).

The number of HAEs that exceeded 20 g observed over the ensemble of players on the

field differed appreciably between passing and running plays (Fig.  3.4 ). There were 46 pass

plays and 23 run plays in the exhibition game. The pass plays had a total of 242 players on

the offensive line (90 up, 152 down); the run plays had a total of 119 players on the offensive

line (28 up, 91 down). The frequency of players in the up stance was significantly greater for

pass plays than for run plays (χ2 test, p = 0.009). When a play was scripted to be a run, the

number of HAEs observed to exceed 20 g (5.57 ± 3.00 HAEs per play) was nearly twice that
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Figure 3.2. HAE distribution by position (DB, DL, LB, OL, TE, RB, WR,
QB/K/P) for all three practice sessions.

Figure 3.3. HAE distribution by position (DB, DL, LB, OL, TE, RB, WR,
QB/K/P for the exhibition game.

observed when a play was scripted to be a pass (2.98 ± 1.65 HAEs per play). The Wilcoxon

Rank Sum test revealed these distributions to be significantly different (p < 0.001).

Regardless of play type, players in a down stance had a higher likelihood of sustaining a

HAE than players starting in an up stance (Fig.  3.5 ; χ2 test, p = 0.001). When separating

by play type, players in a down stance for a run play sustained significantly more HAEs than

players in an up stance (χ2 test, p < 0.001) or down stance (χ2 test, p = 0.003) for a pass.
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Figure 3.4. Comparison of the average number of play-related HAEs (ex-
ceeding 20 g) observed across all monitored players on the field during plays
intended to be passing vs. running.

Figure 3.5. Comparison of the rate that OL and TEs sustain impacts sepa-
rated by play type (pass vs. run) and stance (up vs. down).

3.4 Discussion

The purpose of this pilot study was to examine the HAE characteristics for players par-

ticipating in a post-collegiate skills and recruitment football showcase. Analysis by position

revealed that tight ends are of particular concern since they can act as both blockers and

receivers for the same play, increasing their odds for sustaining a HAE. The starting stance of

the offensive line players influences the frequency at which these players accumulate HAEs,

with players starting in the down stance recording a higher hit rate than those starting in
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the up stance. The findings from this study are intended to aid in developing potential tech-

nique and rules changes to decrease the accumulation of HAEs in football athletes, notably

linemen.

The hit distributions in practices and in games varied by position. The LBs and TEs

tended to sustain the greatest number of high magnitude impacts (above 60 g PLA; 9.68%

and 18.75%, respectively, in games). Unlike linemen, linebackers have a defensive role in the

game and position on the field that encourage them to collide with offensive players head

on or at an oblique angle, and at a high speed of approach. Tight ends had the greatest

frequency of high magnitude game hits compared to other player positions. Tight ends

often function as both an OL (to block) and as a WR (to catch a pass) within the same

play. Blocking generates a large number of lower magnitude HAEs [  20 ], [  110 ], and receiving

passes followed by being tackled generates high magnitude impacts.

Offensive and defensive linemen deliver and receive the most hits during sessions, but

they tend to be smaller in magnitude (20-40 g PLA). Players in these positions typically lack

a running start before contact, leading to lower PLA measures. This is similar to trends seen

in other studies [ 88 ], [  110 ]. Although the impacts are smaller in magnitude, these players

may still be at risk for developing neurological changes because the number of HAEs may

be a factor in the severity and degree of neurological changes experienced [ 2 ], [ 11 ], [ 12 ], [ 19 ],

[ 20 ], [ 24 ], [ 26 ], [ 60 ], [ 61 ]. It is possible that these less forceful HAEs are the root cause of

CTE [ 16 ], [ 17 ].

The average number of HAEs (exceeding 20 g) per play was significantly lower for pass

plays than run plays. This is expected for linemen because the OL are more likely to generate

impacts when they act as aggressors for run plays than when they play the protector role

for pass plays. This trend was generally true for players at all positions, not just linemen.

So, while linemen dominate the number of impacts for both pass and run plays, pass plays

in general result in less contact between opposing players at all positions.

The initial stance of the OL and TE for pass and run plays affects the hit rate. Players

that began in the down stance generally were more likely to sustain HAEs, regardless of

the play type. Most line players end up blocking from an up stance, so beginning play in a

two-point stance has the added benefit of making the head less vulnerable to a substantial
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HAE. There was a greater frequency of players in the up stance for pass plays than for run

plays. Players that started in a down stance for a run play had a significantly higher hit rate

than players in either the up or down stance for pass plays. During run plays, OL are tasked

not only with protecting the quarterback but with moving DL to clear a path for the RB.

This requires the OL to keep their center of gravity low, which puts the head in a position

that can contribute to a higher hit rate.

Limitations of this paper include some nominal variability in the measurements obtained

from the xPatch sensor [ 64 ]. The RMS and mean absolute errors for the xPatch are both

typically 20%, which is sufficient for characterizing differences in HAE distributions and

cumulative exposure [ 64 ]. In addition, this study only includes two full practices sessions

and one game, resulting in a relatively small sample size. However, the results and trends

documented here are sufficient to warrant a larger study to determine if the trends hold.

The small sample size of players in the TE position poses an issue for the validity of the

trends recorded in this study. These trends warrant further study to determine if and how

HAEs can be reduced for players in this position.

3.5 Conclusion

The starting stance of the line players influences the frequency at which these players

accumulate HAEs. Players starting in the down stance have a higher HAE rate than players

starting in the up stance. Changing linemen stance rules and reducing the number of full

contact practices will lower the number of HAEs sustained and increase player safety. Tight

ends are of particular concern because they can act as both blockers and receivers for the

same play, increasing the chance of sustaining impact. We plan a study of longer duration

to further investigate these contentions.
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4. PLAY TYPE AND STANCE: CONFIRMATION STUDY

4.1 Introduction

Although the results from the pilot study to examine how play type and stance affects

the number and distribution of HAEs indicate starting offensive line players in an up stance

reduces the number of HAEs sustained by these players, one of the limitations of that study

was the small sample size. Only one exhibition game was examined for that study, and the

exhibition game was not a true “game” in the sense that it was offense versus defense instead

of team A versus team B. To determine if the trends seen in the pilot study hold, a larger,

more game realistic study was conducted on a similar group of athletes.

4.2 Methods

4.2.1 Subjects

The study was approved by the Stanford University and Purdue University Institutional

Review Boards. Written informed consent was obtained from each participant prior to

participating in the study. All activities (practices and four exhibition games) and data

collection occurred at The Spring League, a professional football developmental league. A

total of 174 players consented to participate. The Spring League assigned players to one of

four teams, indicated here as Team 1, 2, 3, and 4 (Table  4.1 ). There were two game days

on each of which two games were played (four total games), with each team participating in

one game per game day. Our analysis focuses on these games, which were possible to fully

document (Table  4.1 ).

The playing position of each participant was recorded as one of the following: defensive

back (DB), defensive lineman (DL), linebacker (LB), offensive lineman (OL), tight end (TE),

running back (RB), wide receiver (WR), or skill (quarterback [QB], placekicker [K], and

punter [P]). Twenty players for game day 1 and 24 players for game day 2 dropped from the

study due to injury or personal reasons. Due to these dropped players, some athletes played

for multiple teams on a single game day to ensure enough players for each team. These cases

were treated as independent observations (i.e., a player who played in two games in one day

is treated as two separate player observations).
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4.2.2 Assignment of Stance

During games the stance at the beginning of each play for all of the OL (except the

“center”) was dictated by the investigators and later verified with video footage. This initial

stance was varied by quarter within a game. Offensive linemen were instructed to use a

singular initial stance—either 2-point (“up”) or 3- or 4-point (“down”)—in quarters 1 and

3, and the alternate initial stance in quarters 2 and 4. To partially account for fatigue and

order effects, “up” and “down” quarters were counter-balanced across games. Note that the

“center” position was the only OL that started every play in the down stance, as this was

necessary to snap the ball.

4.2.3 Modified Game Rules

This camp used modified punts and modified kick-offs during the games. In both modified

play types, the punt or kick receiver must attempt to catch the punt or kick unless it goes

out of bounds. For punts, there was a five-yard “halo” around the punt receiver until the

ball was caught, meaning that a player on the kicking team could not be within five yards

of the punt returner until they caught the ball. For kick-offs, the ball was kicked from the

kicking team’s own 25-yardline and the kicking team lined up on the opposing team’s 35-

yardline. All of the players on the receiving team except for the kick returner lined up on

their own 30-yardline, putting them five yards away from the kick team. Players were not

allowed to move until the kick returner caught the ball. This modification to the kick-off

may help reduce concussions, as kick-offs have a higher concussion rates than other types of

plays [ 111 ].

4.2.4 HAE Data Collection and Analysis

The impact data collection and analysis used here is very similar to the data collection

and analysis procedure used in the level of play study and pilot study. HAEs were monitored

using the CSx earpatch sensor (CSx Systems Ltd; Auckland, New Zealand). Each practice

and each game was considered a separate “session.” Sensors were placed on each participant

for practice and game sessions. A sensor was affixed behind the player’s right or left ear with
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an adhesive patch after cleaning the area with isopropyl alcohol [ 58 ], [  64 ]. Each head impact

was recorded as a separate “event” on the sensor when the peak linear acceleration (PLA)

projected on any axis was greater than 10 g. Data were downloaded using the CSxDataApp

(CSx Systems Ltd; Auckland, New Zealand) after each session. For the purposes of this

study, the shock recognition algorithm (CSx Systems Ltd; Auckland, New Zealand) was not

used, because events caused by different mechanisms (e.g., direct impacts, whiplashes, falls

and dives) were not distinguished [ 58 ], [ 64 ].

Raw timestamps for each event on the sensor were adjusted using calibration points. If

calibration points could not be identified (i.e. the sensor memory was filled, sensor ran out

of battery before post-calibration points could be put on the sensor, etc.), timestamps could

not be adjusted, and the entire sensor’s session was excluded (24 instances). HAE data

were processed using a custom MATLAB (MathWorks; Natick, MA) program to filter and

transform the acceleration from the sensor to an approximated center of mass (CoM) of the

head, as derived from a 50th percentile male Hybrid III headform (Humanetics Innovative

Solutions, Inc.; Farmington Hills, MI). Data processing methods are the same as for the pilot

study.

4.2.5 Video Data Collection and Analysis

Video footage of the exhibition games was collected using six Sony FDR-AX53 4K HD

Video Recording Camcorders and four Sony HDR-CX160 AVCHD HD Handycam Cam-

corders (Sony Corporation; Kōnan, Minato, Tokyo). Three 4K cameras were placed on each

side of the field. During game play, one camera covered the middle of the field from one

30-yardline to the other 30-yardline, while the other two cameras per sideline each covered

the area from one 30-yardline to the closest end zone. Each of the HDR-CX160 cameras

was placed at the corner of the field and angled toward the center of the field. The same

approach in the pilot study to determine stance was also used in this study.
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4.2.6 Offensive Linemen Stance

Several different HAE rates were calculated, but the general formula for calculating the

HAE rate for the ith play type and the jth stance is calculated by:

HAE rateij =
∑

players registering HAEij∑
playersij

(4.1)

Offensive lines were also analyzed for skill level due to the larger skill level range observed

in the Texas camp compared to the pilot study. Game footage was examined by a former

National Collegiate Athletic Association Division 1 football player (linebacker), who used

determinations of speed out of stance, ability to punch with hands, footwork, and overall

athleticism and agility to categorize the offensive lines as either higher or lower skill. High

skill offensive lines were typically quicker out of the stance, had better use of hands, faster

footwork, and overall higher athletic ability. Higher skill offensive lines were on Teams 1 and

3, while Teams 2 and 4 exhibited lower skill levels. Note offensive line skill (OLS) does not

necessarily reflect the overall team skill.

4.2.7 Statistics

Statistical analyses were performed using Stata/SE 15 (StataCorp LLC; College Station,

TX). Histograms and HAE rates were compared using the χ2 test, with post-hoc testing

performed using a pairwise χ2 test with a Bonferroni correction. The number of HAEs by

play type were compared using a Kruskal Wallis (KW) test, and pairwise comparisons were

performed using Dunn’s post-hoc test with a Bonferroni correction. A logistic regression

was used to determine significant contributing factors for HAE rates of OL. The main ef-

fects of stance (up vs. down), play type (run vs. pass), OLS (high vs. low), binned score

difference (BSD: number of scores [seven points] the team on offense was ahead [positive]

or behind [negative] the team on defense), and match-up (matched vs. mismatched OLS)

were considered. All two-way interactions between the main effects were considered for the

model.
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4.3 Results

The number of hits sustained by each position varies by team and by game (Table  4.2 ).

Typically for all games, DL and OL sustained the greatest number of hits, except for Team 4,

where LB sustained the most impacts among the different positions. The number of hits also

varied by game. While Team 1 had about the same number of impacts in both games (110

and 117), Teams 2 and 3 both sustained more impacts in game 2 (104 and 246, respectively)

and Team 4 sustained more impacts in the first game (134). For a single game, the greatest

number of impacts was experienced by DL on Team 3 in game 2 (73), while the least number

of hits was typically experienced by skills positions (0).

The distribution of the magnitude of HAEs sustained in games was significantly differ-

ent among positions (Fig.  4.1 ; χ2 test, p-value=0.001). After pairwise comparisons were

performed, significant differences were observed between OL and DB (χ2 test, p-value <

0.001), OL and LB (χ2 test, p-value < 0.001), OL and RB (χ2 test, p-value < 0.001), OL

and WR (χ2 test, p-value < 0.001), and OL and skill (χ2 test, p-value < 0.001). Over 70%

of the HAEs for DL, OL, and TE occurred in the 20-40 g range (74.1%, 86.6%, and 77.3%,

respectively), while all of the other position HAEs occur less than 70% of the time in this

range.

There were a total of 189 run plays, 268 pass plays, 35 punts and 36 modified kick-offs

(Fig.  4.2 ). Run plays had the most HAEs per play (2.71 ± 2.26), followed by modified

kick-offs (1.83 ± 1.40), pass plays (1.53 ± 1.64), and punts (1.37 ± 1.55). The number of

HAEs per play varied significantly by play type (KW test, p-value < 0.001). Run plays had

significantly more HAEs per play than pass plays (p-value < 0.001) and punt plays (p-value

= 0.001). The modified kick-off resulted in a similar number of HAEs as run plays (p-value

= 0.206).

A total of 1,329 players on the offensive line started in a down stance (735 pass, 594 run)

and 919 players started in an up stance (574 pass, 345 run) for run or pass plays. The HAE

rate for players on the offensive line varied by stance and play type combination (Fig.  4.3 ; χ2

test, p-value < 0.001). Pass down was significantly lower than run down (p-value < 0.001)

and run up (p-value = 0.001) and pass up was significantly lower than run down (p-value =
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Figure 4.1. Histogram of the PLA for all hits sustained in the games. Of-
fensive linemen had a significantly different distribution (indicated by *) than:
DB, LB, RB, WR, Skill.

0.001) and run up (p-value = 0.004). Overall, there was no statistical difference between up

and down stance when not accounting for the play type (p-value = 0.820).

When the teams were separated into higher and lower skill level groups, the HAE rate

trends differed (Fig.  4.4 ). Teams of higher skill had 735 observations in a down stance (385

pass, 350 run) and 371 in an up stance (226 pass, 145 run) while teams of lower skill had

594 observations in a down stance (350 pass, 244 run) and 548 (348 pass, 200 run) in an up

stance. For teams of higher skill, they had the same statistical differences when considering

all of the teams. Run down and run up had significantly higher HAE rates than pass down

(p-value = 0.001 and p-value = 0.002) and pass up (p-value < 0.001 and p-value = 0.001,

respectively). Higher skill teams tend to have higher HAE rates for down stance than an up

stance. Teams of lower skill had a significantly lower HAE rate for a down stance on a pass

play compared to both an up stance on a pass play (p-value < 0.001) and an up stance on

a run play (p-value < 0.001). Lower skilled teams also had a significantly higher HAE rate

for an up stance than a down stance overall (p-value = 0.005).

HAE rates were calculated based on the OLS match-up (Table  4.3 ). Two of the four

games had teams with matched OLS (both low, both high) and two of the four games had
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Figure 4.2. Hits sustained on each play by play type. Run plays had statis-
tically more hits per play than pass (p-value < 0.001) and punt plays (p-value
= 0.001).

teams with mismatched OLS (low vs. high). When low OLS teams played each other, HAE

rates tended to be higher in the up stance than down. The opposite was observed when two

high OLS teams played each other. When teams with mismatched OLS played each other,

the low skill offensive lines exhibited a higher HAE rate than when they played another low

skill offensive line. Conversely, there was a slight decrease in HAE rates during down stance

plays for high OLS teams playing lower OLS teams.

A logistic regression revealed which variables most contributed to HAE rate (Table  4.4 ).

Stance (p-value = 0.021), play type (p-value < 0.001), OLS (p-value < 0.001), BSD (p-value

< 0.001), and match-up (p-value < 0.001) were all significant main effects. The interaction

terms between OLS and BSD (p-value < 0.001), stance and OLS (p-value < 0.001), stance

and BSD (p-value = 0.003), and OLS and match-up (p-value < 0.001) were all significant.
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Figure 4.3. HAE rate of the players on the offensive line. The HAE rates for
run down and run up were both statistically greater than pass down (p-value
< 0.001 and p-value = 0.001, respectively) and pass up (p-value = 0.001 and
p-value = 0.004, respectively).

Table 4.3. Head acceleration event (HAE) rates for different play/stance
combinations when matched and mismatched offensive line skill (OLS; low or
high) teams play each other. Note that when matched OLS teams play each
other, lower OLS teams had lower HAE rates than when two high OLS teams
played each other. When mismatched OLS teams played each other, the HAE
rate for lower OLS team increased, but decreased for the higher OLS team for
certain combinations relative to playing a team matched OLS.

Matched OLS Mismatched OLS
Play Type Stance Game Low Skill High Skill Game Low Skill High Skill

Pass Down 0.09 0.01 0.17 0.08 0.04 0.11
Up 0.08 0.06 0.12 0.10 0.10 0.11

Run Down 0.13 0.03 0.22 0.18 0.12 0.22
Up 0.13 0.09 0.18 0.21 0.21 0.21

All Down 0.11 0.02 0.19 0.13 0.07 0.17
Up 0.10 0.07 0.14 0.14 0.14 0.15
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(a) High OLS player HAE rate. (b) Low OLS player HAE rate.

Figure 4.4. HAE rate for players on the offensive line separated by skill level.
For (a) higher skill level, both pass up and pass down stances had significantly
lower HAE rates compared to run up (p-value = 0.001 and p-value = 0.002,
respectively) and run down (p-value < 0.001 and p-value = 0.001, respectively).
For (b) lower skill, pass down had a significantly lower HAE rate than pass up
(p-value < 0.001) and run up (p-value < 0.001). Lower skill players also had a
significantly higher HAE rate when up compared to down (p-value = 0.005).

Table 4.4. Variables and coefficients from logistic regression analysis. Main
effects were included in the model if interaction effect with the variable was
significant (p-value < 0.05 noted by *).

Variable Coefficient
Stance* 0.19

Play Type* -0.31
OLS* 0.35
BSD* 0.23

Match-up* -0.37
OLS, BSD Interaction* -0.22
Stance, OLS Interaction* -0.37
Stance, BSD Interaction* 0.11

OLS, Match-up Interaction* 0.39
Constant* -2.06

4.4 Discussion

The purpose of this study was to determine how HAEs depend on position, play type, and

the starting stance of the players on the offensive line in this post-collegiate skills development
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and recruitment camp. Examining rule changes in the games and the starting stance of the

players on the offensive line can lead to rule changes and technique recommendations that

may potentially reduce the number and severity of HAEs sustained by players. By studying

this group of players, recommendations can be made at younger levels of play to implement

these potentially safer rule changes and techniques at the beginning of players’ careers.

4.4.1 Effect of Position on HAEs

The distribution of HAEs by position revealed players along the line of scrimmage (OL,

DL, and TE) tend to have a greater frequency of HAEs in the 20-40 g range than players in

other positions. The OL and DL typically engage with each other on every play. These play-

ers lack a running start prior to their collision, leading to lower magnitude HAEs. Likewise,

TEs can act as an additional OL, so it is reasonable that these positions exhibited similar

HAEs. While our previous work [  100 ] observed TEs had a different HAE distribution from

OL (with a higher percentage of HAEs exceeding 40 g), that was in an offensively-oriented

scrimmage setting, and it is likely that the dominant role played by a TE—acting either as

OL or WR—meaningfully affects the HAE distribution.

4.4.2 Factors Affecting the HAE Rate

The play type affects the number of HAEs sustained per play. Run plays result in more

HAEs per play than pass plays, consistent with prior work [  100 ], [ 112 ]. The current study

also included rule changes for punts and modified kick-offs. These changes may have helped

reduce the number and magnitude of HAEs sustained on these plays, based on the fact that

punts had fewer HAEs per play than run plays, and modified kick-offs were similar to run

plays regarding number of HAEs. A five-yard “halo” around the punt receiver protects the

punt returner from being hit immediately after catching the ball. This can potentially allow

the player enough time to maneuver, possibly reducing the number and magnitude of HAEs.

With the modified kick-off, having players start five yards apart might reduce the peak

relative velocity between two colliding players, which can reduce the number and magnitude
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of HAEs. However, without data from traditional punt and kick-off rules/formations, we

cannot say whether these alterations make these play types safer.

Interpreting how the starting stance of players on the offensive line affects the HAE rate

of these players was more complex than in our previous study [ 100 ]. In the current study,

the simple evaluation of stance and play type (run/pass) did not lead to a clear difference in

HAE rate. However, when the OLS of the teams were considered, stance and play type had

an effect. For teams with higher OLS, it tended to be advantageous to start in an up (vs.

down) stance, and vice versa for lower OLS teams. For lower OLS players, this “advantage”

may represent a competitive disadvantage. These players generally do not react as quickly

to the snap of the ball, and the delay in getting out of a down stance and into a position

to engage the DL, possibly missing contact entirely. Thus, the higher HAE rate for the up

stance in lower OLS players may be related simply to being able to engage the DL more

often from the up position. In contrast, it is likely that the up stance does offer protection

to higher OLS players. These players are generally faster out of their initial stance, and able

to engage the DL on more plays. For higher OLS players, the down stance may keep the

head at a lower height for a longer period, increasing susceptibility for HAEs.

There was also an interesting trend when looking at the match-ups between teams of

similar and differing OLS. When two teams of low OLS played each other, the HAE rates

were lower than when a low OLS team played a high OLS team. The reverse trend was

also observed for the higher OLS teams (lower HAE rates when facing a team with lower

OLS). Therefore, given that the offensive lines do not face one another, it is highly probable

that the skill of the defensive line contributes to the HAE rate. Note that this outcome is

consistent with the idea that, within this setting, the OLS was representative of the overall

team skill level. This indicates that having mismatched OLS teams play each other would

be harmful for low OLS as the HAE rate increases when playing a high OLS team compared

to a low OLS team. Future research should further examine the defensive line and consider

how aspects of this position (starting stance, initial line-up, scheme, etc.) affect the HAE

rate for players on the offensive line.

In contrast to our prior work, this study represented true game scenarios. The previ-

ous study involved an exhibition scrimmage with a set number of plays, representing only
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“offense” against “defense.” The current study consisted of four teams that were coached

separately, and competed in true game scenarios. The element of competition affected the

HAE rate, based on the logistic regression. As a main effect in the model, when the team

on offense is winning, the HAE rate increases. This could be due to the fact that the team

on defense is losing and attempting to regain possession of the ball, making them play more

aggressively and collide with the players on the offensive line more frequently. This rela-

tionship is also true when accounting for different play types, proscribed stances, OLS, and

match-ups. The exception is high OLS teams in down stances. For this group, if the team

is losing, the HAE rate will increase. The players might be working harder to score, causing

them to play more aggressively and increase the HAE rate.

4.4.3 Limitations

HAEs are likely not an “all or none” phenomenon with identical thresholds of injury for

all individuals. More likely, there is a gradation of injury corresponding to the magnitude of

the HAE and brain anatomy of the player. Further, it is unclear if ten 10 g HAEs have the

same detrimental cumulative effect as five 20 g HAEs [  113 ]. Several functional MRI studies

have observed experimental thresholds at which there are correlations between HAEs and

changes in brain health [  22 ], [ 114 ], [ 115 ]. However, how each individual HAE or HAEs at the

same PTA range contribute to the changes observed in functional MRI is not well understood.

Understanding how each HAEs translate to microstructural and functional changes in the

brain remains a key research target.

There remain challenges associated with current sensor technology and its application

[ 64 ], [ 75 ], [ 89 ], [ 113 ], [ 116 ]. For example, because timestamps required adjustment for each

sensor and the difference between the video timestamp and the adjusted sensor timestamp

might be several seconds, the HAE rate for the offensive line players was calculated to include

any HAE that happened over the course of the play, not just HAEs that occurred directly

after the ball was snapped. As this technology improves, more precise measurements of

HAEs will become available.

This study only evaluated professional level football players. The effects of beginning

stance in OL may differ at different development levels of football, from youth to professional,
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presumably due to each individual player’s previous experience. Because OL were mandated

to be in specific stances for each quarter, this might have made some players uncomfortable

for certain plays. HAE rate could increase if the OL decided to lead with his head from an

unfamiliar stance, or could decrease if he was unable to engage with an opponent.

It is apparent that addressing the target of reducing HAEs through changes in stance

is more complex than hoped. Skill level, familiarity with the stance, and competitive envi-

ronment interact with one another in complex ways, and do not lead to simple relationship

between play type and stance regarding HAE rate. Future studies should augment analysis

to include the defensive linemen, coaching techniques, and explore other rule interventions

(e.g., starting offensive and defensive lines further apart) to better discern how stance affects

HAE accumulation.

4.5 Conclusion

For higher OLS players, starting in an up stance will help reduce the number of HAEs

sustained by players on the offensive line. For lower OLS players, although the HAE rate

is lower when starting in a down stance, these players may not be able to play the sport

effectively from this stance. Therefore, it still may be reasonable to also start lower OLS

players in an up stance because overall, these HAE rates are about the same as that for

higher OLS players in an up stance.

More generally, the approach to preventing concussions and difficult-to-detect brain

trauma might include rule changes that lessen the occurrence of concussive and subcon-

cussive HAEs [ 109 ], [  117 ]. More studies should be done to determine which modifications of

the game of football in the categories of policy, rule changes, equipment, and playing tech-

nique can be made to lessen brain injury rates while preserving the values of competition

that are deemed essential for the athletes and spectators.
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5. WHITE MATTER

5.1 Introduction

MRI is a non-invasive method to evaluate soft tissue health and has been used in nu-

merous studies to evaluate the neurological health of contact sport athletes. Many studies

have indicated that participation in contact sports causes significant changes in blood flow,

chemistry, and the default mode network [ 2 ], [  19 ]–[ 23 ], [  59 ], [  118 ]. White matter is another

brain health biomarker that can be evaluated using a tensor-based analysis of MR diffusion

weighted images, known as diffusion tensor imaging (DTI) [ 24 ], [  63 ], [  114 ], [  119 ]. DTI has

been used to evaluate white matter health post-concussion and demonstrated advanced aging

in retired athletes with a history of concussion [ 120 ]–[ 126 ].

Previous studies found head injuries cause changes in white matter and they are typically

characterized by two metrics: fractional anisotropy (FA) and mean diffusivity (MD) [ 24 ],

[ 63 ], [  114 ], [  118 ], [  119 ], [  121 ], [  122 ], [  127 ]–[ 161 ]. FA describes the directionality of the water

diffusion in the white matter and MD describes the water’s average ability to freely diffuse

[ 162 ], [ 163 ]. These values are calculated from the eigenvalues (λ1 ≥ λ2 ≥ λ3) of the diffusion

matrix for the voxel (Eq.  5.2 , Eq.  5.1 ).

FA =

√√√√(λ1 − λ2)2 + (λ1 − λ3)2 + (λ2 − λ3)2

2(λ2
1 + λ2

2 + λ2
3)

(5.1)

MD = λ1 + λ2 + λ3

3 (5.2)

The health of brain white matter is of specific interest because it has been linked to

strokes, development of dementia, traumatic brain injury, and post-concussive syndrome

[ 121 ]–[ 126 ], [  164 ]–[ 171 ]. Cubon et al. found that MD increased in certain brain regions in

concussed varsity level college athletes [  122 ]. They also postulated that MD is better able

to detect mild brain injury, but that FA is better at detecting and evaluating severe injury

[ 122 ]. Further work found that substantial white matter changes can be induced by repetitive

head acceleration events without a diagnosed concussion [  24 ], [ 63 ], [ 114 ], [ 119 ]. The changes

in FA and MD in the brain are associated with different physiological responses within the
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white matter (Table  5.1 ). Decreased FA and with increased MD is thought to indicate

compromised structural integrity of the white matter and myelin sheath [ 128 ], [ 129 ], [ 139 ],

[ 141 ], [ 144 ]–[ 147 ], [ 150 ], [ 151 ], [  156 ], [  160 ]. Conversely, increased FA and decreased MD is

associated with swelling or inflammation of the white matter [ 121 ], [ 131 ], [ 137 ], [ 138 ], [ 147 ],

[ 150 ], [  152 ], [  153 ], [  157 ]. However, the physiological changes associated with homogeneous

changes in FA and MD in either direction have received considerably less attention, but

increases in both are thought to indicate selective sparing or degeneration of crossing fibers

and decreases in both are thought to indicate neuronal degeneration or cell death [ 133 ], [ 134 ],

[ 154 ], [ 172 ], [ 173 ].

Table 5.1. Combinations of DTI metrics and their biological meaning [ 121 ],
[ 128 ], [ 129 ], [ 131 ], [ 133 ], [ 134 ], [ 137 ]–[ 139 ], [ 141 ], [ 144 ]–[ 147 ], [ 150 ]–[ 154 ], [ 156 ],
[ 157 ], [ 160 ], [ 172 ], [ 173 ].

FA Change
Increase/Higher Decrease/Lower

M
D

C
ha

ng
e

In
cr
ea
se
/H

ig
he
r

Selective Sparing/
Degeneration of tracts

[ 133 ], [ 134 ], [ 154 ]

Tissue Degeneration [ 128 ],
[ 129 ], [ 139 ], [ 141 ],

[ 144 ]–[ 147 ], [ 150 ], [ 151 ],
[ 156 ], [ 160 ]

D
ec
re
as
e/
Lo

we
r

Swelling or Inflammation
[ 121 ], [ 131 ], [ 137 ], [ 138 ],
[ 147 ], [ 150 ], [ 152 ], [ 153 ],

[ 157 ]

Cell Death [ 172 ], [ 173 ]

The aim of this work is to extend the analysis of the data in Jang et al. and examine

the change in each white matter voxel as a paired measurement of FA and MD [  114 ], [  128 ].

Instead of examining FA and MD separately, joint analysis of these two metrics allows for

each voxel in the white matter to be sorted into one of the four categories corresponding to

physiological relevant interpretations (Table  5.1 ). Three analyses were conducted to compare

football players to non-contact control athletes. The first analysis compared pre-season data
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(a) Higher FA and higher MD. (b) Lower FA and higher MD.

(c) Higher FA and lower MD. (d) Lower FA and lower MD.

Figure 5.1. Ellipsoid representations of changes in eigenvalues such that a)
FA+/MD+, b) FA-/MD+, c) FA+/MD-, and d) FA-/MD-. The direction of
the arrows indicates the change in the eigenvalue with respect to the original
eigenvalues [ 174 ].

from football players to that of the controls to determine if there are differences in white

matter health due to prior seasons of competition that have accumulated over time, with the

hypothesis being football athletes are significantly different from control athletes. The second

analysis examined how FA and MD change due to participation in a single season of football

compared to control athletes, with the hypothesis that football athletes will experience a

greater percentage of white matter voxels exhibiting changes due to sustaining rHAEs. The

third analysis compared post-season data from football players to control data to determine

if the white matter changes that occurred over the course of the season result in absolute

differences in the white matter, with the hypothesis being football athletes are significantly

75



different from control athletes more at the post-season than the pre-season. These analyses

are specifically focused on white matter that has congruent changes in FA and MD as these

have not been examined in detail in athletes.

5.2 Methods

5.2.1 Subjects

All research methods involving human participants were approved by an Institutional

Review Board. Participant consent was obtained for those 18 years or older and participant

assent and parental/guardian consent was obtained if under the age of 18. Data were col-

lected from 162 male high school football athletes and 19 age-matched, non-contact male

athletes to serve as a control group. After quality control assessments and removal of partial

data sets, only 61 football players (ages 15-18) and 15 non-contact athletes (ages 14-18) were

used for analysis.

5.2.2 Magnetic Resonance Image Acquisition and Data Processing

The full MRI data acquisition and pre-processing methods may be found in Jang et al.

[ 114 ], and are described only briefly herein.

Data Acquisition

All of the participants were scanned with a 16-channel head coil (Nova Medical; Wilming-

ton, MA) on a 3 Tesla General Electric (Waukesha, WI) Signa HDxt MRI. Football players

were scanned four times throughout the season (once before, twice during, and once after the

season). Control athletes were imaged twice for test-retest purposes at an interval of 5-18

weeks (average = 7.7 weeks). At each session, DWI scanning (TR/TE = 12000/83.6 ms) was

conducted to acquire 46 axial slices with 30 diffusion encoding directions per subject. Scans

from all of the sessions were used to generate the white matter skeleton, but only data from

scans prior to the beginning of the season and 3-6 months after the season ended (26.4-43.1

weeks between scans; average = 34.8 weeks) were analyzed for the purpose of this study.
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Data Pre-Processing

FSL was used to segment brain tissues, correct for motion and eddy current distortions,

and replace slices with signal dropout. Original data were upsampled and non-linearly

registered to 1 mm isotropic resolution prior to generation of the white matter skeleton such

that all o9f the data were transformed to a standard space. FA and MD were calculated

from the fitted diffusion tensor model of each voxel. The white matter skeleton was defined

using a threshold of 0.2 on the mean FA image generated from all of the scans, resulting in

110,939 voxels as white matter.

DTI Metric Session Value Comparison

The values from the first scan for the control athletes were used to generate confidence

intervals for FA and MD. For each voxel in the white matter skeleton, the 95% and 99.9%

confidence intervals (t-distribution, mean ±tcritical× standard deviation) were calculated for

FA and MD using the control values from the first scan session. These confidence intervals

were compared to the controls and football players. If the FA or MD value fell outside the

99.9% confidence interval, the voxel-level property likely reflected a spurious measurement

and was discarded from further analysis. If the FA or MD value fell outside the 95% con-

fidence interval, but within the 99.9% confidence interval, the voxel was considered to have

“primary deviant” behavior (measure1
+/-). When a voxel was found to be primary deviant

for FA or MD, the other measure (i.e., MD or FA) was examined to see if the corresponding

value was at least one standard deviation from the mean in the control athletes, which was

considered to be “secondary deviant” behavior (measure2
+/-). Voxels that exhibited primary

and secondary deviant values (double-deviant) were considered for further analysis. Double-

deviant voxels were sorted into one of the following categories relative to the mean FA and

mean MD values for the control athletes: higher FA, higher MD (FA+/MD+); lower FA,

higher MD (FA-/MD+); higher FA, lower MD (FA+/MD-); lower FA, lower MD (FA-/MD-).

Each of these categories is the union of two primary/secondary deviant combinations (i.e.

FA+/MD+ is the union of FA1
+/MD2

+ and MD1
+/FA2

+). Voxels that exhibited primary

deviant behavior for both FA and MD were only considered once in the analysis.
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DTI Metric Difference Comparison

A procedure similar to that described above compared changes in FA and MD values

accrued over activities between the sample points (e.g., retest vs. test; post-season vs. pre-

season). The inter-session changes in FA (∆FA) and MD (∆MD) values for control athletes

were computed and used to generate confidence intervals for ∆FA and ∆MD. As before,

95% and 99.9% confidence intervals were constructed for all of the voxels in the white mat-

ter skeleton, here based on the distributions ∆FA and ∆MD (t-distribution; ∆ ± tcritical×

standard deviation) for the control subjects. If the ∆FA or ∆MD value fell outside the 99.9%

confidence interval, the voxel likely reflects a spurious measurement, and was discarded from

further analysis. If the ∆FA or ∆MD value fell outside the 95% confidence interval, but

within the 99.9% confidence interval, the voxel was considered a “primary ∆deviant” voxel

(∆measure1
+/-). When a primary ∆deviant voxel was observed, the other change mea-

sure was examined to see if the corresponding value was at least one standard deviation

from the mean in the control athletes (“secondary ∆deviant” voxel [∆measure2
+/-]). Voxels

that exhibited primary and secondary ∆deviant values (double-∆deviant) were considered

for further analysis. Again, these double-∆deviant voxels were then sorted into one of the

following categories based on ∆FA and ∆MD relative to control athlete session differences:

increased FA, increased MD (∆FA+/∆MD+); decreased FA, increased MD (∆FA-/∆MD+);

increased FA, decreased MD (∆FA+/∆MD-); decreased FA, decreased MD (∆FA-/∆MD-).

Each of these categories is the union of two primary/secondary ∆deviant combinations (i.e.

∆FA+/∆MD+ is the union of ∆FA1
+/∆MD2

+ and ∆MD1
+/∆FA2

+). Voxels that exhibited

primary ∆deviant behavior for both FA and MD were only considered once in the analysis.

5.2.3 Football Athlete Relative Region of Interest Change Factor Visualization

To determine if any regions of interest (ROIs) evidenced a propensity for a type of change

more so than other ROIs, visualizations of white matter ROIs were generated for football

athletes. This obtained white matter was matched to the JHU White Matter Tractography

Atlas (maxprob_thr0, 20 unique ROIs) to categorize each voxel as corresponding to one

ROI specified by the atlas [ 175 ]. For the ith athlete, the double-deviant or double-∆deviant
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voxels in the jth FA/MD group (FA+/MD+, FA-/MD+, etc.) considered for analysis were

sorted into the appropriate (kth) ROI.

nathlete group
ijk =

# voxels considered for analysis for the athletei in groupj in ROIk

(5.3)

The average number of voxels considered for analysis in the jth FA/MD group for the kth

ROI was then calculated for the control athletes.

ncontrol
j,k =

∑15
i=1 ncontrol

ijk

15
(5.4)

Each ROI for the ith football player was then divided by (ncontrol
j,k ) to produce a relative

change factor.

Relative ROI Change Factorfootball
ijk =

nfootball
ijk

ncontrol
j,k

(5.5)

The relative ROI change factor characterizes the number of voxels in the specified FA/MD

category and ROI that the ith football athlete had, relative to the number of voxels the

average control athlete had for the same FA/MD and ROI combination. The median relative

ROI change factor for all football athletes was then calculated for each ROI and the entire

ROI was then color-coded based on the calculated factor.

Statistics

The number of double-deviant or double-∆deviant voxels that fell into each FA/MD

category was converted to a percentage of the brain white matter by dividing each by the

number of voxels (110,939) in the obtained white matter skeleton generated from this group

of athletes. A two-sample Wilcoxon rank-sum test (α = 0.05) was performed to compare

control to football athletes for each FA/MD group. A permutation test (trials = 1,000,000)

using the Wilcoxon signed-rank test was performed to compare pre-season ROI likelihood

factors to the post-season ROI likelihood factor for each ROI and FA/MD group. Only

significant (α = 0.05) ROI and FA/MD group combinations were reported.
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5.3 Results

5.3.1 Comparison of Football vs. Control Athlete at Pre-Season

Control athletes had a relatively low volume of white matter that exhibited double-

deviant values at the pre-season scan (2.04% average). Football players exhibited a higher

volume of white matter with double-deviant values than controls at the pre-season scans

(5.00% average). Football players exhibited significantly more double-deviant voxels in each

category (see Fig.  5.2 ): FA+/MD+ (p < 0.001), FA-/MD+ (p = 0.002), FA+/MD- (p <

0.001), FA-/MD- (p < 0.001).

Figure 5.2. Football players have a significantly higher percentage of voxels
in each of the categories compared to controls indicating football athletes are
different from controls in pre-season.

The pre-season ROI likelihood factor maps for football athletes (Fig.  5.5 , top row in

subfigures) demonstrate that the football athletes tended to exhibit ROIs categorized as

FA+/MD+ (Fig.  5.5a , top row) and FA+/MD- (Fig  5.5c , top row) fairly homogeneously

throughout the brain between 2-3.5 times more likely than control athletes in the specified

ROIs. Most of the obtained white matter exhibits less than twice the number of voxels

with FA-/MD+ than controls (Fig.  5.5b , top row). The FA-/MD- group (Fig.  5.5d ) was

concentrated in the inferior portion of the brain (cf., coronal and sagittal planes).
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5.3.2 Comparison of Football vs. Control Athlete Over a Season

Control athletes also had a lower volume of white matter that exhibited double-∆deviant

values from retest-test (2.55% average) when compared to the change in football players

after a single season of play (6.98% average). As with the pre-season values, football players

exhibited significantly more double-∆deviant voxels categorized as ∆FA+/∆MD+ (p <

0.001), ∆FA-/∆MD+ (p < 0.001), ∆FA+/∆MD- (p < 0.001), and ∆FA-/∆MD- (p <

0.001; Fig.  5.3 ).

Figure 5.3. Percentage of control and football athletes’ voxels that are con-
sidered significantly different in either difference in FA or difference in MD at
post-season sorted into the four different groups compared to the difference in
controls (retest-test).

The ROI likelihood factor maps for football athletes reveal interesting patterns for the

different categories of analysis. The change in values after a season of play for football

athletes indicates football athletes have ROIs in the ∆FA+/∆MD+ (Fig.  5.5a , middle row)

category that have changes throughout the brain between 2-5 times more often than controls.

While ∆FA+/∆MD- occurs homogeneously throughout the brain between 2-3.5 times more

than controls (Fig.  5.5c , middle row), ∆FA-/∆MD+ (Fig.  5.5b , middle row) occurs more

on the left side of the brain while ∆FA-/∆MD- (Fig.  5.5d , middle row) occurs more on the

right side of the brain.
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5.3.3 Comparison of Football vs. Control Athlete at Post-Season

Football athletes also had a greater percentage of white matter voxels at post-season that

exhibited double-deviant values from test (4.97% average). As with the pre-season values,

football players exhibited significantly more double-deviant voxels categorized as FA+/MD+

(p < 0.001), FA-/MD+ (p = 0.004), FA+/MD- (p < 0.001), and FA-/MD- (p < 0.001; Fig.

 5.4 ).

Figure 5.4. Football players have a significantly higher percentage of voxels
in each of the categories compared to controls indicating football athletes are
different from controls in post-season.

The post-season ROI likelihood factor maps for football athletes (Fig.  5.5 , bottom row

in subfigures) demonstrate that the football athletes tended to exhibit ROIs categorized as

FA+/MD+ (Fig.  5.5a , top row) more in the left anterior portion of the brain (cf., transverse

plane). Most of the obtained white matter exhibits less than twice the number of voxels

with FA-/MD+ than controls (Fig.  5.5b , bottom row). The FA+/MD- category (Fig.  5.5b ,

bottom row) at the post-season occurs more on the left posterior part of the brain (cf.,

coronal and transverse planes). Both the left and right inferior, distal portions of the brain

experience higher factors of FA-/MD- (Fig.  5.5d , bottom row).
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5.3.4 ROI Likelihood Factor Analysis

There were several ROIs that exhibited significantly different ROI likelihood factors at the

post-season assessment compared to the pre-season (Table  5.2 ). Of interest is that significant

ROIs for the FA+/MD+ group was greater at the pre-season than the post-season in one

ROI (right corticospinal tract). Conversely, the significant ROIs for the FA+/MD- and FA-

/MD- groups were larger at the post-season relative to the pre-season in numerous ROIs.

The FA-/MD+ group was not significantly different between pre-season and post-season for

any ROI. The left side of the brain also exhibited more ROIs with significantly different

likelihood factors than the right side of the brain.

Table 5.2. Comparison between pre-season and post-season likelihood factors
for each ROI (L/R: Left-Right hemisphere) and FA/MD category, along with
which session was significantly greater than the other. P-values are derived
from the distribution generated from permutations (n = 1,000,000) of the
Wilcoxon signed-rank.

ROI FA MD p-value Order
Anterior thalamic radiation L Low Low 0.018 Post > Pre

Corticospinal tract R High High 0.021 Pre > Post
Cingulum cingulate gyrus L High Low 0.006 Post > Pre
Cingulum hippocampus R Low Low 0.024 Post > Pre

Superior Longitudinal Fasciculus L Low Low 0.025 Post > Pre

Uncinate fasciculus L High Low 0.048 Post > Pre
Low Low 0.024 Post > Pre
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5.4 Discussion

This study examined differences in white matter health between control and football

athletes prior to the beginning of the season to examine if participation in previous seasons

of football lead to chronic changes in white matter and over the course of a season to assess

whether a single season of football causes more voxel changes in white matter health than is

seen in control athletes. Instead of examining FA and MD on a tract-based analysis, a voxel-

wise analysis was used to effect a volumetric analysis of changes in diffusivity, comparable

to that used in Jang et al. [  114 ]. This analysis sorted significant voxels based on their

combination of changes in FA and MD as opposed to using just one metric. Football athletes

exhibited greater percentage of double-∆deviant white matter voxels in all of the different

categories of changes in FA and MD compared to control athletes. Similar results were

observed when pre-season football athlete white matter values were compared to controls

suggesting that repetitive HAEs sustained due to participating in football cause both acute

(within a season) and chronic (season to season) changes in white matter.

A majority of the differences in the white matter between football and control athletes

at pre-season, post-season, and over a season of play are associated with compromised axon

integrity (FA-/MD+, ∆FA-/∆MD+) and inflammation (FA+/MD-, ∆FA+/∆MD-). The

patterns of these persistent differences in football players are most likely a function of their

head impact history (location, frequency, and magnitude). Although these two types of

changes occur most frequently in the brain (Figs.  5.2 ,  5.3 ,  5.4 ) they are not concentrated to

a certain ROI or area (Fig.  5.5 ). Specifically, the FA+/MD- category is associated with mat-

uration in adolescents which may be why this category, although making up a considerable

portion of the obtained white matter for both controls and athletes, is dispersed throughout

the brain [ 176 ]–[ 187 ].

The changes in FA and MD observed between football athletes over the course of the

season can most likely be contributed to the repetitive HAEs sustained during the season.

The football players were scanned 3-6 months after the end of the season, a period which

would theoretically allow healing processes to occur and return the athletes’ data back to

baseline values. However, the changes in FA and MD persisted even several months after the
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end of the season (Figs.  5.3 ,  5.4 ), which may indicate that the amount of voxels that change

was much larger than the healing processes could fix in that time period. This is consistent

with the pre-season results observed which indicated that changes in prior seasons carry over

to the next season.

It was also observed that prior to, after, and over the course of a season, football athletes

had a significantly greater percentage of voxels with congruent changes in FA and MD

(FA+/MD+, ∆FA+/∆MD+; FA-/MD-, ∆FA-/∆MD-) when compared to control athletes.

Although these FA/MD groups make up a small percentage of the white matter (no football

athlete exhibited these changes in more than 2% of the white matter), the percentage of

voxels are still significantly greater than in the control athletes and could have neurobiological

significance. These groups are also more concentrated than the opposing FA/MD categories

(Fig.  5.5 ). Although the overall percentage of voxels in the obtained white matter is less

for congruent changes than opposing changes in FA and MD, the fact that they are more

concentrated in certain ROIs demonstrates that these groups may be the better indicator for

finding commonalities across football athletes in general. FA-/MD- and ∆FA-/∆MD- may

indicate decreases in both directionality and overall diffusivity, which may be a preceding

biomarker to cell necrosis [ 172 ], [ 173 ].

Differences in the pre-season and post-season ROI likelihood factor revealed an interesting

trend in for the different FA/MD groups. Since FA+/MD- and FA-/MD- groups were always

greater at the post-season compared to the pre-season, it can be inferred that the rHAEs

over the course of a season cause inflammation/swelling in the brain along with a potential

increase in neuronal cell death. The left side of the brain also experienced more ROIs that

had changes in FA/MD groups than the right side of the brain. This may indicate that the

location of rHAEs may lead to a concentration of white matter changes either by coup injury

(sustain rHAEs to the left side of the head), countercoup injury (rHAEs to the right side of

the head), or as the result of a common biomechanical reaction to rHAEs from the front and

back (i.e. common had motion among players that result in more white matter changes on

the left side of the brain) [ 98 ].
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5.4.1 Monte Carlo Simulation to Investigate Trends

An interesting trend revealed in the analysis was that the percentage of voxels in groups

with congruent changes in FA and MD are less than the percentage of voxels in groups with

opposite changes in FA and MD, even for the control athletes. Based on probability, it could

be argued that there should be similar percentage of voxels for each group if it is thought

that each voxel has the same probability for FA/MD to increase or decrease. However,

FA and MD are related as they are both calculated from the eigenvalues of the diffusion

tensor. Therefore, the changes in FA and MD are not independent and their relationship

was investigated using a Monte Carlo simulation on the eigenvalues.

The data collected from the 15 non-contact male athletes were used as a basis for the

simulation. The eigenvalues (λ1 ≥ λ2 ≥ λ3) were extracted from the diffusion tensor in

each voxel for each participant. Voxels that had all zero eigenvalues or any eigenvalue less

than zero were removed. The mean and standard deviation for all of the eigenvalues were

calculated considering all participants. For each eigenvalue (i), 1 million samples were taken

from a Gaussian distribution [Ni∼(0,standard deviationi)] and were added to the respective

mean eigenvalues to generate 1 million sets of three simulated eigenvalues. The simulated

sets were checked to ensure that λ1 ≥ λ2 ≥ λ3 and that all of the eigenvalues were positive.

If these conditions were not met, that set of simulated points was removed and another set

of simulated points was generated. This process continued until 1 million eigenvalue sets

satisfied these conditions.

The FA and MD values were calculated for all 1 million simulated eigenvalue sets. The

95% and 99.9% confidence intervals (t-distribution; mean±tcritical× standard deviation) were

calculated for FA and MD. The same approach used to sort the FA and MD values for the

football and control athletes was applied to the simulated data. A similar trend was seen

in terms of the percentage of voxels that fell into each group (Fig.  5.6 ). In the simulation,

more voxels will have double-deviant behavior expressed as opposing changes in FA and MD

rather than changing in the same direction (Fig.  5.6 ).
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Figure 5.6. Results from a Monte Carlo Simulation of eigenvalues to quantify
the effect of noise on FA and MD sorted values. The simulation reveals a
similar trend seen in both controls and football athletes with opposing changes
in FA and MD occurring more frequently than concurrent changes.

5.4.2 Limitations

Limitations of this work include the difference in scan time for the football athletes com-

pared to the control athletes. While minimal effect is anticipated, future work should scan

these athletes at similar time intervals. Also, football athletes may have competed in other

activities between the end of football season and their post-season scan where they sustained

HAEs (i.e. wrestling) that could have affected their DTI measures. Each of the four cat-

egories for double-deviant and double-∆deviant voxels is a combination of two sub-groups

(i.e. FA+/MD+ is the union of primary FA+/secondary MD+ and secondary FA+/primary

MD+). An argument could be made that there should be eight different groups of compar-

88



ison, taking into account which of the white matter metrics was the primary deviant and

which was the secondary deviant measure. While we are confident the voxels we have identi-

fied as double-deviant are meaningfully altered from normal, we are not confident that either

measure’s change is necessarily more important than the other. Due to this uncertainty, the

sub-groups were collated to represent a single double-deviant or double-∆deviant category.

There is also a limitation of the atlas used for correlating the obtained white matter to

known white matter tracts and ROIs. There may be misalignment between the obtained

white matter and the defined ROIs in the atlas, but both utilized Montreal Neurological

Institute (MNI) space as a basis for alignment and approximately 70% of the obtained white

matter can be categorized by the ROIs in the atlas.

5.5 Conclusion

The percent of white matter metric differences/changes in football players is greater than

control athletes, likely the result of rHAEs. White matter metrics should be analyzed jointly

instead of separately as this provides a better indication of what is happening on a cellular

level. Future work will examine the time course of FA and MD changes and whether there

are genetic risk factors as well as imaging or blood-based biomarkers that can presage them.
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6. RUGBY HAE STUDY

6.1 Introduction

With all of the research that has been performed on American football (football for the

remainder of the chapter) athletes, other contact sports have not yet been studied to the same

extent. Rugby is a sport that is very similar to football in terms of physicality and overall

objective. However, there are marked differences in protective equipment, with football

players wearing mouthguard, helmet, shoulder pads, and leg pads, and rugby players have

optional protective equipment, with mouthguards only required for certain levels depending

upon the country [  188 ]. These differences in protective equipment result in different tackling

rules and styles between the two sports that may influence the effect repetitive HAEs can

have on neurological health. Despite all of the studies that have been conducted on football

athletes and that fact that CTE has confirmed in a former rugby athlete, the affect of

repetitive head trauma on rugby athletes has yet to be fully examined and few studies have

been able to quantify the magnitude of the repetitive head impacts [ 189 ]–[ 191 ]. Therefore,

this study aims to characterize HAEs experienced over the course of the season by New

Zealand collegiate (ages 12-18) rugby athletes to allow for a comparison between rugby and

football.

6.2 Methods

6.2.1 Participants

All research methods involving human participants were approved by the Auckland Uni-

versity of Technology Ethics Committee prior to the beginning of the study. Participants

were recruited from one New Zealand high school/college rugby program (ages 12-18). All

of the participants were 16 years or older and were able to self-consent to the study. A total

of 34 male rugby athletes enrolled in the study. Participants were categorized by position as

either a forward or back for each game.

90



6.2.2 HAE Data Collection

Head acceleration events were monitored using custom-fit Nexus A9 Smart Mouthguards

(hitIQ Pty Ltd; South Melbourne, Australia; precision and accuracy testing performed by

company). There were approximately three months between fitting the mouthguard and

deploying the mouthguards for the study. During this time, dentition changed for five

of the enrolled participants (i.e. braces), causing the previously fitted mouthguards to be

unusable for these players in the study, reducing the number of participants with HAE data

to 29. Rugby participants wore the smart mouthguards for 14 contact practices/trainings,

six games/matches and two scrimmages/pre-season matches during the season. Each HAE

was recorded as a separate “event” on the sensor. Data were downloaded by hitIQ and sent

to researchers (hitIQ Pty Ltd; South Melbourne, Australia).

There were four sessions (two games and two practices) where the mouthguards were

deployed, but technical issues occurred which resulted in no HAE data from those sessions.

This reduced the total number of monitored contact practices to 12 and games to four.

6.2.3 HAE Data Analysis

For games, a similar Matlab program to what was described in Ch.  2 was used to analyze

the HAEs. However, for games, outlier analysis was disabled since the HAEs were confirmed

via video analysis. Also, a PTA threshold of 10 g was used to examine the effect of a changing

threshold on the data analysis. Data points were removed if the mouthguard was suspected

it was not in the mouth but was recording events (i.e. stored in the sock; five consecutive

seconds of events being recorded when player was running for four seconds and involved in

a collision event for one second).

6.2.4 Video Analysis

Rugby games were recorded by team personnel and viewed by researchers via Hudl (Agile

Sports Technology, Inc.; Lincoln, Nebraska). The video was used to verify HAEs caused by a

rugby match action, determine possession of the ball, calculate playing time for each player

to determine individual athlete exposure, and classifying the cause of HAE. The video was
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examined at the HAE time stamp acquired from the mouthguard (within a window of 10

seconds, 5 seconds on each side of the HAE time stamp to allow for variation between the

HAE time stamp and the video time stamp). Possible causes of HAEs were: tackle (or

attempted tackle), ruck (either as a direct participant or as the player underneath the ruck),

scrum, maul, and other. For tackle designations, instead of the designation being “tackled”

or being the “tackler” (initiating the tackle), possession of the ball was noted at the time

(i.e. if their team had possession of the ball [offense] or not [defense]). Even though players

on defense typically initiate the tackle and engage with an offensive player, if the offensive

player is well prepared for the collision, they may be considered the “tackler” and initiating

contact. Therefore, to avoid ambiguity on who had initiated the tackle, possession of the

ball was noted as the team to last have controlled possession of the ball. Video and sensor

data were only available for four games, so only these data were considered in the analysis.

6.2.5 Statistics

Statistics were calculated using IBM SPSS Statistics 26 (IBM; Armonk, NY) to determine

if metrics were significant (α = 0.05). The number of HAEs per game was calculated by

counting the number of HAEs above a the specified PTA threshold and dividing by the

percent of playing time for each specific player for that game (Eq.  6.1 ).

nHAEs per Game = nHAEs sustained

fraction of game played
(6.1)

Comparison by position was performed using a two-sample t-test if normality (Shapiro-Wilk)

and equal variance (Levene’s Test) assumptions are satisfied or a Mann-Whitney (MW) test

if they were not. Possession and HAE cause/type comparisons were performed using either

a two-sample t-test/ANOVA (if normality and equal variance assumptions are satisfied) or

a MW/Kruskal-Wallis (KW) test (if assumptions not satisfied). Post-hoc testing consisted

of Tukey’s test or pairwise MW tests with a Bonferroni correction to determine pairwise

differences for significant ANOVA and KW tests, respectively.
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6.3 Results

A total of 254 HAEs were considered for analysis. Forwards sustained 151 HAEs in the

games and backs sustained 103. While in possession of the ball, 108 HAEs were sustained and

146 were sustained while on defense. With respect to the type of HAE, 133 were sustained

during a tackle, 92 during a ruck, 1 during a scrum, 14 during a maul, and 14 during some

other type of event. Due to the vast differences in sample size, analysis of HAE type will

only consider HAEs by tackle and ruck.

From the four games, a total of 24 player observations (11 forwards, 13 backs) were

considered for analysis as these players a) participated in the game and b) had a functioning

mouthguard for that game. One player observation (forward) was not considered for the

number of HAEs per game analysis since he played in less than 10% of the game. There

were no significant differences between forwards and backs at the 10 g (t-test, p = 0.050),

20 g (t-test, p = 0.123), or the 50 g threshold (MW test, p = 0.284), although the trend at

each level was that forwards sustained more HAEs than backs per game (Table  6.1 ).

Threshold Forwards Backs All Players
10 g 19.5, 19.3 (13.0, 27.5) 12.0, 11.5 (4.8, 15.4) 15.2, 13.0 (8.8, 21.7)
20 g 10.0, 10.2 (8.0, 12.0) 6.4, 7.0 (2.3, 9.9) 7.9, 8.1 (3.3, 11.2)
50 g 2.1, 2.3 (0, 4.0) 1.3, 0 (0, 3.0) 1.6, 1.0 (0, 3.4)

Table 6.1. The estimated number of HAEs per game sustained by each posi-
tion and all players. Values in the cell are the mean, median (lower quartile,
upper quartile). There were no significant differences between the number of
HAEs sustained by forwards and backs at any of the different threshold levels.

When a threshold of 20 g was applied to the data (Fig.  6.1 ), 130 HAEs were considered

in the analysis, with 56 sustained while on offense and 74 sustained while on defense. The

forwards accounted for 76 of the HAEs over 20 g and the backs accounted for 54 of them.

For HAE type, 70 were the result of a tackle, 46 from a ruck, one from a scrum, seven from a

maul, and six caused by other mechanisms (due to differences in sample size, only compared

PTA between tackle and ruck). There were no significant difference for the PTA of a HAE

between forwards and backs (Fig.  6.1a ; MW, p = 0.992), offense and defense (Fig.  6.1b ; MW,

p = 0.232), or between a tackle and a ruck (Fig.  6.1c ; MW, p = 0.391). However, there was
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(a) PTA by position. (b) PTA by possession. (c) PTA by tackle or ruck.

Figure 6.1. When HAE PTA is analyzed by a) position (MW, p = 0.992),
b) possession (MW, p = 0.232), or c) mechanism (tackle or ruck; MW, p =
0.391), there are no differences between the different groups.

a significant difference in PTA of a HAE when considering both possession and cause of the

HAE (KW, p = 0.0.031; Fig.  6.2 ). There was a significant difference for the PTA between a

defensive ruck and an offensive ruck (MW, p = 0.008).

6.4 Discussion

This study aimed to characterize the HAEs of young adult male New Zealand rugby

players to better understand the mechanical load sustained by the brain during play and to

compare the results to similar previous studies performed on football players. Asymptomatic

changes in brain health due to repetitive HAEs in contact sport athletes is concerning due to

their potential to lead to chronic neurological health issues later in life. Specifically in rugby

where there is no mandated protective head gear, these athletes need to be examined to

understand the HAEs sustained during rugby and to see if there are potential interventions

that can be shared between similar sports (i.e. football) to improve player safety for all

athletes.

6.4.1 Difference by Position

Although there was no statistical difference at any of the three thresholds, forwards

tended to sustain more HAEs than backs during games. A previous study found that linemen
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Figure 6.2. Differences in the PTA of a HAE when considering possession
and cause of the HAE (KW, p = 0.031). There was a significant difference
between a defensive and offensive ruck (MW, p = 0.008).

in football sustain more HAEs than other positions (most likely due to their engagement with

opponents on almost every play), which would make forwards in rugby similar to linemen

in football [  192 ]. Forwards are involved in open field tackles, the scrum, and, typically, the

ruck, putting them in situations where they can accumulate more HAEs than backs. The

small sample size may be limiting the statistical power of the analysis.

6.4.2 Difference by Possession

There were no differences in the PTA of a HAE if the team was in possession of the

ball or not. Every player in rugby plays both offense and defense due to the continuous

nature of the game. Therefore, a player may have similar biomechanics during a collision

event regardless of whether they are on offense or defense. Rugby also requires the ball to

be passed backwards and that each team must (typically) be on their respective side of the
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offside line at the beginning of each play, leading to tackles that involve players that are

facing each other which may reduce the vulnerability of players during collisions and the

frequency of the blindside tackle. These fundamental rules of rugby may make it so there is

not a difference in HAEs by possession.

6.4.3 Difference by Cause of HAE

Although not main effect, the difference between defensive ruck and offensive ruck reflects,

at least for this study, the aggressive nature of the players and willingness to get the ball

back. During a ruck, a play is momentarily paused until the offense picks up the ball again

unless the defense breaks through the gate to regain possession of the ball. There is usually

an offensive player over the player on the ground and in order to win back possession, a

defensive player must engage with that offensive player. The results indicate that when on

defense, players may be more willing to do whatever it takes to regain possession of the

ball and engage in higher magnitude collision events. Another scenario in a defensive ruck

is if a defensive player is engaged with the ruck or trying to poach the ball, an offensive

player may come in and drive the defense off the ball in order to protect it and maintain

possession. If unaware of the incoming offensive player, the defense may be caught unaware

of the eminent collision if focused on the ball, which may result in the higher PTA observed.

A defensive ruck may be a place to work on proper technique to keep the head out of the

way to lower/reduce HAE readings.

6.4.4 Comparison to Previous Rugby Studies

The trends from this study are consistent with previous rugby studies conducted in other

age groups. In junior league (11 years old and younger) and premier amateur senior rugby

players (mean age of 22 years), it was also seen that forwards tended to sustain more HAEs

than backs in games [  190 ], [  191 ]. This indicates that the use of forwards and backs in play

may be consistent across different levels of play and adjustments that can be made to protect

forwards can be instituted and effective at all levels. Two ways that can help reduce the
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HAEs for forwards may be to require substitutions for forwards during games or to limit the

HAEs sustained by these players during practice to limit overall HAEs during the week.

6.4.5 Sport Comparison: Rugby vs. Football

Rugby and football have a similar level of physicality in their games, with players on

teams using their bodies to bring an opposing player to the ground in the hopes of regaining

possession of the ball. However, there are some key differences between the two sports that

merit further discussion.

There are differences in the equipment for the two sports, with football players wear-

ing a mouthguard, helmet, shoulder pads, and leg pads, and rugby sometimes requiring a

mouthguard. These differences can lead to different tackling mechanisms and techniques.

The helmet worn by football players provides a reduction in the PTA and PAA of a HAE,

but can also provide a false sense of security that a player will be “safe” if they hit their

head or use it as a weapon [  75 ]. Conversely, since there is no required protective head gear

in rugby and a high tackle (above the shoulders) is illegal, this forces the players to engage

with the body of an opposing player as opposed to using their head. Players in rugby can

still hit their head against the ground or in ruck or scrum, but the rules limit direct head

contact during tackles. When using a threshold of 20 g, the mean player PTA mean for a

HAE in rugby (38.8 g) is comparable to that in football (36.2 g). This may indicate that

there are offsetting effects of the helmet; although it does reduce the PTA of a HAE, since

it is legal to hit the head (as long as it is not deemed a dangerous hit), this could result

in higher accelerations of the head so that rugby and football are similar. This means that

implementing a high tackle rule in football similar to that in rugby may help to reduce the

PTA of a HAE in football.

Game play is also different between rugby and football that can cause differences in HAE

characteristics. Most of the rugby game consists of passing the ball from player to player to

move the ball up the field, although kicking the ball down field is used as well. For passing,

rugby requires that the ball must be passed backwards to a player and that opposing players

typically must be behind the offside line. Football consists of both run and pass plays, but

pass plays often occur when a receiver is down field and they must turn backwards to catch
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the ball, so they may have their back to opposing players, which may be the reason pass

plays result in higher magnitude HAEs [  112 ]. Being able to see an incoming opponent may

help a player to better prepare for a collision and reduce the PTA of a HAE. Designing plays

in football that will reduce the vulnerability of receivers may help to better protect these

players.

6.4.6 Limitations

Due to the small sample size of the study, there were few significantly different results,

and some groups were excluded from analysis due to the small sample size. A larger sample

size in future studies should be considered to determine if trends found in this study are

significant. This analysis also only examined rugby games. A future study should also use

video analysis to look at practices and see if there are any drills or training habits that can be

further improved upon using data from a study similar to the one conducted here. The video

system used to classify HAEs was a separate system from the instrumented mouthguards.

Because of this, the time stamp in the video and the time stamp for a HAE recorded on

the mouthguard may be off by several seconds and with the fast paced nature of a rugby

game, can make it difficult to classify HAEs. Future work may develop a single system such

that the video and the mouthguards run on the same clock. The comparisons between this

study and other rugby and football studies are limited because of the use of different sensor

systems and PTA thresholds. A future study that uses one type of sensor will help to provide

a better comparison.

6.5 Conclusion

Rugby players sustain repetitive HAEs that may be detrimental to their acute and chronic

neurological health. Forwards sustain more HAEs than backs during games and HAEs

sustained in a defensive ruck result in higher PTAs than other collision situations. Improving

technique and awareness in a defensive ruck could help to reduce the severity of HAEs

sustained in these situations. Future work should aim to gather a full season of data from a

complete team.
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7. INSTRUMENTED HELMET

7.1 Introduction

Based on the previous studies and the work described thus far, it has been observed that

HAEs are the likely culprit for inducing asymptomatic neurological changes in contact sport

athletes. Much of this work has utilized accelerometers and/or gyroscopes to measure the

linear and angular accelerations of the head during a contact event. While this information

is extremely useful in quantifying the mechanical load on the brain, the acceleration of the

head is influenced by the force and location of the impact, protective equipment worn, and

neck muscle activation and strength. A current gap in the field is quantification of the head

impacts during contact events. Obtaining a better understanding of the forces during direct

head impacts will provide insight to the muscle forces of individual players during a contact

event, can be used to better design the helmets for different levels of play, and may be used

to automatically call illegal head-to-head tackles.

Previous work has examined the frequency response of the helmet during impacts to

better understand head contact in football, but were only able to examine the response

during low force events (100-200 pound-force) [  193 ]. Other work has used nano-composite

foam to measure impact characteristics [  194 ], but this work only consisted of 20 different

drop tests and correlated the foam data to accelerometer, not impact force, data. Also, foam

between the helmet shell and head can be compressed by the head without any external

impact to the helmet resulting in false readings. In order to capture high force events (1000+

pound-force), strain gauges are the proposed alternative to capturing the force during in-

play contact events. This method has been previously proposed and patented [  195 ], but no

data can be found on the helmet described in the patent. The hypothesis is that adhering

strain gauges to the inside shell of a football helmet and testing it in a laboratory setting

will produce an instrumented helmet capable of measuring the impact force and location

during play. The objectives of this project are to: (1) determine if strain gauges are an

appropriate sensor for this application and (2) find a method that can use the strain gauge

data to accurately predict impact location and force. Meeting these objectives will inform

future design considerations for a deployable instrumented helmet.
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7.2 Methods

7.2.1 Circuitry Components and Design

The circuit to capture the strain measurements had five main components: the strain

gauge, the multiplexer, the Wheatstone bridge, the differential operational amplifier (op

amp), and development board (Fig.  7.1 ).

Figure 7.1. Schematic of the circuit and its components. The voltage above
the strain gauge was fed to a multiplexer to iterate through multiple inputs.
That voltage was then fed into one input of the op amp and the other op amp
input was the second half of the Wheatstone bridge. The configuration of the
op amp magnified the difference between the voltage difference at the inputs
before sending the data to the development board. Abbreviation and values
can be found in Tables  7.1 and  7.2 .

Strain Gauges

The strain gauge sensor selected for testing was the 1-RY93-6/350 stacked rosette style

strain gauge from HBK (Hottinger Baldwin Kjaer Inc.; Darmstadt, Germany; nominal values

listed in Table  7.1 ; Fig.  7.2 ). These strain gauges were selected due to their high flexibility

(±5%) since the strain change in a helmet during a collision are currently unknown. After
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laboratory testing, it may be revealed that a lower flexibility range will be sufficient to

adequately capture the strain. This would also reduce the overall power consumed by the

circuit as lower flexibility strain gauges are available at higher resistances.

Figure 7.2. Image of the HBK rosette. The three strain gauges are stacked
where the A and C strain gauges are orthogonal to each other and the B strain
gauge is angled half way so that it is offset 45o from both axes (necessary values
found in Table  7.1 ).

Multiplexer

The signal from the strain gauges were fed through a multiplexer and op amp before being

input into the development board (Fig.  7.1 ). In order to read in 60 signals, a multiplexer was

used to reduce three strain gauge readings to be read into a single input for the development

board. The MAX4618 CMOS 2 channel, 4:1 multiplexer was used (Maxim Integrated; San

Jose, CA). Only three channels on one channel of the multiplexer were used. The switching

time is on the order of nanoseconds. Each multiplexer read in the signals from one rosette

(three strain gauges).
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Table 7.1. Strain gauge nominal values and ranges (if applicable). The
subscript i represents the value for all of the strain gauges in the rosette (A,
B, or C). Specific values for individual strain gauges are provided if necessary.

Property Symbol Value
Nominal Resistance Ri,nominal 350 Ω ± 0.50%

Gauge Factor

kA 2.11 ±1.0%
kB 2.10 ±1.0%
kC 2.12 ±1.0%

kpoly 2

Transverse Sensitivity
qA -0.1%
qB -0.4%
qC -0.5%

Gauge Factor Temperature Coefficient αk 101 × 10−6 K-1

Calibrating Poisson’s Ratio [ 196 ] ν0 0.285
Lead Length L 30 mm

Thermal Expansion Coefficient [ 197 ] αSG 23 ×10−6 K-1

Wheatstone Bridge and Differential Amplifier

After the multiplexer selected one signal, the selected signal was then input to the dif-

ferential amplifier as part of the Wheatstone bridge. The differential amplifier was used to

increase the voltage difference across the Wheatstone bridge to an appropriate level for the

development board (Fig.  7.3 ). The op amp used was a MCP6004 (Microchip Technology Inc.;

Chandler, AZ). The values for the resistors in the Wheatstone bridge and for the differential

op amp can be varied to affect the voltage difference and gain (selected values in Table  7.2 ).

Resistor values for the differential op amp were chosen assuming a nominal resistor values

for the Wheatstone bridge if the maximum strain is reached by the strain gauge (±5%) so

that the voltage fed to the development board will not rail out. After the calculations, a

gain factor of 15 was selected.

Development Board

A Teensy 4.1 development board (PJRC; Sherwood, OR) was used to read in the analog

signal from the differential op amp and converting to digital signals. The Teensy 4.1 board

had an Arm Cortex-M7 core, which had a 600 MHz CPU. The development board had
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Figure 7.3. Schematic for how a differential op amp works.

Table 7.2. Wheatstone bridge and differential op amp values.
Property Symbol Value

Voltage Source Vs 3.3 V
Control Upper Resistor Resistance R1 560 Ω
Control Lower Resistor Resistance R2 300 Ω

Pull-up Resistor Resistance R3 560 Ω
Numerator Gain Resistor Resistance Rnumerator 10 kΩ
Denominator Gain Resistor Resistance Rdenominator 150 kΩ

18 analog input pins, but only 10 were used, with one rosette feeding into each input. The

development board had two 16-channel analog-digital-converters (ADCs). The Teensy board

was required to: read in the amplified analog voltage difference of the Wheatstone bridge,

convert the analog signal to a digital signal, and write the data to a SD card. Once data

collection was complete, data were downloaded from the SD card and formatted to a csv file

containing the amplified voltage difference of the Wheatstone bridge.

In order to achieve the desired sampling rate of 2 kHz for each strain gauge, a maximum

of 30 strain gauges (10 rosettes, 10 analog inputs) were possible for one Teensy board to

manage. Because of this, two Teensy boards were used to collect data from the instrumented

helmet which contained a total of 20 rosettes, or 60 strain gauges (Fig.  7.4 ).

Time Sync Data Processing

Since two development boards were used to collect the data, a way to align the data in

the time domain became necessary. This was done by having one board serve as the “parent”
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Figure 7.4. Both boards completely wired up for data collection.

Figure 7.5. The theoretical signal used to time sync the strain gauge and hammer data.

board and one as the “child” board. The parent board output a 0 V signal for 125 ms, 3.3

V for 125 ms, and this cycle repeated three more times (four down cycles and four up cycles

for a total of one second; Fig.  7.5 ). There was then four seconds of 0 V output from the

parent board before entering the four down cycle/up cycle again. This signal was relayed

to the child board, the Data Aquisition (DAQ; National Instruments; Austin, TX) system

(used to collect impact force and location data), and back into the parent board so all three

collected data sets had the data necessary to time sync.

104



(a) Raw Time Sync Pulses. (b) Time Sync Pulses with some lead removed.

(c) Time Sync Pulses Aligned.

Figure 7.6. An example of how to use the pulse wave to sync the parent
board and child board signals. Starting with the (a) raw pulse waves, the
pulses were then (b) pre-processed to remove samples collected by the child
board before the parent board is turned and then, (c) the delay between the
two signals is found and removed to align the pulses.

The child board started collecting data before the parent board, so the time stamps were

not aligned in the raw data that was collected (Fig.  7.6a ). After some pre-processing of the

data (Fig.  7.6b ), the time delay between the pulse signal on the parent board and the child

board was determined. After adjusting for the delay, the pulses could be aligned (Fig.  7.6c )

which allowed for the strain gauge data from the boards to also be aligned. A similar process

was also done to align the data acquired by the DAQ.

7.2.2 Bench Top Bending Test

Bending Test Sample

To test the circuit design and processing, two rosettes (one on the top in compression and

one on the bottom in tension) were adhered to a rectangular 6063-T5 aluminum sample (Fig.

 7.7 ). The sample was degreased with an isopropyl alcohol wipe and then wet sanded with
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180 and 320 grit sand paper, respectively. The sanded surface was then wiped to remove

any remaining debris. The rosettes were then affixed to the aluminum sample with M-Bond

200 strain gauge adhesive approximately at the center of the sample. The rosettes were

oriented such that one strain gauge is aligned along the length of the sample (A), one along

the width of the sample (C, orthogonal to A), and one 45o offset from A and C (B). Two

rosettes were used for testing to test both the parent and child boards. For the coordinate

system, the x-direction was defined as along the length of the sample (parallel to gauge A)

and the y-direction was along the width of the sample.

Figure 7.7. The rosette strain gauge adhered to the bending test sample.

Bending Test Set Up

The test sample was then placed inside the ME-8236 Materials Testing Machine (PASCO

scientific; Roseville, CA; Fig.  7.8 ). The machine was connected to a workstation and data

were captured using the PASCO Capstone Software (PASCO scientific; Roseville, CA) with

a sampling rate of 500 Hz. The software was configured to record the time (in seconds), the
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applied load (in Newtons, N), depth of the applied load (in meters, m), and speed of the

applied load (in meters/second, m/s). Data were exported to a csv file.

Table 7.3. Test specimen and bending test set up values used to calculate the
Euler’s stress and strain and the strain from the designed circuit [ 197 ], [ 198 ].

Property Symbol Value
Sample Width b 25.4 mm

Sample Thickness t 3.175 mm
Sample Second Moment of Inertia I 1

12bt3

Sample Young’s Modulus [ 198 ] E 69 GPa
Sample Poisson’s Ratio [ 198 ] ν 0.33
Sample Yield Stress [ 198 ] σyield 188 MPa

Length Between Support Loads l 66 mm
Length Between Support and Applied Loads a 16.5 mm
Sample Thermal Expansion Coefficient [ 197 ] αT 23 ×10−6 K-1

Bending Test Data Processing

A custom Matlab program (MathWorks; Natick, MA) was used to analyze the strain

gauge data and PASCO output. The PASCO machine data were imported into the program

and Euler’s beam bending equations were used to calculate stress (Eq.  7.1 ) and strains (Eq.

 7.2 ) at the location of the strain gauge from the force data from the PASCO machine, F (N;

other necessary values for calculations in Table  7.3 ).

σbending = σ11 = ±Fta

4I
(7.1)


ε11

ε22

γ12

 = 1
E


1 −ν 0

−ν 1 0

0 0 2 + 2ν




σ11

0

0

 (7.2)

The strain gauge data were also imported and processed in Matlab. The imported data

were the voltage difference of the Wheatstone bridge with the gain factor of the op amp

(Vmeasured = Gain × ∆Vi). Strain gauge data were passed through a 7th order median filter.
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(a) Materials testing machine set up for four point bending
test.

(b) Free body diagram of the four point bending test.

Figure 7.8. The four point bending test (a) set up and (b) free body di-
agram. The rosettes were adhered to the aluminum sample and placed at
approximately the middle of the sample.

The true voltage difference of the Wheatstone bridge was calculated (∆Vi = Vmeasured

Gain ) and

then resistance change of the strain gauge (∆Ri) was then calculated (Eq.  7.3 ).

∆Ri = R3[VsR2 + ∆Vi(R1 + R2)]
VsR1 − ∆Vi(R1 + R2)

− Ri,nominal (7.3)
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In order to convert the change in resistance to strain, temperature (T, in oC) effects were

accounted for in the calculation. The strain due to the thermal expansion of the strain gauge

substrate (aluminum; Eq.  7.4 ) was calculated [ 199 ], [ 200 ].

εi,T,poly = kpoly

ki(1 + αk∆T )(−1.53 + 0.74T − 3.82 × 10−2T 2 + 2.02 × 10−4T 3) × 10−6 (7.4)

The change in resistance was then converted to the measured strain values while ac-

counting for the temperature effect on the gauge factor (approximated T = 21.1 oC; Eq.  7.5 )

[ 199 ]. 
ε̂A

ε̂B

ε̂C

 =


1

kA(1+αk∆T ) 0 0

0 1
kB(1+αk∆T ) 0

0 0 1
kC(1+αk∆T )




∆RA

RA,nominal

∆RB

RB,nominal

∆RC

RC,nominal

 −


εA,T,poly

εB,T,poly

εC,T,poly

 (7.5)

The properties of the strain gauge were then applied to account for the temperature effect

of the leads from the manufacturer’s data sheet (Eq.  7.6 ), transverse effects on the measured

strain (Eq.  7.7 ), and the temperature effect on the materials [ 199 ], [ 200 ].

εT,leads = L × ∆T × 0.0114 × 10−6 (7.6)


εA

εB

εC

 =


1−ν0qA

1−qAqC
0 −qA(1−ν0qC)

1−qAqC

−qB(1−ν0qA)(1−qC)
(1−qAqC)(1−qB)

1−ν0qB

1−qB

−qB(1−ν0qC)(1−qA)
(1−qAqC)(1−qB)

−qC(1−ν0qA)
1−qAqC

0 1−ν0qC

1−qAqC




ε̂A

ε̂B

ε̂C

 − εT,leads − (αT − αSG)∆T (7.7)

From here, the strain of each strain gauge was converted to strain in the x-direction

(εxx = εA), y-direction (εyy = εC), and the shear strain (γxy = 2εB − εA − εC). The strain

values were then used to calculate the principal strains (Eq.  7.8 ), which were then plotted

against the strain calculated from the PASCO outputs.
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ε1,2 = εA + εC

2 ± 1
2

√
(εA − εC)2 + (2εB − εA − εC)2

= ε11 + ε22

2 ± 1
2

√
(ε11 − ε22)2 + γ2

12

(7.8)

To quantify the difference between the two methods, the percent error for the strain along

the sample was calculated at each time point, using the strain from the Euler’s equations as

the reference. Due to the different sampling rates used to collect the data, the data from the

development board were down sampled and interpolated at the time points from the PASCO

machine. With the interpolated data points, the percent error was calculated.

7.2.3 Strain Gauge Testing on Hybrid III Headform

Manufacturing Process

The rosettes were adhered to the interior part of a Large 2019 Riddell (Riddell Sports

Group, Inc.; Elyria, OH) Speedflex football helmet shell (Fig.  7.9 , αT = 65×10−6 K-1 [ 197 ]).

The helmet was degreased with an isopropyl alcohol wipe and then sanded with 180 and 320

grit sand paper, respectively. The sanded surface was then wiped to remove any remaining

debris. The rosette was then affixed to the helmet with M-Bond 200 strain gauge adhesive.

For the full array, an approximately four foot long 30 AWG wire was attached to each lead on

the strain gauge to connect the strain gauge to the circuit. Heat shrink tubing was used to

isolate the exposed wiring and epoxy was used to adhere the ends of the heat shrink tubing

to the helmet shell.

Data Acquisition

The helmet was mounted onto a 50th percentile male Hybrid III headform (H3H; Hu-

manetics; Farmington Hills, MI) that was instrumented with a 3-2-2-2 linear accelerometer

mount to measure translational and angular acceleration. A modal impulse hammer (PCB

Piezotronics, Inc.; Depew, NY) was used to impact the helmet-H3H system at different lo-
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(a) Approximated location of the rosettes.

(b) Riddell Speedflex helmet with strain gauges.

Figure 7.9. Strain gauge rosette location on the Riddell Speedflex.

cations and impulse ranges (Fig.  7.10 ). The data from this system were recorded using a

Data Acquisition (DAQ) system (National Instruments; Austin, TX).

A custom LabVIEW (National Instruments; Austin, TX) program was developed to

continuously capture the data from the modal impulse hammer, the accelerometers inside

the H3H, and the sync wave from the Teensy board (Fig.  7.10 ). A rate of 2 kHz was set as
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the sampling frequency, although the actual sampling frequency was slightly faster (∼2049

Hz).

Figure 7.10. H3H testing set up consisted of: the instrumented helmet on the
H3H (left), modal hammer (on top of yellow foam), both wired boards (in front
of yellow foam), DAQ (right of the boards), laptop to control the boards, and
workstation running LabVIEW (right) to collect hammer and accelerometer
data.

The helmet was tested at four locations (front, right side, left side, and back) and impulse

ranges (2-5, 5-8, 8-11, 11+ Ns). For analysis, 15 hits with the most functioning rosettes for

each location and impulse combination were considered (a total of 240 hits; loss of 9% of

rosettes). The testing was performed such that all of the locations were tested at the lowest

impulse range first before progressing to the next highest impulse range. This was done in an

attempt to minimize the likelihood of dislodging a rosette in the middle of a testing session.
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Data Post-Processing

Data from the Teensy boards and the H3H set up were analyzed using a custom Matlab

program (MathWorks; Natick, MA). All data were imported and then aligned in the time

domain. Corrections were made for discrepancies in sampling rates between samples so all

of the observations were 500 µs apart. The strain gauge data were filtered using a 7th order

median filter and the H3H data were passed through a low-pass Butterworth filter with a

cutoff frequency of 750 Hz (consistent with previous works [  75 ]). Strain gauge data were also

passed through other quality control parameters: manual inspection of the signal; during

the hit, the imported voltage difference of the Wheatstone bridge had to be lower than

2.6 V; the median value of the strain gauge during the first five ms of data collected had

to be between 315-360 Ω; and the strain gauge had to settle within one Ω of the starting

resistance. The change in resistance, measured strain, true strain, and principle strains

were all calculated using the appropriate equations (Eqs.  7.3 ,  7.5 ,  7.7 ,  7.8 ). The equivalent

strain [ 201 ], [  202 ] was also calculated to represent the strain state at each rosette (i), for

each hit (j) at every time point (Eq.  7.9 ), assuming incompressibility of the helmet shell

[1 = (1+ ε1)(1+ ε2)(1+ ε3)]. The impulse was calculated over a 30 ms window that captured

the hit with 10 ms of data before the hammer force passed the 20 lbf. threshold.

εEQ,i,j(t) = 1
3

√
2[(ε1,i,j(t) − ε2,i,j(t))2 + (ε1,i,j(t) − ε3,i,j(t))2 + (ε2,i,j(t) − ε3,i,j(t))2] (7.9)

7.3 Results

7.3.1 Four Point Bending Test

It was seen that the strain gauge values were able to be correctly aligned in the time

domain and that they were opposite and approximately equal (Fig.  7.11 ). The values from

the strain gauges closely resemble the strain values calculated using the Pasco data and

Euler’s equations (Fig.  7.11 ). The typical (measurements taken between 4-13 s in the test)

percent error between the strain calculated from the strain gauges and that calculated using
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Euler’s equations was within about ± 20%. This test indicated the circuit, time sync, and

post-processing methods were valid and can accurately measure the strain of the system.

7.3.2 Strain Gauge Testing on Hybrid III Headform

Single Rosette

A single rosette was first adhered to the inside of a Riddell Speedflex helmet shell at the

hinge to test the system at a location on the helmet likely to strain (Fig.  7.12 ). The rosette

was oriented so the A strain gauge pointed anterior-posterior and the C strain gauge pointed

left to right. The helmet was then struck on the flap of the Speedflex to induce bending

at the hinge and was struck at the hinge itself with a hit impulse greater than 14 Ns (Fig.

 7.13 ). Again, due to the fragility of the leads, one of the leads broke (strain gauge B), so

only two of the three strain gauges on the rosette recorded data (strain gauges A and C).

The circuit was designed to handle changes in resistance of about 35 Ω on any given strain

gauge. The unfiltered resistance values were calculated to ensure that the circuit had the

correct specifications (Fig.  7.12 ). This test indicated that the circuit values were properly

assigned and the output follows initial assumptions. Striking the Speedflex flap was similar

to a point load on a cantilever beam, so compression at the hinge in the direction of the

beam was expected (Fig.  7.13a ). Conversely, when striking at the hinge where the rosette

was located, it was similar to a point load, so tension was expected beneath the point load

(Fig.  7.13b ).

Full Array

Boxplots were generated to examine the effective εEQ,i,j for each rosette as a function of hit

location and magnitude (observations with no data for a specific rosette were not considered;

Fig.  7.14 ). It was seen that for different rosettes, the effective εEQ,i,j was dependent on the

hit location and magnitude. For rosette 4 (Fig.  7.14a ), it was seen that this rosette only

strained for hits on the left side of the helmet and increased in effective εEQ,i,j as the hit

impulse increased. Similarly for rosette 10 (Fig.  7.14b ) which was located near the back, the

rosette strained for back hits and increased with increasing hit impulse.
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(a) Principal strains from a four point bending test.

(b) Percent error in principal strains.

Figure 7.11. The (a) principal strains and (b) percent error from a four point
bending test to evaluate the strain gauge circuit, data alignment method, and
calculations.
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(a) Rosette on the Speedflex hinge. (b) Close up of rosette on the Speedflex
hinge.

Figure 7.12. The unfiltered signal from a single rosette fixed to the Speedflex hinge.

(a) Speedflex Flap. (b) Strain Gauge Location.

Figure 7.13. A single rosette tested on the H3H set-up indicated the values
of components in the circuit were correctly assigned.

From the boxplots, the expected result was confirmed - rosettes close to where the hit

was administered registered a non-zero strain during the hit while distal rosettes mostly did

not. However, not all of the hit locations induced the same strain magnitude for rosettes in

the nearby area (Fig.  7.15a ). For example, rosettes 13 and 14 registered equivalent strain

values around 5 × 10-3 for their respective side hits, but rosettes 9 and 10 were closer to 1

× 10-3 on back hits. Because of this, a universal threshold to determine which rosettes were

“activated” would most likely be unable to identify back hits.

Therefore, a unique threshold for each rosette was used to appropriately normalize each

rosette. For each rosette (i), the effective equivalent strain value (Eq.  7.10 ) was calculated
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(a) Boxplots for rosette 4 by hit location.

(b) Boxplots for rosette 10 by hit location.

Figure 7.14. Boxplot for (a) rosette 4 and (b) rosette 10. Rosette 4 was
located on the left side of the helmet at the front and rosette 10 was located
on the left side of the helmet at the back.
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for each hit (j) and was defined as the mean of the equivalent strain values while the hammer

force was greater than 20 lbf (Eq.  7.11 ).

effective εEQ,i,j = mean[εEQ,i,j(t)u(Hammer Forcej(t) − 20 lbf)] (7.10)

u(Hammer Forcej(t) − 20 lbf) =

1 if Hammer Forcej(t) > 20 lbf

0 else

 (7.11)

The mean of the effective εEQ,i,j was then calculated across all hits for each rosette

(effective ε̄EQ,i·). This value represented each rosette’s ability to strain for a hit at any

location, since it was observed that some rosettes were sensitive to hit location (higher

effective εEQ,i,j), but others were not (lower effective εEQ,i,j). The ith effective ε̄EQ,i· served

as the normalizing factor for the corresponding rosette to produce the normalized effective

equivalent strain value for the ith rosette, on the jth hit (effective εEQnorm,i,j = effective εEQ,i,j
effective ε̄EQ,i·

).

The mean was calculated for each hit location (effective ε̄EQnorm,i·). Using the normalized

effective equivalent strain value as the metric of interest revealed a subset of rosettes that

do strain more for back hits than hits at other locations (Fig.  7.15b ).

Based on the normalized values, it was determined that only a subset of rosettes would

be used for further analysis to identify location then relationship to impulse/peak force since

there were certain rosettes that only strained for one hit location, indicating independence

of these rosettes. These rosettes were selected based on the normalized effective equivalent

values by location (Fig.  7.15d ) as: (1) not having an overlap between a mean and a standard

deviation bar of different locations and (2) being symmetric between the left and right sides of

the helmet. Rosettes 1 and 2 represented the front location; rosettes 3, 5, and 13 represented

the right; 9 and 10 represented the back; and 4, 6, and 14 represented the right side. For

each hit, the effective ε̄EQnorm,location,j for the appropriate rosettes was calculated for each

location (i.e. effective ε̄EQnorm,front,j = effective εEQnorm,1,j+effective εEQnorm,2,j
2 , rosettes that were

broken were ignored for the calculation). Each hit was classified at whichever location had

the highest effective ε̄EQnorm,location,j among all four averages for that hit. This approach
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(a) Mean effective equivalent strain for
each rosette by hit location.

(b) Mean normalized effective equiva-
lent strain for each rosette by hit loca-
tion.

(c) Mean effective equivalent strain for
each rosette by hit location.

(d) Mean normalized effective equiva-
lent strain for each rosette by hit loca-
tion.

Figure 7.15. The (a) mean effective equivalent strain and (b) mean normal-
ized effective equivalent strain for each rosette by hit location. This demon-
strated the advantage to normalizing each rosette by it’s own value. Standard
deviation bars were included for the (c) mean effective equivalent strain and
(d) mean normalized effective equivalent strain for each rosette by hit location
to determine which rosettes should represent each hit location.

accurately classified the location for 229 out of 240 hits (95.4%; Table  7.4 ). Seven of the 11

hits that were not correctly classified did not have any working rosettes at that location.
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Table 7.4. Location classification accuracy.
Actual Location

Front Right Back Left

Classified Location

Front 59 4 0 0
Right 1 55 2 1
Back 0 1 58 2
Left 0 0 0 57

After the location had been determined, the relationship between the rosette strains and

the hit impulse and peak force were determined. Based on the determined location of each

hit, the appropriate rosettes were used to generate the independent variables for a multi-

ple regression in Matlab (MathWorks; Natick, MA) with incomplete observations excluded

from the model (i.e. if there was no data from rosette 10 for a classified back hit, the ob-

servation was not included in the regression). The model included the effective εEQnorm,i,j

values. After a regression was performed for each location, outliers were determined using

studentized residuals. Outliers then had their hit location reclassified as the next highest

ranking hit location previously determined. The regressions were rerun using the new loca-

tion classifications and this process continued until there were no more outliers in the plots

or after four cycles (all locations had been attempted for outliers and returns back to the

initial estimate). Using the peak force as the dependent variable caused two left hits to be

incorrectly reclassified as front hits. However, if using the impulse, this method did not alter

the classification accuracy. Both the peak force (Fig.  7.16 , Table  7.5 ) and the impulse (Fig.

 7.17 , Table  7.6 ) though were correlated to the rosette measurements.

The regression coefficients for the different multiple linear regressions for peak force had

different trends depending upon the location, but all of the rosettes were significant in the

respective models (p < 0.05; Table  7.5 ). However, there were differences for left and right

hits in terms of contributions for symmetric rosettes.

The regression coefficients for the different multiple linear regressions for impulse had

different trends than those found for the peak force regressions (Table  7.6 ). Rosette 5 did

not significantly contribute to the model for right hits and rosette 9 did not significantly

contributed to the model for impulse for back hits.
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(a) (b)

(c) (d)

Figure 7.16. Multiple linear regression for (a) front, (b) right, (c) back, and
(d) left classified hits and the peak force of the hit.

Table 7.5. Multiple linear regression coefficients for model correlating rosette
effective εEQnorm,i to hit peak force.

Classified Location Dependent Variable

Front Xi Constant eff εEQnorm,1 eff εEQnorm,2
βi 18.8 77.4* 176.5*

Right Xi Constant eff εEQnorm,3 eff εEQnorm,5 eff εEQnorm,13
βi 60.7* 26.2* 27.1* 54.2*

Back Xi Constant eff εEQnorm,9 eff εEQnorm,10
βi 23.2 68.3* 254.4*

Left Xi Constant eff εEQnorm,4 eff εEQnorm,6 eff εEQnorm,14
βi 86.5* 145.2* -117.6* 47.0*

* indicates a significant variable in the model (p < 0.05).
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(a) (b)

(c) (d)

Figure 7.17. Multiple linear regression for (a) front, (b) right, (c) back, and
(d) left classified hits and the impulse of the hit.

Table 7.6. Multiple linear regression coefficients for model correlating rosette
effective εEQnorm,i to hit impulse.

Classified Location Dependent Variable

Front Xi Constant eff εEQnorm,1 eff εEQnorm,2
βi 0.9* 1.1* 2.1*

Right Xi Constant eff εEQnorm,3 eff εEQnorm,5 eff εEQnorm,13
βi 1.1* 0.5* 0.4 0.8*

Back Xi Constant eff εEQnorm,9 eff εEQnorm,10
βi -0.7 0.5 4.3*

Left Xi Constant eff εEQnorm,4 eff εEQnorm,6 eff εEQnorm,14
βi 1.9* 1.7* -1.5* 0.7*

* indicates a significant variable in the model (p < 0.05).

7.4 Discussion

Developing a system that can measure the helmet deformation to correlate to impact

force/impulse and location would provide the input information for a collision. Most current
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sensor technology measures the acceleration during the head impact, which is a function

of the force and location of the hit, protective equipment, and athlete muscle activation.

Although the acceleration can provide information about the motion of the head and is

correlated to changes in brain health, impact force and location can provide information to

aid in modeling these impacts, design better protective equipment, and provided feedback

to players about technique and safety.

Strain gauges attached to the inside of the helmet shell were an appropriate choice for

measuring the deformation of the helmet to determine location and peak force/impulse of

an impact. It was observed that during the hit, strain gauges near the hit location were able

to measure the deformation of the helmet shell while distal gauges were not activated during

the hit. When considering four categorical locations as this project, the number of rosettes

can be reduced from 20 down to 10, which would remove the need for one of the breadboards

in the analysis. If more categorical locations want to be considered, more rosettes than the

10 main ones identified here may be needed to accurately classify hits at the new locations.

Also as predicted, the degree of helmet deformation was dependent on the magnitude

of the hit, which the strain gauges were able to capture (R2 ≥0.68). There were some hits

in this analysis for which no rosette data for a specific location were available due to either

(a) a broken electrical connection between the rosette and the circuit or (b) the data were

removed by the signal quality criteria. Improving the robustness of the electrical connection

between the rosette and the breadboard could help improve the fit of the regressions. The

unique relationship between the strain gauge measurements and the hit force/impulse at each

location may be due to the geometry of the helmet shell and/or foam padding properties

between the helmet shell and the H3H head. Simulating the hits with finite element analysis

(FEA) and validating with the collected data set could further illuminate the relationship

between strain and hit characteristics.

Although this project was able to achieve its objective, there were several limitations

of the study. Only four categorical locations were considered in the analysis. Future work

should explore continuous or spacial mapping of the hit location based on the measurements

from the rosettes to more accurately determine the hit location. The regression analysis

considers peak force and the impulse of the hit, but future work could employ sequence-to-
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sequence neural networks to train and obtain a time series of the force of the hit. This would

provide a more detailed input for FEA of the helmet. During the testing, several rosettes had

their wires broken at the base of the rosette, resulting in no data available for that rosette

for the remaining hits. The rosettes were adhered to the helmet with superglue and the

wires were epoxyed to the helmet at both ends of the heat shrink tubing used to electrically

isolate the wires. After testing, the helmet was dismantled and it was found that most the

wires at the epoxyed end proximal to the rosette had broken off. It could be due to the extra

weight and the plastic material of the helmet that caused the rosettes to break off at this

point. Future work should consider more robust methods for wire attachment. Also, each

wire connected to a strain gauge was approximately four feet long and due to the testing

set up, wires coming from the right side of the helmet were passed along the helmet shell,

over the H3H head, which could have resulted in extra noise in the system. Future work

should optimize wire lengths and paths to reduce noise. The 20 rosette design required 120

individual wires to come out of the helmet, which is not realistic for use during an athletic

event. From neural network analysis and FEA, the optimal number and placement of strain

gauges could be determined to make this a deployable helmet.

This system could, ideally, be deployed in any helmet model by any helmet manufacturer.

However, this posses the challenge of calibrating the rosettes for each unique helmet model

and accounting for how weather and aging of the helmets would affect the strain measures.

Laboratory testing and modeling could be performed to account for how these factors would

affect the strain values that could then be implemented into the data processing.

7.5 Conclusion

Creating an instrumented helmet with strain gauges can provide more information about

collision events in football. Measuring impact location and magnitude can supplement data

collected on accelerometers worn by players, which would provide data to more accurately

model what happens to the head during in impact. Data can then be used to validate FEA

models, provide player specific feedback on technique, and improve overall player safety in

football.

124



8. SUMMARY

8.1 Level of Play

Football and girls’ soccer have similar PTA characteristics, but different PAA characteris-

tics which may be due to differences in protective equipment and cause of the HAE. Football

players also accumulate more HAEs than girls’ soccer players likely due to the frequency at

which these players are involved in collision events. Protocols need to be put in place that

will protect overexposed players, either those that play offense and defense in football, or

those that play on multiple teams for both football and soccer. These players are at risk of

accumulating HAEs faster than if they were to only play one position or on one team.

8.2 Stance Analysis

Starting in an up stance may help players on the offensive line reduce the number of

HAEs they sustain. Future work should further examine how lower skill players may be able

to safely start in an up stance. Also, run plays typically result in more HAEs per play than

pass plays, but modifications to traditional punts and kick-offs may be a unique approach

for reducing the severity and/or number of HAEs on these play types.

8.3 White Matter

Repeated exposures to HAEs are correlated with alterations in white matter health.

Fractional anisotropy (FA) and mean diffusivity (MD), two metrics used to assess white

matter structural integrity, can exhibit four possible change combinations: increased FA,

increased MD; decreased FA, increased MD; increased FA, decreased MD; decreased FA,

decreased MD. After a season of participation, football athletes exhibited a significantly

greater percentage of deviant voxels in each of the four categories than were observed from

test-retest of non-contact athletes. Even prior to a season of participation, football athletes

exhibited significantly more voxels in each of the categories, relative to controls. Of particular

concern is that voxels exhibiting jointly decreased FA and MD—a change typically associated

with cell death—were observed at a significantly higher rate within football athletes than
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non-contact athletes. This finding suggests that repetitive HAEs may increase the incidence

of cell death, and argues for the greater adoption of methods aimed at reducing mechanical

loading on the brain from repetitive HAEs, both through reduction of the number of HAEs,

and development of better protective equipment.

8.4 Rugby

Rugby is a sport that is very similar to football in terms of physicality and overall

objective, which makes it a sport of interest for examining HAEs sustained by these athletes.

In rugby games, it was seen that although forwards tended to sustain more HAEs than backs,

there was not a difference in the magnitude of the HAEs. There were no differences in the

PTA of a HAE if the team was in possession of the ball or not or if the event was caused by a

ruck or a tackle. However, if on defense and in a ruck, this resulted in a higher PTA than if on

offense in a ruck. This may be due to player vulnerability, awareness, and/or aggression while

attempting to regain possession of the ball. Future works should examine the biomechanics

of rugby and football players during collision events to ascertain similarities/differences that

may help improve player safety.

8.5 Instrumented Helmet

Although it is extremely useful to measure the acceleration of the head to quantify the

mechanical load on the brain, the acceleration of the head is actually the output of the system.

The input of the collision is the hit or impact itself, and it is important to quantify this in

order to fully understand the head-neck-helmet system. Strain gauges were used to quantify

the deformation of the helmet during an impact and use that deformation to correlate to

impact impulse and location. The strain gauges were able to provide the location of the

impact and some had increasing activation with increasing impact impulse, demonstrating

that this is a viable option for capturing impact characteristics.
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A. APPENDIX A: METHODS

A.1 Outlier Analysis

Two separate outlier analysis methods were used. For each session, HAEs that occurred

within a 10 second window were considered. If five or more HAEs occurred within those 10

seconds, all the readings in the time window were flagged. If the number of flagged HAEs

in a session accounted for more than 50% of the impacts for that session, all the HAEs from

that session were removed because this was indicative of a faulty sensor.

A second analysis was also applied to sessions where more than 100 HAEs were recorded

since all sessions were observed and athletes never approached this many HAEs in a single

session. If a session with 100 HAEs or greater had an impact rate of one impact per minute

or greater, the session was removed. If the session had more than double the number of

HAEs than the session with the greatest number of HAEs less than 100, the session was

removed. The sensors were power cycled before redeploying for the next session.

A total of 151,304 HAEs for the 123 FB players (both high school and MS) and 48,562

HAEs for the 65 GS players occurred within the valid time windows for all the sessions.

Although other studies have used video systems to limit analysis to HAEs in which direct

head impacts occurred, in this study, threshold and outlier analysis lead to the acceptance

of 31,774 (FB; 21.0%) and 8,368 (GS; 17.2%) HAEs as valid (used to generate Figure  2.2 ).

Of these impacts, full-season athletes accounted for 30,675 (FB) and 8,238 (GS) HAEs.

A.2 Repair Data Calculation

Session type refers to the session and the players that participated (all practice, V game,

FR practice, etc.). An impact rate was calculated for each player and each session type.

For the ith player and the jth the impact rate was calculated by dividing the total number

of recorded HAEs the ith player sustained during jth session type in a season by the total

participation time the player registered for the jth session type during a season, with n being

the total number of j type sessions in a season.
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Impact Ratei
j =

∑n
k=1 HAEsi

jk∑n
k=1 T imei

jk
(A.1)

If the ith player did not participate in a jth session type, the impact rate for the ith player’s

jth session type was set to zero. The number of repair HAEs for the kth session was calculated

by multiplying the ith player’s impact rate for the corresponding jth session type by the time

missed in the kth session.

Repair Datai
jk = Impact Ratei

j × M issed T imei
jk (A.2)

Outlier days were also replaced using the same repair equation with the missed time

equal to the total time for the session. The repair data resulted in 3,421 (football; 10.0%)

and 176 (soccer; 2.09%) of the total accepted. This brings the total number of HAEs for all

analyses (other than in Figure  2.2 ) to 34,096 (FB) and 8,414 (GS).
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B. APPENDIX B: METRIC GENERATION

B.1 Histograms

Only recorded HAEs for full and partial seasons of data were used to generate the his-

tograms and were separated by sport and level of play. The recorded HAEs were sorted based

on the PTA and were binned at 20 g intervals with a lower bound of 20 g. The percentage

of HAEs in each bin was determined by dividing the number of recorded HAEs in each bin

by the total number of recorded HAEs for that group.

B.2 Number of HAEs

Only players with full seasons of data were used to calculate median number of HAEs

per contact session and total HAEs per season. The HAEs were separated by player and

session. The total number of HAEs for each session was calculated adding the recorded

data and any repair data needed for missing session time. If the player did not register an

HAE for a session, it was considered a non-contact session and these sessions were excluded

when calculating the session median number of HAEs. Regardless of session type (game or

practice), the median number of HAEs per contact session was determined for each player.

For the total number of HAEs, a player’s recorded number of HAEs and repair data were

summed to produce an accurate HAE total.

Total HAEsi =
m∑

j=1

n∑
k=1

(HAEsi
jk + Repair Datai

jk) (B.1)

B.3 Cumulative PTA and PAA

To calculate the cumulative PTA for a season, a player’s recorded HAE PTAs were

summed. The repair HAEs were sorted by session type. The total number of repair HAEs

for each session type was then multiplied by the average event PTA for that specific session

type.

Repair PTAi =
m∑

j=1

 n∑
k=1

Repair Datai
jk

 × Average PTAi
j (B.2)
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The repair HAE magnitude was added to the recorded HAE cumulative PTA. An equiv-

alent process was conducted for PAA.

B.4 Contact Sessions

A contact session is a session that had at least one HAE in the session. The percent of

contact sessions is the number of contact sessions divided by the total number of monitored

sessions.

B.5 Linear Regressions

A player’s cumulative PTA and PAA for the season were plotted against the total number

of HAEs per season. The players were then grouped by level of play and a linear regression

was performed for each group. The intercepts for these plots were fixed at the origin because

it is not possible for a player to accumulate any PTA or PAA without registering a HAE in

a season. Players who accumulated more than 40% of their HAEs for the season in a single

session (noted by the filled-in marker) were removed from the session-season regression, but

the data points were still plotted.
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