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ABSTRACT

Disease subtyping has been a critical aim of precision and personalized medicine. With

the potential to improve patient outcomes, unsupervised and semi-supervised methods for

determining phenotypes of subtypes have emerged with a recent focus on matrix and tensor

factorization. However, interpretability of proposed models is debatable. Principal com-

ponent analysis (PCA), a traditional method of dimensionality reduction, does not impose

non-negativity constraints. Thus coefficients of the principal components are, in cases, diffi-

cult to translate to real physical units. Non-negative matrix factorization (NMF) constrains

the factorization to positive numbers such that representative types resulting from the fac-

torization are additive. Archetypal analysis (AA) extends this idea and seeks to identify pure

types, archetypes, at the extremes of the data from which all other data can be expressed as

a convex combination, or by proportion, of the archetypes. Using AA, this study sought to

evaluate the sufficiency of AKI staging criteria through unsupervised subtyping. Archetype

analysis failed to find a direct 1:1 mapping of archetypes to physician staging and also did

not provide additional insight into patient outcomes. Several factors of the analysis such as

quality of the data source and the difficulty in selecting features contributed to the outcome.

Additionally, after performing feature selection with lasso across data subsets, it was deter-

mined that current staging criteria is sufficient to determine patient phenotype with serum

creatinine at time of diagnosis to be a necessary factor.
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1. INTRODUCTION

The prevalence of electronic medical records (EMR) has enabled the exploration of vast

amounts of biomedical data in the pursuit of precision medicine. Structured data present in

EMR such as demographics, diagnostic codes, and laboratory values can be collected in real

time and warehoused such that it may be leveraged for research purposes [1 ]. Warehoused

data may also include information not directly contained within a patient’s medical record.

Patient metadata, such as payer information, hospital setting, and referral data expands the

utility of EMR and provides additional context for patient encounters [2 ].

A specific endeavor of precision medicine is disease subtyping, where a particular disease is

stratified or further classified into distinct types [3 ], [4 ]. Traditionally considered a byproduct

of clinical experience and expertise, advances in computation and processing of omics data;

such as genomics, transcriptomics, or proteomics, have advanced this effort. Additional

advances in curation and processing of EHR data and metatdata have allowed clinarrays,

aggregated laboratory and clinical information, to enable quantitative methods previously

utilized to analyze genomic data to be applied to clinical data [5 ]. As a result, it is possible to

construct disease phenotypes with unsupervised learning techniques to personalize treatment

according to patient phenotype [6 ].

Several techniques, such as deep learning, clustering, and manifold learning are currently

used in patient subtyping, most of which are unsupervised [7 ], [8 ] or semi-supervised [9 ]–[11 ].

Notably, variants of non-negative matrix (NMF) and tensor factorization have become preva-

lent in preserving interpretability of phenotypes [7 ], [12 ]. Archetypal analysis (AA) follows

suit, as it seeks to increase interpretability though the use of additive pure types,archetypes,

while incorporating nonnegativity constraints and convexity constraints such that all data

may be expressed as a convex combination of archetypes [13 ]. While factorization methods

such as PCA express variability, the coefficients associated with the principal components

may be negative, making it more difficult to translate directly to practical or real world

physiological parameters in clinical applications. Additive coefficients in NMF seek to miti-

gate this difficulty, where each pure type contributes to the data; however, AA extends this

idea to proportionality as each archetype constitutes a proportion to a particular datum.
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Using separability of archetypes as a measure of disease subtype uniqueness, archetyal anal-

ysis finds potential utility in discovering subtypes and providing descriptors of phenotypes

in diseases considered to be heterogenous mixtures.

1.1 Acute Kidney Injury

Acute kidney injury (AKI) is such a disease considered to be a heterogenous group of

conditions. AKI is characterized by a sudden decrease in glomerular filtration rate (GFR) re-

sulting in increased serum creatinine. It is traditionally discretized into three stages based on

severity and etiology enumerated from least to most severe [14 ]. Stages are determined from

the ability of the patient to metabolize creatinine with respect to an initial measurement.

Other criteria, such as urinary clearance of creatinine or supportive treatments, contribute

to staging [15 ]. Etiology is equivalent in importance to staging, as determination of etiology

can guide treatment.

The etiology of AKI can be grouped into categories. These groups are defined by un-

derlying pathophysiology and include decreased bloodflow through the kidneys, blockage of

the urinary tract, kidney diseases, and damage to tubule cells in the kidneys. Although

etiologies are grouped, it is not uncommon that AKI originates from more than one cause.

Although affecting approximately 20% of hospitalized patients, determining the true

incidence of AKI is also difficult. Clinical signs that would indicate AKI may be difficult to

observe or absent, resulting in it being harder to identify. It is most prevalent in those greater

than 65 years of age and various morbidities including those with diabetes, chronic kidney

disease, heart failure, or anaemia. AKI can also be contributed to external factors [16 ].

Independent of these factors, severity of AKI is still highly associated with poor outcomes.

Although standard criteria is available and has been updated [17 ][18 ], it is emphasized

that AKI is more often a continuum of disease and is constituted by subtypes rather than

a series of progressive stages describing one disease [19 ]. However this has not yet been

demonstrated quantitatively [20 ].
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1.2 Aims

The primary aim of this study is to assess the utility of archetypal analysis in determining

two disease constructs. The first is disease staging with the second being disease subtypes.

While disease stages are well defined by clinical criteria, it is of additional clinical utility

to determine if these stages are sufficient in predicting patient outcomes or if additional

disease subtypes of AKI may contribute to the predictive utility of staging. The following

hypothesis is such that AA is able to extract or approximate disease stages as archetypes.

In the case that it is unable to, then additional insight into phenotypes of patient subtypes

may be obtained. The secondary aim of the study is to establish a mapping of archetypes

to stages and patient outcomes, as defined by a reduction in AKI stage.
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2. METHODS

Figure 2.1. Overview of methods

2.1 Data Source and Cohort Selection

Data were collected from the Cerner Health Facts (CHF) database. CHF utilizes an

automated electronic medical record system to capture patient and encouter information,

laboratory results, surgical encounters, and medication information. 750 facilities contribute

to these data, including 388 inpatient facilities.

All hospitalized patients with cirrhosis were queried from CHF (n = 117,991). Of this

cohort we continued to filter patients whom did not meet KDIGO AKI criteria (table 2.1 )
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Table 2.1. AKI definition
AKI diagnostic criteria
Increase in serum creatinine by ≥ 0.3 ml/dL within 48 hours
OR
Increase in serum creatinine to ≥ 1.5 times baseline measured within 7 days prior
OR
Urine volume < 0.5 ml/kg/h for at least 6 hours

[15 ] (n = 12,201). Patients whom had undergone hemodialysis, surgical cases, ICU cases

were excluded (n = 12,025). Patients without serum creatinine values and albumin or crys-

talloid administration data 7 days after AKI diagnosis were excluded. The final AKI cohort

consisted of 4,338 patients and 217 variables (a rank deficient 4338 × 217 matrix). Missing

data were imputed using K-nearest neighbor imputation.

Table 2.2. AKI staging criteria
Stage Serum Creatinine Urine Output
1 1.5 - 1.9 times baseline < 0.5 ml/kg/h for 6 - 12 hours

OR

≥ 0.3 mg/dL increase

2 2.0 - 2.9 times baseline < 0.5ml/kg/h for ≥ 6 - 12 hours

3 3.0 times baseline < 0.3 ml/kg/h for ≥ 24 hours

OR OR

Increase in serum creatinine to ≥ 4.0 ml/dL Anuria for at least 12 hours

OR

initiation of renal replacement therapy

18



2.2 Outcomes

AKI stages were defined using KDIGO Criteria (table 2.2 ). The primary outcome was

defined as a reduction in AKI stage [15 ].

2.3 Archetypal Analysis

Archetypal analysis (AA) aims to represent data with respect to extreme types found

on the corners of the data, as estimated by the convex hull. AA will be used to determine

disease subtypes with each archetype mapping to a disease subtype. The representation

of the data are convex combinations of the extreme types which can be calculated in an

alternating least squares problem [13 ]. Given a matrix of data, X ∈ Rm×n, and each record,

[x1, . . . , xn] ∈ Rm, AA seeks to find vectors of Z, [z1, . . . , zp] ∈ Rp, that characterize the p

pure types in the data as mixtures of Xi. Each archetype, Zi is a convex combination of the

data such that

Zk =
∑

j
βkjxj k = 1, . . . , p

with non negativity and convexity constraints:

(i) βki ≥ 0 (ii)
∑

i
βki = 1

and α are the minimizers of

||xi −
p∑
k

aikzk||2

with non negativity and convexity constraints:

(i) αik ≥ 0 (ii)
∑

k

αik = 1

Archetypal patterns are then defined as the mixtures of Z that minimize
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RSS(p) =
∑

i
||xi −

p∑
k

aikzk||2

RSS(p) = ||X − αZT ||2 Z = XT β

Algorithm 1: Archetypal Analysis

Standardize data and randomly initialize β subject to constraints ;

while RSS value is sufficiently large or maximum iterations has not been reached do

minimize
α

1
2 ||X − αZT || subject to constraints;

α+X = Z̃;

minimize
β

1
2 ||Z̃ −Xβ|| subject to constraints;

Z = Xβ;

RSS = ||X − αZT ||2;

end

2.4 SVD Denoising

Given the data form a 4338 × n matrix where n is the number of at most 217 features,

there exist two orthogonal matrices

U = [u1, . . . , um] ∈ R4338×4338 V = [v1, . . . , vn] ∈ Rn×n

such that:

UT DV = diag(σ1, . . . , σp) ∈ R4338×n σ1 ≥ · · · ≥ σr > σr + 1 = p = 0

p = min(4338, n) n ≤ 217

p = n

rank(D) = r

rank(D) ≤ n

20



where the k-rank approximation is given by:

D =
k∑
i

σiuiv
T
i

When D is rank deficient, there exist an infinite number of solutions to least squares.

Given this problem, the SVD is used to derive a k-rank approximation that best minimizes

the least squares solution:

||Dkx− b||

In all cases of selected features, D has fewer linearly independent columns, and therefore

is rank deficient. Utilizing the k-rank approximation filters singular values, reducing noise

[21 ]. Consider a matrix comprised of noisy data:

X̃ = X + N

where X̃ denotes data containing noise and N contains random noise with distribution

N(0, ε). Reconstruction of the clean data can then be evaluated as

∆ = ||D −Dk||F

seeking to minimize ∆ [22 ], [23 ]

2.5 Feature Selection

Several methods for feature selection were explored. The first method used domain

expert knowledge for selection of relevant features. Additional methods included regression

with the least absolute shrinkage and selection operator (LASSO) and finding the minimum

correlation vertex cover of a given feature set.
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2.5.1 Variable Selection with Domain Expertise

Several column subsets were selected under the guidance of a domain expert. Features

were selected based on temporal relation to diagnosis and outcomes. Features at the time of

AKI diagnosis were selected for their temporal relation to AKI. Additionally, these features

are used to stage the disease as well as guide treatment decisions. Discrete data, such as

presence of comorbidities, are not ordinal. Matrix factorization methods assume that noise

is Gaussian, wheras the Bernoulli distribution is a more appropriate descriptor of discrete

noise [24 ]. Thus, all continuous features were selected from this set as an additional feature

subset.

2.5.2 Minimum Weighted Vertex Cover

To reduce correlation between variables in a given feature selection set, a variable selection

algorithm dependent on minimizing pair-wise relationships was developed. The Pearson

correlation coefficient:

ρ = cov(X, Y )
σxσy

was calculated for each 2-combination tuples (i, j). Coefficients were mapped to a weighted

adjacency matrix, X ∈ Rn×n, where the Pearson correlation coefficient of the edge connect-

ing vertices i and j is the entry xij

A minimum spanning tree (MST) was constructed using Kruskal’s algorithm and a min-

imum weighted vertex cover was subsequently calculated using a local ratio vertex cover

approximation [25 ].

2.6 Dimensionality reduction and Visualization

Two major generalized categories that dimensionality reduction algorithms lie are the

realms of matrix factorization and manifold learning. Archetypal analysis, as discussed

above, is related non-negative matrix factorization with additional constraints. Addition-

ally, principal component analysis (PCA) is also expressed by the former category. The later

category generalizes the two algorithms below which were used for visualization. Both con-

22



struct a neighbor graph and find an approximately optimal embedding to a low dimensional

space.

Uniform Manifold approximation and Projection (UMAP)

UMAP is a nonlinear dimensionality reduction technique that seeks to preserve local and

global structure of the data with utility in high dimensional biological data [26 ], [27 ]. UMAP

relies on two main assumptions:

1. Data are uniformly distributed on an existing Riemannian manifold

2. The manifold is locally connected

Assumption 1 forms the basis for UMAP, for which distances on the manifold are mapped

to varying distances in euclidean space. The geodesic distance can then be approximated

from any datum Xi by normalizing distances with respect to the distance to the kth nearest

neighbor of Xi. Distance for each Xi is tailored to its location on the manifold.

The manifold is then represented as a k-neighbor graph with local connectivity con-

straints, in accordance with assumption 2, to ensure that each Xi is connected to at least

one other point with an edge weight of at least 1. Weights of the edges, are then mapped to

a probability that such edge exists. In the euclidean space, multiple edges of differing weight

may exist between points. For each edge pair connecting vertices (i, j), the probability that

edge xij ∨ xji maps edges to an undirected, weighted graph.

A force directed graph layout is utilized to embed the graph into a low dimensional space.

Cross entropy is used to minimize the distance inside each cluster and maximize distance

between clusters of data [28 ]
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T-SNE

T-SNE is an extension of stochastic neighbor embedding (SNE), differing in the distri-

bution used to calculate densities in the low dimensional embedding [29 ]. T-SNE calculates

a low dimensional embedding of the high dimensional input through two phases.
Algorithm 2: Stochastic Neighbor Embedding [30 ]

Data: X ∈ Rm×n

Parameters: iterations: T , learning rate: η, momentum: α(t)

Result: Embedding Y T ∈ Rm×k

for pairwise affinities pj|i do
pj|i = exp(−‖xi−xj‖2/2σ2)∑

k 6=i exp(−‖xi−xk‖2/2σ2)

end

pij = pj|i+pi|j
2n

sample Y 0

for t← 1 to T do

for pairwise affinities qi|j do
qij = (1+‖yi−yj‖2)−1∑

k 6=l
(1+‖yi−yl‖2)−1

gradient δC
δyi

= 4 ∑
j(pij − qij)(yi − yj)(1 + ‖yi − yj‖2)−1

Y (t) = Y (t−1) + η δC
δY

+ α(t)(Y (t−1) − Y (t−2))
end

end

The first phase computes pairwise affinities by first centering a Gaussian distribution

on a point, Xi and calculating the conditional probability of picking a particular point, Xj

given Xi. The conditional probability is proportional to the similarity of those points. After

calculating these probabilities, the joint probabilities of pi|j and pj|i are averaged.

In the second phase, a T-distribution is centered over every point in the low dimensional

space and conditional probabilities are again calculated. The difference between qi|j and pi|j

is then iteratively minimized. The calculated gradient effectively repels dissimilar points

that are represented by a small distance in the low dimensional embedding.
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3. RESULTS

3.1 Data and Feature Selection

Index

Va
lu

e

(a) Continuous Variables at
AKI

Index
Va

lu
e

(b) All Variables at AKI

Index

Va
lu

e

(c) All Continuous Variables

Figure 3.1. Singular Values of Data

Singular values were examined across all selected features (fig. 3.1 ). These values drop

precipitously after the first value in all continuous diagnostic variables. There are similar

declines in the set of continuous and noncontinuous diagnostic variables. The approxima-

tions used for the data subsets were 5 (fig. 3.5a ), 5 (fig. 3.5b ), and 8 (fig. 3.5c ) rank

approximations as selected in conjunction with the elbow criterion [31 ].

3.1.1 Dimensionality Reduction

PC 1

PC
2

(a) Cont. Diagnostic Variables

PC 1

PC
2

(b) All Diagnostic Variables

PC 1

PC
2

(c) All Continuous Variables

Figure 3.2. Naive PCA of Feature Subsets, purple (Stage 1), blue (Stage 2),
cyan (Stage 3)
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(a) Cont. Diagnostic Variables (b) All Diagnostic Variables (c) All Continuous Variables

Figure 3.3. T-SNE of Feature Subsets, purple (Stage 1), blue (Stage 2), cyan (Stage 3)

The first two principal components of PCA (fig 3.2 ) were plotted in all variable sets. The

correlation between continuous diagnostic features and principal components were measured

and plotted using Pearson’s correlation coefficient (table A.1 and fig. 3.4 ). At the time of

AKI, the first principal component was inversely correlated with bilirubin and hemoglobin

and moderately correlated with respiratory rate. The second principal component was highly

correlated with sodium and INR. The third principal component was highly correlated to

the Charlson comorbidity index. PCA plots did not show separation of AKI stages 1, 2, or

3, mapped as purple, blue, and cyan, respectively.

Additionally, T-SNE did not show separation between staging (fig 3.3 ), and no significant

clustering or separation of data was observed. AKI stages 1, 2, and 3 were plotted as purple,

blue, and cyan, respectively.

3.2 Archetypal Analysis

Three archetypes for each of the subsets of data were plotted. In each simplex plot,

archetype 1 is located at the top of the polygon and archetype number numerically increases

anticlockwise. The majority of points cluster near archetype 3, becoming more diffuse with

the inclusion of more features (fig. 3.5 ). After additional physician review, continuous

diagnostic criteria were utilized in further archetype analysis. As the number of archetypes

increase, points within the simplex plots become more diffuse (fig. 3.7 ). Using 5 archetypes

(RSS = .2904, SSE = .8221), the majority of points cluster near archetype 5. Increasing
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Figure 3.4. Correlation heat map of 3 principal components

to 7 archetypes (RSS = .9503, SSE = .1067), the majority of points cluster between

archetypes 3, 4, and 5. Increasing further (RSS = .9797, SSE = .0547), the majority

of the points are not discernibly clustered near a particular archetype or archetypes. The

residual sum of squares and sum of squared errors were plotted with respect to the number of

archetypes (fig. 3.6 ). Variation as explained by the model increased and the squared sum of

errors decreased. Phenotypes of these archetypes are presented in table A.3 , and table A.2 .

Comorbidities across archetypes were relatively equal except for increased UTI and diabetes

without complications in archetype 2. Etiologies were similar across archetypes 2 and 3 with

NASH as a predominant etiology of cirrhosis, whereas alcohol was the predominant etiology

in archetype 1. Complications were relatively equal across all archetypes with the exception

of increased ascites and hepatic encephalopathy in archetype 1. On occasion demographics

and laboratory values seem to significantly differ from other archetypes such as decreased

age in archetype 1, increased heart rate in archetype 1, increased white blood cell count
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(a) Cont. Diagnostic Variables (b) All Diagnostic Variables (c) All Continuous Variables

Figure 3.5. Archetypal analysis

in archetype 1, increased bilirubin in archetype 1 and significantly decreased eGFR and

increased serum creatinine in archetype 2. However it is difficult to describe phenotypical

significance without proper clinical interpretation.

;

Figure 3.6. Model RSS and SSE

Interactive, 3-dimensional UMAP plots showed clustering of archetypes within the data,

however these clusters did not show a one to one correspondence to staging nor the achieve-
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(a) 3 Archetypes (b) 5 Archetypes

(c) 7 Archetypes (d) 9 Archetypes

Figure 3.7. Increasing number of Archetypes with Continuous Diagnostic Variables

ment of primary outcome (table A.2 ). Additional clinical, etiological, and symptomatological

features of the archetypes are presented in tables A.2 and A.3 .

Lasso regression was performed on two feature subsets, continuous variables at time of

AKI and all continuous variables. In the feature subset containing only continuous variables

at time of AKI, 4 nonzero coefficients emerged for mean arterial pressure (-0.0167), total

bilirubin (0.0037), hemoglobin (0.0040), and serum creatinine (1.0399) with an R2 value of

0.15. The second feature subset had a significantly higher R2 value (0.73) and 5 nonzero

coefficients emerged for peak creatinine (0.1919), baseline creatinine (-1.1686), baseline eGFR
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(b) 5 archetypes
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Figure 3.8. UMAP with labeled archetypes

(0.4283), serum creatinine during AKI (1.7414), and eGFR during AKI (-0.2032). It should

be noted that the second feature subset extracted variables necessary to determine staging

as well as colinear, composite score, variables.
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4. DISCUSSION

This study provides a foundational step in understanding and working with the CHF database.

Not only do the results exemplify several considerations that one must take when working

with real world data, the utility and shortcomings of archetypal analysis as a dimensionality

reduction and phenotyping technique are also explored. These shortcomings extend from

several steps in the analysis.

Attempts at rectifying noise illustrates the early theoretical question posed by Catell

R.B. as the WSF, “When shall we stop factoring”, problem [32 ]. If a subset of variables are

a linear combination of a smaller subset of variables and an additional, low-level, random

background distribution is present, singular values will drop precipitously. The remaining

singular values will decline in a slower fashion for the remaining factors. The elongated

portion of this graph subsequent to the drop, the scree, corresponds to the singular values

of small error terms [33 ], [34 ]. When a k-rank approximation is constructed, for which k is

within the scree, the utility in minimization of reconstruction error is diminished. In the data

presented, there are multiple points in which a scree may be interpreted. In these cases, it

is necessary that each cutoff be subjectively assessed [35 ]; however, additional optimal hard

cutoffs have been proposed [36 ].

Results from PCA exemplify its limitations as classic PCA does not differentiate between

outliers due to noise or genuine variance in values [37 ]. These outliers tend to be exaggerated

by the L2 norm and methods utilizing the minimization of the L1 norm are reccomended

[38 ], [39 ]. Although PCA suffers from lack of robustness, T-SNE and UMAP are somewhat

resistant to outliers and noise; however, only when careful initialization is performed [40 ],

[41 ]. It is also important to note that with regard to results from T-SNE, there is a uniform

distance between most points and a lack of clustering, indicating similarity.

Archetypal Analysis, in the setting of disease phenotyping, provides additional inter-

pretability of dimensionality reduction techniques, giving proportionality to combinations of

features presenting at the extremes of the data. While this interpretability holds potential

utility, its similarity to classical PCA also begets its sensitivity and lack of robustness. Both

rely on the minimization of the L2 norm. In consequence, archetypal analysis is also sen-
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sitive to large and erratic variance in values due to measurement error, noise, or outliers.

The types of errors present in a majority of the features are representative of the major

sources of error and inconsistencies in electronic health records: Unit error and erroneous

transcription. The recording of incorrect units has been a major source of dosing error, often

causing hundred to thousand fold increases from therapeutic levels [42 ]–[45 ]. The integrity

of electronic health records also increases difficulty for scientific reproducibility, as the cor-

rectness and completeness vary widely across health centers [46 ] and input methods [47 ].

In our study, some features had both a minimum and maximum value increased tenfold of

what would be considered reference values and missing values were present in a majority of

records, requiring imputation.

Archetypal analysis provides several advantages over NMF and PCA in interpretability.

Archetypes proposed using AA presented extreme phenotypes of patients experiencing AKI.

Given archetypes, it is possible to return to the original data and query demographics with

respect to the calculated archetype according to majority voting. While features can be

correlated with principal components, they may not necessarily be additive in contributing

to the phenotype of a particular patient. While the non-negativity constraints of NMF allow

for additive construction, coefficients of the factors are not normalized. Proportionality of

archetype coefficients in the setting of this study allowed for their use in majority voting

while classifying archetypes and ease in interpretability of extremes.

It is also notable that archetypal analysis may not produce a representative sample with

respect to each archetype. As seen in plots of increasing archetypes and in the algorithm

for archetype analysis, there is no requirement of a minimum quantity of data to define a

particular archetype; therefore, performing statistical testing to describe the significance of

features in an archetype must be done with care. Few records per archetype may not meet

basic requirements for goodness of fit or ensuring robust testing with analysis of variance.

Additional results from this study regarding the use of LASSO further validate physician

staging criteria in this patient cohort. The inclusion of serum creatinine in the absence of

other required variables for staging implies it is necessary but the low R2 value suggests that

it, in the absence of other staging criteria, is not sufficient. However when all continuous

variables were used with LASSO, the inclusion of only and all relevant creatinine variables
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signifies that all current staging criteria may be sufficient with serum creatinine at time of

AKI bearing necessity as a clinical indicator of AKI, further validating the KDIGO model

and its use in a cirrhotic setting.

Further inquiry is required in the setting of archetype analysis. First, the objective func-

tion of AA does not provide a notion of separability of archetypes, only how well the factored

matrices approximate the original data. This increases difficulty in tuning hyperparameters

as well in the ability of AA to be used as a measure of clustering. When coefficients of

archetypes are mapped as a measured probability of a particular datum consisting of n

archetypes, the probabilities may be represented in a density matrix, ρ, and purity, χ(ρ),

may be defined as

χ(ρ) = tr(ρ2)

ρ =



n1 0 0 0

0 n2 0 0

0 0 . . . 0

0 0 0 nn



bounded by 1
n
≤ χ(ρ) ≤ 1[48 ] where the lower bound signifies an equal mix of archetypes

and the upper bound implies a pure type. Therefore, multiobjective optimization minimizing

RSS and maximizing average purity in archetypal analysis may be of further utility in patient

phenotyping.
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A. TABLES

Table A.1. Correlation of features and principal com-
ponents

PC1 PC2 PC3

Temperature (◦F) 0.1372 -0.2904 -0.0239
MAP (mm) -0.2243 -0.2160 -0.2250
Heart Rate (bpm) 0.3169 -0.1147 0.0015
Resp Rate (br/min) 0.4284 0.1645 0.1906
Albumin (g/dL) -0.1552 0.1093 0.1239
Bilirubin(mg/dL) -0.6400 -0.0814 -0.2002
Platelets(103) 0.3244 0.0911 0.1272
BUN (mg/dL) -0.0214 0.0232 0.0224
Hemoglobin (g/dL) -0.6459 0.1512 -0.0784
Sodium (mmol/L) 0.1727 0.8071 0.0339
WBC (103) -0.0349 0.0405 0.0107
Urine Urea Nitrogen (mg/dL) -0.0182 -0.0036 0.1676
Urine Creatinine (mg/dL) 0.3528 0.0366 0.0860
Urine Sodium (mmol/L) -0.2258 0.2186 -0.0006
INR -0.3234 0.5044 0.0007
Creatinine (mg/dL) 0.0756 -0.1403 -0.0981
eGFR -0.0642 0.0272 -0.0138
Charlson Comorbidity Index -0.2280 -0.1065 0.9427
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Table A.4. Coefficients resulting from LASSO regression

Continuous Variables at AKI Coefficient
Mean arterial pressure -0.0167
Total Bilirubin 0.0037
Hemoglobin 0.0040
Serum Creatinine 1.0399
R2 0.15

All Continuous Variables Coefficient
Peak Creatinine 0.1919
Baseline Creatinine -1.1686
Baseline eGFR 0.4283
Creatinine during AKI 1.7414
eGFR during AKI -0.203
R2 0.73
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