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ABSTRACT 

The thesis deals with the study of how virtual multi-character scenarios (primarily crowds) can be 

synthesized with specific behaviors, so as to induce a negative affect in the user. Virtual crowds 

are inclined towards being a passive world building factor, rather than a gameplay affecting factor. 

The study focuses on one main research question: “Is it possible to synthesize a multi-character 

experience that induce a certain amount of negative affect to participants?” Through the study, the 

emphasis lies on being able to drive emotions in an effective way, when creating multi-character 

scenes that need to give off a specific mood or emotion and provide an insight into how the 

behavior of the collective is able to affect a user’s mindset. The pipeline’s development involved 

developing a dataset of behaviors to be assigned to the virtual characters. Next an annotation phase 

assigned the affective scores to the virtual behaviors (34 in total), which (along with several design 

parameters) were then considered for the total cost of a scenario with a multi-character setup. 

Using a Markov chain Monte Carlo technique known as Simulated Annealing, the scenes were 

optimized towards target values of negative affect (namely low, medium, and high target affects). 

Finally, through the implementation of a user study, the algorithm was validated on synthesizing 

these targeted affect-driven multi-character virtual reality experiences. The results indicated that 

the three synthesized experiences (low, medium, and high negative affects) were perceived as 

expected by participants. Thus, the study concluded by stating that affect-driven multi-character 

virtual reality experiences can be automatically synthesized in such a way that impacts a user’s 

affect levels in the way that is expected. 
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 INTRODUCTION, PROBLEM AND PURPOSE 

1.1 Introduction 

Crowds form an important aspect of our daily lives. In the pre-COVID-19 pandemic period 

(before the year 2020), it was an overlooked aspect of our daily lives, that humans used to keep in 

mind, in the passive. Human beings are social animals, and it is this social relationship that makes 

interaction with each other a key aspect of our lives (McAndrew, 1993). Articles have been written 

about places where there is no general human presence (but would have been at some point of time) 

people always associate having negative feelings about the place (McFadden, 2019). Studies often 

talk about “agent detection mechanisms”—which simply put is an evolutionary process in humans 

that protects us from harmful elements that may be present at a location (may be a predator or 

enemy) (Wurm et al., 2018; Maij et al., 2019). This is crucial to understand as many studies show 

that in many scenarios that affect our personal space (McAndrew, 1993) and our surroundings 

(Fisher et al., 1992), such as one being amidst a crowd of people (whose emotional quotient and 

behavior starts of undetermined), where there may be an elevated presence of risk factors 

according to the human psyche. Thus, when one talks about doing a crowd-based study, or a crowd 

immersion (in any field, be it virtual reality or other), it is often important to understand what are 

the important aspects that allow people to be present in a crowd and also the psychological 

components that work in tandem in the background, to decide what factors go into a person when 

they are understanding the dynamics as well as the emotional quotient of a crowd, whilst being a 

present in it.  
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It is a small portion of this aspect of the human mind that the research attempts to explore 

into. One of the major end goals of the research, is to understand whether conditions familiar to 

real-world crowds can be replicated in a virtual environment, so as to invoke an emotional response 

in a user, inside virtual reality (VR) scenario. The virtual reality-based applications mostly deal 

with single user point-of-view (POV) during the simulation. These initial simulations such as 

“Beat Saber,” “Robo Recall,” etc. can be taken up as examples where the focus of the game is 

entities keep approaching towards the user in the form of waves—thus even though there are a lot 

of entities present (which is essentially what a crowd simulation would be at its core), they do not 

display crowd-like behavior, thus not making them a good representation of how users would react 

to virtual crowds. With the advancement of technology in the field of virtual reality, collaborative 

scenarios started to emerge with applications such as “Rec Room,” “Star Trek: Bridge Crew,” 

“World Viz,” etc. However, a majority of these simulations focused on the multiple users being 

displayed as “floating avatars” and heavily relied on the aspect of each individual avatar being a 

representation of the actual user, so that the concept of “embodiment” and “presence” (Krogmeier 

et al., 2018; Porras et al., 2019) can be addressed in the simulation—thus making it ineffective to 

be considered as a true “crowd” scenario. Thus, there does seem to be a lack in virtual reality 

scenarios that try to incorporate lifelike crowds, and also there exists a significant gap in research 

as to the composition of these crowds as well as the response that users have to them. 

1.2 Problem 

This presents a problem when heading into the future of virtual reality-based applications. 

When presented with the floating avatars, it was found that in small numbers it is effective, but 

when considered in large numbers, there exists certain problems related to immersion and presence 
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inside the virtual environment, as well as also affecting the way the users move (Koilias et al., 

2020). Koilias et al. (2020) found that there was a significant difference when users were put in a 

virtual crowd, thus moderately associating users’ movement with the simulated characters, thus 

signifying that when put in an actual crowd scenario, there does seem to be some effect on the 

users’ experience.  

Another significant research gap exists in the fact that most of the real-world based crowd 

simulations inside virtual reality have some sort of emphasis on disaster response or crowd 

dispersion situations (Xu et al., 2019). Thus, a regular crowd study, that does not focus on the user 

being under duress is a topic that is yet to be explored. Crowd emotion (Carretero et al., 2014; 

Durupinar et al., 2015) as well as crowd etiquette (Lee et al., 2013), and its role in designing virtual 

lifelike crowds, is a relatively unexplored area. 

This creates a significant gap when further studying emotional quotient of a crowd as a 

whole, and how emotions of a user can be swayed through the use of a crowded environment. The 

entities in the crowd and their behavior may be used to give off a specific affect over the users’ 

perception of the crowd, as a whole. Thus, the problem this study focuses on is to address the gap 

that exists when considering user’s avatar relationships with other entities, inside a simulated 

virtual environment. It attempts to shed light on the parameters and affects that form the basis for 

driving emotions inside a multi-character virtual environment, and how the fundamental concepts 

of “immersion” and “presence” can be bolstered when building virtual reality environment. 

1.3 Purpose 

This project explores synthesizing a specific affect in the minds of users—in this context 

the research focuses on the negative affect—through the use of a computer synthesized and 
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optimized crowd scenario, where the there is a specified target affect that needs to be achieved 

through the different behaviors displayed by the agents in the crowd. Due to the nature of a 

majority of virtual reality simulations being single user focused, it is imperative that one studies 

the emotional responses that users display towards the negative affect, when put in a life-like 

virtual crowd, and also the factors needed to drive the affect to varying intensities.  

For these reasons, this study proposes that users be exposed to an optimized crowd that 

displays different behavior that has a certain amount of effect towards a target affect (in the study, 

the chosen affect can be classified to be negative in nature) and try to elicit an emotion off of the 

user. The research’s primary focus relies on a synthesized crowd being forced to interact with the 

presence of the user in the environment, in a certain way, through various behaviors that relates to 

the immersion aspect of a virtual reality simulation. These behavioral cues range from a 

combination of non-verbal cues, body language, as well as motion of their movement. There is 

significant research that points towards the fact that when in a crowd, people usually focus on 

those cues, to activate their agent detection mechanisms, that makes humans vigilant in crowded 

scenarios (Colombi et al., 2015; Kapadia et al., 2015). Through this, there is an attempt to 

understand whether there can be an automatic generation of a multi-character environment in 

virtual reality, that can induce a certain positive or negative affect to the user. 

The purpose of this study is to expose participants to a life-like crowd with certain 

behavioral parameters, and optimize it for displaying negative affect, so as to elicit an emotional 

response from the users. 

The study aims to answer the following research questions: 
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 RQ1: “Is it possible to synthesize multi-character experiences that can induce a certain 

amount of negative affect, based on a provided level of target negative affect, to 

participants?”  

The deliverable expected from this project is a simulation that takes the user through a 

virtual crowd that displays various behavioral traits.  

1.4 Significance of Problem and Purpose 

The significance of the problem can be seen in multi-character based virtual reality 

scenarios. It is essential to understand how multiple characters being in the same virtual 

environment brings about a change in the user’s perception of the environment, the gameplay, the 

scene, etc. (Huang & Wong, 2018). Understanding emotional response towards crowds is vital, 

especially in virtual reality scenarios, due to the concepts such as presence and immersion being 

fundamental concepts of developing virtual reality scenarios. These concepts deal with the belief 

that the user is in the environment, and definitely play a role in delivering a better experience 

(Evans & Rzeszewski, 2020). Without the understanding of how multiple characters interact with 

the user, there will exist this void of information about the different elements of simulation design, 

which may degrade the quality of future simulations (and in turn future research) by introducing 

unwanted variables during the simulation. 

The significance of this study is that it will be able to provide an insight into impacting 

future multi-character scenario synthesis inside virtual environments, and also while building up 

on previous crowd-based studies that deal with crowd composition (Nelson et al., 2019) and crowd 

density (Koilias et al., 2020)—now there is another dimension that gets added to it, in the form of 

the emotional response displayed by the user to crowd comprised of characters with annotated 
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behaviors. Another significance of the simulation is that it can further be expanded upon by adding 

more parameters, as well changing the experience mode of the user, thus also providing as a 

framework platform for future expanded multi-character setup (crowd focused) studies, synthesis 

of multi-character narratives, as well as affect based interaction scenarios among a virtual crowd. 

Since many of the current crowd-based studies are mainly focused on disaster mitigation and 

hazard scenarios (Xu et al., 2019), it could prove to be a valuable resource when synthesizing 

certain behavior specific crowds within those management scenarios. 

1.5 Definitions and Terms 

1. Affect: It can be defined as “Emotion or desire, especially as influencing behavior or action.” 

in the context of psychology. It generally deals with the experience of feeling emotions. 

(“Affect”, 2020) 

2. Proxemics: It can be defined as “The branch of knowledge that deals with the amount of space 

that people feel it necessary to set between themselves and others.” (“Proxemics”, 2020) 

3. VR: Virtual Reality 

4. POV: Point of View 

5. T: Denotes Mean Affect Target (used in Target Affect Cost Term 𝐶𝑇)  

6. V: Denotes Target Variance (used in Target Affect Variance Cost Term 𝐶𝑉)  

7. User avoidance: (In the project’s context) When a character in a crowd walks towards the user 

avatar, fairly along the same path. Motion can be bi-directional. 

8. Crossing avoidance: (In the project’s context) When a character in a crowd walks across the 

user’s virtual avatar’s path, crossing their path in the field of view of the user. Motion can be 

bi-directional. 
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1.6 Delimitations 

There are several limitations that have been put in place so as to make the study feasible to 

implement as well as record observations: 

1. The study only takes the concept of negative affect being produced in the minds of 

user. All the simulations would be geared towards recording their level of negative 

affect perceived from the optimized crowd. 

2. When undertaking a multi-character virtual reality scenario, users usually have the 

freedom to move about and interact with other characters, however this study has 

limited the freedom the user is allowed, so as to build a more focused experience 

around the user, mainly for experimental purposes. The user does not have to move 

or do anything interactive (for the scope of this study) and is merely an observer in 

the experience. 

3. Facial emotions have been kept neutral for all the characters in the crowd, as adding 

those in would mean that there would have been extra variables that needed to be 

considered, thus increasing the complexity of the simulation. 

4. The inclusion of sounds and other audio has been knowingly omitted, to reduce the 

effect of unaccounted variables on the rating of the behaviors. 

5. The developed dataset involves only some of the basic behaviors based on previous 

knowledge (discussed in Section 2) thus, not all real-world behaviors can be 

accounted for in the virtual crowd. 
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1.7 Limitations 

There are also some limitations that the study has to consider: 

1. The study does not account for all the variables involved when being present inside 

a crowd. These can range from the users’ own feelings about presence in a crowd. 

2. The study also makes use of a questionnaire for assessment and hence may be 

opinionated based on the background of the participant. 

3. The artificial nature of the experiment definitely does not mimic real life. Thus, 

there exists certain limitations that creates a low ecological validity, making it 

difficult to apply the complete findings in a real-world setting. 

1.8 Assumptions 

The study assumes that the participants have had some sort of virtual reality experience 

and have had an experience of crowd-based scenarios in real life. Also, a Likert scale-based data 

measure assumes that the strength or intensity of an emotion is linear (from strongly disagree to 

strongly agree) and assumes that attitudes can be measured. 
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 REVIEW OF LITERATURE 

2.1 Search Methodology 

The problem at its current stage is to understand the gap that exists between traditional 

methods of crowd simulation and procedurally generated crowd simulation technique and define 

some parameters for generating a legible virtual crowd. There are two major components that have 

been identified for addressing that gap: 

1. Macroscopic factors: The key components for developing a virtual crowd, and the 

parameters that affect the synthesis and behavior of a virtual crowd. 

2. Microscopic factors: The composition; how and what the behaviors of each of the 

characters should be, and what behaviors produce the most significant affect in the 

user. 

 

 

 

Figure 1.  Major components of a virtually generated crowd. 
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Figure 2.  Macroscopic factors’ composition. 

 

 

 

 

Figure 3.  Microscopic factors’ composition.
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Figure 4.  Venn Diagram showing the focus of the study. 

 

 

 

 

 

Figure 5.  Venn diagram showing the crowd behavior that incudes affect. 
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Search strategy: Most of the terms that will be used revolve around three major concepts: 

crowds, virtual reality, and affect synthesis and response. Figure 4 and Figure 5 show the 

relationship between three major concepts. The strategy used was a reverse pyramidal structure, 

where the common base for the project was identified and then the search words, and search terms 

for each concept was narrowed down. This is how the searches refined the project topic:  

 

      
 

Figure 6.  Refining the search strategy. 

 

The library databases that have been identified to have important information are: 

1. IEEE Xplore (For the technical implementation of crowd synthesis) 

2. ACM Digital Library (For the psychological, and technical aspects of crowd 

building and user immersion) 

3. SAGE Research Methods (For animation techniques and life-like behavior display) 

4. GDC Vault (A mix of crowd perception by players, multi-character simulations, 

and visual demonstrations) 
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5. Also for searching dissertations ProQuest Dissertations & Thesis Global (PQDT) 

was used 

 

 

Figure 7.  Search History in Purdue Libraries Site. 
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Table 1.  Overview of search results. 

Search Term Number Total Results Total Usable 

1 193 2 

2 15803 0 

3 0 0 

4 88 2 

5 15139 4 

6 233375 4 

7 1204 3 

8 63 3 

9 61 3 

10 43135 6 

11 756 4 

12 2599 2 

13 2592 2 

14 2800 4 

15 55397 3 

 

 

The search methodology has been broken down into two segments: searches related to the 

simulation and technical aspects of simulation of multi-character scenarios, and searches related 

to the psychological elements that goes into understanding a person when in a crowd scenario 

(either real life of virtual). The searches primarily consisted of using databases such as IEEE 

Xplore, ACM Digital Library, SAGE Research Methods, and GDC Vault. Some notable journals 

and conferences include Computer Animation and Virtual Worlds (Wiley), Animation Journal 

(SAGE), ACM CHI and IEEE VR conferences. Some of the tools used for searching for 

publications are the Purdue Library website, APA PsychNet website, and Google Scholar. For 

searching for Dissertations, ProQuest Dissertations & Thesis Global (PQDT) was used as well as 

the direct-to-document links provided by the Purdue Libraries search engine. Keywords used for 
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many of the searches include (but are not limited to) “virtual reality” AND “crowds” NOT 

“crowdfunding,” “virtual reality” AND “crowd” AND “emotion,” “virtual crowd” AND 

“emotions,” “procedural generation” AND “virtual crowds,” “group behavior” AND “virtual 

crowd” OR “crowds,” “affective computing,” or “non-verbal cues” AND “virtual crowds.” 

2.2 Real World Crowd Dynamics 

A lot of the basis of real-world crowd interaction is based on the concept of “Interpersonal 

Communication”. These individual relationships, withing the population, encapsulates a lot of 

non-verbal communication cues, eye-gaze, proxemics, etc. (Bailenson et al., 2003). For example, 

Hall et al. (1968) talks about the importance of space and how it is deeply ingrained in our 

understanding of patterns in the physical world (along with the cultural background). The “Five-

Factor Model of Personality” or more commonly referred to as the OCEAN model (McRae & 

Costa Jr., 1996) provides an insight into how a person can evaluate another person in a collective 

using the traits of “openness, conscientiousness, extroversion, agreeableness and neuroticism” 

(Durupinar et al., 2008). These formulated the basic hypothesis of whether the same rules of 

perception would apply to certain virtual populations that were generated to induce a certain affect 

on a user. 

2.3 Crowd Simulation 

Simulating crowds has always been a highly lucrative concept in the field of interactive 

media and virtual simulations. Historically, crowd simulations were mainly associated with 

evacuation scenarios and disaster management protocol testing, as illustrated by Xu et al. (2019), 

Xu et al. (2014), Stamatopoulou et al. (2012), Helbing et al. (2000), etc. 
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Previous findings shed light on crowd movements in multi-hazard scenarios (Xu et al., 

2019; Moussaïd et al., 2016). The study they conducted tried to invoke panic-based emotions in 

participants through the use of multi-character scenarios and study the response showed by the 

users. The study was primarily targeted towards generating local avoidance only for simulating 

panic emotion dynamics of a user in a crowd. Crowd avoidance and dispersive movement seems 

to be one of the more highlighted features for these types of studies, as also illustrated by Lin et al.  

(2020) whose findings mainly dealt with the fact that there does not exist any sort of impact of 

cultural elements of a user, when considering whether or not to follow a crowd. Thus this was one 

of the key elements in formulation of this study, where the idea was to understand the extent of 

how much the affect generated by a virtual crowd holds influence over the mindset of a user, and 

to what extent it can be manipulated.  

The first step to understanding how a crowd’s behavior can induce an affect in a user was 

to understand how to simulate a crowd, and the factors that need to be kept in mind when 

undertaking the synthesis of these multi-character scenarios. Xu et al., 2014 gave a comprehensive 

idea about simulation of crowds. The study talked about surveying state-of-the-art crowd 

simulation techniques, their applications, and recent advances and divided the applications into 

two types: evacuation and training simulations and film productions and video games. They stated 

that in training simulations visualization is not the primary focus, hence it usually ends up being 

simple and 2-dimensional. However, in relation to video games, high quality rendering techniques 

and high-quality animation asset and techniques, for believability, need to be applied. This is where 

the focus of this study lies—synthesizing a life like crowd that induces a certain affect in the user, 

and for that an important concept to understand how modelling of natural crowd movement works. 

The defined crowd simulation techniques are divided into two types: Macroscopic and 
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Microscopic. Macroscopic deals with crowd systems’ simulation as a whole entity and follows the 

characteristics of flow (making the overall crowd movement look realistic) as well as the 

interaction of the crowd with the surrounding environment as a collective.  In contrast, microscopic 

deals with the individual behaviors of the elements in a crowd, and their interactions. This study 

will deal with a hybrid crowd where the microscopic model (i.e. behavior of individual characters 

in the crowd) will drive the overall macroscopic characteristics (the overall affect of the crowd on 

the user). Previous studies (Xu et al., 2014; Pelechano et al., 2008) also stated the fundamentals 

when considering building a crowd simulation—navigation, parallelizing simulations, panic 

phenomenon, and evacuation system. However, even though these are the fundamental pillars for 

crowd simulation, it is evident that they are designed, keeping in mind a form of evacuation-based    

application. Thus, there definitely exists a need for more common generalizable strategies, that 

can be implemented to crowd synthesis and simulation. 

Previous studies (Xu et al., 2014; Paris et al., 2007) also provides deep insight into 

developing simulations for pedestrian crowds. The authors state the following as major points to 

consider when developing pedestrian based crowds (which is the focus of both studies): 

simulations based on vector fields, diversification of motion styles, and perceiving motion 

transitions. One of these concepts, the diversification of motion, is essential when synthesizing 

human crowds. The human eye tends to perceive small differences in motions pretty well 

(Snowden & Freeman, 2004;Vater et al., 2020), and thus it is highly important to take into account 

the different motion (i.e. the behavior) that each character displays. This is why while calculating 

the cost term of the overall scene, there is the inclusion of cost terms for variation in behavior for 

each character as well as adjacent characters. Their research also provides insight that distant 

viewpoints helped mask unrealistic motion of characters, as well as increasing density helped in 
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hiding motion transition. Thus, the inclusion of a density cost term as well. In terms of density, the 

study conducted by Dickinson et al. (2018) stated that high density virtual reality scenarios were 

perceived as uncomfortable by the participants. However, this study is not enough to substantiate 

major claims, as the researchers claim that the negative perception could have been the cause of 

agent proximity and “behavioral artifacts of the simulation model.” 

Most of the crowd simulation is generally thought of as a simulation of a swarm. That is 

something that this study passively aims to shed light on. Albi et al. (2019) in their research 

presented an analysis on modelling the dynamics of human crowds (along with vehicular traffic 

and other swarms) mathematically, with the properties of a swarm. While treating human crowds 

as a swarm can have its benefits, it also lacks building up on the factors of the individual characters 

that affect the realism of the virtual crowd, as well as understanding how the emotional spectrum 

(in general) can be measured. 

Simulation of crowds thus needs to be seen apart from swarm simulation, and more as a 

collective of individuals. It may seem to be quite complex creating a unique personality for each 

character in a multi-character simulation, however, for the benefit of expanding upon the current 

research of crowd synthesis, it is essential for this character development feature to be considered. 

Thus, this is where “procedural generation” comes in. 

As evident from studies such as Albi et al. (2019) and Colombi et al. (2016) crowds have 

been generally formulated as a mathematical model and the simulations are built around them. 

Also, when generating crowds, the elements tend to already have their characteristics defined 

and/or pre-determined (Lin et al., 2020 and Xu et al., 2019). This can result in situations where the 

simulation demands for the crowd’s affect to be of one type towards the user, however due to the 

individual characteristics displayed, the emotions that the user experiences may not always be 
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close to the targeted intensity. That is the reason it is important to understand that in virtual crowd-

based scenarios, one of the major components to be considered is the affect that can induce a 

certain type of emotion, and procedurally generated characters and crowds, whose parameters can 

be adjusted based on the required affect intensity, can help achieve the same. Refer to Section 2.5 

for more details on optimization methods being used for simulations. 

2.4 Interaction with Virtual Crowds 

After the development of a crowd in a virtual scenario, the next question to ask is how to 

enable users to interact with the crowd. The term “interaction” is being used loosely here. 

Interaction can refer to anything from the user engaging actively with the characters (such as 

pushing them away, talking to them, etc.) or a passive interaction where the presence of the crowd 

affects the experience of the user (such as producing a specific emotion in the user’s mind). This 

study focuses on the more passive aspect of interaction. 

Other research (Mossberg et al., 2020; Kyriakou et al., 2016; Durupinar et al., 2016) has 

examined the various characteristics of a virtual simulated crowd and how it can affect a user’s 

experience in a VR environment. Kyriakou et al. (2016) set up three scenes in their experiment, 

each with varying levels of crowd interaction. In their results, they found that when the realism 

factor of the crowd increased i.e. the level of interactivity increased, there was a higher sense of 

realism and higher level of presence in the users. The main factor was the collision avoidance (as 

evident from the changes in the first and second scenes) according to the researchers, that 

heightened the realism of the scenes, with other effects only adding more to the realism factor. The 

theory of collision avoidance is also backed up by the findings of Sohre et al. (2017) in which they 

found that the users reported significant changes in reactiveness (increased), intimidation 

(decreased), and human-like-characteristics (increased) when there was collision avoidance 
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behavior i.e. when the characters moved out of the way when the user was coming it increased the 

realism factor of the simulation. This provided good insight into a couple of parameters that are 

perceived important for realistic crowd-based scenarios and showed how introducing just one 

parameter could affect the perception levels of the user in such a massive way, and also one of the  

major reasons for this study incorporating a type of collision avoidance in the characteristics of 

the crowd. 

The studies conducted by Kyriakou et al. (2016) and Pettré et al. (2009) did shed new light 

on crowd simulations however an aspect that they missed out on was the emotional composition 

of the crowd. Most of the changes in the scenes in the aforementioned study involved changing 

various physical parameters that could directly be observed by the user or where the user could be 

put directly in a situation where they had to interact with a character. It did leave a significant gap 

when it came to using non-verbal cues, body language, as well as an overall affect inducing crowd 

which could bring about an affect response in the mind of the user, without the user being too 

involved in the scene. 

Volonte et al. (2020) built upon the foundations of crowd simulation and introduced 

emotional characteristics into the elements of the crowd, which directly affected the user in the 

simulation. The user was put into a virtual market scene where they had to complete unique tasks 

which involved interacting with the crowd, who displayed various verbal and nonverbal 

characteristics. Their results found partial support with their hypothesis. They hypothesized that 

the “Users will report a similar emotional affection to the condition they experience due to 

emotional contagion effect.” Their results showed that users were not very intensely and 

emotionally affected by the emotions displayed by the virtual humans. Their research also showed 
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that in the positive emotional spectrum of the simulation the users did experience less negative 

emotion, thus the point of their partial support of the hypothesis.  

Another hypothesis the researchers made, was that the users would interact more frequently 

in a more positive variant of the crowd, rather than a negative one. They concluded that the results,  

based on interaction times and number of interactions did support their hypothesis, and thus a 

positive environment does bring out more engagement in users. Finally, in their third hypothesis, 

they concluded that in the more positive variant of the crowd, the users observed the body language 

as well as the facial expressions more, than in the negative variant of the crowd (in the negative 

variant, the users did not focus a lot on the faces of the characters because of the negative facial 

expressions).  

New research in the field of crowd simulation (Volonte et al., 2020) has also provided 

significant background on the perception of emotion in crowd-based scenarios, that built up on 

previous works such as Kyriakou et al. (2016) and Pettré et al. (2009). However, an aspect that 

seems to be missing is inducing a targeted emotion in the mind of the user, without actively 

involving the user, and letting the crowd dictate the mindset of the user. Another shortcoming of 

the scenario could be the fact that when the users are fully immersed in doing a task actively, it 

may not allow them to fully focus on the non-verbal cues that the characters in the crowd displayed. 

This is what this study will try to contribute towards i.e. inducing a targeted affect (negative) in 

the minds of the user, without including an active interaction system. This will enable users to be 

more vigilant about the characteristics of the crowd, rather than having to focus on multiple things 

at a time. 

Another aspect is the affect gaze produced on participants in a study conducted by Mousas 

et al. (2019), where they investigated the movement of users in a virtual environment and they 
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attempted to avoid a virtual character, that was a representation of the users’ self-avatar (basically 

the same gender as that of the avatar selected by the user). Their results concluded that the length, 

duration of the task, and deviation from the straight line’s trajectory greatly increased when the 

self-avatar represented the participants. They also found that when the character that the user had 

to avoid had the look-at condition on (i.e. their gaze was focused on the user), the users showed 

significant deviation from the straight path, as well as the gap between them and the character 

when adjacent to each other. This is one of the reasons for including gaze (i.e. look-at and no look-

at) as one of the characteristics in the behavioral dataset, that the characters of the crowd will 

display. 

Interaction with virtual crowds also involves several elements that can either be classified 

into character interaction or the crowd interaction as a whole. Studies such as Carretero et al. (2019) 

and Novelli et al., (2013) have dived into the realm of exploring crowd-based scenarios and 

evaluating the effect on users by the crowd, as a whole rather than focusing on individual elements 

of the crowd. It is important to understand why crowds need to be evaluated as an entity, rather 

than a collection when it comes to eliciting a response from the user. Carretero et al. (2019) carried 

out their study by dividing a crowd into individuals and small groups. This ensures that when the 

simulation occurs, the users are exposed to a more natural feeling crowd, who may display a 

collective emotion, thus making the impact of the displayed characteristic much more intense. 

Their results stated that emotion perception of these groups in the background was perceived 

significantly however it had no influence on the judgement of the foreground characters. They 

concluded by stating that the valence of characters in the background are also essential when 

conveying emotions in groups. Thus, what one can understand is that when considering the crowd 
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as a whole, there needs to be special attention paid to all the characters in the crowd (as a whole) 

rather than just focusing on the foreground characters, to add onto the life-like nature of the crowd. 

Finally, another factor that needs to be considered when talking about interaction in virtual 

spaces is the concept of proxemics and personal space. Personal space invasion can directly tie 

into the emotional response of the user, due to pre—conceived ideas of safety and threat response  

(Iachini et al., 2014). Previous studies have shown that users and users alike display a negative 

reaction to when their personal space is violated in VR scenarios (Wilcox et al., 2003). In their 

study, they concluded that there was an increase in avoidance behavior when virtual agents 

approached the users and invaded their personal space. Iachini et al. (2014) also provided insight 

into reach and comfort distance inside immersive virtual environments through their research. 

They studied two conditions for each reachability and comfort distance where either the virtual 

agent approached them or vice versa. In their results, they discovered that in the passive condition 

(where the virtual agent moved towards the user), the participants had a larger comfortability 

distance, which meant that they did not want the unknown virtual agent to come very close to them 

as they did not feel comfortable with it. In the active condition (where the user moved towards the 

virtual agents), they displayed much lower distance of comfort, thus implying that the user was 

more comfortable being in a denser crowd with a greater number of characters. 

This ties in to one of the parameters that is considered for the annotation terms, where there 

will occur crowd agents invading the three zones of proxemics of the user (intimate, personal, and 

social spaces). Thus, this forms the basis of this study having a mix of “active condition” and 

“passive condition” (Iachini et al., 2014) based behavior in the dataset that will be used to create 

the characters. There are various aspects that the aforementioned paper does not touch upon—it 
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does not consider any action that the virtual agents are doing, nor does it consider multiple agents 

and how those behaviors affect the user in the scenario. 

2.5 Affective Computing Theoretical Framework 

The theoretical framework this paper is based on is the topic of Affective Computing. 

Affective computing can be defined as an interdisciplinary field that focusses on techniques that  

relate to studying, understanding, and simulating human affect (Picard, 1997; Tao & Tan, 2005). 

It is usually responsible for taking a deeper dive into the world of psychology and cognitive science, 

generally using the methodologies and techniques from the field of computer science, to process 

these affects. 

The study deals with the emotion classification aspect of affective computing. The 

emotions used for the basis of computing feature an expanded list of emotions (both positive and 

negative), which are proposed to convey a majority of the emotional spectrum of humans. The 

emotions can be listed as: “Anger, Disgust, Fear, Happiness, Sadness, Surprise” (these first six 

comprise the original emotions Ekman proposed), “Amusement, Contempt, Contentment, 

Embarrassment, Excitement, Guilt, Pride in achievement, Relief, Satisfaction, Sensory pleasure, 

Shame.” (Ekman, 1999). 

Body gestures are also a major component of affective computing. Prior research has 

shown that body gestures can be effectively used to understand the psychology of a person. 

Carretero et. al (2014) reported findings in their study that a change in the body language of 

background characters did have a significant impact in the perception of emotion by the user. 

Another study by Carratero et al. (2014) also reported that users were able to report the perceived 

behaviors by the characters in a crowd as the same as the mood the researchers were aiming for 
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while doing the study. Thus, applying it in reverse, where body language gets perceived by the 

user, is another factor that can help synthesized crowds control the affect levels in users. 

Depending on situations, the body gestures can be simple or complex. They can also be in varying 

intensities, which may help in creating different intensities of the affect in the simulation.  

However, due to new developments being developed in the field of Human Computer 

Interaction, the model proposed by Picard, was contrasted with a newer model (Boehner et al., 

2007) which was classified as the “interactional” model (compared to Picard’s “information” 

model). The new model’s idea was to aid users understanding their own emotions when placed in 

a simulation, rather than an algorithm or a computer just identifying the affect and emotion,  and 

in some cases replicating human emotions, which the information model had suggested. The 

interactional model was much more emotion focused rather than algorithm focused, and it brought 

in the concept of subjective evaluation of affective experiences in humans. This introduced the 

concept of understanding emotions backed by the social and cultural experiences of a person, 

which shapes their viewpoint of the outside world and their individual role in a collective. 

Thus, this forms the framework for the study. It focusses on taking, almost a reverse 

approach to what Picard’s research stated. The idea here is to build affect driven experiences in 

the realm of virtual reality and use the experiences and feelings that the users report on, to build a 

better framework for future simulations, as well as build a foundation for crowd-based studies that 

are driven by a crowd that displays a certain behavioral characteristic. 

2.6 Synthesis and Optimization of Virtual Reality Experiences 

Now that it has been established what the parameters are for the composition of a crowd, as well 

as what dictates affect induction in a user, it is vital to look into the process of synthesizing the 

crowd. Crowd synthesis can be a very unique aspect to world building. As stated in Section 2.1, 
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most techniques that have been used until now follow swarm creation logic and mathematical 

models, that treat these crowds as just a lot of entities. There are more to virtual crowds than just  

a group of characters, rather they should be viewed as individual elements with certain 

characteristics that form a collective, and establish a relationship between them, the other 

characters, and the users. 

In one study, the researchers exposed volunteers to immersive and semi-immersive VR 

setups, which were based in an “open-space mall” (Kyriakou et al., 2016) with a crowd and the 

users had a specific task where they had to follow a character, and they had three levels: (1) a low 

interacting crowd where they ignore the user; (2) a medium interacting crowd which avoids 

colliding with the user; (3) a highly interactive crowd where the characters do basic social 

interaction actions with the user, and avoid colliding with them. This methodology is pretty sound 

as it covered the three possible levels of any activity (high, medium, and low) and due to that it 

was able to generate a defining relationship between crowd engagement levels and the user’s 

experience. It also helps understand between the minor nuances between two individual levels, 

and which of the parameters seems to affect the most, out of all the parameters that come with a 

crowd (such as collision avoidance). Using multiple runs for data collection and multiple scenarios 

has also proven to be effective from the previous studies because having repeated runs introduces 

less variance in the collected data (Kyriakou et al., 2016). This also points this study in the direction 

of having a dataset of behaviors and answers the question to why there should be a variation in 

crowd composition. The dataset of character behaviors ensures that there is ample amount of 

variation in the synthesized crowd, and also helps to drive the affect level to different intensities.  

Once the crowd has been synthesized, there arises the question of the user being able to 

identify, understand, and validate the emotions being conveyed by the crowd. Novelli et al. (2013) 



 

36 

focused in their study on a more survey-based approach to understand the nuances to how people 

in a crowded situation classify it as inducing a positive effect. Understanding one end of the 

spectrum of emotion provides a baseline for what to work towards when trying to induce the other 

end of the emotional response spectrum (negative affect for this study). Their study ended with the 

conclusion that more people showed a positive reaction toward the crowded environment when 

they positioned themselves in a more central location of the crowd, and that once self-identifying 

themselves as a part of the crowd seemed to elicit a more positive reception toward the crowd. 

Thus, based off of on that, to elicit a negative affect from the crowd, the study aims to 

imbibe the negative feelings described by Ekman (1999) by trying to make the user not feel as a 

part of the crowd (in a straightforward way). Since the physical location also matters, the 

simulation will focus on the user moving linearly and not having a stationary position (so that the 

users do not feel that they are the central point around which the crowd is being synthesized).  

One of the major aspects of the synthesis of this study’s crowd is procedurally generating 

levels that can adjust according to a final targeted cost term for a parameter. Xie et al. (2019) talked 

about procedurally generating levels designed for providing a target exercise intensity cost, and 

then developing a level around it. Their study incorporated various cost terms associated with the 

generation of a level, and that provided with a high degree of controllability to achieve the desired 

level of affect intensity for each scenario. In other crowd studies such as Zhang et al. (2019), 

procedural generation can also be seen but this time their study used it to add, modify, or remove 

certain poses for their character, based on the users’ gaming experience or emotion, during the 

gameplay. Their results showed a generally positive review by the participants and proved that 

their methodology used for procedural generation was able to dynamically adjust parameters to 

develop user experience driven levels. Both the above-mentioned studies show that for a level to 
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be highly adaptive and target driven, there needs to exist a problem statement that determines an 

overall cost function for the entire experience. This term comprises of various individual costs that 

are associated with the components that make up the level (as discussed in the previous sections). 

There is, however, very low evidence of the previously discussed algorithm (Li et al., 2020; 

Zhang et al., 2019; Xie et al., 2019) being used to optimize virtual populations and virtual crowds. 

These studies have their optimization implementation on the level or environment itself, rather 

than the entities or the behaviors in the virtual environment, or on elements that have a direct 

impact in inducing a specific affect in the user. What this may imply towards, is the optimization 

implementation is trying to contribute passively to the user’s experience inside the virtual 

environment. Most of them do not focus on actively trying to achieve affect manipulation. Even 

though there have been multiple implementations, in various domains, of the proposed 

optimization technique, very rarely does it deal with a virtual collective’s behavior. 

This study considered previously published work on human interaction with virtual 

characters as well as prior work on optimizing virtual reality experiences and combined such 

knowledge to explore whether is possible to automatically synthesize virtual reality multi -

character experience that elicit certain emotional responses of participants.  
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 RESEARCH METHODS AND PROCEDURES 

3.1 Introduction 

To recap, crowds form a vital part in the everyday lives of human beings. These 

relationships between multiple people can be established in almost all walks of life. However, the 

translation of effective multi-character setups, into a simulated world has not always been the most 

efficient. Most of the virtual reality simulations are seemingly geared towards collaborative 

experiences when it comes to multi-character setups. These vastly differ from general crowd-based 

experiences, due to the change in dynamics—these being more collaborative and mostly 

interactive, compared to multi-character crowd scenarios, which have higher levels of individual 

presence, and lower interactivity levels. 

Problem 

The problem this study focuses on is to address the gap that exists in establishing 

meaningful and affect driven experiences when it comes to the field of multi-character-based 

scenarios in virtual reality, that help bolster the concepts of user immersion and presence, as well 

as the design decisions they influence when synthesizing an optimized affect driven experience. 

Purpose 

The purpose of this study is to expose users to life-like multi-character scenarios (a virtual 

crowd with certain behavioral parameters), and optimize it for displaying negative affect, so as to 
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elicit an emotional response from the users and validate whether affect driven multi-character 

scenarios can be automatically synthesized for a targeted user response. 

Significance 

The significance of the study is that it will provide ample insight into the relationships that 

get established when a user is exposed to a multi-character-based scenario, and how the emotions 

of one may drive the response from the other (in the scope of this study, only one way relationship 

is being explored, where the manipulation of the crowd behavior is expected to have an impact on 

the user’s own emotions). If the dynamics between a user and a virtual crowd is established, this 

could lead to methods in the future, where certain emotions can be triggered just by the behavior 

of the crowd, thus giving a whole new dimension to narratives inside interactive media (such as 

video games, virtual simulations, virtual experiences etc.). 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Experimental Design flowchart.
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3.2 Research Type 

The type of research that the study aims to perform is experimental. The experiment can 

be labelled as a “Lab Experiment” (Falk & Heckman, 2009). The conditions under which the 

experiment will be done are controlled, and that is why it can be categorized under that label. This 

enables the experiment to be highly replicable, due to standardized procedures, and precise control 

of certain circumstances (since this study deals with the psyche of users to some extent) (Camerer 

et al., 2016). 

The research aims to establish this, by first conducting a data annotation process, where 

the crucial elements (relating to affect) that comprise of crowd behavior will be analyzed. Initially, 

a set of variables have been selected as the base parameters that affect a person’s psyche amidst a 

crowd—number of people making direct eye contact and gaze follow (Mousas et al., 2019; Sun et 

al., 2017; Volonte et al., 2020), prevalence of verbal and non-verbal cues (Carretero et al., 2014), 

obstacles (Kyriakou et al., 2016), and entity movement (Volonte et al., 2020; Xu et al., 2019). 

From the initial study, the plan is to annotate the initial dataset that is comprised of various in-

crowd character behaviors to see which one of the selected variables seem to have the most impact 

on the psyche of the user inside the crowd. After the completion of the initial annotation phase, 

the second phase is to use the annotated character behavior dataset to develop a scenario and 

optimize it according to the developer’s preferences and induce the target emotion in the user 

(Amiri & Sekhavat, 2019). This is done by providing the simulation with a target negative affect 

value and based on that creating a composition of characters in the crowd with multiple different 

behaviors. The final purpose and aim of the annotation stage combined with the optimization stage,  

is to expose users to multiple levels with the target negative affect already provided (either low, 
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medium, or high) and use the PANAS scale (Watson et al., 1988) to collect the user response for 

data analysis. This final stage is done in order to validate whether it is feasible to automatically 

synthesize a crowd-based scenario, considering that a target affect value has been provided (in this 

case various intensities of negative affect), and based on the generated crowd whether the targeted 

reaction is displayed by the user. 

3.3 Population and Sample 

The population for the experiment comprised of all the Graduate and Undergraduate 

students of Purdue University. An a priori power analysis was conducted using the G-Power (Faul 

et al., 2009). With a low-to-medium affect size 𝑓 = .30, and the non-sphericity correction to be 

𝜀 = .70, G-Power recommended 40 participants. 

In the initial data annotation phase, the sample of participants consisted of 10 Graduate 

students as participants and comprised of 5 males (age: 𝑀 = 24.40, 𝑆𝐷 = 2.96) and 5 females 

(age: 𝑀 = 25.00 , 𝑆𝐷 = 1.41 ), all of them belonging to the Computer Graphics Technology 

Department of Purdue University. This will ensure that for the data annotation phase, the values 

for the affect response get established by people who are relatively comfortable with virtual reality 

experiences—so as to eliminate the factor of any negative effect of being in virtual reality 

becoming an unwanted variable.  

The final study comprised of all undergraduate and graduate students of Purdue University. 

In total 57 students (42 male, 14 females, and 1 other) within the age range of 18 to 29 years old 

(𝑀 = 19.44, 𝑆𝐷 = 2.28) formed the pool of participants. All participants were recruited through   

emails, posters, and word of mouth. The participants gave informed consent, and no monetary 

compensation was provided for their time. This study was approved by Purdue’s Institutional 

Review Board. 
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Figure 9.  Pie chart displaying the breakdown of the participant’s genders. 

3.4 Instrumentation 

For the annotation and user study phase, an Asus Republic of Gamers Scar III laptop was 

used, with an NVIDIA GeForce RTX 2070 graphics card, and 16 GB of RAM. The virtual reality 

component was implemented using an Oculus Quest head mount display, which was connected to 

the laptop using the Oculus Link cable throughout the duration of the phases. The application was 

developed using the Unity game engine and ran at 60 FPS in the Oculus Quest. 

For the recording of affect intensity and response that the user feels during the experience, 

the PANAS Scale will be used (Watson et al., 1988). It is a scale that can be used as a measure of 

emotion, using the different words that are listed on it that are measured in intensity using the  

Likert scale (Likert, 1932; Joshi et al., 2015). Originally, the Likert scale was developed to only 

use 5 points of measurement, however for this study having a 100-point scale will serve much 

better as it will allow the users’ responses to be measured on a more precise level and will be more 

appropriate for optimization purposes. On the 100-point scale, the lowest value was 1 which 
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denoted “Not at all negative” for the scene the participant just experienced, and the highest value 

was 100 which denoted “Extremely negative”. 

The PANAS scale has been known to be very reliable for studies (Cronbach alpha 

coefficient was 0.86—0.90 for positive affect and 0.84—0.87 for negative affect) (Magyar-Moe, 

2009; Taber, 2017). For negative affect specifically (since this study mainly focusses on the 

emotions based on the negative affect), there was significant convergent validity between measures 

of stress, aversive events, general dysfunction, distress, and discriminant validity with measures 

of social activity (Watson et. al., 1988). Research works such as Dickinson et al. (2018) and Zibrek 

et al. (2018) state that the PANAS scale is an effective measure of gauging the affect of users 

inside a virtual environment, even though very few virtual crowd-based studies have made use of 

it. Since in fields outside of VR simulations have successfully used in conjunction to provide 

reliable participant feedback, combined with the high reliability of these tools, it can be considered 

to be a good approach when it comes to collecting participant response data. 

3.5 Key Variables 

Keeping the PANAS Scale in mind, some of the key variables being recorded were the 

negative emotions that could be displayed by the participant and determined the questions in the  

questionnaire. They were geared towards asking the user about emotions dealing with negative 

affect, experienced during the simulation—the point-scale values were the dependent variables. 

The four categories of negative emotions (the independent variables), that formulated the four 

questions were: 

1. Upset 

2. Distressed 
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3. Alert 

4. Nervous 

The original Likert scale featured five different intensities of arousal based on a 5-point 

Likert Scale—“Very Slightly or not at all”, “A little”, “Moderately”, “Quite a bit”, and “Extremely” 

(Watson et al., 1988). For the 100-point scale, the range will be 1 (which can be denoted as “Very 

slightly or not at all”) to 100 (which can be denoted as “Extremely”) as stated previously. All the 

intermediate values will suggest a mixed response with a bias towards the representations on either 

end of the scale. These variables and the intensities will first help establish the extent to which 

these emotions are experienced by the user in the simulation. Scaling up to a 100-point Likert scale 

that denotes the same levels of arousal, is important for the optimization algorithm, since the value 

will not need to be normalized, saving up on calculation times. This is done, so as to have a more 

precise calculation of the affect’s impact that each synthesized crowd will have on the user. 

Finally, for each experience, certain costs were identified and mathematically formulated, 

that would determine the total cost of the experience—which would be the main component of 

optimization calculation. The subsequent sections discuss each cost term in detail, but as an 

overview three cost terms contribute to the total cost of an experience:  

 

1. Affect Cost (𝐶𝐴 )—The driving value of the simulation. Using this, the affect 

intensity of the experience is set (either low, medium, or high intensity of the virtual 

crowd). 

2. Affect Variance Cost (𝐶𝑉  )—The variance needed in the displayed behavior of the 

of the characters in the crowd, as a whole, in-turn introducing a variation in the 

affect displayed by the crowd. 
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3. Duplicate Behavior Cost (𝐶𝐷 )—This makes it so that no two behaviors are repeated 

in the experience. 

3.6 Simulation Design 

The experiment comprised of three different stages: the initial data annotation stage, the 

optimization and synthesis stage, and the final user-response collection stage. There were a total 

of 30 characters (3D models) that formed the pool from which the characters for generating the 

crowd were selected from. The design characteristics of these characters followed a “common-

person” look i.e. there existed no inhuman or non-human characteristic, appearance-wise.  

The data annotation stage’s main role was to develop a dataset with annotated values for 

the behaviors identified as key components of elements of a human crowd. This dataset is 

constructed by using motion sequences (walk, point, yell, etc.) as well as scripted behaviors (Look 

At participant’s position in the virtual space). To add onto that, the study considered interpersonal 

space’s Proxemic Model, as a trigger to prompt the behaviors to start being played. The Proxemic 

Model includes three zones that are identified for every human (based on real-world parameters)—

(1) Intimate Space, (2) Personal Space, and (3) Social Space. There are a total of thirty four (34)  

behavior conditions that the dataset contained (No Look At Idle behavior will generally not be 

dependent on Proxemic Model). Table 2 outlines the hierarchy of the scenes that were included in 

the dataset. 
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Table 2.  Behavior table for the developed dataset. 

 LookAt NoLookAt 

 Intimate Personal Social Intimate Personal Social 

Walk Across       

Walk Towards       

Pointing       

Yelling       

Sidestep       

Idle     

 

The primary tool used for developing the simulation is the Unity game engine. For the 

animations, they were downloaded from Mixamo1 which has free animation resources. These were 

then used in the animator controllers of the engine, so as to add functionality to the crowd 

characters that could show the behavior when the simulation runs. 

In each of the annotation scenes, a pre-determined number of characters (which is 

developer defined) are spawned in to form a default crowd, with one specific behavior, and then 

users move virtually through the crowd. For the data annotation stage, the scenes that will be 

comprised of a set of locations (70 for the annotation phase) for the characters in the crowd to 

spawn in. The number of characters for the annotation scenes will be pre-set to be a mix of 10 

random characters from the pool of available models. 

There were 34 scenes developed in total, each representing one behavior combination. All 

the characters had the same behavior for the annotation phase, however, since each participant had 

to go through all of the 34 scenes, the characters appearance and location was set randomly to 

eliminate all negative effects (such as carry over bias, and other appearance related bias) in their 

responses. Thus, in this way, it was ensured that the data collected was related to the behavior and 

not the appearance. 

1https://www.mixamo.com/
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Figure 10.  Example behaviors. Example behaviors that could be assigned to a virtual character 

and that were used in our project. From left to right: idle, point, walk. Top row has no Look At, 

and bottom row has Look At functionality. 

 

 

 

 

Figure 11.  Annotation Scenes Example. Example scenes that were used for the annotation 

phase. From left to right: Look At Idle, Look At Point, Look At Yell. 
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Figure 12.  Crowd character with proxemic zones.
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When the simulation starts, the crowd is spawned into the randomly assigned locations 

with the pre-determined behavior for that experience. The screen fade-out of black for the 

participant, and they are exposed to the virtual scene in a non-abrupt way. The participant’s avatar  

moves through the scene using Unity’s Navigation-mesh component, thus not requiring any 

physical movement or controller input. After moving through the crowd, once the participant 

avatar reaches the end, the screen fades to black to signify the end of the experience. The 

participants go through each of the 34 experiences in a random order determined by a Latin Square 

Design, to eliminate any bias. Figure 13 displays a location of the characters for spawning, as well 

as the start and end points of the simulation. Figure 14 shows the virtual environment that was 

developed for each scene. Figure 15 displays an initial synthesized scene. The styling of the 

environment was designed to be on-par with that of the characters, so as to not be a factor that 

takes away from the participants understanding the character behaviors. Also, the same stretch of 

environment was used for all the scenes, both in annotation phase and final user study phase, so as 

to keep the non-crowd elements as a constant. 

At the end of each level, the users rated their negative affect of the simulation, based on 

the PANAS scale, and specified negative affect parameters (listed above). Each scene took around 

2 minutes to complete (along with answering the questionnaire), and hance the total duration of 

the annotation phase for each participant was around 1 hour and 30 minutes. The questionnaire 

responses were used to determine and establish a baseline for the values required for the affects, 

so that a virtual crowd can be automatically synthesized during the optimization and synthesis 

stage to give off a target negative affect. 
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Figure 13.  Virtual road that was used in the study with locations of start position and end 

position of user’s avatar, and the locations where the crowd characters were generated. 

 

 

 

 

Figure 14.  The virtual environment (in-engine footage). 
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Figure 15.  A synthesized scene with the virtual characters. 

 

 

The second stage is short but an important one. After annotating all values for the negative 

affect in the dataset, it is then fed into an algorithm which tries to adjust the total cost of the 

scenario based on a target negative affect provided by the developer. This is achieved by the 

algorithm looking at the affect values of each of the behaviors in the dataset and finding a good 

combination of behaviors that gives the closest to the target value. The final outcome of this stage 

was to synthesize a list of 10 characters for a scene with low target affect, 10 characters for a scene 

with medium target affect, and 10 characters for a scene with high target affect crowds. Section 

3.7.4 discusses in-depth about the proposed optimization algorithm. Figure 16 shows a setup for 

the Optimization component. In the Optimization script, the “Accepted Char Behaviors” is the 

final list of behaviors that the optimization algorithm outputs after calculating and comparing the 

total costs. The “Total Characters” value drives the lengths of the “Accepted Char Behaviors” and 

other internal working list lengths, thus making it highly modular. The other two important terms 
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are “Cost_Total_Proposed” and “Cost_Total_Current”, which are the driving variables for the 

optimizer. Once the optimizer has found the specific end condition (mentioned in Section 3.7.4), 

the “Optimize Done” Boolean becomes true, indicating the user that the list of characters has been 

generated. It should be noted that all other variables have been exposed for aesthetic purposes—

usually these would be hidden and non-editable. 

The final stage involves a user study to validate the effectiveness of the algorithm. The 

visual layout of the scene remains the same i.e., it is the same environment, and the same path for 

the participant’s virtual avatar, however there are some differences. First, the number of locations 

where the characters can spawn has been reduced to 10 instead of the initial 70, for each of the 

three scenes. The number of characters remain the same at 10, however a pre-set selection of 10 

characters are selected to stay the same throughout the scenes. This ensures that the participants 

can only focus on the behaviors of the entities in the crowd, rather than their appearance. The 

locations of where the entities spawned was also kept constant, so as to remove any error that may 

creep in the response, due to changed location of the characters. All the three scenes will consist 

of the characters in the crowd having different behavior, and the participants will get exposed to 

all the three scenes in a random order, determined by a 3 variable Latin Square Design 

methodology.  
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Figure 16.  Optimization script example in Unity (target affect is set to 0.25—

not a condition for the study). 

 

3.7 Problem Formulation and Optimization 

One of the primary goals of the simulation in this study is to automatically synthesize an 

affective experience. The experience, denoted as 𝐸 consists of a set defined number of virtual 

characters 𝑐𝑖assembled in a pre-set sequence and is defined as: 

𝐸 = [𝑐1 , 𝑐2 , 𝑐3 , … , 𝑐𝑛] 

For each experience, three cost terms were developed (also known as design decisions) that 

will drive the total cost equation of each experience. These design decisions are: the affect cost 

(𝐶𝐴), the affect variance cost (𝐶𝑉), and the duplicate behavior cost (𝐶𝐷). The final total cost function 

can be then expressed as: 

𝐶𝑇𝑜𝑡𝑎𝑙(𝐸) = 𝑤𝐴𝐶𝐴 + 𝑤𝑉𝐶𝑉 + 𝑤𝐷𝐶𝐷 
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where 𝑤𝐴, 𝑤𝑉, and 𝑤𝐷 are weights associated with the cost terms and their values determine the 

priority of each cost term to influence the total cost function and drive the experience’s final affect 

levels. It can also be noted that besides these three proposed terms, additional terms may be 

implemented based on the design decisions of the developers. The cost terms are defined in detail 

in the following sections. 

3.7.1 Affect Cost 

The affect cost term encodes the mean target affect that should be exhibited by the multi-

character experience. This value is defined as the value that should be achieved by averaging the 

annotated affect values of all the characters’ behaviors inside the experience. This quantity is 

customizable by the developer and can be weighted so as to prioritize its importance in calculating 

the total cost of the experience. The affect cost is defined as: 

𝐶𝐴(𝐸) =  
1

|𝐸|
 ∑ 𝐴(𝑐𝑖) −  𝜎𝐴

𝑐𝑖

 

where |𝐸| is the total number of characters, 𝜎𝐴 is the target mean affect value of the synthesized 

experience (e.g., when 𝜎𝐴 = 0.25, it means that the average negative affect of all characters should 

be close to 0.25 ), and 𝐴(𝑐𝑖)  is the negative affect value for the 𝑐𝑖  virtual character of the 

synthesized scene  

3.7.2 Variance Cost 

The variance cost is used to constrain the variance of the affect values (and in turn the 

behavior) that should be included in the synthesized scene—hence addressing the topic of variance 

of behavior across the characters (either the scene ending up with high or low variance). This cost 

for each experience 𝐸 can be defined as: 
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𝐶𝑉(𝐸) =  
1

|𝐸|
 ∑(𝐴(𝑐𝑖) − 𝐴̅)2 − 𝜎𝑉

𝑐𝑖

 

where 𝜎𝑉  denotes the target affect variance and 𝐴̅  denotes the mean negative affect of the 

characters in the scene. It should be noted that when a higher value is assigned to 𝜎𝑉, characters 

with higher affective variations will be included in the scene. 

3.7.3 Duplicate Behavior Cost 

The final cost term dictates whether or not the same behavior will be applied to multiple 

characters in the synthesized experience. This cost is defined as: 

𝐶𝑉(𝐸) =  
1

|𝐸|!
(2! (|𝐸| − 2)!)

 ∑ Γ (𝑐𝑖 , 𝑐𝑗)

𝑐𝑖,𝑐𝑗

 

where 
|𝐸|!

(2!(|𝐸|−2)!)
 returns the total number of combinations between 𝑐𝑖 and 𝑐𝑗  that are a pair of 

characters currently in the experience, and Γ returns 1 if the characters have the same behavioral 

characteristic or 0 if they are different behaviors, based on the evaluation criteria as follows: 

Γ (𝑐𝑖 , 𝑐𝑗) =  {
1      𝑖𝑓 ℬ(𝑐𝑖) == 𝐵(𝑐𝑗)

0                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

where ℬ(𝑐𝑖) and ℬ(𝑐𝑗) represent the behavior of characters 𝑐𝑖and 𝑐𝑗  respectively. 

3.7.4 Optimization 

The main component for optimization for this study, was addressed using a Markov Chain 

Monte Carlo Method (Brooks, 1998) called “simulated annealing” (Kirkpatrick et al., 1983) with 

a Metropolis-Hastings state-searching step (Chib & Greenberg, 1995). The process of optimization 

begins by initializing an initial set of characters with different behaviors assigned to them, and the 

system calculates the total cost 𝐶𝑇𝑜𝑡𝑎𝑙(𝐸) of that set of characters. Then in the next iteration, the 
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system proposes a new configuration 𝐸′ and then the algorithm computes the proposed total cost 

𝐶𝑇𝑜𝑡𝑎𝑙(𝐸′). This new configuration is achieved by randomly selecting one of the characters 𝑐𝑖  in 

the 𝐸 configuration, and then assigning a random behavior from the dataset to the character. The 

acceptance criteria of a new configuration is achieved when the cost of the proposed configuration, 

𝐶𝑇𝑜𝑡𝑎𝑙(𝐸′), is lower than the current total cost of the current configuration, 𝐶𝑇𝑜𝑡𝑎𝑙(𝐸). Simulated 

annealing works on a factor called “temperature”, which is used to control the greediness of the 

algorithm in finding the most optimal solution. The temperature gets set as 𝑡 = 1.00  at the 

beginning of the optimization and is reduced by 0.10 every 200 iterations. As the temperature 

parameter decreases, the optimizer tries to find the most optimal solution and over time only the 

optimal solutions start getting accepted. The optimization is completed when the difference in the 

total cost of the current and proposed configurations is less than 2% over the past 500 iterations. 

Following presents the optimization pseudocode: 

 

1. do while(annealing_Index <= annealing_Iteration) 

2.  for every 100th iteration, threshold_value = threshold value - 25 

3. generate random_acceptance_criteria 

4. if (random_acceptance_criteria < threshold value) 

5.  accept annealing (accept bad or unoptimized values) 

6. else (reject annealing) 

7. Calculate_Total_Cost function executed (calculates 3 cost terms) 

8.  total_cost = target_affect_cost + target_variance_cost + duplicate_behavior_cost 

9. if ((total_proposed_cost < total_current_cost) OR (annealing_accepted = true)) 

10.set current_behaviors_list as accepted_behaviors_list, and check whether OptimizeDone 

is true;  

11. if OptimizeDone is true, then stop optimizing 

12. Replace one behavior for current_behaviors_list and calculate total cost 

13. if ((total_cost – initial_cost)/ total_current_cost) < 0.02) and its true for atleast 

100 frames 

14. set OptimizeDone = True 

 

 

The other values, unless specified otherwise, were set to be: 𝜎𝑉 = .50, 𝑤𝐴 = 1.00, 𝑤𝑉 = .10, 

and 𝑤𝐷 = .10. Since the total characters in each scene needed to be 10, the algorithm considers 

the affect values of all 10 characters at a time. The weights of the cost terms were implemented to 
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allow the developer to either prioritize certain costs, or give equal priority to all cost terms, to 

create scenarios with different levels of affect, variance, etc. Figure 17 displays the progression of 

the developed scenes for low, medium, and high target affect. 

3.8 Summary 

Thus, for the purpose of this study, the aim is towards developing an optimized scenario 

that is geared towards the negative affect that can be induced in one’s mind, when present in a 

crowded environment. A couple of reasons why the study has been structured in this way: (1) it is 

seen that humans tend to display a more negative reaction while initially being a part of a crowd,  

if they do not self-identify themselves as a part of the crowd (i.e. immersion) (Novelli et al., 2013); 

and (2) because by focusing on one targeted emotion, it will provide a better understanding of one 

end of the comfort spectrum, and based on that, one can move forward in the direction of creating 

a more positive scenario in the future (Volonte et al., 2020). A reason for using the proposed 

optimization method is that it was mostly used to procedurally develop and optimize game levels 

but not a lot has been explored into optimizing it for targeted behavior-based scenarios. Another 

significance can be provided from the fact that in many scenarios in video games as well as virtual 

reality simulations, the developers intend to induce a certain amount of positive or negative affect 

to the user. Thus, understanding whether if it is possible and feasible to automatically synthesize 

these polarizing affect inducing crowds, it will enable developers to deliver these experiences more 

efficiently in interactive media.
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Figure 17.  Sequence of each synthesized scene: low target affect (top row), medium target affect 

(middle row), and high target affect (bottom row). 
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 USER STUDY AND DATA ANALYSIS 

The subsequent sections deal with the final phase of the study, which focuses on user study 

and data analysis of the three synthesized scenes. 

4.1 Data Recording and Collection 

The data collected, as specified in Section 3.5, will be ordinal in nature and can be 

translated into a scale (measured between 1 to a 100, where 1 represents “Very slightly or not at 

all” and 100 represents “Extremely”) (Likert, 1932). At the end of the data annotation stage, each 

affect will have a numerical value associated with it (the values will be an average for all 

participants of the annotation stage), which will convert the ordinal data to a ratio level data. These 

ratio data will be used to set the target cost for the optimization algorithm that will help synthesize 

the experiences and can be scaled up or down to change the intensity of the negative affect of the 

automatically synthesized and optimized crowd scenarios (for the final stage). 

Data collection of the third (final) stage is similar to the first, with the difference being that 

the crowd will consist of the various behavioral characteristics from the annotation stage, to meet 

the target intensity cost. Users will again rate the intensity of each affect after each scene, and these 

values will be compared with the annotated values. This will enable a relationship to be established 

between the baseline crowd’s values, and the optimized values, thus displaying the outcome of 

synthesis of a crowd that can drive a user’s negative affect. 

For statistical analysis, a One-Way Repeated Measures Analysis of Variance (ANOVA) 

was used to explore potential differences across the experimental conditions (synthesized multi-
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character scenarios with low, mid, and high negative affect) (Lamb, 2003). Figure 18 displays a 

screen capture of the questions in the questionnaire. 

 

Figure 18.  Questions used for annotating the dataset as well as during the final phase. 

 

4.2 Experimental Conditions 

For the final phase, three experimental conditions were developed, that would be presented 

to participants in the form of three scenes made using Unity. These three were low negative affect, 

medium negative affect, and high negative affect inducing crowds. 

1. Low Negative Affect: This condition has a value of target negative affect that is 

considered to be a low value on the scale of 0 to 1. The 10 selected behaviors, that 

the optimization algorithm provides as an output, had to achieve an overall low 

total cost (based on the equations described in Section 3.7) of the current scene’s  

configuration. The chosen target values fed to the optimizer algorithm were 𝜎𝐴 =

0.3 and 𝜎𝑉 = 0.5. The final behaviors for this scene ended up as (placement of 

these in the virtual scene were also in the same order): 
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a. Idle No Look At 

b. Yell No Look At (Intimate Space) 

c. Point No Look At (Intimate Space) 

d. Yell Look At (Personal Space) 

e. Walk Towards No Look At (Social Space) 

f. Walk Towards No Look At (Personal Space) 

g. Walk Across Look At (Intimate Space) 

h. Sidestep No Look At (Personal Space) 

i. Yell No Look At (Personal Space) 

j. Yell Look At (Social Space) 

2. Medium Negative Affect: This condition has a value of target negative affect that 

is considered to be a medium value on the scale of 0 to 1. The 10 selected behaviors, 

that the optimization algorithm provides as an output, had to achieve an overall 

medium total cost (based on the equations described in Section 3.7) of the current 

scene’s configuration. The chosen target values fed to the optimizer algorithm were 

𝜎𝐴 = 0.5 and 𝜎𝑉 = 0.5. The final behaviors for this scene ended up as (placement 

of these in the virtual scene were also in the same order): 

a. Yell No Look At (Intimate Space) 

b. Yell Look At (Social Space) 

c. Walk Towards Look At (Intimate Space)    

d. Sidestep No Look At (Social Space) 

e. Yell Look At (Intimate Space) 

f. Sidestep No Look At (Personal Space) 
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g. Walk Across Look At (Intimate Space) 

h. Walk Towards No Look At (Social Space) 

i. Point No Look At (Social Space) 

j. Idle No Look At 

3. High Negative Affect: This condition has a value of target negative affect that is 

considered to be a high value on the scale of 0 to 1. The 10 selected behaviors, that 

the optimization algorithm provides as an output, had to achieve an overall high 

total cost (based on the equations described in Section 3.7) of the current scene’s 

configuration. The chosen target values fed to the optimizer algorithm were 𝜎𝐴 =

0.7 and 𝜎𝑉 = 0.5. The final behaviors for this scene ended up as (placement of 

these in the virtual scene were also in the same order): 

a. Sidestep Look At (Intimate Space) 

b. Point No Look At (Social Space) 

c. Idle Look At (Social Space) 

d. Sidestep No Look At (Intimate Space) 

e. Point Look At (Personal Space) 

f. Walk Towards Look At (Intimate Space) 

g. Walk Across No Look At (Personal Space) 

h. Walk Towards Look At (Personal Space) 

i. Walk Across Look At (Social Space)  

j. Yell No Look At (Intimate Space) 
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Figure 19.  Optimizer Output for low (top row left), medium (top row right), 

and high (bottom row) conditions.
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Figure 20.  Optimization graphs for low condition (top), medium condition (middle), and high 

condition (bottom).
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4.3 Measurement Methods 

Participant’s affective ratings were collected using the four items from the PANAS scale 

(check Figure 14). The questions were targeted towards four specific emotions: upset, alert, 

nervous, and distressed. The questions were presented in the form of a 100-point visual scale, 

which went from 1 to 100. Here, 1 denoted “Not at all” and 100 denoted “Extremely”. 

In the response for the annotation phase, these questions were used to annotate the data in 

the behavior dataset. In the user study phase, the fifth question which directly asked participants 

to rate the negative affect perceived by them and that was used to directly measure the extent of 

negative affect sensed by the participants. Finally, a designated space was provided in the survey 

to allow participants to enter their feedback and comments about the virtual reality application and 

the conditions they were exposed to. 

4.4 Procedures 

The procedure for data collection was the same throughout the entire process, with the only 

elements being different are the scenes that the annotation participants and the user study 

participants got to experience. First task when the participants arrived at the approved lab space, 

they first were asked to sanitize their hands with the prescribed hand-sanitizers, to minimize the 

risk of the spread of the COVID-19 virus. The participants and the researcher wore proper apparel 

(masks) for preventive measures and appropriate physical distancing methods were undertaken 

whenever necessary. The participants were provided with an Institutional Review Board (IRB) 

approved consent form and were advised to give a quick read through. At the end of the consent 

form, the participants were asked to confirm their age to be either 18 years or older, and whether 
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they gave consent to take part in the study. If they answered that with a “Yes”, a demographics 

questionnaire was shown with questions related to gender, age, average hours of week playing 

video games, and prior exposure to Virtual Reality. Once they answered that, they were briefed on 

the study’s process. First, they were familiarized with the headset in question (the Oculus Quest) 

and were asked to take some time to adjust it to their comfort level. They were informed that they 

would be experiencing three virtual reality scenarios, and all of them were observation based i.e., 

they only had to observe the behavior of the characters in the crowd. At the end of each scene, they 

were asked to input their feedback in the questionnaire based on what they just experienced and 

rate the negative affect of the virtual population on a scale of 1 to 100. This was repeated twice 

more (total of three times for three scenes). The study was a between-groups study; thus all the 

participants experienced all three conditions mentioned in Section 4.2. The order of the three 

conditions was counterbalanced by a Latin Square (Grant, 1948) for controlling any negative carry 

over effects. The total duration of the study, for each participant, lasted for around 30 minutes. 

4.5 Results 

4.5.1 Annotation Results 

Once the dataset of behaviors was annotated with the respective affect values, it resulted 

in each behavior having a normalized value between 0 and 1, ready to be fed into the optimization 

algorithm. Figure 21 displays the average negative affect of each behavior derived from the 

annotation phase.  
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Figure 21.  Average negative affect of each behavior derived from the annotation phase (LA: 

Look At; NLA: No Look At; IDLE: Idle Behavior; SS: Sidestep; POINT: Point Behavior; WA: 

Walk Across Behavior; WT: Walk Toward; YELL: Yell Behavior; INTIMATE, PERSONAL, 

and SOCIAL: Proxemics Zones). 

4.5.2 User Study Results 

After the user study, a few notable demographics information were found. First, the 

distribution of the people with prior exposure to VR was 35 and 22 who were having their first VR 

experience. This was important in the final results, as it gave us the idea that the perception of the 

emotion and intensity was perceived as expected by new and experienced users alike. Another 

measured quantity was the amount of time participants played video games. This provided us with 

an idea to how comfortable participants were with virtual characters and identifying the behaviors 

of virtual characters, as well as being exposed to virtual scenarios. Figure 22 provides details about 

both sets of data. 

The analysis of the results from the user study phase was done using one-way repeated 

measures analysis of variance (ANOVA) using the three conditions as independent variables and 

the questionnaire responses as dependent variables. The internal validity of the questionnaire’s  

scale was measured using Cronbach’s alpha coefficient. With sufficient scores ( 0.75 <  𝛼 <

0.81), a cumulative score was used. Removal of items would not enhance the reliability measures. 

The normality assumption of the ratings was evaluated with Shapiro-Wilk tests at the 5% level and 
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with the Q-Q plots of the residuals. Post hoc comparisons were conducted using Bonferroni 

corrected estimates. A 𝑝 <  .05 value was deemed statistically significant. 

 

 

Figure 22.  Prior exposure to virtual reality and video game experiences. 

 

The analysis revealed significant results [ Λ = 0.726 , 𝐹(2;  52) = 9.928 , 𝑝 <  0.001 , 

𝜂𝑝
2  = 0.274]. Post hoc comparisons showed that the low negative affect condition (𝑀 =  31.71, 

𝑆𝐷 =  16.81) was rated lower than that of the medium negative affect condition (𝑀 =  36: 73, 

𝑆𝐷 =  21.13) at the 𝑝 =  .041 and high negative affect condition (𝑀 =  40.68, 𝑆𝐷 =  22.50) 

at 𝑝 = .001. Moreover, the medium negative affect condition was rated lower than that of the high 

negative effect condition at the 𝑝 =  .040. Boxplots of our results are shown in Figure 23. 
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\ 

Figure 23. Boxplots of final user study results. 

 

In conjunction with the self-reported data, participants were also asked to provide 

comments and feedback based on their experience after every scene. Notable responses pointed 

towards the fact that the apparent hostile nature of the virtual crowd was perceived well by the 

participants. In addition to that, participants did report the fact that the negativity of an experience 

was heightened when virtual characters invaded their spatial zones, confirming that using the 

proxemics with behaviors is an acceptable design guideline that can be considered when trying to 

induce a negative feeling in a participant. Some notable comments are provided in Table 3:  
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Table 3.  Participant ID and their comments (with respect to the scenes). 

Participant ID Comment Scene Context 

P8 
This particular event was the most threatening, as the 

virtual characters made hostile remarks, causing a 

feeling of being uncomfortable and anxious. 

With respect to the high 

negative affect 

P17 

Characters felt like they didn't like me. They didn't feel 

threatening, exactly, but they made me feel 

unwelcome. 

With respect to the high 

negative affect 

P20 
This scenario the crowd seemed less active in their 

movements, and less aggressive as a result. 

With respect to low 

negative affect crowd 

P26 
I did not feel like my personal space was being 

invaded. 

With respect to low 

negative affect crowd 

P34 

The first couple simulations were more negative than 

the last one and they got progressively more positive. 

The first one was the most negative as all the virtual 

characters were looking at me and following me as I 

walked. The last one was the most positive as most of 

the characters seemed to act more naturally. Whenever 

a character didn't move out of the way even as they saw 

me approaching them it seemed very rude to me. 

With respect to affect 

changing from high to 

medium to low 

P44 
Yes, the amount of hostility shown was different in 

each of the cases. 

With respect to all the three 

scenes 

4.6 Discussions 

The experimental study was conducted to confirm that it is indeed possible to synthesize 

affective multi-character experiences that induces a certain amount of negative affect in the users. 

This fundamentally also provides a measure to evaluate whether the proposed pipeline would be 

effective to synthesize affect driven virtual reality experiences that would be perceived by any 

users in an expected way. From the results and the self-reported ratings by the participants, 

conclusive results had been achieved which point towards the synthesized experiences’ crowds  

affected participants in an expected way: the low negative affect displaying crowd was rated to be 

lower than a medium affect displaying crowd, which itself was rated lower than a high affect 

displaying crowd.  
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 CONCLUSIONS AND FUTURE WORK 

5.1 Conclusion 

The study presented a method for synthesizing multi-character experiences that can help 

incite and elicit a certain amount of negative affect to users who are in a virtual reality scenario, 

which is also confirmed by the conducted user study. The it can be concluded that the proposed 

algorithm is successful in optimizing multi-character scenarios and generating a set of characters 

in the form of a virtual crowd, that are able to induce a specific level of negative affect.  

The study started with developing a pipeline for said synthesis and optimization of affect 

driven crowds. The first step here was to develop the first stage of the pipeline: an annotated dataset 

that would contain certain behaviors that could be displayed by entities in a crowd, and have users 

give feedback on that, to associate them with a negative affect value. This would be helpful in 

understanding how users perceive certain actions when in multi-character scenarios. Using that 

dataset, a virtual scene was generated and optimized to a specified target negative affect value, and 

finally a user study was conducted on the synthesized levels, to validate whether the algorithm 

would be successful in its task of generating virtual crowds, with a specified behavior that induces 

a certain level of negative affect in the user inside the virtual environment.  

Thus, from the work presented here, it is evident that using annotated behavioral datasets 

for automatically synthesizing virtual crowds with emotions is a viable method of world-building 

as well as conveying and inducing emotions in the user, thus skipping over the tedious step of 

manually having to build a virtual crowd.  
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5.2 Future Work 

An important aspect while formulating the study was to use it as a starting point for future 

studies to build up on this and the dataset that would be developed and add onto the conditions by 

making the scenarios and experiences more complex. Some of the future directions that can be 

taken are listed as follows: 

1. Include more behaviors in the dataset, which would help increase the realism factor 

of the crowds due to varied behaviors. 

2. Enhance the simulation more by adding sounds and reactive audial components to 

the scenes. 

3. Use techniques such as galvanic skin response (GSR) and electroencephalogram 

(EEG) to collect the responses from participants, rather than using self-reported 

data. This will aid in providing a more accurate response to the stimuli, and a better 

idea of how the affect inducing crowd would impact the user. 

4. Develop more complex scenarios which involve more levels of interactions (such 

as virtual reality games). 

5. Another aspect to be considered is include more design decisions (also known as 

cost terms) in the scenarios, as well as include techniques such as artificial 

intelligence, and behavior trees to author event-centric and affect-driven multi-

character narratives. 

6. Since this study primarily focused on establishing a baseline of affect-driven multi-

character scenarios in virtual reality, there is definitely a lot that can be done to 

expand and add more dimension to this study. 
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