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ABSTRACT 

With the rapid development of information technology, network traffic is also increasing 

dramatically. However, many cyber-attack records are buried in this large amount of network 

trafficking. Therefore, many Intrusion Detection Systems (IDS) that can extract those malicious 

activities have been developed. Zeek is one of them, and due to its powerful functions and open-

source environment, Zeek has been adapted by many organizations. Information Technology at 

Purdue (ITaP), which uses Zeek as their IDS, captures netflow logs for all the network activities 

in the whole campus area but has not delved into effective use of the information. This thesis 

examines ways to help increase the performance of anomaly detection. As a result, this project 

intends to combine basic database concepts with several different machine learning algorithms 

and compare the result from different combinations to better find potential attack activities in log 

files. 

 

Keywords: IDS, Anomaly Detection, Clustering, Log Analysis 
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INTRODUCTION 

In this day and age, information technology is snowballing. There is a large amount of 

daily internet traffic, including connecting to websites to find information, connecting to servers 

to access and transfer information, and other Internet uses. Organizations typically also track the 

information that flows through their network, including material stored in various logs like IP 

addresses and SSH requests. 

However, with the rise of cyber-attacks, the risk of using the Internet has been rising 

significantly. The cyber-attacks are an assault launched by cybercriminals using one or more 

computers against computer networks (Check Point Software, 2020). 

There are common kinds of cyber-attacks. 

 Malware. Malware is the collective name for a number of malicious software 

variants, including viruses, ransomware, and spyware (Forcepoint, 2020). It 

delivers a payload that can range from demanding a ransom to stealing sensitive 

personal data. 

 Phishing. Phishing attacks are the practice of sending fraudulent communications 

that appear to come from a reputable source. These fraudulent communications 

are used to introduce malware or direct users to sites where their information can 

be collected. 

 Denial of service attack. It is a kind of attack targeting systems, servers, or 

networks with traffic to exhaust resources and bandwidth. 

 DNS Tunneling. DNS tunneling utilizes the DNS protocol to communicate non-

DNS traffic over port 53 (Cisco, 2020). It sends HTTP and other protocol traffic 

over DNS.  

The threat of cyber-attacks is high, and cyber-attacks have become increasingly 

sophisticated and result in more significant damage. Cyber-attacks result in financial and 

business losses. A hacker attack can lead to the interruption of business or data breach from a 

company or organization. 

Secondly, cyber-attacks threaten personal security. For example, hackers exploit 

vulnerabilities to hack into medical records so that they can view patient information. 
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Finally, cyber-attacks are disruptive to the entire Internet environment. A botnet is a 

network of devices that have been infected with malicious software, and the attackers can control 

a botnet without the owners' knowledge to attack more and more servers. 

With the increasing frequency of cyber-attacks, companies are paying greater attention to 

cybersecurity. 

Cybersecurity is the protection of internet-connected systems such as hardware, software, 

and data from cyber-threats. Implementing network security provides a good security situation 

for computers and networks, and the data stored on these devices to protect them from malicious 

attackers. 

To detect cybersecurity threats, more and more companies and organizations are adapting 

and implementing at least one Intrusion Detection System (IDS) as a defense mechanism notice 

the potentially malicious activities in the environments. 

An intrusion detection system (IDS) is a software application or hardware appliance that 

monitors traffic moving on networks and through systems to search for policy violations or 

suspicious activity and known threats, sending up alerts to an administrator when it finds such 

items. 

IDS can be classified into Network Intrusion Detection Systems (NIDS) and Host-based 

Intrusion Detection Systems (HIDS) by where the detection takes place. They can also be 

classified into signature-based detection and anomaly-based detection by the detection method. 

Zeek, a kind of IDS. It can be used as a network intrusion detection system with 

additional live analysis of network events, making it a widely used IDS in the cybersecurity 

industry. 

Although many organizations have accepted this system, there are some gaps found in its 

use. This thesis is going to examine a number of these gaps to make fuller use of this system. 

First, as soon as a network interaction is identified by Zeek as "abnormal" or "out of the 

ordinary," it will be recorded indiscriminately in a log named notice.log generated by Zeek, 

which means that the records appearing in notice.log are from different kinds of attacks. These 

may not be clear enough to be analyzed and processed by the data analysts of the company using 

Zeek.  
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Second, the existing analysis of Zeek's log files is at a rudimentary stage and does not 

filter for specific content within the log files, leading to a lack of features of the input data to 

produce a better model. 

Third, based on knowledge about Zeek, connections are also be recorded in other log files 

(such as HTTP, SSH, and DHCP). Different attributes of the same network connection are stored 

in different logs. The existing log file analysis only uses one log file as input data, which is a 

waste of resources. 

This thesis's primary goal is to find a new way to use logs from Zeek to identify 

anomalies in the data that have the potential to be malicious. The following is a list of measures 

to fill in the corresponding gaps identified above. 

When it comes to the first gap, this thesis explores testing various implementations of 

anomaly detection and clustering algorithms on existing log files to determine the suitability of 

specific machine learning approaches for recognizing anomalies. Cyber-attacks can be classified 

into different types after using the clustering algorithm. For the second gap, this thesis tries to 

select specific fields based on the knowledge about network traffic and cybersecurity from all the 

fields in the log file as the input of the machine learning algorithm. To fill in the third gap, this 

thesis explores combining the columns of multiple logs together that include mentions of the 

same connection and gauge if it is possible to get a better anomaly detection result from a 

combined set of records. 

In this thesis, it is assumed that the outliers found in the experiment are the request 

records that need to be carefully checked by the relevant personnel, rather than 100% malicious  

activities. 

As for this thesis, the limitation would be the uncertainty caused by the data input, not 

only the data source, but also the popential “curse of dimentionality” problem. And as for the 

delimitation, the scope of this research is based on the data from MACCDC 2012 dataset, which 

means that the result might not be that general.  

After applying these new ways to analyze the log files generated by Zeek, the company 

or organization's managers can clearly understand the current network risks they face and 

develop more targeted protection measures on their network facilities, leading to a reduction of 

the risks of network attacks. 
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 LITERATURE REVIEW 

Introduction 

This section introduces the technologies involved in this project and how they have been 

combined in previous studies. 

First, network traffic is discussed, which is also the raw data collected by the intrusion 

detection system. Then a detailed introduction of the intrusion detection system is involved, 

contains types and structures. Then, the intrusion detection system used in this thesis, Zeek, is 

described in detail. The last section is about the machine learning algorithms used in this thesis, 

especially the different anomaly detection algorithms. 

Network Traffic 

Network traffic is the data moving across a network at a given point of time (Lakhina et 

al., 2004). It consists of packets sent from a source port to a destination port. 

Network architecture is separated by seven different layers from the physical layer on the 

bottom to the application layer on the top based on the OSI (Open Systems Interconnection) 

model (Briscoe, 2000). 

For this project, I examine Zeek, an intrusion detection system. Specifically, the log files 

based on its analysis mainly from application layers, such as http.log, dns.log, and smtp.log 

(Forouzan, 2012). 

With the development of the Internet, the amount of malicious network traffic is 

gradually increasing. Malicious network traffic is a kind of traffic with the intent of attack a 

computer or network. Some of the common malicious network traffics are listed below. 

 Denial of service (DOS) attacks, which are intended as attempts to stop 

legitimate users from accessing a specific network resource (Zargar et al., 2013). 

The performance of the network would be decreased because of the overloading. 

 Botnet attacks. The botnet is a network of computers infected by malware that is 

under the control of the attacker. The attacker can make every computer on its 

botnet simultaneously perform a criminal action to a target network or host. 

(Hoque et al., 2015). 
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 Port scanning, where the attacker sends packets to a network to detect which 

ports are open and if vulnerable services are running on the port. 

Intrusion Detection System 

As the proportion of malicious network traffic in network traffic increases, the number of 

threats has increased dramatically. Moreover, the attackers are becoming more skilled and 

successful (Sazzadul Hoque, 2012, p. 117). A study from Reddy (2014) shows that many 

companies could not withstand large-scale cyber-attacks in the beginning. Traditionally, 

firewalls are widely used to protect the computer or network. However, with the diversification 

of network attacks, the firewall cannot meet all the needs of network security, especially with the 

shortage of monitoring application layer of the OSI model (Kaur, Malhotra, & Singh, 2014). 

Under this situation, two kinds of defense methods, IPS (intrusion prevention system) and 

IDS (intrusion detection system), emerged to monitor and detect the potential attack. 

Intrusion detection systems are systems with the purpose of monitoring and analyzing events that 

may occur on a computer system or network by identifying evidence of possible events that are a 

violation or of a computer security policy (Aroms, 2012). 

Intrusion prevention systems are systems that combine intrusion detection with trying to 

stop the incidents in real-time. 

The main difference between intrusion detection systems and intrusion prevention 

systems is that intrusion detection systems are only a monitoring system (passive monitoring). In 

contrast, intrusion prevention systems are control systems (reactive monitoring), which means 

that intrusion prevention systems will proactively deny network traffic if those packets show a 

known threat (Trost, 2009). Moreover, Intrusion prevention systems can prevent the attacker 

from going deeper into the system, just as shown in Figure 1. 
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Figure 1 Comparison of IDS and IPS (Bhardwaj, 2020) 

 

Intrusion detection systems, not intrusion prevention systems, are the focus of this thesis. 

Intrusion detection systems usually contain three logical components (Stallings & Brown, 2017): 

 Sensors. Sensors are used to collect data that tends to be an intrusion, containing 

network packets and system call traces. And then, sensors would decode the data 

to the analyzer. 

 Analyzers. Analyzers are used to detect whether an intrusion occurred based on 

the data sent from sensors and take actions immediately like, producing an alert to 

the whole system if necessary. 

 User Interface. The user interface can help an administrator have a holistic view 

of the intrusion detection system and can be used to configure the intrusion 

detection system for better use. 

 

There are many subclasses of intrusion detection systems, and the most common criteria 

are the place of deployment of the intrusion detection system. The intrusion detection system can 

be separated into two different subclasses, the Host-based Intrusion Detection System (HIDS) 

and the Network-based Intrusion Detection System (NIDS) (Stallings & Brown, 2017). 
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Host-based Intrusion Detection Systems (HIDS) 

A host-based intrusion detection system is initiated and installed at the host-level to 

monitor the system from internal or external threats. A host-based intrusion detection system 

usually monitors the activities on a host server, such as an anti-virus program on the local 

computer. 

More specifically, a host-based intrusion detection system can collect data from different 

sources of the host, like different kinds of system logs, which means when dealing with host-

level threats, this system is beneficial. 

However, some drawbacks of the host-based intrusion detection system also need to be 

discussed. 

First, host-based intrusion detection systems do not support cross-platform functions or 

applications. 

Second, when other hosts in the same network are attacked, this system cannot help them 

due to its host-level defense (Ying, Yan, & Yang-jia, 2010). 

Third, if the attackers can control the whole host, this host-based intrusion detection 

system will not work (Berthier, Sanders, & Khurana, 2010). Studies suggest that the IDS should 

be separate from the host because of the existence of this kind of risk (Crosbie et al., 2006). 

Lastly, the large-scale data that needed to be collected by the host-based intrusion 

detection system would cost a heavy burden to the host because this detection system was run on 

the host. It would make it hard for the host to keep the effectiveness, and it also needs more 

space to store the real-time data (Pharate et al., 2015). 

Network-based Intrusion Detection System (NIDS) 

Different from host-based intrusion detection systems, network-based intrusion detection 

systems work by monitoring and analyzing the network traffic in real-time (Brackney, 1998). As 

shown in Figure 2, this system is usually deployed at different levels, making it capable of 

detecting the transport layer, application layer, and network layer of the OSI model (Stallings & 

Brown, 2017). 
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Figure 2 Network-based intrusion detection 

 

This system monitors the network traffic in detail to decide if there was an attack before 

allowing the traffic to pass. For example, it will inspect the content and header information of the 

packets (Rights, 2004). 

Nowadays, a network-based intrusion detection system is considered as the most widely 

used defense system in the industry (Shin et al., 2010). It has two benefits as listed below: 

 Portability. Compared to host-based intrusion detection systems, this system can 

monitor the network without altering the existing infrastructure, which means that 

these systems can be easily integrated with the target system or host and are 

adaptable to a cross-platform environment. 

 Real-time detection. Network-based intrusion detection system can monitor the 

network in real-time, which means that they can have a quicker response and may 

be able to log the evidence that attackers want to erase. 

 

Meanwhile, the drawbacks of the network-based intrusion detection systems cannot be 

ignored. First, with the dramatic increase of the volume of the network traffic, how to ensure low 

latency while analyzing network packets is becoming a problem. Second, there are some 

unconformities between the detection system and the monitored system because of its 

"portability." 
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Open source intrusion detection system 

Network-based intrusion detection systems are becoming an essential part of many 

companies' security policies due to the rapid increase in the attacks seen on the Internet. 

There are lots of open source network-based intrusion detection systems. Snort is the first 

wildly deployed detection system in real businesses (Stallings & Brown, 2017). Snort tries to 

match each packet with a set of defined rules by itself, which means that if it is misconfigured, it 

may lead to lots of legitimate traffic being blocked or illegal traffic passing the detection system 

(Roesch, 1999). Another drawback of Snort is that it is not multi-threaded, which means it may 

not perform well facing the large scale of traffic from a distributed network system. 

Zeek (formally known as Bro) gradually became a substitute for Snort for many 

companies. Zeek was designed and developed by Vern Paxson at Lawrence Berkeley National 

Lab and the International Computer Science Institute and finished in 1998. Zeek can first parse 

the network traffic to get the semantics and use its analyzers to compare it with those system-

believed "trouble" patterns. If Zeek has found something abnormal, it will generate the log and 

alert the administrators in real-time. 

Zeek's design was guided by the goals listed below. 

 Separation of mechanism and policy. The system will become more flexible if it 

can separate the mechanisms needed to monitor specific policies. For example, 

while public research institutions can generally provide full Internet access to all 

internal systems, corporate networks may have to impose strict restrictions 

(Sommer, 2003).  

 Enabled for high-speed and large-volume monitoring. Although Zeek's 

bandwidths routinely reach one Gbit/s, it still needs to be stable and not miss any 

traffic packets. 

 Withstanding attacks. Network-based intrusion detection systems are usually the 

first target when hackers attack, which requires that  Zeek should not easily be 

controlled or at least turned off by the attackers (Paxson, 1999). 

 

Based on the design goals, the architecture of Zeek is shown in Figure 3 (Sommer, 2003). 

The general workflow of this system is as follows. The packet capture layer is responsible for 

collecting the packets from the network. It will feed them into the event engine layer, where 
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protocol analysis would be performed. The event engine layer then generates the event to the 

policy layer, and the policy layer would identify the events based on the existing rules and 

policies. The lowest layer would process an enormous amount of data. With the increase of the 

system layers, the amount of data processed becomes less. Moreover, that is why Zeek can 

handle large-scale volume network traffic. 

 

 

Figure 3 Design of Zeek 

 

Here is a brief description of each layer: 

 Packet capture layer. Zeek captures network traffic in this layer. In order to 

reduce the workload and be able to monitor certain traffic packets, Zeek uses 

library libpcap, which implements filter expressions. 

 Event engine layer. This layer is the core of the Zeek and consists of some 

different analyzers based on different protocols. Protocols in the transport layer 

and application layer of the OSI model can find their corresponding analyzers. 

 Policy layer. This layer contains the event handler, which accepts scripts written 

in Zeek's language. Users can customize their handlers to solve the events from 

the event engine layer. 
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In conclusion, Zeek is a powerful open-source network-based intrusion detection system. 

It contains several analyzers for the different protocols. It allows users to define the policies 

based on the customized scripts written in Zeek's scripting language for the current utilizing 

environment. Zeek can be deployed in a large-volume traffic environment and has good 

flexibility, making it popular and successful in business as an intrusion detection system. 

Machine Learning and intrusion detection system 

Network-based intrusion detection systems are divided into two major subclasses: 

signature-based network intrusion detection systems and anomaly detection-based network 

intrusion detection systems. 

As for the former, whether traffic is malicious traffic or not is determined by the existing 

rules or policies in the system (Niyaz et al., 2017). It is a very effective method to classify the 

traffic, but this signature-based network intrusion detection system would not work when traffic 

with an unknown pattern comes in. Compared to this kind of passive defense, an anomaly 

detection-based network intrusion detection system performs better. 

Anomaly detection-based network intrusion detection systems classify traffic as an attack 

when the traffic is largely different from standard patterns. Moreover, this system is more 

suitable for detecting unknown types of attacks. This system can be separated into two 

subclasses: supervised learning-based intrusion detection systems and unsupervised learning-

based intrusion detection systems. To better understand those two systems, a basic knowledge of 

machine learning needs to be involved and discussed. 

Brief introduction to machine learning algorithms 

Machine learning is a system of algorithms that enables computers to learn from the data 

and improve themselves without being explicitly programmed, which leads to a more natural 

decision and better result. 

Machine learning algorithms are organized into the following taxonomy: 

 Supervised Learning algorithms. The algorithms generate a function that maps 

inputs to desired outputs. Labeled data, a data set that has already been classified, 

is used to predict the classification of other unlabeled data. Supervised learning 
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algorithms have many classic ones, such as support vector machine (SVM), 

decision trees, and naïve Bayes. 

 Unsupervised learning algorithms. The inputs are unlabeled and uncategorized, 

and the system runs the algorithm without prior training. Clustering, segment data 

into different groups, is often used in unsupervised learning (Hastie, Tibshirani, & 

Friedman, 2009). The representative algorithms are K-means, t-SNE, and 

DBSCAN. 

 Semi-supervised learning algorithms. This kind of algorithm falls in between the 

above two algorithms; that is, it uses a limited number of labeled data to train the 

model to label the unlabeled data. (LU, 2013) 

 Reinforcement learning algorithms. This kind of algorithm uses observations 

gathered from the interaction with the environment to take actions that would 

maximize the reward or minimize the risk (Fumo, 2018). 

 

Many of the machine learning algorithms can be applied with intrusion detection 

systems. For example, as for supervised learning, a paper published in 2019 by Liu and Lang 

from Bei hang University named "Machine Learning and Deep Learning Methods for Intrusion 

Detection Systems: A Survey" is the base of this research project, as it presents a variety of 

approaches for applying Machine Learning in Intrusion Detection Systems, such as SVM 

(Support-Vector Machine), KNN (K-Nearest Neighbors), Naive Bayes, and DT (Decision Trees) 

(Liu, & Lang, 2019). This paper was used as a primary reference for identifying practical 

algorithms for this paper. 

Anomaly detection algorithm 

Anomaly detection identifies rare data that raise suspicions by differing significantly 

from the major ones (Yu et al., 2017). For example, unusual network traffic revealed by the 

intrusion detection systems log may be classified as an outlier.  

In this paper, three different approaches of the anomaly detection algorithms will be 

introduced: proximity-based anomaly detection, cluster-based anomaly detection, isolation-based 

anomaly detection. 
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Proximity-based anomaly detection 

Proximity-based anomaly detection identifies data as an outlier when its proximity is 

sparsely populated. In other words, when the proximity of the object significantly deviates from 

the proximity of most of the other objects in the same data set, it would be classified as an 

outlier. 

Two major types of proximity-based outlier detection are distance-based anomaly 

detection and density-based anomaly detection (Aggarwal, 2013). On the one side, those two 

different approaches are very similar because they are all based on the notion of similarity 

(proximity). On the other side, those two approaches differ because of different definitions of 

proximity. A more detailed introduction and explanation are as follows. 

Distance-based anomaly detection algorithm 

Distance-based methods of anomaly detection are based on the calculation of distances 

between data of the database. Distance-based anomaly detection algorithms work on assumptions 

that the typical data have a dense neighborhood, and the outliers are far from their neighbors 

(Syarif, Prugel-Bennett, & Wills, 2012). 

Given a set of points, a point o is called a DB (k, R) distance outlier if there are less than 

k points within distance R from o (Knox, & Ng, 1998). After that, many variants and updates of 

distance-based anomaly detection appeared. Research from Ramaswamy (2005) considered a 

fixed number of outliers present in the dataset. A new method for creating a probability density 

function over data values emerged (Bench-Capon et al., 1999). 

The most popular approach in this field is kNN (k-Nearest Neighbors). K-NN classifies a 

data point based on how its neighbors are classified. However, k-NN is not limited to predict the 

result. It can also be used in detecting anomalies. 

Since k-NN uses underlying patterns in the data to make predictions, any errors in these 

predictions are a clear sign that the data points do not match the overall trend (Coomans, & 

Massart, 1982). In fact, any algorithm that generates a predictive model can be used to detect 

anomalies with this approach. For example, in regression analysis, outliers can deviate 

significantly from the line of best fit. 
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Once anomalies are identified, they can be removed from the dataset used to train the 

predictive model. This will reduce the noise in the data, thereby enhancing the accuracy of the 

predictive model (Hautamaki, Karkkainen, & Franti, 2004). 

K-NN is a kind of supervised learning algorithm, which means data with the label is 

needed. However, in this thesis, unsupervised learning is preferred because of the lack of labeled 

data. 

Density-based anomaly detection algorithm 

The distance-based outlier detection method calculates the number of the neighborhood 

data in the dataset, defined by a given radius (Ren et al., 2008). The data in the dataset is then 

considered an outlier if it does not have enough neighborhood. The distance-based outlier 

detection method usually assumes that the density around standard data is close to the density 

around its neighbors. In contrast, the density around an outlier is different from the density 

around its neighbors (Syarif, Prugel-Bennett, & Wills, 2012). 

The most representative one of the density-based anomaly detection algorithms would be 

LOF. LOF, local outlier factor, is an anomaly detection algorithm that works by measuring the 

local deviation of the data with respect to its neighbors (Breunig et al., 2000). A density-based 

approach uses an outlier factor as a measurement of being an outlier. The algorithm calculates an 

outlier factor LOF for each point in the dataset and determines if it is an outlier by determining if 

the LOF is close to 1. If the LOF is much greater than 1, the point is considered an outlier, and if 

it is close to 1, it is a regular point (Gupta et al., 2014). 

Cluster-based anomaly detection algorithm 

Clustering is a data mining approach that groups data into different clusters with similar 

data instances in the same cluster. In clustering, the goal is to partition the data instance into 

several dense subsets (Boukerche, Zheng, & Alfandi, 2020). Models with clustering algorithms 

are primarily trained with unlabeled data that consists of normal and abnormal network traffic. 

The clustering-based anomaly detection algorithm is more efficient compared to the proximity-

based ones. 
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The clustering algorithms can be divided into nine categories which contain 26 

commonly used ones (as shown in Table 1). However, only those algorithms used in the 

experiment will be discussed in the thesis. 

 

Table 1 Clustering Algorithms 

 

 

K-means was made famous by a paper by MacQueen (1967). The core idea of K-means 

is to update the center of the cluster, as well as the center of the data point, by iterative 

computation until some criteria for convergence is met (Xu & Tian, 2015). Figure 4 (AIHUB, 

2020) is shown below to help understand K-means. The procedure of K-means is as below: 

1) Randomly select K cluster centers. 

2) Calculate the distance between each data and cluster centers. 

3) Assign the data point to the cluster with the nearest cluster center. 

4) Recalculate the new cluster center. 

5) Recalculate the distance between each data and new obtained cluster centers. 

6) Repeat until convergence is met 

 

 

Figure 4 K-means 
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After K-means was invented, many different researchers tried to update the K- means 

algorithm. For example, the Muda and Yassin research team published a paper in 2011 where 

they applied two learning approaches, K-Means Clustering and a Naïve Bayes classifier called 

KMNB (Muda et al., 2011). K-Means was the first stage that identified similarities among 

groups, then passed the grouped data to the next stage, a Naïve Bayes classifier that could 

double-check if the data were in the correct group. By using this two-step KMNB algorithm, the 

accuracy, detection, and false alarm rates of a single Naïve Bayes classifier had a significant 

improvement, which this project adopts by similarly using a two-step process for identifying 

anomalies. 

Another example of the K-means variant is that K-means is used to be combined with a 

minimum spanning tree on the center (Jiang et al., 2001). Moreover, some research about 

Cluster-based Local Outlier Factor is done by combing the clustering algorithm with LOF (He et 

al., 2003). 

The density-based clustering algorithm, DBSCAN (Density-based spatial clustering of 

applications with noise), is another algorithm that needs to be discussed in this thesis. The idea of 

this algorithm is that a region with a high enough density of the data is considered to belong to 

the same cluster (Kriegel et al.,2011). In other words, DBSCAN groups together point that are 

close to each other based on a distance and a minimum number of points, and the points in low-

density regions are classified as outliers. 

The DBSCAN algorithm repeats the following process until all points have been assigned 

to a cluster or are labeled as visited (Birant & Kut, 2007): 

1) Arbitrarily select a point N. 

2) Retrieve all points directly density-reachable from N with respect to radius. 

3) If N is a core point, a cluster is formed. Find recursively all its density connected 

points and assign them to the same cluster as N. 

4) If N is not a core point, DBSCAN iterates through the remaining unvisited points 

in the dataset. 

 

Li and Chen's research team published their result of using an enhanced DBSCAN 

algorithm for anomaly detection in 2011 (Chen, & Li, 2011). By comparing their enhanced 

DBSCAN algorithm with a supervised isolation forest, they found that the accuracy rate, when 
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working with DARPA data sets, could be improved significantly by using DBSCAN as an 

intrusion detection system, which was also noted to have high speed for processing information. 

In addition to K-means and DBSCAN, there are many different clustering algorithms, 

such as Mean-shift (Cheng, 1995), Gaussian mixtures (Bouman et al.,1997), and Hierarchical 

clustering (Khan & Thuraisingham, 2007). Those algorithms also have developed a lot, but they 

will not be discussed in this thesis because they are not covered in the experiment. 

Isolation-based anomaly detection algorithm 

Isolation forest is a kind of machine learning algorithm for anomaly detection (Liu, Ting, 

& Zhou, 2008). It can identify the anomaly by isolating outliers in the data without relying on 

any distance or density measure. 

The term isolation means separating an instance from the rest of the instances. It isolates 

instances by randomly selecting a feature and then randomly selecting a split value between the 

maximum and minimum values of that feature. The split depends on how long it takes to 

separate the points. 

 

 

Figure 5 Isolation Forest 

 

Figure 5 will help to illustrate this idea of isolation forest. In the right subfigure, it is 

evident that X0 is easy to be separated from other instances. It is possible to build a square area 
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with the only X0 inside within four steps (4 lines), which means that X0 has a high possibility of 

being an outlier because it is apparently different from other instances in the dataset. 

However, as for the left subfigure, Xi is not that easy to be separated from other instances 

although after 11 tries, which means that Xi is more like a normal instance. 

In 2017, a research team led by Marteau from Université de Bretagne-Sud introduced the 

Hybrid Isolation Forest algorithm, which combines supervised, semi-supervised, and 

unsupervised techniques (Marteau, Soheily-Khah, & Béchet, 2017). The authors claim that 

traditional isolation forest algorithms have a drawback that limits the scope of identifying 

anomalies, which gets affected by blind spots. The hybrid algorithm utilizes the unsupervised 

paradigm from an isolation forest algorithm as well as a supervised capability from supervised 

learning to get a better result. 

Dimension reduction algorithm 

The curse of dimensionality, an exponential increase in the size of data caused by a large 

number of dimensions, is becoming a big question with the rapid increase of the scale of the 

data. 

PCA, Principal Component Analysis, is a popular way to make dimension reductions. It 

performs a linear mapping of the data to a lower-dimensional space. More specifically, it finds a 

low dimensional subspace to project the data to minimize the square of projection error and 

minimize the square of the distance between each point and its projection point (Walpita, 2020). 

It is wildly used as a dimension reduction algorithm. 

Gap 

Many fields are still not explored by the researchers, such as using machine learning 

algorithms to provide a better result to the administrator or the data analyst in the organization. 

It is evident that intrusion detection systems are currently combined with many ways to 

identify abnormal traffic. However, there is no research to evaluate the log file generated by the 

intrusion detection systems. Furthermore, the Zeek system puts every weird log into a specific 

log file without any classification. 
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For a large organization, merely using an anomaly detection system to defend against 

every attack is not enough. The log files generated by anomaly detection systems are more like 

real-time information, so analyzing different types of attacks through logs, administrators, or 

system operations engineers can better understand where the system is vulnerable and repair it 

accordingly. 

At the same time, the results of the log analysis can be a double-check for the anomaly 

detection system results to make sure that the system is running correctly. 

Aims 

Since no research has been found on the analysis of log files for intrusion detection 

systems, it is hoped that machine learning algorithms, especially anomaly detection algorithms, 

can be applied to log analysis in an attempt to classify anomalies by unsupervised algorithms. A 

comparison of the performance of two different machine learning algorithms applied to the log 

file will also be involved in this thesis. 

Since the Zeek system generates multiple log files, this thesis also hopes to creatively 

combine SQL knowledge and use machine learning algorithms to analyze multiple log files as 

the source data to get better results than a single log file.  
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METHOD 

In this section, the framework of the experiment is described as well as how to implement 

it in detail. This section will discuss each part of the framework in the order in which it is 

presented, which is also the order in which the experiment of the thesis is conducted. 

Hypotheses 

Based on the aims outlined and gaps found in the last section, for this experiment, there 

are two hypotheses: 

H1: Combining two different log files as input will produce a better performance than 

using a single log file as input. 

H2: Combining three different log files as input will lead to a better performance than 

merely using two or single log file as input. 

Framework 

The framework of the experiment section is shown in Figure 1 below, and each part of 

the framework will be discussed in detail. 
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Figure 6 Framework 

Data preparation 

Data collection 

A dataset, MACCDC 2012 (Mid-Atlantic Collegiate Cyber Defense Competition), was 

chosen for this experiment. MACCDC provides students with cyber defense experience in real 

life. 
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MACCDC 2012 is the network traffic data collected from a medical cybersecurity 

scenario, which happened when the computer system of the hospital was under cybersecurity 

attacks. After that, several different log files of the intrusion detection system of the hospital 

were generated, and six of them were relevant to the experiment. Furthermore, the raw data of 

this experiment will be selected and gathered from those five log files. 

 Conn.log: contains connection identified by Zeek, the intrusion detection system. 

This log file contains complete records of network activities. 

 HTTP.log: contains the result from the Zeek HTTP protocol analyzer. 

 Notice.log: a file containing connections that are non-conformant with standard 

protocols. Some connections that cannot be analyzed by Zeek will also be 

recorded in this log file. 

 DNS.log: contains information for connections found in DNS-related protocols. 

 Weird.log: the weird.log records unusual or exceptional activity that might 

indicate malformed connections, traffic that does not conform to a particular 

protocol, malfunctioning or misconfigured hardware, or even an attacker 

attempting to avoid/confuse a sensor. 

 

Three of the five log files mentioned above, i.e., Conn.log, HTTP.log, DNS.log, have too 

many fields, so they are first filtered to remove unimportant fields for the machine learning 

algorithms. The details of these three files are as below. 

Conn.log 

It has 24 fields, including source IP, source port, destination IP, destination port, and 

transfer duration. After identifying valuable and relevant information, eight fields were selected 

from them as features. An overview of the selection of fields in conn.log can be found in Figure 

7, and the details of the fields can be found in Figure 8 below. 
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Figure 7 Overview of Conn.log 

 

 

Figure 8 Details of the fields in Conn.log 

HTTP.log 

This log provides details of each HTTP request and response by Zeek. It has 30 fields in 

total, and 4 of them were selected based on our knowledge about network traffic. An overview of 

the selection of fields of HTTP.log can be found in Figure 9, and the details of the four fields can 

be found in Figure 10. 

 

 

Figure 9 Overview of HTTP.log 
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Figure 10 Details of the fields in HTTP.log 

DNS.log 

This log has 24 fields, and 7 of them have been selected in this thesis. The overview and 

the detail of this log file are as below. 

 

 

Figure 11 Overview of DNS.log 

 

 

Figure 12 Details of the fields in DNS.log 

uid
A unique identifier of the connection over w hich D N S

m essages are being transferred.

proto The transport layer protocol of the connection

AA

The Authoritative Answ er bit for response m essages

specifies that the responding nam e server is an

authority for the dom ain nam e in the question section.

TC
The Truncation bit specifies that the m essage w as

truncated.

RD

The Recursion D esired bit in a request m essage

indicates that the client w ants recursive service for this

query.

RA

The Recursion Available bit in a response m essage

indicates that the nam e server supports recursive

queries.

rejected The D N S query w as rejected by the server.
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Data pre-processing 

Handling large amounts of data requires pre-processing to reduce the time and other 

required resources to obtain meaningful results. Data pre-processing is a crucial step to enhance 

the quality of data to get meaningful insights. 

There are many different procedures to handle raw data nowadays. When it comes to this 

experiment section, the data pre-processing contains the following steps. 

Data cleaning 

Data cleaning can be used to solve this problem for those data that have many irrelevant 

or missing fields. 

As for missing data, there are usually two approaches to handle this problem. 

The first solution is filling the missing value. If a field can be generated automatically or 

have an obvious answer, it is possible to fill in the missing value to complete the data. The 

second solution is deleting the corresponding fields of the data. This approach usually is used 

when the fields are irrelevant or unimportant from this experiment. 

Another common problem is the duplicate data in the dataset. The usual way to handle it 

is to delete those duplicated rows. 

The last point is that each of the log files contains at least ten different fields. It is 

essential to select the relevant fields from the raw data in order to reduce the dimension of the 

data. The details of the field selection will be discussed in the following experiment section. 

Data transformation 

The data transformation is to transform the data into appropriate forms for the later data 

mining process. 

As for the categorical data, it is essential to encode them into numerical data because the 

machine learning algorithms are based on mathematical calculations, and the categorical data in 

the dataset will lead to unforeseen issues to the final result. 

For those numerical data, scaling and normalization are often used to make the raw data 

better for data mining. Scaling is to transform the data into a specific range, such as 0-100. 
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Moreover, normalization is used to change the observations so that they can be distributed 

normally. 

Merge Log file in a SQL way 

Based on general knowledge of networking, connections should be recorded not only in 

the Conn.log but also in other log files (such as HTTP, SSH, and DHCP) by Zeek. Every log file 

has different fields. 

Combining the columns of multiple logs that include mentions of the same connection 

and gauge if it is possible to get a better anomaly detection result from a combined set of records 

is a good idea. To test this theory, several columns from the conn.log and another log file from 

the same hour of a day were combined using an SQL left join to produce a brand- new log file 

named Merged.log. 

This experiment will try different combinations of two log files as the input of the 

machine learning model. For example, the input, Merged.log, can be the combination of 

Conn.log and HTTP.log or Conn.log and DNS.log.  

To investigate whether combining more files gives better results, the experiment will also 

combine three files as input. 

After several tries, it is possible to compare the result from different inputs to see if some 

undiscovered patterns show up. Moreover, it is also accessible to compare the result from 

Merged.log and merely Conn.log to see if the performance is better with more log files involved. 

Perform Machine Learning Algorithms 

Anomaly detection algorithm 

Anomaly detection is a technique used to identify unusual patterns that do not conform to 

expected behavior, called outliers. One of its applications is identifying strange patterns in 

network traffic that could signal malicious activity. 

In the literature review section, this thesis discusses several anomaly detection algorithms 

that are widely used. The Isolation forest algorithm was selected for the experiment after 

comparison. 
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An isolation forest is a type of anomaly detection algorithm that works on the principle of 

isolating anomalies. Anomalies in a large-scale dataset may follow a highly complex pattern. 

This is why the isolation forest is very suitable for detecting anomalies. An isolation forest builds 

an ensemble of iTrees for the data set, and anomalies are the points that have the shortest average 

path lengths on the iTrees. A detailed explanation can be found in the literature review section.  

After applying the isolation forest algorithm, the outliers will be discovered and collected 

from the whole dataset. Then it is time to separate these outliers into different clusters. 

Clustering algorithm 

Identifying similar characteristics between various outliers was one of the potential 

methods to identify if it is possible to classify various types of anomalies to detect particular 

attacks. In order to do this, two different clustering algorithms in this experiment were used to 

separate these outliers into different clusters. 

The first clustering algorithm is K-Means. K-means algorithm identifies k number of 

centroids and then allocates every data point to the nearest cluster while keeping the centroids as 

small as possible. 

K-Means looks straightforward but has two requirements. 

 Provide the intended number of clusters (K) manually. 

 Make sure all the provided data to K-Means is numerical. 

For the first requirement, the elbow method is a common way to solve this problem. The 

Elbow method can select the optimal number of clusters by fitting the model with a range of 

values for K. If the line chart resembles an arm, then the "elbow" (the point of inflection on the 

curve) is a good indication that the underlying model fits best at that point. Figure 13 is an 

example of the elbow method, which indicates the number of clusters should be 3. 
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Figure 13 Elbow Method 

 

Then data pre-processing was used to meet the second requirement. A short explanation 

would be dropping duplicate entries and re-order the entries, removing specific columns, and 

changing text data columns to numerical data. These processes can be implemented in python, 

and a detailed explanation can be found in the data pre-processing section above. 

The second clustering algorithm used is DBSCAN. The central concept of the DBSCAN 

algorithm is to locate regions of high density that are separated from one another by regions of 

low density. The reason to use DBSCAN is that it can automatically determine the appropriate 

number of clusters. It is proceeded in this case to compare the results from the two algorithms to 

identify which one performs better. 

After applying the clustering algorithm, the outliers can be separated into different 

clusters. Then the next step is trying to visualize them and do some analysis based on the 

characteristics of each cluster. 

Dimension reduction algorithm and visualization 

To help better understand the results of the clustering algorithms, PCA and t-SNE are 

used to reduce the dimensions of the feature space by feature elimination and feature extraction. 

It also helps the visualization of data results and gives a more intuitive feeling of the results.  
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Result evaluation and analysis 

The first evaluation criteria are the number of outliers. The total number of outliers 

identified by the experiment through different approaches is recorded in a table to compare 

which kind of approach is better. 

The number of these outliers is compared to the number of records in notice.log and 

weird.log, including network interactions identified by Zeek as "abnormal" or "out of the 

ordinary," and assumed them as ground-truth for comparison's sake. Usually, the larger the 

number, the better the performance of the approach. 

Another evaluation criterion is based on finding which approach can generate a more 

explainable clustering result. Examining the specific data of the results and the visualization of 

the clustering are also needed to find out whether the classification criteria are interpretable. A 

good clustering result usually represents a relatively clear demarcation between clusters as well 

as the substantial different looks when checking the connections in detail. 

Summary 

Surveying multiple combinations of machine learning approaches to handling big data 

increases the potential for obtaining useful information from unlabeled data. Various 

implementations have particular strengths and weaknesses discovered through background 

research and implementation. Pre-processing big data is an important technique to identify the 

relevant data and remove unnecessary information to reduce the resources and time necessary for 

manipulating the data to a workable state. Using principal component analysis (PCA) also limits 

the working dimensions, further reducing calculation time.  
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EXPERIMENT AND RESULT 

 This section will discuss the experiment part of this thesis, followed by the last method 

section. Different combinations of the log file as input will be shown to verify whether the 

hypotheses are correct.  

 To better test whether the hypotheses are correct, this thesis will conduct four groups of 

experiments and draw conclusions by comparing their results. 

 Each group of experiments uses two clustering algorithms, K-means and DBSCAN, and 

then two dimensionality reduction algorithms, PCA and t-SNE, are used to visualize the results. 

Each group differs only in the input data. The detail of the input data can be found in the last 

section. 

 For group A, this group is the most common way that analysts currently use, i.e., the 

input data is only from Conn.log. This means that group A will be used as a control group. 

 For group B, the input data is conn-http.log, which is the new set of data generated by the 

SQL merge of Conn.log and HTTP.log. 

For group C, this group's input data is conn-dns.log, which is a new data set generated by 

combining Conn.log and DNS.log through SQL. 

For group D, the input data is combined with Conn.log, HTTP.log, and DNS.log through 

left join by SQL. 

The result of each group will be introduced in this section.  A more detailed analysis and 

comparison among groups will be discussed in the next section. 

Group A 

The input of this group is Conn.log. Before using K-means as the clustering algorithm, it 

is essential to know the number of clusters. Furthermore, according to the result of the Elbow 

Method, it is 4, as shown in Figure 14. 
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Figure 14 Num of Clusters of Group A 

 

 The distribution of the result is as below. 

 

Figure 15 Visualization of Group A 

 

 Group A makes it reasonable to believe that none of the four sub-figures above shows a 

clear sign to find the outliers.  

 The total number of outliers identified by the experimental approach is seen in Table 2, 

and DBSCAN performs better than K-means as a clustering algorithm in Group A.  

 K-means DBSCAN 

PCA 

  
t-SNE 
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For DBSCAN, it shows that Group A has a total of 43 outliers. After compared these 

outliers to records in notice.log and weird.log, which include network interactions identified by 

Zeek as "abnormal" or "out of the ordinary," it can be found that the number of overlapping 

outliers is 25.  

 

Table 2 Num of Outliers of Group A 

 

Group B 

 As for Group B, the input is the merged log file from Conn.log and HTTP.log. Moreover, 

the number of clusters can be found in the figure below. 

 

 

Figure 16 Num of Clusters of Group B 

 

  

K-m eans D BSCAN

O utlier detected 36 43

O verlapping outliers 20 25
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The visualization result is as below. 

Figure 17 Visualization of Group B 

 

 After Figure 18 above, it can be obtained that PCA performs better than t-SNE, and 

DBSCAN performs better than K-means. Moreover, the top right sub-figure shows the best 

result among all the four sub-figures because there is a mass of green points in the left part while 

a small number of outliers in the right part in this sub-figure. 

 The number of outliers is shown in Table 3 below. In this group, DBSCAN still performs 

better than K-means in detecting 70 outliers and 43 overlapped outliers. 

 K-means DBSCAN 

PCA 

  
t-SNE 
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Table 3 Num of Outliers of Group B 

 

Group C 

As for Group C, the input is the merged log file from Conn.log and DNS.log. Figure 20 

below shows that the number of clusters for K-means is 5. 

 

 

Figure 18 Num of Clusters of Group C 

 

  

K-m eans D BSCAN

O utlier detected 66 70

O verlapping outliers 37 43
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The visualization of the cluster is as below. 

Figure 19 Visualization of Group C 

 

 After seeing the above Figure 19, the second sub-figure and the top right one show the 

best answer because it is obvious to identify the outliers and the "ordinary points." 

 The number of outliers is shown in Table 4 below. In this group, DBSCAN detected 67 

outliers and 49 overlapped outliers, while K-means perform as well as DBSCAN. 

 

Table 4 Num of Outliers of Group C 

 

Group D 

For group D, the input is a file merged from Conn.log, HTTP.log, and DNS.log. Figure 20 

below shows that the number of clusters for K-means is 6. 

K-m eans D BSCAN

O utlier detected 66 67

O verlapping outliers 44 49

 K-means DBSCAN 

PCA 

  
t-SNE 
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Figure 20 Num of Clusters of Group D 

 

 

The visualization of the cluster is as below. 

Figure 21 Visualization of Group D 

 

 After seeing the above Figure 21, for all four sub-figures, the normal points and outlier 

points are not well distinguished.  

 K-means DBSCAN 

PCA 

  
t-SNE 
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 The number of outliers is shown in Table 5 below. In this group, DBSCAN detected 85 

outliers and 28 overlapped outliers while K-means performs almost the same.  

 

Table 5 Num of Outliers of Group D 

 

Summary 

 The result of each group was shown and illustrated in this section. The analysis of the 

result will be discussed in the next section to help draw the conclusion of this thesis.  

 

  

K-m eans D BSCAN

O utlier detected 80 85

O verlapping outliers 25 28
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DISCUSSION AND CONCLUSION 

 In this section, the analysis of the result from each group will be discussed. The 

conclusions for the previously proposed hypotheses will also be reached through the analysis. 

The future work will be illustrated in the end. 

Comparison of the results between the groups 

 The following table shows that the number of outliers using DBSCAN as the clustering 

algorithm in each group is positively correlated with those using K-means. Therefore, in the later 

analysis, to better show the different results of different groups due to different data input, only 

the results of DBSCAN are used. 

 

Table 6 Comparison of the number of outliers 

 

  

When the clustering algorithm is limited to DBSCAN, the results of four groups are selected to 

draw a line chart as below. 

K-m eans D BSCAN

Conn 36 43

Conn+ H TTP 66 70

Conn+ D N S 66 67

ALL 80 85

Conn 20 25

Conn+ H TTP 66 67

Conn+ D N S 44 49

ALL 25 28

O utlier detected

O verlapping outliers
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Table 7 Comparison of outliers between groups 

 

 

 When two log files are merged and then used as data input, such as Conn + HTTP.log or 

Conn + Dns.log, the number of outliers can be found increased clearly. Both from Conn.log to 

Conn+HTTP.log and from Conn to Conn+DNS.log show this excellent momentum. As for the 

reason why this could happen, it is because the second log file brings more features to the 

original log file, which means that it might be easier for the clustering algorithm to identify those 

outliers based on more information.  

 When the above problems are solved, a new problem will naturally arise: selecting 

another log file for the original log file so that the result can be better.  

 In this thesis, HTTP.log and DNS.log were selected as the "extended log file" for 

Conn.log. The principal reason to select these two files is that the two files record the most 

network connection requests except Conn.log. This means that after merging, as many records 

originally belong to Conn.log will be added with new fields, there will be enough influence on 

the clustering algorithm to produce better results. 

 Another interesting finding is that if the data type of the selected field is Boolean, it can 

often produce better results than those fields whose contents are merely Strings. That is because 

clustering algorithms are easier to distinguish "True" from "False."  

 After understanding the above two rules, why the number of Group C's overlapping 

outliers is better than that of Group B can also be explained clearly. That is because the DNS.log 
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file in group C records more network requests, and more Boolean type fields are chosen as 

features.  

What is more, As can be seen from the comparison in the figure below, the outlier 

distribution of group C is more evident than that of group B. And Group C has more overlapping 

outliers than Group B, so it is reasonable to believe that the clearer the boundary between 

clusters, the more overlapping outliers. 

 

Figure 22 Comparison between Group B and C 

 

 When looking at the number of outliers from Group D, one finds that Group D detects 

more outliers than the other three groups. However, the number of overlapping outliers is lower 

than Group B and Group C, and even not much different from Group A.  

 As for the reason why Group D can find more outliers, that is because the input file may 

have involved too many fields, which causes a heavy burden to the clustering algorithm to make 

it impossible to identify the outliers. Although I have tried my best to do the data preprocessing, 

it seems like there is still a long way to go. What is more, the distribution of clusters in Figure 21 

also did not show a clear boundary of the cluster.  

Conclusion 

 The two hypotheses made before in this paper are obtained through the analysis and 

comparison of the above results. 

 For the first hypothesis: combining two different log files as input will produce a better 

performance. The result is true. However, how to choose an ideal "extend log file" and how to do 

Group B Group C 
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proper data preprocessing to the merged input file should be taken into consideration. In the 

thesis above, two rules are listed to make the result better. 

 For the second hypothesis, there is not enough evidence to draw the conclusion. Based on 

the result of this thesis, this hypothesis may not be right. But the possible reason may be that the 

data preprocessing in this experiment is not enough. Because as more and more log files are 

merged, the dimensionality of the data becomes higher, which introduces more uncertainty to the 

whole input data, especially if the data pre-processing is not done well, it can make the result 

poor. A further experiment is needed to get the final conclusion. 

 The conclusion of this thesis is that it is a good idea to introduce more dimensions, or 

features, to the data, but the number of dimensions introduced and the data structure of data need 

to be considered very carefully.  

Another critical point is that researchers need to be more attentive to the new input data 

in terms of data cleaning and data pre-processing to ensure that the results are acceptable to the 

greatest extent. 

It is hoped that this thesis can be a good start for those who would like to do more 

research in this field. 

Future works  

Although the two hypotheses listed above have already got their answers, there is still a 

long way to go before such problems are entirely understood, mainly in terms of having enough 

time to test different algorithms and having a solid mathematical background and good coding 

skills to support this. 

In this thesis, only one anomaly detection algorithm and two clustering algorithms are 

tested. For future work, testing other anomaly detection and clustering algorithms to see the 

effectiveness in comparison to the isolation forest and K-Means/DBSCAN methods adopted 

would allow for a more comprehensive review of which combination would suit the collected log 

data best.  

As for T-SNE, this algorithm did not perform well on all four groups. How to make it 

available would be another future works. 

In this thesis, combing three different log files together as input did not get an ideal result. 

However, if correct data is available and researchers have enough mathematical background to 
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process the data, will it be possible to get better results? That is also a good topic on the future 

worklist. 
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