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#### Abstract

The generalization performance of neural networks can be improved by respecting invariances inherent in a problem. For instance, it is often the case that rotating an image does not change its meaning; the target variable is likely invariant to rotations of the input. Models for graph and set data are typically designed to be permutation-invariant, since the order of set elements and isomorphisms of graphs usually do not change their meaning, but a unified paradigm for both types of data is lacking. Moreover, existing models are either insufficiently flexible or difficult to reliably train in practice. This dissertation presents Janossy pooling (JP), a novel framework for training neural networks that are (approximately) invariant to a prespecified finite group of transformations (e.g., permutations), with a focus on graphs and sets. Motivated by partial exchangeability and Janossy densities, we view transformation-invariant models as averages over all transformations of the input, each passed to a transformation-sensitive function. As the set of transformations can be very large, we advance three approximation strategies: $\pi$-Stochastic Gradient Descent ( $\pi$-SGD), $k$-ary approximations, and poly-canonical orderings. Compared to state-of-theart approaches, JP is capable of expressing a richer class of models than Message Passing Graph Neural Networks and does not necessitate the use of highly complex and discontinuous functions for modeling sets effectively. Empirical evidence, including experiments on molecular and protein-protein-interaction datasets, supports the theory we develop and the practical benefits of JP. However, on another note, it may be unclear whether enforcing invariances is appropriate in any given task, such as in the case of time-evolving graphs. Accordingly, we propose a data-driven scheme where the extent of transformation sensitivity is determined by a regularization hyperparameter. This approach invokes the Birkhoff-von Neumann theorem, making it directly applicable to both graphs and sets, and establishes a link between existing methods and infinitely strong regularization. Finally, we verify this approach experimentally.


## 1. INTRODUCTION

The generalization performance of neural networks can be significantly improved by designing them to respect data invariances. Neural networks are highly flexible function approximators, which contributes to their success in numerous applications, but the same flexibility makes them prone to overfitting to nuisance variation in the data. For example, in set data, the order of elements carries no meaning; the true function of the data is invariant to permutations of the input. However, a neural network that is not designed to respect this invariance could make very different predictions for the same set with different orderings [1]. We can mitigate this by building a model that respects the permutation invariance. We say that this invariance arises due to the lack of a unique encoding of the data (see also Figure 3.1). Invariances also arise from physical laws governing the data-generating process [2], [3]. Similarly, it is often important for models to respect equivariances such as translation equivariance. For example, if a model is designed to localize an object in an image by drawing a bounding box around it, translations of the object should result in a corresponding translation of the box. We call any strategy that promotes invariance or equivariance to some input transformations, such as permutations, rotations, or phase shifts, invariant modeling. The goal of invariant modeling is to maintain the same level of flexibility while improving the generalization performance. Numerous works demonstrate that invariant models can achieve better generalization and extrapolation performance [4]-[9] and these models have been successful in applications such as speech recognition [10], [11], image classification [12], [13], and protein structure prediction [14].

Some invariant modeling strategies enforce strict invariance, where the model makes the same prediction for all relevant input transformations, whereas others simply encourage predictions to be similar, and both can be effective [9]. Examples include modifying the optimization objective with TangentProp [15], augmenting the data with transformed inputs [16], [17], and crafting functions that are invariant by design [18]-[24].

Permutation invariance is important for graph and set data, which appear widely in practice. In set applications, each input is a variable-length collection of vectors (without loss of generality) whose ordering is arbitrary. To be clear, this differs from classical linear
regression settings where every input has the same ordering (e.g., $X_{i, 1}$ corresponds to height, $X_{i, 2}$ to age, etc.). Set data appear in point cloud classification (Figure 3.3) [25]-[28]; multiple instance learning, which can be used in disease classification [29]-[34]; piloting drone swarms [35]; and many others [2], [3], [36]-[39]. Graph data arise whenever entities (i.e., vertices) are connected (i.e., by edges), such as by a physical connection or a less tangible relationship. These find applications in chemical property prediction and drug discovery (atoms are connected by bonds) [40]-[44]; protein-protein interactions (connections indicate an interaction between proteins) [45], [46]; knowledge bases [47], [48]; and others [49]-[53]. Beyond relationships, graph data often capture additional vertex- or edge- level features (see Figure 3.2). As we will see, permutation-invariant models designed for set inputs can also be used in graph modeling as an aggregator over features in each vertex neighborhood [45], [54]-[56].

A state-of-the-art approach to modeling sets is pooling in latent space [25], [26]. In these models, each element of a set is first passed through a neural network $g$, then the outputs are aggregated with a simple permutation-invariant function like summation, and the result is passed through another network $r$. It has been shown that these models can approximate any permutation-invariant function arbitrarily well given suitable choices for $g$ and $r$ [25], [26], [57]-[59]. However, independently processing each element in the input causes difficultly in capturing relationships among set elements, as we described in [54] and was also pointed out by [30], [32], [60], [61]. Consequently, the networks $g$ and $r$ must be very complex and contain a large number of parameters, making modeling difficult in practice [62]. Regarding graphs, a state-of-the-art approach is Message Passing Graph Neural Networks (MPGNNs) [40], [44], [45], [56], [63]-[67], which recursively aggregate feature vectors in the neighborhood of each vertex. Unfortunately, MPGNNs are not flexible enough to model any graph function, an expressiveness limitation not shared by neural network models applied to other types of data [68]-[73]. In particular, MPGNNs predict the same value for some pairs of nonisomorphic graphs, since passing messages over neighborhoods cannot distinguish complex cycles [74]. A third approach, applicable to both sets and graphs, is to apply an algorithm that orders the input [5], [75]-[77], which renders the original ordering irrelevant. Unfortunately, there
is no guarantee that the ordering will be effective, as observed empirically in [55]. Moreover, these methods often rely on heuristics and do not provide guidance for general applicability.

We advance Janossy pooling (JP) to address these challenges, which stem from the difficulty of specifying a permutation-invariant model that is flexible enough to express all permutation-invariant functions without relying on the ability to model complex functional forms. Instead, in JP, we use permutation-sensitive functions $\vec{f}$ to build a permutationinvariant model. In particular, full JP is defined by averaging the values of $\vec{f}$ over all permutations of the input. In practice, we must approximate full JP, thus constituting an approximate invariant modeling approach like TangentProp or data augmentation. We demonstrate that modeling $\vec{f}$ with a Recurrent Neural Network better captures relationships in the input than latent space pooling, and we propose a special $\vec{f}$ called RPGNN that is more flexible than MPGNNs. We then discuss and justify three approximation schemes: $\pi$-SGD, $k$-ary dependencies, and poly-canonical orderings. In parallel, we show that many prior methods can be seen as approximations to JP, which further clarifies limitations of these works and motivates simple yet effective improvements thereof. For instance, our Circulant Skip Links dataset (Section 4.4.1), which highlights limitations of MPGNNs, has been adopted to test new graph neural networks [8], [78]-[80]. We demonstrate the benefits of JP on protein-protein-interaction and molecular graph datasets, and explore our theoretical predictions on these and other synthetic data.

We proposed JP in [54] and elaborated on its applications to graph data in [81], under the name Relational Pooling (RP). However, JP can be extended to building models invariant to transformations other than permutations. Accordingly, we will write JP regardless of whether the input is a set or graph and touch on its applicability to invariant modeling at large. Indeed, a key contribution here is to provide one framework for modeling disparate data types such as sets and graphs, whereas previous literature focused on separate approaches for each.

Along another direction, we observe that the appropriateness of permutation-invariant modeling in a given task may be difficult to determine a-priori. While permutation invariance is indeed a sensible condition, due to the nonunique encoding of graphs and sets, it does not imply that the order never conveys meaning in the data-generating process. For instance,
in graphs that arise from preferential attachment and fitness mechanisms [82], knowledge of the temporal ordering can help distinguish between "fit" and "early" vertices (although these types are not necessarily mutually exclusive). We introduce Birkhoff regularization (BReg), a permutation sensitivity penalty that we include in the optimization objective, and train any arbitrary permutation-sensitive function. Tuning the regularization strength serves a data-driven approach for identifying whether invariances are appropriate for the task. Our regularization is inspired by TangentProp [15], and penalizes model fluctuations along tangent vectors in the direction of permutations. We experimentally demonstrate that training with BReg can indeed adapt to the appropriateness of invariance in a task.

Finally, we make deeper connections between existing methods, probability, and optimization. Studying exchangeable distributions provides a motivation for JP, which is in fact named after Janossy densities [83], [84], and shows that DeepSets corresponds to the strong and restrictive assumption of infinite exchangeability. We also show that sum pooling models (e.g., DeepSets) arise from infinitely strong Birkhoff regularization.

Terminology. This work exists at the intersection of numerous fields that sometimes use different terminology. The nomenclature above clarifies the most common sources of confusion. For instance, graph and network will refer to data and models, respectively. Graph size refers to the number of vertices. Also, while sets cannot have duplicates by definition, this term is commonly used in the literature even when duplicates are allowed.

Outline. In Chapter 2, we motivate artificial neural networks for modeling graphs and sets, and introduce invariant modeling. In Chapter 3, we carefully explain graph and set data, and the importance of permutation invariance. We then summarize the most important literature and highlight limitations. In Chapter 4, we introduce JP and its dual role as a more flexible approach to invariant modeling and as a unifying framework. We introduce and theoretically justify the approximation schemes, which we then explore and validate in experiments. We also see the probabilistic motivations behind JP, revealing that DeepSets makes strong assumptions. In Chapter 5, we propose BReg as an approach for enforcing the correct amount of invariance in the model, as dictated by the data. We demonstrate its success experimentally and draw connections between BReg and existing sum pooling methods.

## 2. BACKGROUND: INVARIANCES IN NEURAL NETWORKS

In this Chapter, we establish the necessary background of neural networks and invariances before engaging with set and graph data in Chapter 3. We (1) review neural network methodology and justify its use for graph and set data as opposed to other statistical approaches; (2) define invariant modeling of neural networks and explain its importance; (3) introduce a mathematical framework that facilitates a unified discussion of graphs and sets; and (4) review the broader literature in neural network invariances to streamline and better appreciate the related work in graphs and sets. Furthermore, while graphs and sets will be our focus, our proposed Janossy pooling is not conceptually limited to graph and set data. Discussing invariances in general opens up avenues for future exploration.

We will largely restrict the scope here and in Chapters 3 and 4 to supervised learning.

### 2.1 Artificial Neural Networks in Modeling Graphs and Sets

Our contributions to modeling graph and set data are largely formulated with artificial neural networks, henceforth simply neural networks (NNs). I refrain from writing "Deep Learning" as many successful models - certainly for Graph Neural Networks - are not "deep" models in the usual sense (see Section 3.2.2). In this section, we will fix notation and terminology, review NNs, and briefly review optimization techniques that are used to estimate NNs and Janossy pooling models. We then review properties of NNs that make them useful for modeling graphs and sets. Many references treat these ideas in greater depth, including [24], [85], [86].

### 2.1.1 Neural Networks and Optimization

We begin with Multilayer Perceptrons (MLPs). For this dissertation, ${ }^{1}$ MLP refers to the class of feedforward neural networks where each layer is fully connected and all parameters are free. Specifically, let $\boldsymbol{X} \in \mathbb{R}^{n \times p}$ denote $n$ observations of $p$-dimensional data vectors and

[^0]consider first a regression problem so that $\boldsymbol{Y} \in \mathbb{R}^{n \times 1}$ are the associated targets. An MLP computes predictions $\hat{\boldsymbol{Y}}$ by first setting $\boldsymbol{H}^{(0)}=\boldsymbol{X}$, computing the following for $l=1, \ldots, L$, $L \in \mathbb{Z}_{\geq 2}$,
\[

$$
\begin{equation*}
\boldsymbol{H}^{(l)}=\psi^{(l)}\left(\boldsymbol{B}^{(l-1)}+\boldsymbol{H}^{(l-1)} \boldsymbol{W}^{(l-1)}\right) \tag{2.1}
\end{equation*}
$$

\]

and finally setting $\hat{\boldsymbol{Y}}=\boldsymbol{H}^{(L)} \in \mathbb{R}^{n \times 1}$, where $\psi^{(l)}: \mathbb{R} \rightarrow \mathbb{R}$ are nonlinear functions applied elementwise, $\psi^{(L)}$ is the identity mapping $\psi^{(L)}(x)=x$, and $\boldsymbol{B}^{(0)}, \ldots, \boldsymbol{B}^{(L-1)}, \boldsymbol{W}^{(0)}, \ldots, \boldsymbol{W}^{(L-1)}$ are parameter matrices of real numbers that must be estimated from data. All parameters in $\left\{\boldsymbol{W}^{(l)}\right\}_{l=0}^{L-1}$ are free, so we can have $\left(\boldsymbol{W}^{(l)}\right)_{i j} \neq\left(\boldsymbol{W}^{(l)}\right)_{k m}$ for all $i, j, k, m$ and all $l$. In the bias matrices $\boldsymbol{B}^{(l)}$, every value in a column takes the same value. Hence, each layer $l$ computes one or more affine functions of its input, with $\boldsymbol{B}^{(l)}$ serving as the translation terms, followed by an elementwise nonlinear function. The modeler specifies the number of columns $d^{(0)}, \ldots, d^{(L-2)} \in \mathbb{Z}_{\geq 1}$ of $\boldsymbol{W}^{(0)}, \ldots, \boldsymbol{W}^{(L-2)}$ and $\boldsymbol{B}^{(0)}, \ldots, \boldsymbol{B}^{(L-2)}$ as hyperparameters; the remaining row and column dimensions are determined by $\boldsymbol{X}$ and $\boldsymbol{Y}$. We are also free to specify $L \in \mathbb{Z}_{\geq 2}$ and the nonlinear activation functions $\psi^{(l)}$, for $l<L$, such as the sigmoid $\sigma(x)=\frac{\exp (x)}{\exp (x)+1}$ or $\operatorname{ReLU}(x)=\max (0, x)$. These hyperparameters constitute the architecture of the network and are tuned with standard methods. $L$ is termed the depth or the number of layers; the quantities $d^{(l)}$ are referred to as the number of neurons, number of units, or the width of a layer. Since $\left\{\boldsymbol{H}^{(l)}\right\}_{0<l<L}$ are not observed in the data or as predictions, we say they are hidden.

Next, to estimate (i.e., train) the parameters (i.e., weights), we minimize an objective function using variants of (Stochastic) Gradient Descent [24]. For regression problems, it is common to use the $\ell_{1}$ or squared $\ell_{2}$ loss. Given true targets $\boldsymbol{Y}$ and predictions $\hat{\boldsymbol{Y}}$, the loss function $\mathcal{L}$ satisfies $\mathcal{L}(\boldsymbol{Y}, \hat{\boldsymbol{Y}}) \in \mathbb{R}_{\geq 0}^{n}$ and is defined (in the case of $\ell_{1}$ ) by $\mathcal{L}(\boldsymbol{Y}, \hat{\boldsymbol{Y}})_{i}=$ $\left|\boldsymbol{Y}_{i}-\hat{\boldsymbol{Y}}_{i}\right|$. Specifically, for a given choice of fixed hyperparameters, let $\boldsymbol{\Theta}$ denote a vector of all parameters $\left(\boldsymbol{W}^{(l)}, \boldsymbol{B}^{(l)}\right)_{l=0}^{L-1}$ of a neural network $f(\cdot ; \boldsymbol{\Theta}) .{ }^{2}$ To optimize the parameters $\boldsymbol{\Theta}$ with

[^1]Gradient Descent, we first randomly initialize $\boldsymbol{\Theta}(0)$ (e.g., using Xavier initialization [87]) and iteratively compute

$$
\begin{equation*}
\boldsymbol{\Theta}(t+1)=\boldsymbol{\Theta}(t)-\eta(t) \nabla_{\boldsymbol{\Theta}(t)} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}(\boldsymbol{Y}, f(\boldsymbol{X} ; \boldsymbol{\Theta}(t)))_{i} \tag{2.2}
\end{equation*}
$$

for $t \in \mathbb{Z}_{\geq 0}$ and some learning rate $\eta(t)>0$ until a termination criterion has been satisfied. We write $\eta(t)$ as a function so that it may vary according to a schedule during training, often decreasing in $t$ [88]. The total number of iterations is termed the number of epochs. Stochastic Gradient Descent (SGD) samples and averages over subsets from $\{1, \ldots, n\}$ when computing Equation 2.2, and the parameters are updated using the gradients from each subset. SGD has been shown to converge with probability 1 given appropriate conditions [88]-[90]. ${ }^{3}$ The objective function is non-convex, with many local minima. Many variants of SGD, such as Adam [91], have been proposed and often result in better performance.

To extend beyond the regression case, we modify the final layer and the loss function. For binary classification, define $\psi^{(L)}(h)=\frac{\exp (h)}{\exp (h)+1}, h \in \mathbb{R}$ so that the outputs of the network are values in $(0,1)$. The resulting probability is used to compute the cross-entropy loss. For prediction, we can threshold probabilities as in logistic regression. For $K$-class classification, we can define the last layer to yield $K$-dimensional values ( $\hat{\boldsymbol{Y}} \in \mathbb{R}^{n \times K}$ ) and compute the row-wise softmax : $\mathbb{R}^{K} \rightarrow(0,1)^{K}$, defined by $\operatorname{softmax}(\boldsymbol{h})_{k}=\frac{\exp \left(h_{k}\right)}{\sum_{j=1}^{K} \exp \left(h_{j}\right)}$, so that the output is a probability vector. In this case, we again use cross-entropy. Other loss functions such as the hinge loss may be used. Estimation again proceeds with Gradient Descent or Stochastic Gradient Descent.

## Other Neural Networks

It is instructive to contrast Equation 2.1 with other NNs (and layers thereof) such as convolutional layers [23], [92]. Such methods also compose affine functions and elementwise nonlinearities, train with SGD or its variants, and have numerous hyperparameters. The key difference for us is that all parameters of an MLP are free whereas weights in a CNNs are shared, or tied, as discussed more in Section 2.2.

[^2]Another note to highlight is that Equation 2.1 assumes fixed-sized vectors as inputs. In contrast, Recurrent Neural Networks (RNNs) [93], [94] can process variable-length sequences, which is appropriate for natural language tasks such as translating sequences from English to French.

Affine layers in Equation 2.1 need not constitute an entire architecture, but can be used in conjunction with convolutional and other neural network layers. This observation is used throughout graph and set literature.

### 2.1.2 Benefits and Limitations of Various Neural Network Approaches

In this section, we will examine the benefits of using neural networks for tasks defined on sets and graphs. We then review the limitations of MLPs that motivate invariances.

## Automating Feature Engineering: an Asset for Modeling Graph and Set Data

Not all applied problems call for neural network solutions. Yet, their ability to automate feature engineering makes them very useful for graph and set data [23], [95]-[97]. To motivate with a classical example, the prevailing approach to Computer Vision was for decades a two-stage procedure of first extracting hand-crafted features of images then treating them as input to a statistical model [13], [98], [99]. The advent of better computing resources, data availability, and better methodological understanding catalyzed a shift away from this approach to Convolutional Neural Networks [100]-[103]. These models can be applied directly to the raw input (e.g., a matrix of nonnegative real numbers representing pixel intensities of a grayscale image) and are trained end-to-end, rather than in a two-stage procedure. Without predefined features, the optimization process allows the model to "learn" the best function for the specific task. The statistical understanding behind "automatic" feature engineering is provided by, for example, [85].

To elaborate, we start with an observation that linear functions are often unlikely to capture the true underlying function of the data. One solution is to compute a basis expansion

$$
f(\boldsymbol{x} ; \boldsymbol{w})=\sum_{m=1}^{M} w_{m} h_{m}(\boldsymbol{x})
$$

where $\boldsymbol{x} \in \mathbb{R}^{p}, h_{m}: \mathbb{R}^{p} \rightarrow \mathbb{R}$ are $M$ nonlinear transformations, and $\boldsymbol{w} \in \mathbb{R}^{M}$ is a parameter vector. Thus we define a nonlinear function of the data by computing transformations (such as square terms or interactions), which can express more complex functions. Now, if $L=2$ in Equation 2.1, we can view $\boldsymbol{H}^{(1)}$ as the result of applying nonlinear transformations of the original inputs $\boldsymbol{X}$. Thus, the MLP is analogous to a basis expansion models except the transformations are data driven and learned through optimization. In other words, the intermediate layers of MLPs are effectively derived features. Moreover, when $L>2$, each layer extracts hierarchical features at different levels of resolution [104]-[106]. We say that these models learn a representation for the data. When enough data are available to fit more complex neural network models, this is often a preferable approach.

Now, for graph regression and classification, ${ }^{4}$ a similar trend has emerged [4], [107][110]. Modelers are beginning to apply specialized neural networks directly on graph data rather than on graph-specific precomputed features. This has led to performance improvements in applications such as chemistry [40], [44], [111] and neuroscience [96], [112], [113]. More broadly, defining graph features and passing them to (kernelized) models describes the approach of graph kernels [114]-[116]. While graph kernels remain an actively researched approach, they have been outperformed by neural networks when data and computational resources are sufficient [75], [117]. Indeed, this reflects a broader trend where neural networks, which are said to learn a kernel, are gaining popularity over kernel methods [95], [118].

The literature on set-like data has also followed this trend. Examples can be found in applications to point clouds (see Chapter 3) [25], [119]-[121] and in multiple instance learning [34], [122], [123].

More methods and related work are discussed at length in subsequent sections. We turn to universal approximation, and ultimately motivate invariances in neural networks.

## Universal Approximation: A Beneficial Property but no Panacea

Multilayer Perceptrons have been shown to be universal approximators [24], [71], [124][126]. For our purposes, such results state that functions we are likely to encounter in practice

[^3]for vector data (i.e., continuous functions on finite-dimensional spaces) can be approximated arbitrarily well by some function in the class of MLPs defined in Equation 2.1. This holds for a broad choice of hyperparameters, but may require a very large number of parameters. The relationship between the depth and width is conceptually related to learning representations. Shallower networks may have difficulty representing any function without an impractically large width. This is intuitive given that subsequent layers derive effective representations of the data [104], [105]. ${ }^{5}$

While it is encouraging that this class of models is capable of mathematically expressing most functions, it does not imply we can specify the correct architecture or estimate the correct parameters in practice. First, we may lack sufficient time to comprehensively tune hyperparameters. Second, we may not have enough data to estimate a model with a large number of parameters that generalizes effectively. Third, the objective is non-convex, containing many local minima, and highly complex; the estimated parameters at the end of training may not be the best for generalization [24], [103], [127], [128].

To reconcile these ideas, it is often remarked that MLPs can learn the correct function with infinite training time and data [15]. However, we have access to neither, so indeed MLPs cannot simply be applied to any task. Invariances/Equivariances and inductive biases in NNs facilitate learning models that generalize better given only finite resources, and are central to learning on sets and graphs.

### 2.2 Invariances and Equivariances in Neural Networks

We leverage invariances to train effective models when data and resources are finite. Invariances capture the notion that the target value for some input is unchanged by, or invariant to, transformations of the input. Prior knowledge of the invariances can make neural networks generalize (and extrapolate) better given limited data and computational resources. Invariances are also called symmetries: by definition, "a symmetry is a property of an object which causes it to remain invariant under certain classes of transformations" [129]. Since MLPs do not in general enforce invariances - they are defined with affine functions

[^4]in which all parameters are free - these methods introduce means for promoting invariant predictions.

As noted by Lyle, Wilk, Kwiatkowska, et al. [9], "invariant training" itself has many meanings in the literature, from enforcing exact invariance, promoting "insensitivity" to transformations, "approximate invariance", etc. Sometimes it is written that a training approach "encourages" invariance. We will use "invariance" broadly as all such interpretations share similar motivations and capture the expected benefits of invariant training. We will see that a highly useful paradigm for leveraging the benefits of invariant training is to specify an exactly invariant model and estimate it, thus encouraging invariance.

This section presents ideas in a degree of generality just above the minimum needed for modeling graph and set data. This will enable us to unify the treatment of sets and graphs, better highlight the contributions of Janossy pooling, and lay the foundation for future applications thereof.

### 2.2.1 Motivating Invariances with Convolutional Neural Networks

Convolutional Neural Networks (CNNs) serve as a classic example of invariances and equivariances in NNs. Beyond serving as a familiar example, the convolution is a fundamental invariant operation - indeed, appearing in Linear Time Invariant theory [130], [131] - and has been generalized to several domains/applications [132]-[136]. Furthermore, convolutions are appropriate for variable-sized inputs, a characteristic of graph and set data. We introduce the key ideas for CNNs applied to images here; more detailed accounts can be found in [12], [13], [24], [101], [137].

Typically, image classifiers should be invariant to local translations. If asked to identify the animal shown in an image, our answer would not depend on its exact position against the background. ${ }^{6}$ Accordingly, the CNN model does not associate a unique free parameter to every pixel in the input image. Rather, we apply the same parametric affine function over different parts of the image, which is thus less sensitive to the animal's exact location on the image. This conv layer returns a hidden output $\boldsymbol{H}$. Next, in the pooling layer, a symmetric function such as max combines adjacent hidden representations (e.g.,

[^5]
(a) Input \& conv filters

$\left(\begin{array}{ll}h_{1} & h_{2} \\ h_{3} & h_{4}\end{array}\right)$
(b) Hidden
$\max \left(h_{1}, h_{2}, h_{3}, h_{4}\right)$
(c) Pooling

Figure 2.1. Simplified Illustration of Conv Operation. (a) Illustration of a conv layer on a grayscale image input (a matrix of nonnegative numbers). The pink rectangles depict inputs to an affine transformation with a small - relative to the size of the image - parameter matrix (or filter). The filter slides over the image, shown by repeating the image and drawing the filter at four locations. (b) Shows the output of the conv. The value $h_{1}$ is the result of applying an affine function and activation function $\psi$ over the top-left of the image. $h_{2}$ is the output of the same operation on the top-right, and so on. (c) Shows a max pooling step. If our task was to classify whether a tie was present in the image, the tie would likely be "detected" even if it were translated to different corners of the image.
$\left.\max \left(\boldsymbol{H}_{1,1}, \boldsymbol{H}_{1,2}, \boldsymbol{H}_{2,1}, \boldsymbol{H}_{2,2}\right)\right)$. Together, these approximately achieve local translation invariance. An illustration is provided in Figure 2.1. The conv layer described performs a discrete convolution between a parameter matrix and an input with a finite number of nonzero elements (the image), hence its name.

Remark 1 In this example, an observation about the invariances inherent in image classification motivated an architecture with fewer parameters. If we were to apply an MLP on the (vectorized) image input, there would have been a distinct free parameter for every coordinate (pixel) of the input. Additionally, the result would not be invariant in general. In contrast, the CNN architecture reuses, or shares, parameters in its operations on different parts of the image. This can mitigate overfitting. Moreover, CNNs admit computationally faster implementations, allowing for more thorough optimization and hyperparameter tuning [24], [134].

Models that enforce invariances will not in general be capable of expressing the same class of functions as MLPs. Fortunately, CNNs have universality guarantees for the restricted class of true functions exhibiting these invariances [68]-[70]. In support of the theory, CNNs have repeatedly achieved strong empirical performance [138]-[141].

Remark 2 Invariant models are less expressive than those that do not encode invariances. It is important to characterize their expressiveness; ideally, they should be universal within their function class so long as they perform well in practice.

Since convolutional networks enforce translation invariance and can operate on variable-sized inputs, they are applied to other domains such as audio and graphs [10], [24], [142], [143]. Last, note that additional factors explain the success of CNNs [24], [134], [144], but this short section has served to introduce invariances in neural networks.

### 2.2.2 Formalizing Invariance and Equivariance with Group Theory

In his dissertation [145], Risi Kondor wrote "Since groups ultimately capture symmetries, the study of invariants has been inseparable from group theory from the start". Figure 2.2 illustrates that the symmetries of a square are described by a group of transformations; loosely speaking, the square is invariant to these operations. Basic group theory will facilitate a unified treatment of sets and graphs. The key idea is the action of the symmetric group. Simply put, this describes permutations of an arbitrary object. These definitions are standard and the reader can refer to [145]-[149] for additional background. Also note that important methodological and theoretical contributions do not rely on group structure, but it does provide a streamlined theoretical tool for characterizing invariances in general [9].

Definition 1 (Group) Let $\mathbb{G} \neq \emptyset$ be a set and $\cdot: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}$ be a binary operation on $\mathbb{G}$. We say $\mathbb{G}$ is a group ${ }^{7}$ with the group operation • if the following properties hold: (1) (Associative) $(a \cdot b) \cdot c=a \cdot(b \cdot c)$ for all $a, b, c \in \mathbb{G}$; (2) (Identity) there exists an element $E \in \mathbb{G}$ such that $a \cdot E=a=E \cdot a$ for all $a \in \mathbb{G}$, and (3) (Inverses): For all $a \in \mathbb{G}$, there exists $a^{-1} \in \mathbb{G}$ such that $a \cdot a^{-1}=a^{-1} \cdot a=E$.

[^6]

Figure 2.2. Invariances (Isometries) of a Square. This figure shows the symmetry group of a square, i.e., the dihedral group $D_{4}$. Intuitively, we know that rotating a square in a plane by $90^{\circ}$ does not change its appearance on the page. Formally, the distance-preserving bijections of the square into itself form a group whose operation is the composition of functions. These transformations are precisely those that the square is invariant to. Note that the symmetry group is distinct from the symmetric group, the group of permutations. The figure is from the open project [150].

To verify that $(\mathbb{G}, \cdot)$ is a well-defined group, one often verifies that $\mathbb{G}$ is closed under $\cdot$. Some definitions (as above) let this be implicit in the fact that • is a well-defined binary operation with codomain $\mathbb{G}$. As an example, Figure 2.2 shows the symmetry group (which is different from the symmetric group) of a square. $\mathbb{G}$ is the set of transformations shown and - denotes composition of these functions. We can verify its group properties; for instance, function composition is a well-defined binary operation on these transformations, the identity mapping is present, all reflections are their own inverses, and so on.

The most important group for this dissertation is the symmetric group.

Definition 2 (Permutations and the Symmetric Group) The permutations of a finite set $A$ are the bijective maps of $A$ onto itself. The set $\mathbb{S}_{A}=\{\pi: A \rightarrow A: \pi$ is a permutation $\}$ is a group under the operation of function composition, called the symmetric group. ${ }^{8} \mathbb{S}_{n}$ denotes the symmetric group on $\{1,2, \ldots, n\}$, or the set of permutations of $n$ objects.

[^7]For example, $\mathbb{S}_{2}=\left\{\pi_{1}, \pi_{2}\right\}$, where $\pi_{1}(i)=i$ for $i \in\{1,2\}$ is the identity permutation and $\pi_{2}(1)=2$ and $\pi_{2}(2)=1$ is the permutation that swaps indices. Next, group actions help to formalize invariant functions. This more general notation facilitates a unified treatment of sets and graphs.

Definition 3 (Group action) Let $A$ be a set and $\mathbb{G}$ be a group with operation $\cdot$ and identity element $E$. $A$ left action, or simply action, of $\mathbb{G}$ on $A$ is a function $\gamma: \mathbb{G} \times A \rightarrow A$ such that $\gamma(E, a)=a$ and $\gamma(g, \gamma(h, a))=\gamma(g \cdot h, a)$ for all $g, h \in \mathbb{G}$ and $a \in A$. It is common to use the shorthand $g \cdot a$ rather than $\gamma(g, a)$.

Intuitively, a group action on a set $A$ takes in a group element and "returns" a function that then operates on the original set $A$. The first property states that a group action associates the group identity $E \in \mathbb{G}$ with the identity function on $A$. The symmetric group $\mathbb{S}_{n}$ acts on $\mathbb{R}^{n}$ by permuting vectors: for $\boldsymbol{x} \in \mathbb{R}^{n}$ and $\pi \in \mathbb{S}_{n}$, the action is defined to be ${ }^{9}$

$$
\pi \cdot \boldsymbol{x}=\left(x_{\pi^{-1}(1)}, \ldots, x_{\pi^{-1}(n)}\right) .
$$

For example, taking $\pi \in \mathbb{S}_{3}$ defined by $\pi(1)=2, \pi(2)=3$, and $\pi(3)=1$,

$$
\pi \cdot\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{\pi^{-1}(1)}, x_{\pi^{-1}(2)}, x_{\pi^{-1}(3)}\right)=\left(x_{3}, x_{1}, x_{2}\right)
$$

More generally, consider an order $(d+1)$ array (or tensor), $\mathbf{X} \in \mathbb{R}^{n \times \cdots \times n \times p}$ with $(\mathbf{X})_{i_{1}, \ldots, i_{d}} \in$ $\mathbb{R}^{p}$. This data structure associates tuples of $d$ indices $\left(i_{1}, \ldots, i_{d}\right)$ with a $p$-dimensional data vector. Beyond being suitable for encoding graphs and sets (see Chapter 3), tensors can be used to study the association between human subjects (axis one), words (axis two), and brain activity at different voxels (axis three), as well as product-item interactions [152]-[154]. While these cases would be described by tensors of shape $n_{1} \times n_{2} \times p$, we can assume that all axes but the last have the same shape for our purposes (i.e., $n_{1}=n_{2}$ ). Thus, following

[^8]Maron, Fetaya, Segol, et al. [149], we can define the action of the symmetric group on arrays $\mathbb{R}^{n \times \cdots \times n \times p}$ by permuting all the indices of the array except for the last,

$$
\begin{equation*}
(\pi \cdot \mathbf{X})_{i_{1}, \ldots, i_{d}, j}=\mathbf{X}_{\pi^{-1}\left(i_{1}\right), \ldots, \pi^{-1}\left(i_{d}\right), j}, \quad \pi \in \mathbb{S}_{n}, \mathbf{X} \in \mathbb{R}^{n \times \cdots \times n \times p} \tag{2.3}
\end{equation*}
$$

There are many other groups and possible actions, but these will be sufficient for this dissertation. Now we can formally define an invariant function. In what follows, sets $\mathcal{X}$ and $\mathcal{Y}$ can be thought of as the input feature space and the target space in some modeling task, respectively.

Definition 4 ( $\mathbb{G}$-invariant function) Let $\mathbb{G}$ be a group with binary relation $\cdot$ that acts on the set $\mathcal{X}$. Let $\mathcal{Y}$ be a set and $f: \mathcal{X} \rightarrow \mathcal{Y}$ a function. We say $f$ is $\mathbb{G}$-invariant if

$$
f(g \cdot \boldsymbol{x})=f(\boldsymbol{x}) \quad \forall \boldsymbol{x} \in \mathcal{X}, \forall g \in \mathbb{G} .
$$

If $\mathcal{X}=\mathbb{R}^{n^{d} \times p}$ for some $d, n \in \mathbb{Z}_{\geq 1}$, we say a function $f$ is permutation-invariant if $f(\pi$. $\boldsymbol{x})=f(\boldsymbol{x})$ for all $\pi \in \mathbb{S}_{n}$ and $\boldsymbol{x} \in \mathcal{X}$. An example is $f(\mathbf{X})=\sum_{i_{1}} \cdots \sum_{i_{d}} \sum_{i_{d+1}}(\mathbf{X})_{i_{1}, \ldots, i_{d}, i_{d+1}}$. Next we define the more general notion of equivariance. For this definition, $\mathcal{Y}$ can be thought of as the space of hidden variables or output space of a neural network. ${ }^{10}$

Definition 5 ( $\mathbb{G}$-equivariant function) Let $\mathbb{G}, \cdot, \mathcal{X}, \mathcal{Y}$ and $f$ be defined as in Definition 4. Assume that $\mathbb{G}$ acts on both $\mathcal{X}$ and $\mathcal{Y}$. We say that $f$ is $\mathbb{G}$-equivariant if

$$
f(g \cdot \boldsymbol{x})=g \cdot f(\boldsymbol{x}) \quad \forall \boldsymbol{x} \in \mathcal{X}, \forall g \in \mathbb{G}
$$

Note that $\mathcal{X}$ need not equal $\mathcal{Y}$ but the group action $\mathbb{G}$ should be well-defined on both. For instance, if $\mathcal{X}=\mathbb{R}^{n \times p}, \mathcal{Y}=\mathbb{R}^{p}$, and $\mathbb{G}=\mathbb{S}_{n}$, the action is still well-defined. Consider for example row summation $f(\boldsymbol{X})_{i}=\sum_{j=1}^{p}(\boldsymbol{X})_{i, j}$ for all $\boldsymbol{X} \in \mathbb{R}^{n \times p}$. Permuting the rows does not change the sums, only their ordering in the output matrix: $f(\pi \cdot \boldsymbol{X})=\pi \cdot f(\boldsymbol{X})$. However, if we put $\mathcal{X}=\mathbb{R}^{n \times p}$ and $\mathcal{Y}=\mathbb{R}^{m \times p}$ for $n \neq m$, then we cannot say $\mathbb{S}_{n}$ acts on both. For the present dissertation, we do not need a more general definition.
${ }^{10}$ This can be generalized to $\mathbb{G}, \mathbb{H}$-equivariance but is not necessary for the main discussion of Janossy pooling.

Fact 1 A function $f=f_{L} \circ f_{L-1} \circ \cdots \circ f_{1}$ is $\mathbb{G}$-invariant if $f_{1}, \ldots, f_{L-1}$ are $\mathbb{G}$-equivariant and $f_{L}$ is $\mathbb{G}$-invariant. The converse is not true.

Finally, permutation matrices [155] will be convenient in calculations.
Definition 6 A matrix $\boldsymbol{P} \in\{0,1\}^{n \times n}$ is a permutation matrix if it is obtained by permuting the rows of the $n \times n$ identity matrix $\boldsymbol{I}_{n}$.

Every row and column of a permutation matrix has exactly one 1 , the rest 0 . Permutation matrices can affect the action of $\mathbb{S}_{n}$ on $\mathbb{R}^{n \times p} ; \boldsymbol{P} \boldsymbol{X}$ permutes the rows of a matrix $\boldsymbol{X} \in \mathbb{R}^{n \times p}$. An example is shown in the appendix. Another useful property is that the inverse of a permutation matrix is its transpose.

Fact 2 If $\boldsymbol{P}$ is any $n \times n$ permutation matrix, then $\boldsymbol{P}^{T}=\boldsymbol{P}^{T} \boldsymbol{P}=\boldsymbol{I}_{n}$, where $\boldsymbol{I}_{n}$ is the $n \times n$ identity matrix.

### 2.2.3 Enforcing Invariances to Improve Performance

In this section, we first provide an overview of common invariant modeling methods then review why they improve (generalization) performance. We conclude with a summary of recent literature invoking invariances to improve extrapolation performance to provide further insights into invariances as well as to provide hints of opportunities for future work.

## Weight Sharing and Convolutions

An MLP $f(\cdot ; \boldsymbol{\Theta}): \mathcal{X} \rightarrow \mathcal{Y}$ cannot be $\mathbb{G}$-invariant in general if all its weights are free. Some must be tied (i.e., shared) [18], [19], [148], [156]. Ravanbakhsh, Schneider, and Poczos [19] demonstrate a method for tying the parameters of layers in Equation 2.1 to achieve a desired equivariance uniquely. Here, uniquely refers to the fact that unwanted invariances are not enforced; functions with a singleton image are invariant to every transformation but are not very useful. A similar analysis in a slightly less general context was performed earlier by Shawe-Taylor [18]. In Hartford, Graham, Leyton-Brown, et al. [154] and Maron, Ben-Hamu, Shamir, et al. [157], the authors take a different approach and derive a basis for the space
of invariant/equivariant functions. In these approaches, the only parameters are the scalars associated with each basis component in a linear combination, and there are at most 15.

We saw that convolutions reduce the number of parameters and are a fundamental operation for invariances. These have been generalized to several domains. Spherical CNNs [21] and steerable filters [22] were developed for rotation invariance. Cohen and Welling [135] develop G-CNNs ("G" stands for group-equivariant) which use fewer free parameters than the standard conv layer.

## Special Invariant Layers

Beyond tying weights, specialized layers can help to achieve invariance. We have already seen pooling functions in CNNs that facilitate local translation invariance. Recent works have proposed new pooling operations for CNNs to achieve a wider scope of invariances [20], [158], [159]. Instance normalization is an averaging method proposed to improve contrast invariance in image stylization [160]. Pyramidal layers have been proposed to improve scale invariance in computer vision tasks [161], [162]. More generally, an entire literature exists on spiking neurons, which rethink the operations and training procedure of artificial neural networks, and some of their promise has been linked to shift-invariant and scale-invariant properties [163]-[165]. Interestingly, pooling operations have also appeared outside of neural networks; the symmetrized kernel, which bears similarity to the Janossy pooling framework [145], is a group-invariant kernel. We will see that specialized architectures are popular in modeling graphs and sets.

## Variations on Training Strategies

Another approach to training approximately invariant models is to modify the training strategy instead of the model architecture. Unlike weight sharing, these methods do not enforce exact invariance. Rather, they encourage models to be less sensitive to given transformations [9], but have been used successfully to improve the performance of neural networks. The following have close parallels to Janossy pooling.

Data augmentation [16] is considered one of the simplest approaches [19] and is still quite effective [166]. To learn models whose predictions are less sensitive to some class of transformations, we apply those transformations to inputs in the training data (without changing the target) and train in the usual way. For example, rotating images in the training data can be used to promote rotation invariance. Empirically, training with data augmentation can lead to models that are "more invariant" and improve generalization [17], [167]. However, Lyle, Wilk, Kwiatkowska, et al. [9] point out that data augmentation may only reduce transformation sensitivity over in-distribution, but not out-of-distribution, data. There have been variations of data augmentation. For instance, claiming that data augmentation still models nuisance variation, Laptev, Savinov, Buhmann, et al. [166] apply multiple transformations to the same input, pass each through the model, and predict the elementwise maximum of the output vectors.

TangentProp [15] is motivated by the observation that if the true function is invariant to some transformation, then its directional derivatives are zero along the direction of the transformation. Accordingly, TangentProp penalizes the norm of the directional derivatives during optimization. In particular, let $\boldsymbol{x} \in \mathbb{R}^{p}$ and $s_{i}: \mathbb{R}^{p} \times \Omega_{i} \rightarrow \mathbb{R}^{p}, i=1, \ldots, m$ be $m \in \mathbb{Z}_{\geq 1}$ transformations of an input $\boldsymbol{x}$. For example, $s(\cdot, \omega)$ may rotate a vector by angle $\omega \in[0,2 \pi) .{ }^{11}$ To be clear, the quantities $\omega$ are not parameters to be estimated, but instead describe transformations of the input. Then, the TangentProp penalty term is

$$
\begin{equation*}
\sum_{i=1}^{m}\left\|\left.f^{\prime}(\boldsymbol{x}) \cdot \frac{\partial s_{i}(\boldsymbol{x}, \omega)}{\partial \omega}\right|_{\omega=0}\right\|_{2}^{2} \tag{2.4}
\end{equation*}
$$

where $f$ is the neural network model, $f^{\prime}(\boldsymbol{x})$ is the Jacobian (or gradient) of $f$ with respect to its input, and $\left.\cdot\right|_{\omega=0}$ denotes the quantity evaluated at $\omega=0$. The tangent vectors are approximated by finite differences. Interestingly, the authors invoke group theory [168] to argue that invariance to $m$ directional derivatives will induce invariance to linear combinations thereof. The authors argue that TangentProp is more data efficient than data augmentation since, in the case of data augmentation, transformed inputs are highly correlated with the originals. This method is part of a wider class of approaches that invoke the manifold hy-

[^9]pothesis. It is thought that data points from a similar class concentrate close together on a lower-dimensional manifold of the data, and penalizing tangent vectors prevents the function from assigning different classes to those data [24].

## Strengths and Weaknesses

Weight sharing can mitigate overfitting, improve sample complexity, and tighten generalization bounds by reducing the number of parameters [9], [22], [85], [135], [169]-[171]. VC theory [85], [169], [172], [173] provides insights into this general result and in particular some of the weight sharing schemes for sets and graphs, despite its possible limitations to studying general neural networks. ${ }^{12}$ Weight sharing reduces the hypothesis space (for a fixed architecture), thereby the VC dimension, and consequently the sample size needed to fit the model. The assumption of invariances implies a partition of the input space $\mathcal{X}$ into sets $\operatorname{orbit}(\boldsymbol{x})=\{g \cdot \boldsymbol{x}: g \in \mathbb{G}\}$ for $\boldsymbol{x} \in \mathcal{X}$, where $\mathbb{G}$ is a group acting on $\mathcal{X}$; a coarser partition implies a greater reduction in VC dimension. It is interesting to point out that reducing the input space is a motivation for symmetrized kernels, which average over the action of a group, an approach similar to Janossy pooling [145].

Weight sharing and convolutions can be considered as placing an "infinitely strong prior" on the parameters of an MLP that forces the model to respect desired invariances. In the context of Convolutional Neural Networks, Goodfellow, Bengio, and Courville [24] write: "This infinitely strong prior says that the weights for one hidden unit must be identical to the weights of its neighbor but shifted in space." We know that a strong prior, when appropriate for the problem, effectively increases the sample size and affects better inference [175]. However, just as poorly specified priors inhibit accurate inference, strictly enforcing invariances will hurt predictive performance when the true task does not exhibit those invariances. Indeed, this motivates some approaches that try to "learn" the correct type or extent of invariance from the data [176]-[180]. Other examples in which incorrectly enforcing invariance hurts performance are discussed in [181], [182].

[^10]Many invariant models are universal approximators among "true" functions respecting those invariances [58], [68], [69], [149], [183]-[186]. However, some invoke constructions that are not practical, as is the case, for example, in [149], [183] (cf. [187]).

There are a plethora of examples demonstrating that data augmentation can improve generalization performance, as described in [24], [188] and references therein. It can be applied generally and does not confine modelers to using predefined architectures to achieve invariance. One interesting theoretical justification is that data augmentation provides lowervariance estimates of an augmented risk and its gradients, compared to the estimates of risk from "standard" training, if the group of invariances is small enough to feasibly apply all transformations during training [9]. However, if the group of transformations is large (i.e., continuous or a large discrete set) then the variance in the risk estimation could overwhelm this benefit. Additionally, this approach may be inefficient due to correlations between the original image and its transformations, as well as the added overhead [15]. To the best of the author's knowledge, most of the community's understanding of the benefits of data augmentation and the merits of its various forms are driven by empirical rather than theoretical work (cf. [188]).

### 2.2.4 Inductive Biases and Extrapolation

We will conclude this section by briefly discussing benefits that invariances may furnish to good extrapolation performance. Humans do not require observing cars at all angles, forms of ambient lighting, colors, etc. in order to recognize a car in the future. Humans can extrapolate. In contrast, many existing approaches suffer from what Mouli and Ribeiro [179] call an "unseen-is-underspecified" hypothesis. It is believed that intelligent beings exploit symmetries in their mental representations, pointing towards the need for invariant models [50], [179]. Anselmi, Leibo, Rosasco, et al. [170] write that "[this is] is supported by previous theoretical work showing that almost all the complexity in recognition tasks is often due to the viewpoint and illumination nuisances that swamp the intrinsic characteristics of the object", citing in particular [189]. The review paper by Battaglia, Hamrick, Bapst, et al. [50] argues - among other points - that the community should encode inductive biases into models, which refers broadly to techniques and architectures that "bias" towards estimating
invariant models. ${ }^{13}$ Interestingly, they argue that models of graphs, which capture relationships among entities, will be a key methodology going forward. Mouli and Ribeiro [179] advance a framework that improves extrapolation performance by leveraging invariances. Along a slightly different direction, Arjovsky, Bottou, Gulrajani, et al. [190] propose a new paradigm that enforces invariance across different training environments to improve generalization and extrapolation capabilities. Additional literature on the role of invariances in extrapolations can be found in [191] and the references therein.

[^11]
## 3. GRAPHS AND SETS

With the broader context of invariances and neural networks established, we introduce neural network approaches for graph and set data. The reader may find the review of such literature slightly disjointed, which in fact highlights a major contribution of Janossy pooling (JP); JP provides a theoretical and methodological framework applicable to both. Of course, there are unavoidable nuances of both data types, which we will highlight. We focus on supervised learning tasks, undirected graphs, and joint permutation invariance (as opposed to separate permutation invariance) to simplify the discussion. Extensions will be deferred to Section 4.3.

### 3.1 Permutation Invariance in Graphs and Sets

We begin by illustrating the appropriate invariance for graphs and sets and treating the nuances of both. Then we introduce a unified notation for discussing both abstractly. Specifically, we will ultimately write $\underline{\mathbf{x}}$ for either sets or graphs and $\pi \cdot \underline{\mathbf{x}}$ for permutations thereof.

### 3.1.1 Motivation and Basic Definitions

There are two common properties between graphs and sets. Models thereof are often permutation-invariant, and datasets can contain variable-size inputs. ${ }^{1}$

By definition, sets do not have order: $\{1,2,3\}=\{3,2,1\}=\{2,1,3\}$. However, to store a set on a computer, we cannot escape assigning some ordering. Thus, we say that sets are stored (i.e., encoded ${ }^{2}$ ) as sequences, using the term "sequence" rather than "vector" to highlight their variable-size nature. Concretely, two valid encodings of the set $\{1,2,3\}$ are $(1,2,3)$ and $(2,3,1)$ yet $(1,2,3) \neq(2,3,1)$. To encode a dataset of $N$ sets where the longest has length $p$, we can specify some ordering for each and create a matrix $\boldsymbol{X} \in \mathbb{R}^{N \times p}$. Sequences shorter than $p$ are padded with a special character, as is typical in the field. Whenever we

[^12]write $\boldsymbol{X}$, we implicitly suppose some arbitrary ordering has been chosen. Once the sets have been encoded as a matrix, we may be tempted to pass $\boldsymbol{X}$ to an MLP (Equation 2.1) and inherit its automatic feature engineering and universal approximation capabilities, but we know that this would fail to leverage the theoretical and empirical benefits of invariant models (Chapter 2). Rather, our models should respect the invariance inherent in the problem; all permutations of the input set should yield the same prediction.

A graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ is a pair containing a vertex set $\mathcal{V}$ and an edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} .{ }^{3}$ For simplicity, we assume graphs are undirected: $(u, v) \in \mathcal{E} \Longleftrightarrow(v, u) \in \mathcal{E}$. Figure 3.1 shows an example of encoding a graph. First we order (i.e., label) the vertices, then create an adjacency matrix. An adjacency matrix is a square matrix s.t. $(\boldsymbol{A})_{(u, v)}=1$ if $(u, v) \in \mathcal{E}$ and $(\boldsymbol{A})_{(u, v)}=0$ otherwise. There are multiple valid orderings, leading to possibly different adjacency matrices, so the encoding is ambiguous.

Remark 3 The encoding of sets and graphs is ambiguous, with $n$ ! possible orderings. These reorderings are permutations, so graph and set models should be permutation-invariant. An imprecise (for now) but intuitive condition we would like to satisfy is: if $\underline{\boldsymbol{x}}$ is any set or graph then $f(\pi \cdot \underline{\boldsymbol{x}})=f(\underline{\boldsymbol{x}})$ for any permutation $\pi$. To be precise, we define $\pi \cdot \underline{\boldsymbol{x}}$ on both sets and graphs. A summary without group theory is provided in Section 3.1.4.

To better formalize this, we will need to introduce notation.

Definition 7 We use colon notation to facilitate indexing matrices and tensors. Given integers $a, b$ such that $b>a$, we write $a: b=(a, a+1, \ldots, b-1, b)$. The notation $a:$ denotes $(a, a+1, \ldots, n)$ where $n \geq a$ is the total number of possible values in the given axis. Simply writing: denotes all entries for the given axis. Indexing starts at 1 and the bounds $a, b$ are always included.

### 3.1.2 Definitions for and Nuances of Graphs

In most graph applications, we do not use solely the adjacency matrix, which only captures relationships between entities (i.e., topological information). In applications, graphs
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Figure 3.1. Graphs and Orderings. (a) An example of an abstract graph. (b) and (c) show two equally valid orderings thereof, by drawing numbers in $\mathcal{V}=\{1, \ldots, 5\}$ on the vertices. The two ordered graphs differ by a swap of vertices " 4 " and " 5 ". (d) and (e) show the corresponding adjacency matrices. Notice that these matrices are not equivalent, and we have highlighted an element in row 4 where they differ.
also contain vertex- and edge-level information. An example lies in using graphs to predict molecular properties [40], [41], [44], [192]. Figure 3.2 shows a simple example encoding a molecule, using feature vectors to capture atom type and the number of bonds (single, double, etc.). In practice, one may encode many additional vertex- and edge-level features, such as charge and aromaticity [193].

Accordingly, we encode a graph of size $n$ with a vertex feature matrix $\boldsymbol{F} \in \mathbb{R}^{n \times d_{v}}, d_{v} \geq 1$, and an adjacency tensor $\mathbf{A} \in \mathbb{R}^{n \times n \times d_{e}}, d_{e} \geq 1$. Let $\pi: \mathcal{V} \rightarrow\{1, \ldots, n\}$ denote an ordering and define $(\boldsymbol{F})_{\pi(v),:}$ to be the vector of vertex features associated with vertex $v$. If the raw data do not provide vertex features, it is common to precompute simple graph statistics for each vertex or simply let $\boldsymbol{F}=(1, \ldots, 1)^{\mathrm{T}}$ [56], [194]. Thus, the vertex feature dimension always satisfies $d_{v} \geq 1$. Next, for every pair $(u, v) \in \mathcal{V}$, we define $(\mathbf{A})_{\pi(u), \pi(v), 1}=1$ if $(u, v) \in \mathcal{E}$ and $(\mathbf{A})_{\pi(u), \pi(v), 1}=0$ otherwise, so the first frontal slice of $\mathbf{A}$ encodes the usual adjacency matrix. The remaining dimensions $(\mathbf{A})_{\pi(u), \pi(v), 2}$ contain any additional edge features such as bond type and distance. ${ }^{4}$ Notice that $d_{e} \geq 1$. Henceforth we simply write $\mathbf{A}$ and $\boldsymbol{F}$ and implicitly assume an ordering has been defined. This does not imply the ordering is the "true" ordering.

Molecules have varying numbers of atoms, so datasets contain variable-size graphs. However, the feature dimensions (e.g., $d_{v}$ ) do not typically vary from graph to graph. All definitions below apply to variable-size graphs.

Definition $8 A$ graph data input of arbitrary size $n \in \mathbb{Z}_{\geq 1}$ with $d_{v} \in \mathbb{Z}_{\geq 1}$ dimensional vertex features and $d_{e} \in \mathbb{Z}_{\geq 1}$ dimensional edge features is a pair $\mathcal{G}=(\mathbf{A}, \boldsymbol{F})$ of an adjacency tensor $\mathbf{A} \in \mathbb{R}^{n \times n \times d_{e}}$ and vertex feature matrix $\boldsymbol{F} \in \mathbb{R}^{n \times d_{v}}$. We may also write $\underline{\boldsymbol{x}}=(\mathbf{A}, \boldsymbol{F})$ to unify treatment with sets. It is understood that some arbitrary ordering was specified to define the rows of $\boldsymbol{F}$ and $\mathbf{A} .|\mathcal{G}|$ denotes the number of vertices in the graph.

We saw in Figure 3.1 and Remark 3 that graph models should be permutation-invariant. To make this precise, we define the action of the symmetric group $\mathbb{S}_{n}$ on the set of all graphs with features. Intuitively, different orderings result in permutations of the rows (but not the columns) of $\boldsymbol{F}$ and of the first two modes of $\mathbf{A}$. Vertex/edge feature vectors (e.g., columns of
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Figure 3.2. Encoding a Graph with Features. (a) displays a molecule and (b) illustrates at a high-level a corresponding graph with features, for some vertex ordering indicated by the first index of $\boldsymbol{F}$. The layout of the drawing mimics that of the molecule to ease understanding, but in general the positions of vertices on the page carry no meaning. We can see that vertices encode atoms and edges encode bonds. While in reality each pair of vertices corresponds to a fiber of the tensor $\mathbf{A}$, regardless of whether an edge is present, we only draw $\mathbf{A}$ on the edges to avoid clutter. (c) shows that atom types are encoded by one-hot vectors in rows $\boldsymbol{F}_{v, \text {; }}$, where $v \in\{1,2, \ldots, 7\}$ is the index associated with a vertex in the ordering. For example, $(\boldsymbol{F})_{1,:}=(\boldsymbol{F})_{5,:}=(1,0,0)$ represents carbon and $(\boldsymbol{F})_{6,:}=(0,0,1)$ represents oxygen. (d) Each pair $(v, u) \in\{1, \ldots, 7\}^{2}$ is associated with a vector $(\mathbf{A})_{v, u \text { : }}$ where $(\mathbf{A})_{v, u, 1}$ indicates absence/presence of an edge and $(\mathbf{A})_{v, u, 2}$ : holds additional edge features (not shown). We show only a sub-tensor of $\mathbf{A}$, for space considerations, corresponding to vertices 5 , 6 , and 7 (Carbon, Oxygen, and Hydrogen on the right). The closer slice with shaded cells is the submatrix of the standard adjacency matrix for the selected vertices, with 1 denoting edge presence. The farther slice indicates whether the bond, if present, is single or double; for purely illustrative purposes, we use a "continuous" variable to count the number of edges as opposed to a onehot encoding for single-, double-, and triple-bonds. We write this graph as $\mathcal{G}=(\mathbf{A}, \boldsymbol{F})$ where $\mathbf{A}$ is $7 \times 7 \times 2$ and $\boldsymbol{F}$ is as shown.
$\boldsymbol{F})$ are never permuted. We decide in advance which coordinates of the vectors correspond to which features, as we would with linear regression, and it does not depend on the vertex ordering.

Definition 9 Fix $n, d_{v}, d_{e} \in \mathbb{Z}_{\geq 1}$ and denote by $\mathscr{G}_{n, d_{v}, d_{e}}=\left\{(\mathbf{A}, \boldsymbol{F}): \mathbf{A} \in \mathbb{R}^{n \times n \times d_{e}}, \boldsymbol{F} \in\right.$ $\left.\mathbb{R}^{n \times d_{v}}\right\}$ all graphs with $n$ vertices of given feature dimensions. The set of variable-size graphs is $\mathscr{G}_{d_{v}, d_{e}}=\bigcup_{n \in \mathbb{Z}_{\geq 1}} \mathscr{G}_{n, d_{v}, d_{e}}$. With a slight abuse of notation, we define the action of the symmetric group $\mathbb{S}_{n}$ on $\mathscr{G}_{d_{v}, d_{e}}$ as

$$
\pi \cdot \mathcal{G} \stackrel{\text { def }}{=}(\pi \cdot \mathbf{A}, \pi \cdot \boldsymbol{F}), \quad \text { for any } \mathcal{G}=(\mathbf{A}, \boldsymbol{F}) \in \mathscr{G}_{d_{v}, d_{e}} \text { and } \pi \in \mathbb{S}_{|\mathcal{G}|},
$$

where the operation $\pi \cdot \mathbf{A}$ is applying the action on $\mathbb{R}^{n \times n \times d_{e}}$ and $\pi \cdot \boldsymbol{F}$ the action on $\mathbb{R}^{n \times d_{v}}$ defined in Section 2.2.2 (see Equation 2.3). Notice that, by definition, this action does not permute the last dimension corresponding to vertex and edge features.

This definition satisfies the conditions of a group action. We say that two graphs $\mathcal{G}_{1}, \mathcal{G}_{2}$ are isomorphic if there exists some $\pi \in \mathbb{S}_{|\mathcal{G}|}$ such that $\pi \cdot \mathcal{G}_{1}=\mathcal{G}_{2}$. We say $\pi$ is an isomorphism.

Definition 10 (Graph permutation invariance and equivariance) Let $d_{v}, d_{e} \in \mathbb{Z}_{\geq 1}$ be arbitrary feature vector dimensions and $\mathcal{Y}$ be a task-appropriate target space. We say a function $f: \mathscr{G}_{d_{v}, d_{e}} \rightarrow \mathcal{Y}$ is permutation-invariant or isomorphism-invariant if for all $\underline{\boldsymbol{x}}=$ $\mathcal{G} \in \mathscr{G}_{d_{v}, d_{e}}$,

$$
f(\pi \cdot \underline{x})=f(\underline{\boldsymbol{x}}),
$$

where we write graphs as $\underline{\boldsymbol{x}}$ to help unify notation for sets and graphs. A similar definition exists for equivariance (see Definition 5 with $\mathbb{G}$ the symmetric group).

Example 1 (Permutation-sensitive graph function) Define $f: \mathscr{G}_{d_{v}, d_{e}} \rightarrow \mathbb{R}$ by $f(\mathcal{G})=$ $f(\mathbf{A}, \boldsymbol{F})=\sum_{j=1}^{|\mathcal{G}|}(\mathbf{A})_{1, j, 1}$. This is the sum of the first row of the adjacency matrix, or the degree of the "first" vertex in some implicit ordering. This is not a permutation-invariant function since different vertices typically have different degrees. Thus, the value of the function depends on whichever vertex is first in the ordering.

The following example is important for Message Passing Graph Neural Networks.

Example 2 (Permutation-invariant graph function) Suppose $d_{v}=d_{e}=1$, so that the adjacency tensor reduces to an adjacency matrix $\boldsymbol{A}$, and $\boldsymbol{F}$ is a column vector. Define the function $f(\mathcal{G})=f(\boldsymbol{A}, \boldsymbol{F})=\boldsymbol{A F}$. We will show that this is a permutation-equivariant function. Written in terms of permutation matrices (Definition 6), the permutation of a graph $(\boldsymbol{A}, \boldsymbol{F})$ is carried out as $\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{T}, \boldsymbol{P} \boldsymbol{F}\right)$. By Fact 2, we can write

$$
f\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{T}, \boldsymbol{P} \boldsymbol{F}\right)=\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{T}\right)(\boldsymbol{P} \boldsymbol{F})=\boldsymbol{P} \boldsymbol{A} \boldsymbol{F}=\boldsymbol{P} f(\boldsymbol{A}, \boldsymbol{F}),
$$

for any $|\mathcal{G}| \times|\mathcal{G}|$ permutation matrix. In other words, $f(\pi \cdot \mathcal{G})=\pi \cdot f(\mathcal{G})$, so $f$ is permutationequivariant. Now, if $g$ is any permutation-invariant function such as sum or max, then $g \circ f$ is a permutation-invariant graph function.

Remark 4 In Example 2, the function $\boldsymbol{A F}$ computes the sum over vertex neighborhoods. In an undirected graph with vertex set $\mathcal{V}$ and edge set $\mathcal{E}$, the neighborhood $\mathcal{N}(v)=\{u \in$ $\mathcal{V}:(u, v) \in \mathcal{E}\}$ of $v$ is the set of vertices connected to $v$ by an edge. This example suggests that we can construct permutation-invariant or -equivariant functions of graphs by defining permutation-invariant functions of vertex neighborhoods; the function should be permutationinvariant as the neighborhood set will be encoded as a sequence whose order depends on the vertex ordering. The action of permutations $\pi \cdot \mathcal{G}$ changes the order in which neighboring vertices are "visited".

### 3.1.3 Definitions for and Nuances of Sets

Set data contain a variable number of elements of arbitrary complexity and the ordering does not matter. Mathematically, sets should not contain duplicates. However, consistent with the literature and for brevity, we will write set instead of multiset even when duplicates are present. Existing methods like DeepSets [26] can process multisets, ${ }^{5}$ as can Janossy pooling.

A classic set task is point cloud classification [25]-[28] where an object (e.g., a chair or table) is depicted by a set of three dimensional coordinates tracing out the object, as in Figure 3.3. Clearly, reordering the same points (in computer storage) without changing the
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Figure 3.3. Example Set Data: a Point Cloud. This point cloud is a set of three dimensional coordinates $\left\{\left(x_{i}, y_{i}, z_{i}\right)\right\}_{i=1}^{n}$ tracing out an object. We would encode this set by pre-specifying some ordering and arranging the coordinates as vectors in a matrix $\boldsymbol{S} \in \mathbb{R}^{n \times 3}$. The point cloud shown is from Meng, Yang, Ribeiro, et al. [27].
coordinates does not change the shape of the object in question. Moreover, point clouds are often subsampled prior to analysis, adding additional ambiguity to their ordering. Another example set task is in multiple instance learning for high resolution medical images. To overcome the sheer size of these images, modelers break them into sets of image patches and predict whether the set of patches represents a healthy or afflicted patient [32]-[34].

Abstractly, a set of vectors with some implicit ordering is a sequence $\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(n)}\right)$, for $\boldsymbol{x}^{(i)} \in \mathbb{R}^{d_{s}}$ and some $d_{s} \geq 1$, that we encode as a matrix $\boldsymbol{S} \in \mathbb{R}^{n \times d_{s}}$ such that $(\boldsymbol{S})_{i,:}=\boldsymbol{x}^{(i)}$. In practice, we are not limited to modeling sets of vectors and can process sets of images or other structures. However, it is more convenient to write elements as vectors. Theoretically, we can suppose images are vectorized, and similarly for other data types.

To define the action of the symmetric group on set data, let $d_{s} \in \mathbb{Z}_{\geq 1}$, and $\mathscr{S}_{n, d_{s}}=\mathbb{R}^{n \times d_{s}}$ denote the set of all sequences of length $n$ whose vectors are of dimension $d_{s}$. Let $\mathscr{S}_{d_{s}}=$ $\bigcup_{n} \mathscr{S}_{n, d_{s}}$ denote variable-length inputs. For $\boldsymbol{S} \in \mathscr{S}_{n, d_{s}}$, we will write $|\boldsymbol{S}|$ as its number of rows, equally the cardinality of the set being encoded. The action of the symmetric group on $\mathscr{S}_{n, d_{s}}$ is the one defined in Section 2.2.2 and Equation 2.3. That is, $\pi \cdot \boldsymbol{S}$ permutes the rows of $\boldsymbol{S}$ according to $\pi \in \mathbb{S}_{|\boldsymbol{S}|}$. We may also write $\underline{\mathbf{x}}=\boldsymbol{S} \in \mathscr{S}_{d_{s}}$ to unify with graphs. Now we can define a permutation-invariant and permutation-equivariant set function.

Definition 11 Given a set task with appropriate target space $\mathcal{Y}$ and feature dimension $d_{s} \geq$ 1, let $f: \mathscr{S}_{d_{s}} \rightarrow \mathcal{Y}$ be a function over variable sized sets. $f$ is permutation-invariant if for

Table 3.1. Non Group-theoretic Summary. We show the encoding and describe the permutation action for sets and graphs.

| Input Type | Encoding | Permutation |
| :---: | :---: | :---: |
| Set, size $n$ | $\underline{\mathbf{x}}=\boldsymbol{S} \in \mathbb{R}^{n \times d_{s}}$ | Permute the rows of $\boldsymbol{S}$ |
| Graph, size $n$ | $\underline{\mathbf{x}}=\mathcal{G}=(\mathbf{A}, \boldsymbol{F}) \in \mathscr{G}_{n, d_{v}, d_{e}}$ | Permute first/second mode of $\mathbf{A}$ and rows of $\boldsymbol{F}$ |

any $n \in \mathbb{Z}_{\geq 1}$, it is $\mathbb{G}$-invariant to the action of group $\mathbb{G}=\mathbb{S}_{n}$ on $\mathscr{S}_{n, d_{s}}=\mathbb{R}^{n \times d_{s}}$ defined in Equation 2.3. Permutation equivariance is defined similarly.

Remark 5 To simplify exposition, we have considered the input set $\boldsymbol{S}$ to be an encoding of the "raw" input data, but this need not be the case. We can also use learnable permutationinvariant layers on sets of hidden representations in a broader neural network architecture. One eminently important example is in Message Passing Graph Neural Networks (described below).

### 3.1.4 Summary Without Group-Theoretic Terms

A summary of the encodings and permutations of sets/graphs is provided in Table 3.1. When discussing a framework in which the input can be a set or a graph (as in Janossy pooling), we will write $\mathbf{x}$ to denote either.

Pairwise information in a graph is encoded in a 3-mode tensor $\mathbf{A}$. The first two modes of A correspond to vertices and the third to feature vectors for pairs thereof. Vertex attributes are encoded in a matrix $\boldsymbol{F}$ whose rows are vertex features. Thus, reordering a graph permutes the first two modes of $\mathbf{A}$ and the rows of $\boldsymbol{F}$.

Set inputs with vector elements are encoded as a matrix, with elements stored as rows. Permuting a set thus permutes the rows of this matrix. To ease notation, more abstract objects like images are assumed to be vectorized, although in practice this need not be the case.

### 3.2 Existing Work

Having introduced graphs and sets as well as the importance of permutation invariance, we turn to existing work. In particular, we expose key contributions of JP, which (1) provides a unified theoretical framework for models of graphs and sets, (2) generalizes existing methods, (3) improves the expressiveness of state-of-the-art graph models, and (4) improves finite-sample learning for sets.

### 3.2.1 Methods Applicable to Both Graphs and Sets

Two methods, ordering data and weight sharing, are broadly applicable to graphs and sets.

## Ordering the Graph or Set

One approach is to define a canonical ordering and reorder graphs or sets accordingly before passing to permutation-sensitive layers. This renders the original arbitrary ordering irrelevant. Typically, the canonical reordering function does not contain learnable parameters, an example being sorting by some characteristic. Niepert, Ahmed, and Kutzkov [75] propose to sort vertices in a graph by some user-specified vertex statistic like betweenness centrality before passing to a specially designed architecture. Montavon, Hansen, Fazli, et al. [195] sort molecules according to the norms of the vertex features.

A canonical ordering is only useful if it is relevant to the task at hand; unwittingly sorting by some characteristic orthogonal to the task could result in failure. Concretely, Moore and Neville [55] observed that ordering vertices by Personalized Page Rank [196], [197] ultimately resulted in lower accuracy than simply randomizing the ordering.

Rather than predefining a canonical order, one can try to learn an ordering. PointCNN [76] uses an MLP (Equation 2.1) to learn a special vector that is used to orient a point cloud "like an image" which is then passed to convolutional layers. Mena, Belanger, Linderman, et al. [198] propose to incorporate permutations of the input into the architecture and optimize them during end-to-end training by way of a differentiable tempered Sinkhorn operator. Building on this, Zhang, Hare, and Prügel-Bennett [199] propose a Permutation-

Optimization module that better incorporates pairwise interactions in a set. Note that permutation matrices are discrete but the elements of the learned matrices are parameters in $\mathbb{R}$, so these methods each propose additional steps to recover an actual permutation of the input. For instance, a "proper" permutation matrix is recovered when the temperature of the Sinkhorn approaches zero. Another approach is used in NeuralSort [5] where changes in the training scheme allow a simple row-wise argmax to provably recover a permutation matrix. These were inspired by Vinyals, Bengio, and Kudlur [77], who use ancestral sampling to sample permutations that optimize performance in an otherwise permutation-sensitive architecture. Overall, we are unaware of a careful theoretical or empirical exploration of heuristics such as those used in [77]. Consequently, it is difficult to apply in new tasks. Finally, in another direction, Linderman, Mena, Cooper, et al. [200] use variational inference and the reparameterization trick [201], [202] to estimate optimal permutations of the input data. The authors apply the method to a Bayesian regression analysis where the ordering of the predictors $\left\{x_{1}, \ldots, x_{p}\right\}$ is unknown due to measurement ambiguity. Interestingly, many of these methods invoke continuous relaxations to enable SGD optimization over a discrete object, the permutation matrix, which we return to in Chapter 5.

Optimizing permutations is rooted in a different philosophy than training (approximately) invariant models. Fundamentally, as described in Chapter 2, modelers choose invariant architectures or training schemes to achieve better generalization (or even extrapolation) capabilities, often believing that the ordering is simply nuisance variation. In contrast, learning a permutation assumes that some permutations are more advantageous than others given some architecture and task. We discuss this more in Chapter 5.

## Weight Sharing and Beyond

Broadly, the weight sharing approaches discussed in Chapter 2 can be used for sets and graphs (e.g., [18], [19], [154], [157]). However, an affine layer (see Equation 2.1) is permutation-equivariant if and only if its weight matrix takes the form $\theta \boldsymbol{I}+\vartheta \mathbf{1 1}{ }^{\mathrm{T}}$ for parameters $\theta, \vartheta \in \mathbb{R}$, where $\boldsymbol{I}$ is the identity matrix and $11^{\mathrm{T}}$ is the matrix where every element is 1 [19], [26]. In particular, there are only two free parameters. This is related to our discussion in Section 2.2.3; the sheer size of the symmetric group restricts the degrees of freedom.

Recently, Haan, Cohen, and Welling [203] argue to rethink permutation equivariance in favor of a new paradigm that is more flexible. While exciting, it is beyond the scope of this dissertation.

### 3.2.2 Existing Graph-Focused Approaches

We focus our discussion on neural network models for graph data. A brief discussion of graph kernels is provided in Section 2.1.2.

## Message Passing Graph Neural Networks

Graph Neural Networks with message passing form one of the most popular classes of methods [40], [44], [45], [56], [63]-[67]. These were developed in different communities and with different approaches: convolutional signal-processing approaches, probabilistic models, and the Weisfeiler-Lehman test. In [132], William Hamilton writes: "the convergence of these three disparate areas into a single algorithm framework is remarkable". Despite their disparate theoretical underpinnings, the practical methods are so similar that it is possible to implement methods from all three perspectives into one common software framework, an example being PyTorch Geometric [204]-[206]. While each perspective has a rich literature and a clear impact on researchers' motivations (cf. [56], [66]), the best exposition of Janossy pooling comes from treating them as one.

Recall that Example 2 and Remark 4 suggest that permutation-invariant graph functions can be built by constructing permutation-invariant functions of neighborhoods. This is the approach of Message Passing Graph Neural Networks (MPGNNs). In particular, suppose $\mathcal{G}=(\mathbf{A}, \boldsymbol{F})$ is an input data graph (in some implicit ordering). Let $\mathcal{V}=\{1,2, \ldots,|\mathcal{G}|\}$ denote its vertices, $\mathcal{E}$ its edges, and $\mathcal{N}(v)=\{u \in \mathcal{V}:(u, v) \in \mathcal{E}\}$ denote the neighborhood of $v \in \mathcal{V}$. Putting aside edge attributes momentarily, a general MPGNN initializes $\boldsymbol{H}^{(0)}=\boldsymbol{F}$ and computes the following recursion for all vertices $v \in \mathcal{V}$, for layers $l=1, \ldots, L$ :

$$
\begin{equation*}
\boldsymbol{H}_{v,:}^{(l)}=g\left(\boldsymbol{H}_{v,:}^{(l-1)}, f\left(\left(\boldsymbol{H}_{u,:}^{(l-1)}\right)_{u \in \mathcal{N}(v)} ; \boldsymbol{\Theta}_{f}^{(l)}\right) ; \boldsymbol{\Theta}_{g}^{(l)}\right) \tag{3.1}
\end{equation*}
$$

where $g\left(\cdot, \cdot ; \boldsymbol{\Theta}_{g}^{(l)}\right)$ is a nonlinear function with learnable parameters $\boldsymbol{\Theta}_{g}^{(l)}$ that are typically distinct at each layer $l, f\left(\cdot ; \boldsymbol{\Theta}_{f}^{(l)}\right)$ is a permutation-invariant learnable function of variablelength inputs called the aggregator, and $\left(\boldsymbol{H}_{u,:}^{(l-1)}\right)_{u \in \mathcal{N}(v)}$ denotes the sequence of (hidden or visible) features in the neighborhood of $v$ at layer $l$. Notice that the features of a vertex $v \in \mathcal{V}$ constitute one argument of $g$ and the aggregated features as a second, thus treating "self" features specially. Ultimately, this yields hidden representation matrices $\boldsymbol{H}^{(l)} \in \mathbb{R}^{|\mathcal{G}| \times d_{l}}$, $l=1, \ldots, L$ (whose column dimensions are hyperparameters). To map these to a single prediction of the entire graph, we may apply a permutation-invariant readout over the rows of $\boldsymbol{H}^{(L)}$, obtaining a prediction $r\left(\boldsymbol{H}^{(L)}\right)=r\left(\left(\boldsymbol{H}_{1,:}^{(L)}, \boldsymbol{H}_{2,:}^{(L)}, \ldots, \boldsymbol{H}_{|\mathcal{G}|,:}^{(L)}\right)\right)$. A common example is summation, $r\left(\boldsymbol{H}^{(L)}\right)=\mathbf{1}^{\mathrm{T}} \boldsymbol{H}^{(L)}=\sum_{v=1}^{|\mathcal{G}|} \boldsymbol{H}_{v,:}^{(L)}$. It is also common to apply the readout to all intermediate layers, $r\left(\boldsymbol{F} \bowtie \boldsymbol{H}^{(1)} \bowtie \cdots \bowtie \boldsymbol{H}^{(L)}\right)$ where $\bowtie: \mathbb{R}^{m \times p} \times \mathbb{R}^{m \times q} \rightarrow \mathbb{R}^{m \times(p+q)}$ denotes concatenating the rows of two matrices [207]. We ensure that the entire GNN is (sub)differentiable in its parameters so that the function can be learned "end-to-end". Finally, note that in practice MPGNNs can be computed with matrix multiplications: Example 2 shows a simple case.

A popular MPGNN is the Graph Isomorphism Network (GIN) [56] which defines $g\left(\boldsymbol{a}, \boldsymbol{b} ; \boldsymbol{\Theta}_{g}^{(l)}\right)=$ $\operatorname{MLP}\left(\boldsymbol{a}+\boldsymbol{b} ; \boldsymbol{\Theta}_{g}^{(l)}\right)$ and $f$ as a summation without parameters. In particular, one variation of GIN defines the recursion

$$
\begin{equation*}
\boldsymbol{H}_{v,:}^{(l)}=\operatorname{MLP}\left(\boldsymbol{H}_{v,:}^{(l-1)}+\sum_{u \in \mathcal{N}(v)} \boldsymbol{H}_{u,:}^{(l-1)} ; \mathbf{\Theta}_{g}^{(l)}\right) \tag{3.2}
\end{equation*}
$$

and uses summation for the readout $r\left(\boldsymbol{F} \bowtie \boldsymbol{H}^{(1)} \bowtie \ldots \bowtie \boldsymbol{H}^{(L)}\right)$. There is also a variation of GIN that premultiplies $\boldsymbol{H}_{v,:}^{(l-1)}$ with $\left(1+\vartheta^{(l)}\right)$, for learnable scalars $\vartheta^{(l)}$. Our experiments use the version of GIN with these $\vartheta$ terms.

To model edge features, a general approach is to introduce the edge feature vectors $\left(\mathbf{A}_{v, u, 2:}\right)_{u \in \mathcal{N}(v)}$ as input to the aggregator $f$. Examples that appear in the literature are described in [8]. Additional variations use attention mechanisms [64] and incorporate neighborhood size in the function $f$ [63]. In general, any learnable permutation-invariant function of variable-length inputs can be used as the aggregator. Janossy pooling serves as a generalpurpose approach to learning the aggregator, and our experiments show that it can improve
upon existing methods. Interestingly, along a different direction, Chen, Bian, and Sun [194] demonstrate that learning a set function on the vertex features, ignoring graph structure, can sometimes achieve decent performance. The authors argue for using this approach as a simple baseline.

Limitations and the WL Test. Message Passing Graph Neural Networks (MPGNNs) do not enjoy universal approximation guarantees. There are pairs of nonisomorphic graphs that MPGNNs cannot distinguish; that is, there exist graphs $\mathcal{G}_{1}, \mathcal{G}_{2}$ such that $\pi \cdot \mathcal{G}_{1} \neq \mathcal{G}_{2}$ for all permutations $\pi \in \mathbb{S}_{\left|\mathcal{G}_{1}\right|}$ yet $\operatorname{MPGNN}\left(\mathcal{G}_{1} ; \boldsymbol{\Theta}\right)=\operatorname{MPGNN}\left(\mathcal{G}_{2} ; \boldsymbol{\Theta}\right)$ for any Message Passing GNN and any parameters $\Theta$. Consequently, any true permutation-invariant function of graph data $\varrho$ such that $\varrho\left(\mathcal{G}_{1}\right) \neq \varrho\left(\mathcal{G}_{2}\right)$ cannot be approximated by any MPGNN. This was demonstrated by the parallel works of Xu, Hu, Leskovec, et al. [56] and Morris, Ritzert, Fey, et al. [208].

Specifically, MPGNNs cannot distinguish pairs of nonisomorphic featureless graphs that the Weisfeiler-Lehman (WL) graph isomorphism testing heuristic (also known as color refinement) [209]-[211] cannot distinguish. ${ }^{6}$ Intuitively, this follows from the fact that the WL test follows the same recursion as Equation 3.1, replacing a learnable neural network layer with an injective "hash" function. This "hash" is designed specifically to distinguish graphs, so learnable layers in an MPGNN cannot perform better in this regard. Hence, we say "MPGNNs are no more powerful than the WL test". Indeed, sometimes GNNs in Equation 3.1 are called WLGNNs to highlight the parallel, but this has become increasingly confusing as new researchers suggest new methods related to the $k$-dimensional higher-order versions of the Weisfeiler-Lehman test (WL[k]) [6], [208], [212].

Several papers propose solutions to this limitation. For example, models that use highorder tensors can achieve universality but are computationally intractable [149], [187], [213]. In contrast, the Janossy pooling framework provides simple and effective strategies to make MPGNNs more powerful.

[^16]
## Other Noteworthy Graph-Focused Literature

There is an abundance of work aiming to improve different aspects of GNNs; comprehensive reviews are provided in [214], [215]. Many are not our focus, but JP can incorporate several of the ideas directly. Rather than summarize the entire literature, we briefly summarize a few interesting directions. Several papers explain that using too many recursion layers ("deep" MPGNNs) can actually result in loss of information [216]-[218] and some solutions are described in [207], [219]. Indeed, GRAPH-BERT, a new neural network on graphs, cites this depth problem as a motivation [220]. We had made some theoretical progress towards a description of this phenomenon but others published before we did. Hyperbolic message passing was designed to better capture graph structure [221], [222]. Some works aim to make GNNs faster, perhaps a leading factor in the widespread adoption of new methods [223], [224]. These include Hierarchical Aggregation, which reduces redundant calculations in GNN architectures; clever neighborhood sampling that reduces the computational burden of aggregation while keeping variance low [45], [225]; and using a linear model rather than a neural network as a simple and fast baseline that can achieve adequate performance on some tasks [226].

Convolution, a fundamental operation in invariances, has been generalized to the graph domain [63], [133], [227]-[229]. These treat the vertex feature matrix $\boldsymbol{F}$ as a graph signal and proceed by the graph Fourier transform. Exact convolutions are computationally intensive and require approximations that effectively become recursive functions of the adjacency matrix (i.e., MPGNNs) [63], [66]. Moreover, the proper convolutions are not suited for graph-wide classification/regression tasks (only vertex-level tasks on one graph).

### 3.2.3 Existing Set-Focused Literature

Permutation-invariant models for set data (encoded as sequences) take a few broad approaches.

## Pooling in Latent Space

We have seen that pooling is a common operation in invariant models. Pooling in latent space has been one of the most popular neural network models for sets, including applications in controlling drone swarms [35], reinforcement learning with natural language [230], detecting cancerous regions in histopathology images [34], and point clouds [25], [26]. This approach became popular when Zaheer, Kottur, Ravanbakhsh, et al. [26] and Qi, Su, Mo, et al. [25] described the method, demonstrated its empirical success, and characterized its universality properties. The idea is to (1) map every vector in a set to a hidden space with neural network layers, (2) apply a simple symmetric function such as summation, and (3) pass the resulting vector through another neural network to obtain a prediction. Formally, as in Definition 11, let $d_{s} \in \mathbb{Z}_{\geq 1}$ be a fixed vector dimension, ${ }^{7} \mathcal{Y}$ denote the target space, and $\mathscr{S}_{d_{s}}=\bigcup_{n \in \mathbb{Z}_{\geq 1}} \mathscr{S}_{n, d_{s}}=\bigcup_{n \in \mathbb{Z}_{\geq 1}} \mathbb{R}^{n \times d_{s}}$ be the space of input sets - encoded as sequences of vectors (i.e., matrices). Recall from Remark 5 that $\boldsymbol{S}$ can also denote a set of hidden outputs in some broader neural network architecture. Then, the DeepSets [26] model $f: \mathscr{S}_{d_{s}} \rightarrow \mathcal{Y}$ is defined by

$$
\begin{equation*}
f(\boldsymbol{S})=r\left(\left(\sum_{i=1}^{|\boldsymbol{S}|} g\left(\boldsymbol{S}_{i,:} ; \boldsymbol{\Theta}_{g}\right)\right) ; \boldsymbol{\Theta}_{r}\right), \quad \forall \boldsymbol{S} \in \mathscr{S}_{d_{s}} \tag{3.3}
\end{equation*}
$$

where $g\left(\cdot ; \boldsymbol{\Theta}_{g}\right): \mathbb{R}^{d_{s}} \rightarrow \mathbb{R}^{d_{h}}$ is a learnable mapping with parameters $\boldsymbol{\Theta}_{g}, d_{h}$ is a hyperparameter, and $r\left(\cdot ; \Theta_{r}\right): \mathbb{R}^{d_{h}} \rightarrow \mathcal{Y}$ is another learnable mapping to the target space. The function $g$ can be an MLP like Equation 2.1 or other appropriate neural network layers. We ensure that $f$ is (sub)differentiable in its parameters so that all the parameters can be trained end-to-end. PointNet of Qi, Su, Mo, et al. [25] replaces summation with max and Ilse, Tomczak, and Welling [34] add attention mechanisms to affect a weighted summation. Learnable Aggregation Functions [231] is a family of aggregation functions (including sum and $\max$ ) and that provides the flexibility to learn the most appropriate aggregation function. Indeed, numerous differentiable/learnable pooling functions on the latent space (i.e., after $g$ ) have been proposed [29], [34], [232], [233], but summation and maximum have been the most common in practice.

[^17]Latent space pooling methods like DeepSets and PointNet are universal approximators of set functions under fairly general assumptions [25], [26], [57]-[59]. However, we know that mathematical universality guarantees do not always ensure good real-world performance (cf. Chapter 2). The forms of $g$ and $r$ in Equation 3.3 must often be very complex or discontinuous, the number of parameters must grow with the cardinality of the set, and these approaches struggle to handle tasks where inputs are variable-length [62], [231]. Thus, it is difficult to find the correct parameters of the model through standard optimization routines.

Moreover, latent space pooling reduces all latent representations $g\left(\boldsymbol{S}_{i,:}\right)$ into a single vector via a simple function such as summation. This can present challenges in capturing the relationships between elements in the input set. Consider learning the range of a set of scalars, range $(\boldsymbol{S})=\max _{i}\left(\boldsymbol{S}_{i,:}\right)-\min _{i}\left(\boldsymbol{S}_{i,:}\right), \forall \boldsymbol{S} \in \mathscr{S}_{1}$. This requires identifying the largest and smallest elements - by definition relative concepts - and taking their difference. These relationships among set elements may be lost in summation, so the outer function $r$ must somehow capture that lost signal. This can only be achieved by making the output dimension of $g$ very large or making $r$ complex (not smooth), as supported by the theory in [62]. Our Janossy pooling paper was an early paper to discuss this issue and propose solutions, but it was also discussed in narrower contexts at a similar time, (e.g., [60], [234]).

## Higher-Order Methods

Whereas the first layer $g$ in latent space pooling takes each individual element of $\boldsymbol{S}$ as input, other approaches strive to capture relationships among elements in the set more directly. PointNet++ [235] partitions point clouds into spatial regions and models distances to regional centroids. This method also uses geodesics to capture intrinsic structure within a point cloud on a Non-Euclidean space. SetTransformer [60] (inspired by [236]) uses several permutation-equivariant Multi-head Attention Blocks that each capture pairwise interactions in variable-size inputs. Additional recent approaches leverage self-attention layers to model point clouds [237], [238]. Relation Network [51] is similar to latent space pooling (Equation 3.3) but learns representations for pairs of inputs, replacing the input to $r$ with
$\sum_{i, j} g\left(\boldsymbol{S}_{i,:}, \boldsymbol{S}_{j,:} ; \boldsymbol{\Theta}_{g}\right)$. Finally, Meng, Yang, Ribeiro, et al. [27] consider sets of sets - where the "elements" of a set are themselves sets.

Higher-order methods take an important step towards capturing relationships among elements in the input sequence, which Janossy pooling generalizes. Many of the approaches discussed above, including Relation Network [51] and SetTransformer [60] are special cases thereof.

## Other Noteworthy Set-Focused Methods

Some authors use Recurrent Neural Networks [93], [94] to process variable-size sets. However, RNNs are permutation-sensitive models. To overcome this, one approach that has been used is to randomly permute the input sequence at each iteration [45], [55]. This approach enjoyed empirical success but lacked the theoretical justification we later provided in Janossy pooling [54], as discussed in Chapter 4.

## 4. JANOSSY POOLING FOR INVARIANT MODELS

To preserve permutation invariance in modeling sets and graphs, the literature advances generic methods applicable to both types of data (weight sharing and ordering) as well as those specific to each. As discussed, the general methods are limited in their capacity and modeling flexibility. Yet, we also saw that the set- and graph-specific state-of-the-art models such as DeepSets and Message Passing Graph Neural Networks face challenges as well. DeepSets models rely on neural networks with a very large number of parameters to compensate for processing set elements independently, and MPGNNs are unable to express all permutation-invariant graph functions. The Janossy pooling (JP) framework simultaneously unifies models for sets and graphs and can overcome limitations of the state-of-the-art methods specific to each. Moreover, this unified framework provides a new perspective of and theoretical justification for existing approaches.

A key observation is that JP can be incorporated into graph models in two distinct ways. First, as a model for variable-length sets, it can be used as a neighborhood aggregator in MPGNNs (Equation 3.1). Second, we can apply JP to a graph directly to learn a permutation-invariant representation thereof (see Definition 9). In Murphy, Srinivasan, Rao, et al. [81], we referred to JP for learning graph representations as relational pooling (RP).

The original motivation for JP came from graph and set data. Thus, most of our discussion here, which appeared in our publications [54], [81], focus on such data. However, we will see that JP can be generalized to other invariances and note avenues for future exploration. First, JP involves a sum over the symmetric group of permutations, but other transformation sets could be considered. Second, while we mostly focus on the form of permutation-invariant models for graphs defined in Chapter 3 - joint invariance - we will also briefly mention possible extensions to separate invariance as well as $\mathbb{G}$ equivariance. Indeed, since publishing, other scholars have advanced new methods based on our ideas and refined the theory. We will mention these works throughout the discussion.

We begin by introducing the JP framework in the context of invariant neural networks and explain its ability to improve on existing methods (Section 4.1). Next, since it is computationally expensive to compute full JP, we advance three approximation strategies (Section 4.1.2).

Then, we discuss a parallel motivation for JP with the lens of probability (Section 4.2) and extensions (Section 4.3). We empirically investigate JP and demonstrate its benefits on several graph and set tasks in Section 4.4 before concluding with a summary of the impact of JP on the literature in Section 4.5.

### 4.1 Janossy Pooling

It can be challenging to directly specify a permutation-invariant model of variable-length inputs. By summing over latent representations of the input, pooling in latent space (e.g., PointNet, DeepSets [25], [26]) can satisfy both requirements, but presents challenges in estimation. As discussed in Section 3.2.3, a key problem is that processing inputs individually loses much of the signal, so highly complex and high-dimensional functions are required to compensate. MPGNNs invoke set functions on graph neighborhoods but are no more powerful than the WL test and fail to distinguish pairs of nonisomorphic graphs (Section 3.2.2). We also saw that the size of the symmetric group implies that weight sharing techniques can only use two free parameters per layer (Section 3.2.1).

Motivated by this, we propose JP, which allows modelers to invoke permutation-sensitive functions in approximating a permutation-invariant function. For instance, JP allows one to use Recurrent Neural Networks [93], [94], which are successful in modeling the complexities of language, to capture relationships in a variable-length sequence. In principle, without the burden of capturing relationships, downstream layers need not be as complex as those in DeepSets. More concretely, we will see that permutation-sensitive graph models give rise to a simple and effective strategy for making MPGNNs "more powerful" than the WL test.

To obtain an invariant model from permutation-sensitive functions, we can sum over permutations of the input. This is expensive, so we must use approximations. This is in line with existing training schemes that promote "approximate" invariances (see Chapter 2) and is justified by our empirical results. This idea is not totally new. Summing over transformations has been used in the symmetrized kernel [145] and is related to the Reynolds operator in algebra [239]. We set ourselves apart by proposing a variety JP models that provably fill gaps in existing literature on graphs and sets, proposing approximation schemes and developing
supporting theory thereof, and posing JP as a unifying framework under which many existing methods can be understood.

Formally, let $\mathcal{X}$ denote the space of inputs to the JP layer, such as variable-size sets or graphs, depending on the application. $\mathcal{X}$ can either denote "raw" data such as point clouds or molecules, or a set of hidden representations from preceding neural network layers. Specifically, assume either $\mathcal{X}=\mathscr{G}_{d_{v}, d_{e}}$ or $\mathcal{X}=\mathscr{S}_{d_{s}}$ for some graph feature dimensions $d_{v}, d_{e} \in$ $\mathbb{Z}_{\geq 1}$ or set feature dimension $d_{s} \in \mathbb{Z}_{\geq 1}$ (see Definitions 9 and 11). Since we have defined the actions of the symmetric groups on $\mathscr{G}_{d_{v}, d_{e}}$ and $\mathscr{S}_{d_{s}}$, we can simply write $\pi \cdot \underline{\mathbf{x}}$ to refer to permutations of a set or graph, where $\underline{\mathbf{x}} \in \mathcal{X}, \pi \in \mathbb{S}_{|\underline{\mathbf{x}}|}$ is a permutation, and $|\underline{\mathbf{x}}|$ the size of $\underline{\mathbf{x}}$. A review of these operations is provided in Table 3.1. Letting $\vec{f}$ denote any (possibly permutation-sensitive) function on $\mathcal{X}$, with parameter matrix $\Theta$, JP defines a permutationinvariant function by

$$
\begin{equation*}
\overline{\bar{f}}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=\frac{1}{|\underline{\mathbf{x}}|!} \sum_{\pi \in \mathbb{S}|\underline{\mathbf{x}}|} \vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta}) \tag{4.1}
\end{equation*}
$$

$\overline{\bar{f}}$ is called the Janossy function associated with $\vec{f}$, and is permutation-invariant. Specifically, $\vec{f}$ is any composition of neural network layers, (sub)differentiable in $\Theta . \overline{\bar{f}}$ can be a layer in a broader neural network architecture trained end-to-end, in which case we call it a Janossy layer, or the entire model itself. Notice that, while we have defined JP as an average, it can equivalently be defined with summation, letting $\vec{f}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=|\underline{\mathbf{x}}|!\vec{g}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})$ for some function $\vec{g}$ on $\mathcal{X}$. Although the merits of sum pooling versus average pooling are still debated [56], [240], writing as an average exposes the equivalent form

$$
\begin{equation*}
\overline{\bar{f}}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=\mathbb{E}_{\pi \sim \operatorname{Unif}\left(\mathbb{S}_{|\underline{\mathbf{x}}|}\right)}[\vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})] \tag{4.2}
\end{equation*}
$$

where $\mathbb{E}$ denotes an expectation and Unif denotes the discrete uniform distribution. Thus, training with JP can be regarded as approximating a population mean, the "true" Janossy function. Figure 4.1 illustrates a JP layer for the special case of a sequence input.

We reiterate that JP will often be just one component in an architecture. In many such cases, the output of $\overline{\bar{f}}$ will not be the dimension of the target (especially for graphs), and downstream layers can be used to map to the prediction. Additionally, as we have seen,


Figure 4.1. Janossy Pooling Layer for a Sequence Input. A variable-length input set of vectors - encoded as a sequence - is shown at the bottom. The stacks of solid and dashed blocks indicate two different vectors in the sequence. Full JP (which we approximate) permutes the length- $n$ input sequence with all $n$ ! permutations $\pi_{1}, \pi_{2}, \ldots, \pi_{n!} \in \mathbb{S}_{n}$. Two such permutations, $\pi_{1}$ and $\pi_{n!}$, are shown; notice that the solid and dashed vectors are swapped on the right. We compute a permutation-sensitive $\vec{f}$ on all permutations of the sequence and sum (or average) the outputs. This can be applied to latent representations or the raw input.
adding more downstream layers can facilitate learning a more expressive function, especially when capacity is lost in approximating $\overline{\bar{f}}$. Thus, letting $y\left(\cdot ; \boldsymbol{\Theta}_{f}, \boldsymbol{\Theta}_{r}\right): \mathcal{X} \rightarrow \mathcal{Y}$ denote the full model, we may write

$$
\begin{equation*}
y\left(\underline{\mathbf{x}} ; \boldsymbol{\Theta}_{f}, \boldsymbol{\Theta}_{r}\right)=r\left(\overline{\bar{f}}\left(\underline{\mathbf{x}} ; \boldsymbol{\Theta}_{f}\right) ; \boldsymbol{\Theta}_{r}\right) \tag{4.3}
\end{equation*}
$$

to emphasize the downstream readout layer $r\left(\cdot ; \boldsymbol{\Theta}_{r}\right)$. Note that the sequence or graph structure in $\underline{\mathbf{x}}$ will be "reduced" by the operation $\overline{\bar{f}}$, so the input to $r$ will be a vector, not a sequence or graph. Hence it can simply be one or more affine layers (Equation 2.1). We will call $r \circ \bar{f}$ a Janossy model. Observe that $\bar{f}$ itself can be a full model by letting $r$ be the identity map.

More generally, we can define JP for other invariances by replacing $\mathbb{S}_{|\underline{\mathbf{x}}|}$ with another group $\mathbb{G}$, defining the action of $\mathbb{G}$ on $\mathcal{X}$ (that is, defining $\pi \cdot \underline{\mathbf{x}}$ ), and specifying an appropriate $\vec{f}$. Examples of transformations of images include the set of 90 degree rotations, channel
permutations (RGB), and vertical flips [179]. In fact, many JP approaches need not rely on a proper group structure. Rotation by angles in $[-\pi / 2, \pi / 2]$ is not closed under composition, and therefore does not form a group, but we could still contemplate a JP approach by averaging over these rotations.

Later, Lyle, Wilk, Kwiatkowska, et al. [9] studied Equation 4.2 from a more theoretical standpoint. They extend the analysis to arbitrary compact groups and the Haar measure. The main similarity with our work is that both unify and characterize a broad range of existing methods. The main difference is that our work presents a methodological approach with concrete instantiations that improve existing models of sets and graphs. Interestingly, though, their work provides further justification and understanding of JP, which we will highlight in Section 4.1.2.

Before discussing approximation strategies, we study the expressive power of Janossy pooling and choices for $\vec{f}$.

### 4.1.1 Expressive Power and Choices for $\vec{f}$

In this section, we establish that JP is a most-powerful framework for learning on sets and graphs. Then we highlight some specific definitions of $\vec{f}$ that realize improvements over existing methods.

We desire a framework for constructing permutation-invariant models $\overline{\bar{f}}$ (or $r \circ \overline{\bar{f}}$ to emphasize the downstream layer) that can approximate any (well-behaved) permutationinvariant function arbitrarily well. A necessary condition is: ${ }^{1}$ for all $\underline{\mathbf{x}}, \underline{\mathbf{x}}^{\prime} \in \mathcal{X}$, if $\underline{\mathbf{x}} \neq \pi \cdot \underline{\mathrm{x}}^{\prime}$ for any $\pi \in \mathbb{S}_{|\underline{\mathbf{X}}|}$, then $\overline{\bar{f}}(\underline{\mathbf{x}}) \neq \overline{\bar{f}}\left(\underline{\mathbf{x}}^{\prime}\right)$. The following theorem characterizes the expressive power of JP, that is, the permutation-invariant functions that JP layers can approximate arbitrarily well. Note that the result would be trivial for arbitrary $\vec{f}$ and $r$, but we are restricting them to be expressible by neural network models.

Theorem 1 (JP is most expressive) Let $\mathcal{Y}$ denote a space of targets in some task. (1) For set tasks, let $\varrho: \mathscr{S}_{d_{s}} \rightarrow \mathcal{Y}$ denote any "true" permutation-invariant function of variable-length inputs with feature dimension $d_{s} \in \mathbb{Z}_{\geq 1}$. Then, there exist functions $\vec{f}$ and

[^18]$r$, composed of learnable neural network layers, such that $r \circ \overline{\bar{f}}$ approximates @ arbitrarily well for some choice of parameters, where $\overline{\bar{f}}$ is the Janossy function associated with $\vec{f}$. (2) Assume graphs and their features come from a finite subset $\mathscr{H}_{d_{v}, d_{e}} \subset \mathscr{G}_{d_{v}, d_{e}}$. That is, for all $\mathcal{G}=(\mathbf{A}, \boldsymbol{F}) \in \mathscr{H}_{d_{v}, d_{e}}, \mathbf{A}$ and $\boldsymbol{F}$ take elements from a finite set (i.e., features are discrete) and there exists some $M \in \mathbb{Z}_{\geq 1}$ such that $|\mathcal{G}| \leq M$. Then, for any "true" permutation-invariant function $\varrho: \mathscr{H}_{d_{v}, d_{e}} \rightarrow \mathcal{Y}$, there is a choice of neural network layers $\vec{f}, r$ and parameters such that $r \circ \overline{\bar{f}}$ approximates $\varrho$ arbitrarily well.

The proof uses the following lemma.

Lemma 1 Any function that can be expressed using the DeepSets model (Equation 3.3) can be expressed using a JP model of the form written in Equation 4.3, for an appropriate choice of $\vec{f}$ and $r$.

We defer the proof of this lemma to Section 4.1.2, as it uses ideas from our $k$-ary approximations. For now, we proceed with the proof of Theorem 1.

Proof 1 (1) DeepSets is a universal approximator for permutation-invariant functions of variable-length input sets [26], [58], [59]. ${ }^{2}$ By Lemma 1, we can find a Janossy model that is equivalent to DeepSets to finish this proof. (2) For graphs, we first construct a onehot encoding. Denote $N=\left|\mathscr{H}_{d_{v}, d_{e}}\right|<\infty$ and define any bijective mapping $\iota: \mathscr{H}_{d_{v}, d_{e}} \rightarrow$ $\{1,2, \ldots,|N|\}$. Then, define $\stackrel{\rightharpoonup}{g}: \mathscr{H}_{d_{v}, d_{e}} \rightarrow\{0,1\}^{N}$ by $(\stackrel{\rightharpoonup}{g}(\mathcal{G}))_{j}=\left\{\begin{array}{ll}1 & \iota(\mathcal{G})=j \\ 0 & \text { otherwise }\end{array}\right.$, for $j=$ $1, \ldots,|N|, \mathcal{G} \in \mathscr{H}_{d_{v}, d_{e}}$ (recall that isomorphic graphs, encoded as tensors, are different in $\mathscr{H}_{d_{v}, d_{e}}$ ). Next, let $\vec{f}$ be an MLP that approximates $\vec{g}$ arbitrarily well for some choice of parameters, which is guaranteed to exist [24], [71], [124]-[126]. Drop the parameters in
${ }^{2}$ Technically, for universal guarantees, DeepSets should be redefined to average pooling, but this can also be captured by JP.
writing $\vec{f}$ to simplify notation, and let $\operatorname{orbit}(\mathcal{G})=\left\{\pi \cdot \mathcal{G}: \pi \in \mathbb{S}_{|\mathcal{G}|}\right\}$ for all $\mathcal{G} \in \mathscr{H}_{d_{v}, d_{h}}$. Let $\mathcal{G}^{\prime} \in \operatorname{orbit}(\mathcal{G})$ and notice $\operatorname{orbit}(\mathcal{G})=\operatorname{orbit}\left(\mathcal{G}^{\prime}\right)$, so we can verify

$$
\begin{align*}
\bar{f}(\mathcal{G}) & =\frac{1}{|\mathcal{G}|!} \sum_{\pi \in \mathbb{S}_{|\mathcal{G}|} \mid} \vec{f}(\pi \cdot \mathcal{G})=\frac{1}{|\mathcal{G}|!} \sum_{G \in \operatorname{orbit}(\mathcal{G})} \vec{f}(G) \\
& =\frac{1}{\left|\mathcal{G}^{\prime}\right|!} \sum_{G \in \operatorname{orbit}\left(\mathcal{G}^{\prime}\right)} \vec{f}(G)=\frac{1}{\left|\mathcal{G}^{\prime}\right|!} \sum_{\pi \in \mathbb{S}_{\left|\mathcal{G}^{\prime}\right|}} \vec{f}\left(\pi \cdot \mathcal{G}^{\prime}\right)=\bar{f}\left(\mathcal{G}^{\prime}\right) . \tag{4.4}
\end{align*}
$$

Hence, the output of the JP layer is a "fingerprint", a uniquely identifying value, for the orbit. The readout function $r$ will operate on these fingerprint vectors. The universal approximation theorems guarantee that there exists an MLP $r$, with some choice of parameters, that agrees with $\varrho$ arbitrarily well on the fingerprints of the orbits in $\mathscr{H}_{d_{v}, d_{h}}$. Thus $r \circ \overline{\bar{f}}$ approximates $\varrho$ arbitrarily well, completing the proof.

Theorem 1 implies that, if $\vec{f}$ and $r$ are modeled as neural network layers, then it is possible to estimate a Janossy model that can approximate any permutation-invariant function of sequences or (finite feature) graphs arbitrarily well. As we have discussed, universal approximation results ensure that the model class is flexible enough. Hence, this theorem shows that JP is a good starting point for developing permutation-invariant models, including graph models that exceed the expressive capacity of MPGNNs (see Section 3.2.2). Regarding assumptions, it is generally true that graphs are bounded in size. The stronger assumption is that of discrete features. We will see that there are benefits to this framework even when this assumption is violated.

However, as we have discussed, the usefulness of universal approximation results is limited if it is too difficult to learn effective models in practice. We still need to propose successful $\vec{f}$ and approximations for JP since summing over all permutations is typically infeasible. We start with specific functions for $\vec{f}$ that are theoretically justified and effective in practice.

## RPGNN $\vec{f}$

In this section, we consider a special $\vec{f}$ for graph models motivated by the observation that MPGNNs are no more powerful than the WL test (i.e., color refinement) in distinguishing


Figure 4.2. CSL Graphs. These nonisomorphic graphs cannot be distinguished by the WL test (color refinement).
pairs of graphs [208], [209], [211], [241]. We call it Relational Pooling Graph Neural Network as JP can be called relational pooling when applied to graphs [81].

Motivation. The first MPGNN recursion (Equation 3.1) does not yield hidden representations capable of distinguishing whether two vertices have the same neighbor or distinct neighbors with the same features. Successive layers of the MPGNN update vertex representations with the hope that vertices eventually get unique representations (up to isomorphisms), but this may not occur when graphs have complex cycles. This limits the ability of MPGNNs to learn an expressive graph representation.

In particular, recall that MPGNNs are no more powerful than the WL test (Section 3.2.2). Figure 4.2 shows an example of nonisomorphic graphs that cannot be distinguished by the WL test [78], [209], [211], [241]. In general, WL cannot distinguish degree-regular graphs with the same degree and number of vertices [56], [208], [241]. ${ }^{3}$ This pair of graphs may serve as an extreme example, but it is useful for illustrative purposes. We call these Circulant Skip Links (CSL) graphs, a type of circulant graph [242], and define them below.

Definition 12 (CSL graphs) Let a and $n$ denote co-prime natural numbers with $n-1>a$. That is, the only common factor between $a$ and $n$ is 1 . Then, $\mathcal{G}_{\mathrm{CSL}}(n, a)=(\mathcal{V}, \mathcal{E})$ denotes an undirected 4 -regular graph with vertices $\mathcal{V}=\{0,1, \ldots n-1\}$ whose edges form a cycle and have skip links. That is, for the cycle, $\{j, j+1\} \in \mathcal{E}$ for $j \in\{0, \ldots, n-2\}$ and $\{n-1,0\} \in \mathcal{E}$. For the skip links, recursively define the sequence $s_{1}=0, s_{i+1}=\left(s_{i}+a\right) \bmod n$ and let $\left\{s_{i}, s_{i+1}\right\} \in \mathcal{E}$ for every $i \in \mathbb{Z}_{\geq 1}$.

Two CSL graphs $\mathcal{G}_{\mathrm{CSL}}(n, a)$ and $\mathcal{G}_{\mathrm{CSL}}\left(n^{\prime}, a^{\prime}\right)$ are not isomorphic unless $n=n^{\prime}$ and $a \equiv$ $\pm a^{\prime} \bmod n[78]$. Thus, while the two graphs in Figure 4.2 are indistinguishable by the WL

[^19]

Figure 4.3. An illustration of full RPGNN. We append one-hot ID features to every vertex before passing to a GNN. Repeating this for all permutations of the graph amounts to all 3! ID assignments. (Note, we multiply by 3 ! on the left-hand side since JP is defined as an average). We see the power of RPGNN to break symmetries; the leaves have identical neighborhoods (the root) but their IDs make them distinguishable.
test, they are nonisomorphic. Thus, an MPGNN would always fail on a task that requires classifying these graphs differently.

This toy example was for illustration, but there are real-world parallels. Sato [243] shows two pairs of molecules that WL cannot distinguish: Decalin/Bicylopentyl and Decaprismane/Dodecahedrane.

Naturally, this challenge can be mitigated if vertex or edge features are available. Yet, the molecules discussed by Sato [243] do have features, the atom type. However, they are highly cyclical with only C and H atoms, so successive recursions did not result in differing hidden representations. A more robust solution is to add unique vertex features to break graph symmetries and yield distinct representations. Such intuition leads to RPGNNs.

Defining RPGNN. We will append unique one-hot encoding vectors of the vertices in a graph $\mathcal{G}$ - the standard basis vectors of $\mathbb{R}^{|\mathcal{G}|}$ - to the vertex features. In statistical terminology, we are defining a new categorical variable such that each vertex has its own level. After appending these features, we pass the augmented graph to an MPGNN. Note that these unique identifier features (IDs) will depend on the implicit ordering of the graph, e.g., the "first" vertex will have ID $(1,0, \ldots, 0)$. Hence, appending IDs is a permutation-sensitive operation. To respect permutation invariance, we average the result over permutations, per the JP framework. Figure 4.3 shows an example.

Formally, let $\mathcal{G}=(\mathbf{A}, \boldsymbol{F}) \in \mathscr{G}_{d_{v}, d_{e}}$ be a graph with vertex feature matrix $\boldsymbol{F}$, or $\boldsymbol{F}=\mathbf{1}^{\mathrm{T}}$ if no features are available. To add unique one-hot IDs, we concatenate $\boldsymbol{F}$ with the identity matrix. Let $\operatorname{GNN}(\cdot ; \boldsymbol{\Theta}): \mathscr{G}_{d_{v}, d_{e}} \rightarrow \mathcal{Y}$ denote an MPGNN, $\bowtie$ denote row concatenation of two matrices as defined in Section 3.2.2 (i.e., leading to a "wide" matrix), and define $\vec{f}(\mathbf{A}, \boldsymbol{F} ; \boldsymbol{\Theta})=\operatorname{GNN}\left(\mathbf{A}, \boldsymbol{F} \bowtie \boldsymbol{I}_{|\mathcal{G}|} ; \boldsymbol{\Theta}\right)$. Note that $\vec{f}(\pi \cdot \mathbf{A}, \pi \cdot \boldsymbol{F} ; \boldsymbol{\Theta})=\operatorname{GNN}(\pi \cdot \mathbf{A},(\pi \cdot \boldsymbol{F}) \bowtie$ $\left.\boldsymbol{I}_{|\mathcal{G}|} ; \boldsymbol{\Theta}\right)$. That is, $\boldsymbol{I}_{|\mathcal{G}|}$ is not permuted. Thus, RPGNN is defined by

$$
\begin{equation*}
\overline{\bar{f}}(\mathcal{G} ; \boldsymbol{\Theta})=\overline{\bar{f}}(\mathbf{A}, \boldsymbol{F} ; \boldsymbol{\Theta})=\frac{1}{|\mathcal{G}|!} \sum_{\pi \in \mathbb{S}_{|\mathcal{G}|}} \operatorname{GNN}\left(\pi \cdot \mathbf{A},(\pi \cdot \boldsymbol{F}) \bowtie \boldsymbol{I}_{|\mathcal{G}|} ; \boldsymbol{\Theta}\right) . \tag{4.5}
\end{equation*}
$$

RPGNN can also be defined as a model with readout, $r \circ \bar{f}$ (see Equation 4.3). One implication is that the dimension of the augmented vertex features passed to the GNN depends on the graph size. In Remark 6 below, we discuss modeling variable-size graphs with RPGNN.

The following proposition is useful for understanding and implementing RPGNN. It shows that we only need to permute $\boldsymbol{I}_{|\mathcal{G}|}$, not $\mathbf{A}$ and $\boldsymbol{F}$. Further improvements to the computational aspects of RPGNN will be discussed after establishing its expressiveness in Theorem 2.

Proposition 1 Equation 4.5 can be written equivalently as

$$
\overline{\bar{f}}(\mathcal{G} ; \boldsymbol{\Theta})=\overline{\bar{f}}(\mathbf{A}, \boldsymbol{F} ; \boldsymbol{\Theta})=\frac{1}{|\mathcal{G}|!} \sum_{\pi \in \mathbb{S}_{|\mathcal{G}|}} \operatorname{GNN}\left(\mathbf{A}, \boldsymbol{F} \bowtie\left(\pi \cdot \boldsymbol{I}_{|\mathcal{G}|}\right) ; \boldsymbol{\Theta}\right) .
$$

Proof 2 We use the facts that GNNs yield permutation-invariant graph representations and that all groups (including the symmetric group of permutations) have a unique inverse for each element [146]. For any $\pi \in \mathbb{S}_{|\mathcal{G}|}$, we can write

$$
\begin{aligned}
& \vec{f}(\pi \cdot \mathbf{A}, \pi \cdot \boldsymbol{F} ; \boldsymbol{\Theta}) \stackrel{(1)}{=} \operatorname{GNN}\left(\pi \cdot \mathbf{A},(\pi \cdot \boldsymbol{F}) \bowtie \boldsymbol{I}_{|\mathcal{G}|} ; \boldsymbol{\Theta}\right) \\
& \stackrel{(2)}{=} \operatorname{GNN}(\pi \cdot \mathbf{A},(\tilde{\boldsymbol{F}}) ; \boldsymbol{\Theta}) \\
& \stackrel{(3)}{=} \operatorname{GNN}\left(\pi^{-1} \cdot(\pi \cdot \mathbf{A}), \pi^{-1} \cdot(\tilde{\boldsymbol{F}}) ; \boldsymbol{\Theta}\right) \\
& \stackrel{(4)}{=} \operatorname{GNN}\left(\mathbf{A}, \pi^{-1} \cdot\left((\pi \cdot \boldsymbol{F}) \bowtie \boldsymbol{I}_{|\mathcal{G}|}\right) ; \boldsymbol{\Theta}\right) \\
& \stackrel{(5)}{=} \operatorname{GNN}\left(\mathbf{A}, \boldsymbol{F} \bowtie\left(\pi^{-1} \cdot \boldsymbol{I}_{|\mathcal{G}|}\right) ; \boldsymbol{\Theta}\right),
\end{aligned}
$$

where (1) follows by definition; (2) follows by putting $\tilde{\boldsymbol{F}}=(\pi \cdot \boldsymbol{F}) \bowtie \boldsymbol{I}_{|\mathcal{G}|}$; (3) follows since GNN is permutation-invariant and that all permutations have an inverse; (4) follows from the definition of group actions and expanding $\tilde{\boldsymbol{F}} ;(5)$ from the fact that if $\boldsymbol{A} \in \mathbb{R}^{n \times d}$ and $\boldsymbol{B} \in$ $\mathbb{R}^{n \times p}$, then $\pi \cdot(\boldsymbol{A} \bowtie \boldsymbol{B})=(\pi \cdot \boldsymbol{A}) \bowtie(\pi \cdot \boldsymbol{B})$. In detail, point (5) simply says that we can permute the rows of two matrices before binding them, or bind them and then permute, without changing the result. Therefore, we can write Equation 4.5 as

$$
\begin{aligned}
\bar{f}(\mathcal{G} ; \boldsymbol{\Theta})=\overline{\bar{f}}(\mathbf{A}, \boldsymbol{F} ; \boldsymbol{\Theta}) & =\frac{1}{|\mathcal{G}|!} \sum_{\pi \in \mathbb{S}_{|\mathcal{G}|}} \stackrel{\rightharpoonup}{f}(\pi \cdot \mathbf{A}, \pi \cdot \boldsymbol{F} ; \boldsymbol{\Theta}) \\
& =\frac{1}{|\mathcal{G}|!} \sum_{\pi \in \mathbb{S}_{|\mathcal{G}|}} \operatorname{GNN}\left(\mathbf{A}, \boldsymbol{F} \bowtie\left(\pi^{-1} \cdot \boldsymbol{I}_{|\mathcal{G}|}\right) ; \boldsymbol{\Theta}\right) \\
& \stackrel{(6)}{=} \frac{1}{|\mathcal{G}|!} \sum_{\pi \in \mathbb{S}_{|\mathcal{G}|}} \operatorname{GNN}\left(\mathbf{A}, \boldsymbol{F} \bowtie\left(\pi \cdot \boldsymbol{I}_{|\mathcal{G}|}\right) ; \boldsymbol{\Theta}\right),
\end{aligned}
$$

where (6) follows because each $\pi \in \mathbb{S}_{|\mathcal{G}|}$ has a unique inverse $\pi^{-1} \in \mathbb{S}_{|\mathcal{G}|}$ and summation is commutative.

The following theorem establishes that RPGNNs are more powerful than MPGNNs. To avoid confusion, note that this theorem characterizes the set of functions that can be expressed by MPGNN versus RPGNN, not approximation. Thus, we drop the parameter matrices $\Theta$.

Theorem 2 (Expressiveness of RPGNN) Let $\mathcal{F}$ be the set of permutation-invariant graph functions and $\mathcal{F}_{\mathrm{GNN}}$ denote the set of functions that can be expressed (exactly) by MPGNNs for some architecture and choice of parameters. Finally, define $\mathcal{F}_{\text {RPGNN }}$ similarly with the RPGNN models defined in Equation 4.5. Then, $\mathcal{F}_{\mathrm{GNN}} \subset \mathcal{F}_{\mathrm{RPGNN}} \subseteq \mathcal{F}$. In particular, RPGNNs represent a more expressive model class than MPGNNs.

Proof 3 Since MPGNNs are permutation-invariant (i.e., isomorphism-invariant), $\mathcal{F}_{\text {GNN }} \subseteq$ $\mathcal{F}$. Similarly, $\mathcal{F}_{\text {RPGNN }} \subseteq \mathcal{F}$ since RPGNNs are a special case of JP (see also Equation 4.4). To complete the proof, we need to show: (1) $\forall f_{G} \in \mathcal{F}_{\mathrm{GNN}}, \exists f_{R} \in \mathcal{F}_{\text {RPGNN }}$ such that $f_{G}(\mathcal{G})=$ $f_{R}(\mathcal{G})$ for all $\mathcal{G} \in \mathscr{G}_{d_{v}, d_{e}},(2) \exists f_{R} \in \mathcal{F}_{\mathrm{RPGNN}}$ such that $\forall f_{G} \in \mathcal{F}_{\mathrm{GNN}}, f_{G}(\mathcal{G}) \neq f_{R}(\mathcal{G})$ for some graph $\mathcal{G}$. Note that, when we say an RPGNN is equal to an MPGNN, we do not necessarily mean they take the same functional form or parameters. Rather, they express the same mapping from input space to output space.
(1) Let $f_{G} \in \mathcal{F}_{\text {GNN }}$ be arbitrary. By definition, $f_{G}$ computes the recursions and readout function described in Equation 3.1 and the surrounding text in Section 3.2.2. In particular, let $\mathcal{G}$ be any graph with vertex set $\mathcal{V}$, neighborhoods denoted by $\mathcal{N}(v) \subseteq \mathcal{V}$ for $v \in \mathcal{V}$, and vertex feature matrix $\boldsymbol{F}$. We set $\boldsymbol{H}^{(0)}=\boldsymbol{F}$ and compute the recursions

$$
\boldsymbol{H}_{v,:}^{(l)}=c^{(l)}\left(\boldsymbol{H}_{v,:}^{(l-1)}, a^{(l)}\left(\left(\boldsymbol{H}_{u,:}^{(l-1)}\right)_{u \in \mathcal{N}(v)}\right)\right) \quad\left(\text { recursions of } f_{G}\right),
$$

for all $v \in \mathcal{V}$ and $l \in\{1,2, \ldots, L\}$, where we have renamed the functions to $a^{(l)}$ and $c^{(l)}$ (aggregate and combine) to avoid confusion. By definition, an RPGNN defines a function $\vec{f}$ by similar recursions, with the first being

$$
\begin{equation*}
\boldsymbol{H}_{v,:}^{(1)}=c_{R}^{(1)}\left(\boldsymbol{H}_{v,:}^{(0)} \bowtie \boldsymbol{I}_{v,:}, a_{R}^{(1)}\left(\left(\boldsymbol{H}_{u,:}^{(0)} \bowtie \boldsymbol{I}_{u,:}\right)_{u \in \mathcal{N}(v)}\right)\right) \quad \text { (first recursion in RPGNN), } \tag{4.6}
\end{equation*}
$$

where $\boldsymbol{I}$ denotes the $|\mathcal{G}| \times|\mathcal{G}|$ identity matrix and $\boldsymbol{I}_{u, \text { : }}$ denotes row $u$ (the one-hot IDs). The other recursions (layers $l \in\{2, \ldots, L\}$ ) are defined similarly, but do not append IDs $\boldsymbol{I}$. Like the GNN, this RPGNN $\vec{f}$ is followed by a permutation-invariant readout function.

Now, we can define $a_{R}^{(1)}$ and $c_{R}^{(1)}$ to ignore the dimensions in their input corresponding to the IDs. Thus, it is not difficult to specify aggregate and combine functions such that $a_{R}^{(l)}$ agrees with $a^{(l)}$ and $c_{R}^{(l)}$ agrees with $c^{(l)}$ for all $l$. That is, they return the same value when presented the same input graph. Similarly, we can set the readout functions of $f_{G}$ and $\vec{f}$ to be the same. This implies that $\vec{f}$ is permutation-invariant, whence its associated Janossy function satisfies $\overline{\bar{f}}=\vec{f}$. Therefore, defining $f_{R}:=\overline{\bar{f}} \in \mathcal{F}_{\text {RPGNN }}$, we have $f_{G}(\mathcal{G})=\vec{f}(\mathcal{G})=$ $\bar{f}(\mathcal{G})=f_{R}(\mathcal{G})$, for all graphs $\mathcal{G}$. Thus $\mathcal{F}_{\mathrm{GNN}}$ is a subset of $\mathcal{F}_{\text {RPGNN }}$.
(2) To be concrete, we consider $\mathcal{G}_{1}:=\mathcal{G}_{\mathrm{CSL}}(11,2)$ and $\mathcal{G}_{2}:=\mathcal{G}_{\mathrm{CSL}}(11,3)$ shown in Figure 4.2. Let $\mathcal{G}_{\mathrm{CSL}}(11,2)=\left(\boldsymbol{A}_{1}, \mathbf{1}\right)$ and $\mathcal{G}_{\mathrm{CSL}}(11,3)=\left(\boldsymbol{A}_{2}, \mathbf{1}\right)$ be their respective encodings into an adjacency matrix and constant features (no additional edge/vertex features are present). We have seen that the WL (color refinement) algorithm cannot distinguish these nonisomorphic graphs [56], [208], [241] and hence for all $f_{G} \in \mathcal{F}_{\mathrm{GNN}}, f_{G}\left(\boldsymbol{A}_{1}, \mathbf{1}\right)=f_{G}\left(\boldsymbol{A}_{2}, \mathbf{1}\right)$. Note, we do not need to show this for all permutations, since $f_{G}$ is already permutation-
invariant. We will demonstrate that $\exists \overline{\bar{f}}_{R} \in \mathcal{F}_{\text {RPGNN }}$, an RPGNN function, such that $\overline{\bar{f}}_{R}\left(\boldsymbol{A}_{1}, \mathbf{1}\right) \neq \overline{\bar{f}}_{R}\left(\boldsymbol{A}_{2}, \mathbf{1}\right)$.

To make the discussion more concrete, we define a specific GNN inspired by GIN [56]. Given a graph $(\boldsymbol{A}, \boldsymbol{F})$, we define

$$
\operatorname{GNN}(\boldsymbol{A}, \boldsymbol{F})=r((\boldsymbol{A}+\boldsymbol{I}) \boldsymbol{F})
$$

where $\boldsymbol{I}$ is the identity matrix of appropriate dimension and $r$ is a permutation-invariant function (defined by neural network layers) over the rows of its input. In other words, $(\boldsymbol{A}+\boldsymbol{I}) \boldsymbol{F}$ computes a vertex representation for every vertex, and $r$ is a permutation-invariant function defined over them. This is a slight modification of the function shown in Example 2 (see also Remark 4).

Next, recall that we can write permutations of a graph $(\boldsymbol{A}, \boldsymbol{F})$ as $\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}}, \boldsymbol{P} \boldsymbol{F}\right)$ where $\boldsymbol{P}$ is a permutation matrix. Hence, the corresponding RPGNN taking one of the CSL graphs with adjacency matrix $\boldsymbol{A}$ and constant vertex features $\mathbf{1}$ is computed by

$$
\begin{aligned}
\sum_{\boldsymbol{P}} \operatorname{GNN}\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}},(\boldsymbol{P} \mathbf{1}) \bowtie \boldsymbol{I}\right) & =\sum_{\boldsymbol{P}} r\left(\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}}+\boldsymbol{I}\right)(\mathbf{1} \bowtie \boldsymbol{I})\right) \\
& =\sum_{\boldsymbol{P}} r\left(51 \bowtie\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}}+\boldsymbol{I}\right)\right),
\end{aligned}
$$

where the sum is over all permutation matrices $\boldsymbol{P}$ with the same number of rows as $\boldsymbol{A}$. The term $5 \mathbf{1}=(5, \ldots, 5)^{\mathrm{T}}$ appears since all rows in $\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}}+\boldsymbol{I}$ have five entries equal to 1 and the rest 0 . Denote $\boldsymbol{C}_{\boldsymbol{A}, \boldsymbol{P}}:=51 \bowtie\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}}+\boldsymbol{I}\right)$.

Next, observe that $\pi \cdot \mathcal{G}_{1} \neq \sigma \cdot \mathcal{G}_{2}$ for all $\pi, \sigma \in \mathbb{S}_{\left|\mathcal{G}_{1}\right|}$, since the graphs are nonisomorphic. Equivalently, for all $\left|\mathcal{G}_{1}\right| \times\left|\mathcal{G}_{1}\right|$ permutation matrices $\boldsymbol{P}$ and $\boldsymbol{Q}$, it holds that $\boldsymbol{P} \boldsymbol{A}_{1} \boldsymbol{P}^{\mathrm{T}} \neq$ $\boldsymbol{Q} \boldsymbol{A}_{2} \boldsymbol{Q}^{\mathrm{T}}$. Roughly speaking, this implies that the 'sets' of vertex representations passed to $r$ are different between the two graphs. More precisely, if we let $r$ be an injective permutationinvariant neural network [26], [56], ${ }^{4}$ then

$$
\left\{\left\{r\left(\boldsymbol{C}_{\boldsymbol{A}_{1}, \boldsymbol{P}}\right)\right\}\right\}_{\boldsymbol{P}} \neq\left\{\left\{r\left(\boldsymbol{C}_{\boldsymbol{A}_{2}, \boldsymbol{P}}\right)\right\}\right\}_{\boldsymbol{P}}
$$

[^20]where double brackets denote a multiset, and they run over all permutation matrices. Therefore, we know [26], [56] there exist neural networks $\rho$ and $\phi$ such that
$$
\rho\left(\sum_{P} \phi\left(r\left(\boldsymbol{C}_{\boldsymbol{A}_{1}, \boldsymbol{P}}\right)\right)\right) \neq \rho\left(\sum_{\boldsymbol{P}} \phi\left(r\left(\boldsymbol{C}_{\boldsymbol{A}_{2}, \boldsymbol{P}}\right)\right)\right) .
$$

Hence, if we define

$$
\overline{\bar{f}}_{R}(\mathcal{G})=\overline{\bar{f}}_{R}(\boldsymbol{A}, \boldsymbol{F})=\rho\left(\frac{1}{|\mathcal{G}|!} \sum_{\boldsymbol{P}} \phi\left(\operatorname{GNN}\left(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{T}},(\boldsymbol{P} \boldsymbol{F}) \bowtie \boldsymbol{I}\right)\right)\right),
$$

where we use the GNN defined above and an injective neural network $r$, then $\overline{\bar{f}}_{R}\left(\boldsymbol{A}_{1}, \mathbf{1}\right) \neq$ $\overline{\bar{f}}_{R}\left(\boldsymbol{A}_{2}, \mathbf{1}\right)$. The functions $\phi$ and $r$ can fuse into one function, but we have written it in this way for clarity of exposition.

On Vertex Identifiers. We have already established that full JP (and thus RPGNN) is computationally expensive and requires approximations, but here we provide strategies specific to RPGNN that further reduce its computational burden. These can be used alongside the approximations. As written, we append $|\mathcal{G}|$-dimensional ID vectors to the feature matrix. Even for moderate-sized graphs (e.g., $|\mathcal{G}| \geq 100$ ), this substantially increases the cost of each operation and the number of parameters. It also presents an additional challenge in implementing RPGNN for variable-size graphs. We propose two strategies to limit the dimension of the unique IDs.

First, the increased expressiveness of RPGNNs results from the fact that unique vertex features result in unique vertex neighborhoods. However, we may not need to define a new unique ID for each vertex to achieve this. If the graph already has vertex features ( $d_{v}>1$ ), we can preprocess graphs, inspecting them to determine a smaller ID dimension that still affects unique neighborhoods. For example, we can use the atom type in molecules; in $\mathrm{CH}_{2} \mathrm{O}_{2}$, the augmented RPGNN vertex features $(\mathrm{C}, 0,1),(H, 0,1),(H, 1,0),(O, 1,0)$, and $(O, 0,1)$ render every vertex unique. As an added benefit, this reduces the number of considered permutations from $5!=120$ to $(1!)(2!)(2!)=4$.

Second, we can reduce the computation and parameter count by limiting the number of new IDs to $m \in \mathbb{Z}_{\geq 1}$. In particular, for each graph $\mathcal{G}$, define the ID function $\mathrm{id}_{m}$ : $\{1, \ldots,|\mathcal{G}|\} \rightarrow\{0,1\}^{m}$ by

$$
\left(\operatorname{id}_{m}(v)\right)_{j}=\left\{\begin{array}{ll}
1, & (v-1 \quad \bmod m)=j-1 \\
0, & \text { otherwise }
\end{array}, \quad j=1, \ldots, m, v \in\{1, \ldots,|\mathcal{G}|\}\right.
$$

We can then replace $\boldsymbol{F} \bowtie \boldsymbol{I}$ in Equation 4.5 with a new matrix $\boldsymbol{F}_{\mathrm{ID}}$ defined by $\left(\boldsymbol{F}_{\mathrm{ID}}\right)_{v,:}=$ $\boldsymbol{F}_{v,:} \bowtie \mathrm{id}_{\mathrm{m}}(v)$. Of course, this does limit the extent to which IDs can break symmetries. Thus, there is a tradeoff between computation and model flexibility, with $m=1$ collapsing to the standard MPGNN on one end and $m=|\mathcal{G}|$ providing the most expressive yet most computationally intensive RPGNN on the other. Notice this strategy is applicable even when vertex features are not available.

Remark 6 ( RPGNN with variable-size graphs) With the mod strategy for defining RPGNN IDs, it is straightforward to handle variable-size graphs. In particular, the dimension of the augment vertex feature matrix does not vary from graph to graph.

Finally, one may inquire about the choice of one-hot IDs rather than continuous IDs for breaking symmetries. A benefit of one-hot IDs is that they encode neighborhood structure with a bit vector. Moreover, discrete IDs do not have a natural order, a case for which one-hot vectors is a standard encoding choice (cf. [244]).

After we published [81], additional scholars proposed to use IDs to overcome limitations of MPGNNs. Vignac, Loukas, and Frossard [245] propagate one-hot encodings to learn the local context of vertices in a directly permutation-equivariant manner. Sato, Yamada, and Kashima [187] sample random IDs and pass to GNNs to break symmetries in cycle structures. They show that this method can return solutions of graph algorithm problems, such as the minimum dominating set, that are close to the true solution with high probability. They write that their "analysis provides another justification of [RPGNN] because the approximation ratios of RPGNNs" can be proved similarly when using the $\pi$-SGD approximation scheme discussed below. Abboud, Ceylan, Grohe, et al. [246] sample random IDs from Unif [0, 1] before passing to a GNN and show that this can approximate invariant graph functions
arbitrarily closely with large probability (i.e., is an $(\epsilon, \delta)$ approximation) for the correct choice of hyperparameters. The authors completed this proof using the logic-based analysis framework proposed in [247]. In contrast to previous results on universality that leveraged computationally intractable constructions, this method is relatively cheap to compute. A similar idea was presented in [248]. Interestingly, these methods invoke randomness to extend universality results beyond the finite case we considered in the theorems above.

## Padded MLPs

We have seen that MLPs are permutation-sensitive and powerful function approximators, making them a possible choice for $\vec{f}$. Since these models are defined for vector inputs, we must vectorize the input with vec : $\mathcal{X} \rightarrow \mathbb{R}^{p}, p \in \mathbb{Z}_{\geq 1}$. We define vec precisely for graphs and sequences in Section A.1.2 of the appendix. Another challenge is that affine layers do not naturally accept variable-length inputs. To solve this, we can pad the input. Letting $M \in \mathbb{Z}_{>1}$ be the largest input we expect to encounter in the data, zero padding is defined by

$$
\operatorname{paddedvec}(\underline{\mathbf{x}} ; 0):=(\operatorname{vec}(\underline{\mathbf{x}}), \underbrace{0, \ldots, 0}_{M-|\underline{\mathbf{x}}|}) .
$$

Thus we can define $\vec{f}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=\operatorname{MLP}(\operatorname{paddedvec}(\underline{\mathbf{x}}) ; \boldsymbol{\Theta})$. Since vec is defined (i.e., "overloaded") for both graphs and sequences, this describes the approach for both such inputs. However, recurrent and convolutional layers arguably provide a more principled and flexible approach that we will discuss next.

## RNNs and CNNs

Any function (i.e., layer) that is (sub)differentiable in its parameters and accepts variablesize inputs can be considered for $\vec{f}$. For sequences, recurrent layers [93], [94] and onedimensional convolutional layers [24] are two popular layers that meet these criteria. Onedimensional convolutions pass a filter along the "time" dimension of the sequence, similar to Figure 2.1, an operation that naturally accepts variable-length inputs. Recurrent layers are popular in language precisely because they can capture rich relationships among elements
(words) in the sequence (sentence), and their recurrent nature makes them permutation sensitive. Thus, using RNNs as $\vec{f}$ in JP should better capture relationships than a latent space pooling approach like DeepSets or PointNet. More recently, Transformer-inspired models [236], [249]-[251] have become a popular alternative to recurrent approaches. These mostly consist of permutation-equivariant attention layers but use a positional encoding that renders the model permutation-sensitive. We will characterize the attention layers in these models as a type of approximation to JP in Section 4.1.2.

For graphs $\mathcal{G}=(\mathbf{A}, \boldsymbol{F}) \in \mathscr{G}_{d_{v}, d_{e}}$, we can define CNN to be a 2 D CNN if $d_{e}=1$ (no additional edge features) or 3D CNN [252] if $d_{e}>1$, with pooling and affine layers succeeding convolutions to output a vector. Then we can define

$$
\begin{equation*}
\vec{f}\left(\mathbf{A}, \boldsymbol{F} ; \boldsymbol{\Theta}_{1}, \boldsymbol{\Theta}_{2}\right)=\operatorname{CNN}\left(\mathbf{A} ; \boldsymbol{\Theta}_{1}\right) \bowtie \operatorname{MLP}\left(\operatorname{paddedvec}(\boldsymbol{F} ; 0) ; \boldsymbol{\Theta}_{2}\right), \tag{4.7}
\end{equation*}
$$

where MLP outputs a vector and $\bowtie$ denotes concatenation. In essence, the CNN treats the adjacency tensor as if it were an image (see Figure 2.1). As we have discussed, convolutions can be designed for variable-size inputs [253], but the vertex feature matrix needs padding. Overall, this returns a graph-wide representation vector. This is just one possible architecture. We could define a more complex $\vec{f}$ that passes the graph representation to additional affine layers. Additionally, we can define a similar model that replaces CNN with an RNN that treats $\mathbf{A}_{v, ;: ;}$ - the edge features associated with vertex $v \in \mathcal{V}$ - as a sequence. We will investigate these architectures in our experiments.

### 4.1.2 Approximations

In most cases, computing a full JP layer will be impractical as it requires a factorial number of gradient computations at each training iteration (see Equations 2.2, 4.1). Thus, we propose three general strategies to tractably approximate full JP: $\pi$-SGD, $k$-ary dependencies, and (poly-) canonical orderings. We will also see that these methods can be used in tandem.

## Tractability with $\pi$-SGD

Janossy pooling involves an expected value over all permutations in the symmetric group (Equation 4.2), so we can estimate JP by sampling permutations at each training iteration. This procedure, shown in Algorithm 1, reduces computation tremendously. The name $\pi$ SGD derives from the fact that we sample permutations $\pi$ in the context of SGD training. Despite the name, the idea could be generalized to actions of another finite group on an input space.

We will formalize $\pi$-SGD, then justify it theoretically by showing that $\pi$-SGD: (1) minimizes an upper bound to the original objective, (2) can improve generalization properties compared to standard training of a permutation-sensitive function $\vec{f}$, and (3) converges to the optimal solution almost surely under similar conditions as typical SGD. Moreover, we discuss how $\pi$-SGD training of JP provides a theoretical explanation for the successes of existing methods.

Review of Optimization. Let us expand on the review of neural network optimization in Section 2.1.1. Denote a training set by $\mathcal{D}^{(t r)}=\left\{\left(\underline{\mathbf{x}}^{(1)}, \boldsymbol{y}^{(1)}\right),\left(\underline{\mathbf{x}}^{(2)}, \boldsymbol{y}^{(2)}\right), \ldots,\left(\underline{\mathbf{x}}^{\left(N_{\mathrm{tr})}\right.}, \boldsymbol{y}^{\left(N_{\mathrm{tr}}\right)}\right)\right\}$, where $N_{\mathrm{tr}} \in \mathbb{Z}_{\geq 1}$ is the number of observations in training, $\underline{\mathbf{x}}^{(i)} \in \mathcal{X}$ are inputs (e.g., sequences or graphs), and $\boldsymbol{y}^{(i)} \in \mathcal{Y}$ are associated targets, for $i=1, \ldots, N_{\text {tr }}$. We use superscripts . ${ }^{(i)}$ for indexing examples to avoid confusion with elements of a vector or matrix. To optimize with Stochastic Gradient Descent, we train with mini-batches of the training data. In particular, we sample subsets $\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{\left(\left[N_{\text {tr }} / b\right\rceil\right)}$ without replacement from $\mathcal{D}^{(\text {tr })}$ such that all batches (except possibly the last) have $b$ input-target pairs, ${ }^{5}$ then perform gradient updates on $\mathcal{B}^{(j)}$ according to Equation $2.2, j=1, \ldots,\left\lceil N_{\text {tr }} / b\right\rceil$. This is one epoch, and we repeat for multiple epochs. In this section, we write the loss $\mathcal{L}$ as a scalar-valued function of one prediction/target pair.

When optimizing neural networks, we also maintain a validation data set $\mathcal{D}^{(\mathrm{vl})} \subset \mathcal{X} \times \mathcal{Y}$, often disjoint from $\mathcal{D}^{(\mathrm{tr})}$, that is used to estimate generalization performance of the model. The ultimate goal is to attain good performance on a test dataset that becomes available after model fitting. Computations on $\mathcal{D}^{(\mathrm{tr})}$, such as computing gradients and updating weights,

[^21]```
Algorithm \(1 \pi\)-SGD Step
    Input 1: Minibatch \(\mathcal{B}=\left(\underline{\mathbf{x}}^{(i)}, \boldsymbol{y}^{(i)}\right)_{i=1}^{b}\)
            2: Step size \(\eta>0\)
            3: Functions \(\vec{f}, r\) with parameters \(\boldsymbol{\Theta}_{f}, \boldsymbol{\Theta}_{r}\), respectively
            4: Loss function \(\mathcal{L}\)
    Learnable Parameters: \(\Theta \equiv \Theta_{f}, \Theta_{r}\)
    \(\mathrm{Z} \leftarrow \mathbf{0} \quad \triangleright\) Initialize random gradient
    for \(i \leftarrow 1, \ldots, b\) do \(\quad \triangleright\) For loop (for illustration) to compute batch gradients
        Sample \(\pi \sim \operatorname{Unif}\left(\mathbb{S}_{\left|\underline{\mathbf{X}}^{(i)}\right|}\right) \quad \triangleright\) Sample a random permutation
        \(\underline{\mathbf{x}}_{\pi} \leftarrow \pi \cdot \underline{\mathbf{x}}^{(i)} \quad \triangleright\) Permute set or graph input
        \(\hat{\boldsymbol{y}} \leftarrow r\left(\vec{f}\left(\underline{\mathbf{x}}_{\pi} ; \boldsymbol{\Theta}_{f}\right) ; \boldsymbol{\Theta}_{r}\right) \quad \triangleright\) Compute a prediction
        \(\mathbf{Z} \leftarrow \mathbf{Z}+\frac{1}{b} \nabla_{\boldsymbol{\Theta}} \mathcal{L}\left(\boldsymbol{y}^{(i)}, \hat{\boldsymbol{y}}\right) \quad \triangleright\) Differentiate loss, increment batch gradient
    end for
    \(\boldsymbol{\Theta} \leftarrow \boldsymbol{\Theta}-\eta \mathbf{Z} \quad \triangleright\) Update parameters
15:
    return \(\Theta\)
```

An optimization step according to $\pi$-SGD, as a subroutine in a broader architecture. This update follows SGD, but in practice other updates like Adam [91] can be used.
are called training time computations, whereas computations on $\mathcal{D}^{(\mathrm{vl})}$ or test data are called inference time computations. With $\pi$-SGD, we will see that there are differences between training and inference times with regards to the number of permutations sampled.
$\pi$-SGD. We begin by defining a single $\pi$-SGD step given an input mini-batch, which is also shown in Algorithm 1.

Definition $13(\pi-\boldsymbol{S G D})$ Let $\mathcal{B} \subseteq \mathcal{D}^{(t r)} \subset \mathcal{X} \times \mathcal{Y}$ be a mini-batch of size $b:=|\mathcal{B}| \in \mathbb{Z}_{\geq 1}$. Without loss of generality, write $\mathcal{B}$ as a sequence $\mathcal{B}=\left(\underline{\boldsymbol{x}}^{(i)}, \boldsymbol{y}^{(i)}\right)_{i=1}^{b}$. Let $\eta>0$ be some step size (learning rate), and $r$ and $\vec{f}$ be the readout and permutation-sensitive functions of a JP model (Equation 4.3). Compose them to define the parameterized function $r\left(\vec{f}\left(\cdot ; \boldsymbol{\Theta}_{f}\right) ; \boldsymbol{\Theta}_{r}\right)$ : $\mathcal{X} \rightarrow \mathcal{Y}$ where $\boldsymbol{\Theta} \equiv\left(\boldsymbol{\Theta}_{f}, \Theta_{r}\right)$ is either randomly initialized or from previous optimization steps. To compute a parameter update, sample independent permutations $\pi^{(i)} \sim \operatorname{Unif}\left(\mathbb{S}_{\left|\underline{x}^{(i)}\right|}\right)$, for $i=1, \ldots, b$, and compute the random gradient

$$
\begin{equation*}
\mathbf{Z}=\frac{1}{b} \sum_{i=1}^{b} \nabla_{\boldsymbol{\Theta}} \mathcal{L}\left(\boldsymbol{y}^{(i)}, r\left(\vec{f}\left(\pi^{(i)} \cdot \underline{\boldsymbol{x}} ; \boldsymbol{\Theta}_{f}\right) ; \boldsymbol{\Theta}_{r}\right)\right), \tag{4.8}
\end{equation*}
$$

```
Algorithm 2 Full Training Loop with \(\pi\)-SGD
    Input 1: Training set \(\mathcal{D}^{(\mathrm{tr})}=\left(\underline{\mathbf{x}}^{(i)}, \boldsymbol{y}^{(i)}\right)_{i=1}^{N_{\mathrm{tr}}}\), batch size \(1 \leq b \leq N_{\text {tr }}\)
            2: Learning rates following a schedule \(\eta_{1}, \eta_{2}, \ldots\)
            3: Functions \(\vec{f}, r\) parameterized by \(\boldsymbol{\Theta}_{f}, \boldsymbol{\Theta}_{r}\), respectively
            4: Loss function \(\mathcal{L}\)
    Learnable Parameters: \(\Theta \equiv \Theta_{f}, \Theta_{r}\)
    Initialize \(\boldsymbol{\Theta} \quad \triangleright\) Initialize parameters of \(\vec{f}\) and \(r\)
    \(t \leftarrow 1\)
    while Stopping criterion not met do
        Shuffle \(\mathcal{D}^{(\mathrm{tr})}\)
        Partition \(\mathcal{D}^{(\text {tr) })}\) into mini-batches \(\mathcal{B}_{1}, \ldots, \mathcal{B}_{\left\lceil N_{\mathrm{tr}} / b\right\rceil}\)
        for \(i \leftarrow 1, \ldots,\left\lceil N_{\text {tr }} / b\right\rceil\) do
            \(\boldsymbol{\Theta} \leftarrow \pi S G D\left(\mathcal{B}_{i}, \eta_{t}, \vec{f}, r, \mathcal{L}, \boldsymbol{\Theta}\right) \quad \triangleright\) Update with Algorithm 1
            \(t \leftarrow t+1\)
        end for
    end while
    Return \(\Theta\)
```

A full optimization loop using the $\pi$-SGD "subroutine" of Algorithm 1. This closely follows Algorithm 8.1 of [24].
where $\mathcal{L}$ is the loss function. Then, we can compute the $\pi-S G D$ update

$$
\boldsymbol{\Theta}_{\text {new }} \leftarrow \boldsymbol{\Theta}-\eta \mathbf{Z} .
$$

Note that the readout and transformation-sensitive functions, $r$ and $\vec{f}$, are "fused" together into a single function when we train by $\pi$-SGD. This is a consequence of replacing the pooling operation - an average over multiple permutations - with just one permutation. One could generalize the definition of $\pi$-SGD training to include sampling more permutations, which we will discuss more below. Now, Definition 13 describes the update for just one batch; the full training loop is shown in Algorithm 2. One important aspect of the full training procedure is the learning rate scheduler. Intuitively, it is helpful to use a large learning rate initially, to explore the loss landscape efficiently, and a smaller one later on to settle into an optimum. An important type of scheduler follows the Robbins-Monro conditions [88], [254].

Definition 14 (Robbins-Monro scheduler) Let $\eta(t)$ for $t=1,2, \ldots$ denote a sequence of learning rates. We will say the sequence follows a Robbins-Monro schedule, or the RobbinsMonro conditions if (1) $\sum_{t=1}^{\infty} \eta(t)=\infty$; (2) $\sum_{t=1}^{\infty} \eta(t)^{2}<\infty$.

Now we focus on the theoretical justifications for $\pi$-SGD.
Minimizes an Upper Bound. Proposition 2 below states the first "punchline", in simple terms, which we will then formalize and prove. Note that the assumption that $r$ is an identity mapping is largely for the clarity of the mathematical exposition. Since $r$ and $\vec{f}$ are "fused" when sampling one permutation in $\pi$-SGD training, it carries less significance in practice. Further, assuming a convex loss function is not unrealistic. Recall that the loss $\mathcal{L}$ refers to a mapping from targets and predictions to $\mathbb{R}_{\geq 0}$, but the objective is the full quantity we minimize during training. Although the objective function of neural network models is typically not convex, we only need $\mathcal{L}$ to be convex in its second argument, the prediction. That is, we only need $\mathcal{L}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ to be convex in $\hat{\boldsymbol{y}}$, which is satisfied for many common loss functions.

Proposition 2 Let $r \circ \overline{\bar{f}}$ denote a Janossy model. Assume $\mathcal{L}: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}_{\geq 0}$ is a convex loss function and that $r$ is an identity function. Then, $\pi-S G D$ training minimizes an upper bound of the original training objective.

To make this precise, we define the objective functions in question. When the readout function $r$ is an identity map, the original optimization objective for a single input-target $\operatorname{pair}(\underline{\mathbf{x}}, \boldsymbol{y}) \in \mathcal{X} \times \mathcal{Y}$ is

$$
\begin{equation*}
J(\underline{\mathbf{x}}, \boldsymbol{y}, \boldsymbol{\Theta})=\mathcal{L}(\boldsymbol{y}, \overline{\bar{f}}(\underline{\mathbf{x}} ; \boldsymbol{\Theta}))=\mathcal{L}\left(\boldsymbol{y}, \mathbb{E}_{\pi \sim \operatorname{Unif}\left(\mathbb{S}_{|\underline{\mathbf{x}}|}\right)}[\vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})]\right) \tag{4.9}
\end{equation*}
$$

where we have used the form of JP shown in Equation 4.2. Training with $\pi$-SGD estimates an alternative objective function in which the expectation comes out of loss,

$$
\begin{equation*}
\tilde{J}(\underline{\mathbf{x}}, \boldsymbol{y}, \boldsymbol{\Theta})=\mathbb{E}_{\pi \sim \operatorname{Unif}(\mathbb{S} \mid \underline{\mathbf{x}})}[\mathcal{L}(\boldsymbol{y}, \vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta}))] . \tag{4.10}
\end{equation*}
$$

Intuitively, this follows since we sample permutations before computing the loss (see Algorithm 1). We can thus prove Proposition 2 with Jensen's inequality.

Proof 4 (Proposition 2) Assume $\mathcal{B} \subseteq \mathcal{D}^{(\operatorname{tr})} \subset \mathcal{X} \times \mathcal{Y}$ is a batch of training data and consider the full objective. By convexity of $\mathcal{L}$, the fact that $J$ and $\tilde{J}$ differ by swapping the order of expectation in Equations 4.9 and 4.10, and Jensen's inequality,

$$
\begin{equation*}
\sum_{(\underline{\mathbf{X}}, \boldsymbol{y}) \in \mathcal{B}} \mathcal{L}\left(\boldsymbol{y}, \mathbb{E}_{\pi \sim \operatorname{Unif}\left(\mathbb{S}_{\mid \underline{\mathbf{x}})}\right.}[\vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})]\right) \leq \sum_{(\underline{\mathbf{X}}, \boldsymbol{y}) \in \mathcal{B}} \mathbb{E}_{\pi \sim \operatorname{Unif}\left(\mathbb{S}_{\mid} \mid \underline{\mathbf{x}}\right)}[\mathcal{L}(\boldsymbol{y}, \vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta}))] \tag{4.11}
\end{equation*}
$$

That is, $\pi$-SGD training minimizes an upper bound of the original training objective function.

Observe that the inequality in Equation 4.11 becomes an equality if $\vec{f}$ is a permutationinvariant function. That is, in this case, the $\pi$-SGD objective reaches its lower bound. Consequently, minimizing the objective with $\pi$-SGD can be understood as regularizing $\vec{f}$ towards permutation invariance. Thus, we would expect it to result in a model that has better generalization performance when the true task is invariant, even if it does not train a strictly invariant model. We demonstrate this experimentally. Hence, our approach joins the large literature of neural network training schemes that promote, rather than enforce, an approximate invariance and achieve empirical success.

Before proceeding, consider the case that $r$ is not the identity function, but rather another sequence of neural network layers. Then the original objective becomes

$$
J(\underline{\mathbf{x}}, \boldsymbol{y}, \boldsymbol{\Theta})=\mathcal{L}\left(\boldsymbol{y}, r\left(\mathbb{E}_{\pi \sim \operatorname{Unif}\left(\mathbb{S}_{|\underline{\mathbf{x}}|}\right)}[\vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})]\right)\right)
$$

and the order of the expectation and loss cannot be "flipped" in general. Thus, Jensen's inequality is not applicable. In practice, however, our scheme is to sample a single permutation, forward the permuted input, and compute a loss. We can thus fuse the functions to define $\vec{f}_{\text {new }}=r \circ \vec{f}$, and then the result still holds if we follow Algorithm 2 with $\vec{f}_{\text {new }}$.

Generalization Analysis and Data Augmentation. After the publication of JP [54], Lyle, Wilk, Kwiatkowska, et al. [9] conducted a theoretical analysis of the approach, calling it Feature Averaging. They derive PAC-Bayesian bounds [255] that provide an understanding of the generalization performance of invariant training. We can directly inherit their results, which we summarize here, writing JP instead of Feature Averaging. Note that these results
do not confine to the case that $r$ is the identity mapping, even when more permutations are sampled.

Assume that the joint distribution $\mathbb{P}_{X, Y}$ on $\mathcal{X} \times \mathcal{Y}$ is truly $\mathbb{G}$-invariant, in the sense that $\mathbb{P}_{X, Y}(X, Y)=\mathbb{P}_{X, Y}(G \cdot X, Y)$ for all $G \in \mathbb{G}$. Then, standard (non-invariant) training would minimize the empirical risk (objective function) $\frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(f\left(X^{(i)}\right), Y^{(i)}\right)$, where $\left(X^{(i)}, Y^{(i)}\right)$ denotes a (random) training example. Loosely speaking, this reduces the risk $R_{\mathcal{L}}(f):=$ $\mathbb{E}_{X, Y \sim \mathbb{P}_{X, Y}}[\mathcal{L}(f(X), Y)]$, the quantity that measures generalization performance [85]. The authors take a Bayesian approach since PAC-Bayesian bounds have provided non-vacuous generalization bounds for neural networks, unlike other approaches [256]. In this context, the measure of generalization performance becomes $R_{\mathcal{L}}(\mathbb{Q})=\mathbb{E}_{f \sim \mathbb{Q}}\left[R_{\mathcal{L}}(f)\right]$, where $\mathbb{Q}$ is a posterior distribution obtained after estimating a function $f$ from a class $\mathcal{F}$ on which we have placed some prior $\mathbb{Q}_{0}$. In short, PAC-Bayesian bounds find an upper-bound for $R_{\mathcal{L}}(\mathbb{Q})$ in terms of the empirical risk, sample size, and the KL divergence $\operatorname{KL}\left(\mathbb{Q} \| \mathbb{Q}_{0}\right)$ between the prior and posterior. This KL term can be seen as a measure of model complexity [255]. We prefer the risk upper bound for a model to be smaller, in which case the generalization performance may be superior.

In short, Theorem 7 in Lyle, Wilk, Kwiatkowska, et al. [9] shows that the generalization bound that comes from training any model with (full) Janossy pooling is tighter than that of standard empirical risk minimization. The intuition is that training towards invariance through averaging compresses the model, bringing down the $\operatorname{KL}\left(\mathbb{Q}\left|\mid \mathbb{Q}_{0}\right)\right.$ term and thus the generalization bound. The authors were even able to prove this for the case when the group $\mathbb{G}$ is large and sampling is required. In particular, they show that increasing the number of samples can lead to a reduction in the KL term (Proposition 8). This suggests that sampling more permutations in JP can be beneficial to generalization, even in the case when $r$ is not the identity map. Finally, they show that this training scheme reduces the variance in gradient estimates.

However, we cannot unequivocally advise that increasing the number of permutations sampled at training time will improve performance. Given the complexity of stochastic optimization of neural networks, the interplay between theory and practical performance is still not completely understood [9]. A telling example is mini-batch size. Using larger mini-
batches reduces variance in the estimates of the gradient but it has been argued that smaller batches lead to faster convergence and better generalization performance [257]. Moreover, sampling more permutations at training time results in substantial computational overhead since derivatives must be computed for each. In our empirical work, we typically sample one permutation per epoch at training time.

It is also worth pointing out the connection between $\pi$-SGD and data augmentation. Note that data augmentation can refer to both sampling transformations of the training inputs and adding those transformations to the dataset. When a JP layer is applied directly to the input, as is the case for RPGNN, and we sample one training-time permutation, it is a form of data augmentation. When sampling multiple permutations in the context of JP, we average over the outputs before computing one loss, which is no longer data augmentation in the usual sense. Lyle, Wilk, Kwiatkowska, et al. [9] and Chen, Dobriban, and Lee [188] study the impact of data augmentation by studying the associated risk function, which is equivalent to Equation 4.10. Unfortunately, their results most meaningful only when full data augmentation can be computed - that is, all transformations are considered in the training data - so these analyses are generally not applicable to permutations. The results for Feature Averaging are more applicable to JP.

Finally, the authors conduct experiments to show that these two approaches can make the model more invariant during training. We show some experiments of our own in Section 4.4.

Convergence. We conclude this section by showing that training with $\pi$-SGD (Algorithms 1 and 2) converges under similar conditions as usual SGD. The following result extends the Stochastic Approximation Convergence theorem in [90]. The first condition states that the expected update is large enough in the direction of the true solution and the second indicates that the update noise is bounded [90].

Proposition 3 ( $\pi-\boldsymbol{S G D}$ Convergence) Consider $\pi$-SGD training (Algorithm 2). Let $\boldsymbol{\Theta}^{*}$ denote an optimum of the objective function for some JP model and denote $D(\boldsymbol{\Theta})=$ $\frac{1}{2}\left\|\boldsymbol{\Theta}-\boldsymbol{\Theta}^{*}\right\|^{2}$. Write the $\pi$-SGD random gradient (Equation 4.8) as $\mathbf{Z}(\boldsymbol{\Theta}, \boldsymbol{\pi}, \mathcal{B})$, to emphasize the parameters and random permutations, and denote the sequence of parameters by $\boldsymbol{\Theta}(t)$. Then, $\boldsymbol{\Theta}(t)$ converges to $\boldsymbol{\Theta}^{*}$ with probability 1 if (1) $-\nabla D(\boldsymbol{\Theta})^{T} \mathbb{E}[\mathbf{Z}(\boldsymbol{\Theta}, \boldsymbol{\pi}, \mathcal{B})] \geq K_{1} D(\boldsymbol{\Theta})$ for some constant $K_{1}$, (2) $\mathbb{E}_{t}\left[\|\mathbf{Z}(\boldsymbol{\Theta}, \boldsymbol{\pi}, \mathcal{B})\|^{2}\right] \leq K_{2}(1+D(\boldsymbol{\Theta}))$ for some constant $K_{2}$ and
the expectation is over all data prior to step $t$, and (3) the learning rates $\eta(t)$ follow the Robbins-Monro conditions in Definition 14.

Proof $5 \pi$-SGD training is a stochastic approximation algorithm of the form of Equation (3) in [90]. Thus, the result holds directly from the proof therein and is a consequence of the supermartingale convergence theorem [258].

It is reassuring that $\pi$-SGD training has similar convergence properties to SGD, a widely used method. In practice, other variants such as Adam [91] can achieve better performance than SGD, and we may also train with Adam-style updates rather than SGD updates. The key step, sampling permutations to estimate a random gradient, is unchanged. Another important observation is that this convergence guarantee does not shed light on the variance in $\pi$-SGD training (cf. [9]). One simple strategy for reducing the variance in our prediction at inference time is to sample more permutations.

Inference Time. Recall that JP can be written as an expected value over permutations and $\pi$-SGD effectively trains by Monte Carlo estimates at each gradient step. At inference time, we can sample more permutations and average over the results to obtain a lowervariance estimate of $\mathbb{E}_{\pi \sim \operatorname{Unif}(\mathbb{S} \mid \underline{\mathbf{X}})}[\vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})]$. That is, we sample permutations $\pi_{1}, \ldots, \pi_{m}$ uniformly at random from all permutations and compute

$$
\begin{equation*}
\hat{\bar{f}}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=\frac{1}{m} \sum_{i=1}^{m} \vec{f}\left(\pi_{i} \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta}\right) . \tag{4.12}
\end{equation*}
$$

At inference time, we do not need to compute gradients, so the process is less time and memory intensive.
$\pi$-SGD Theoretically Justifies Existing Methods. Previous works found that passing randomly-permuted sequences to an RNN could achieve surprisingly strong performance as a neighborhood aggregator in graph tasks [45], [55]. JP offers a theoretical explanation; this approach estimates a JP layer with $\pi$-SGD. Our experiments show that, using this insight, we can straightforwardly improve the performance of GraphSAGE [45].

Remark 7 Since this analysis did not make use of the special structure of the permutation group, $\pi-S G D$ is a very general approach. We could extend it to approximating JP over the
actions of another finite group $\mathbb{G}$ on the input space, sampling from $\mathbb{G}$ instead of $\mathbb{S}_{n}$. This was indeed considered in later work [9].

## Tractability with $k$-ary Dependencies

Next, we provide a different strategy that trades off model expressiveness and computational complexity in Janossy pooling. To simplify the sum over permutations in Equation 4.1, we impose the constraint that $\vec{f}$ depends only on the first $k$ components of its input. This results in redundant permutations that can be ignored. Thus, if it is appropriate to assume that only $k$-ary dependencies in the input are relevant to the task at hand, we can use this strategy to substantially reduce computational cost. For example, to compute variance, only pairwise $(k=2)$ relationships are needed. We will show that DeepSets [26], which uses sum pooling, corresponds to a $k=1$ approximation. It is not clear whether the $k$-ary approach generalizes beyond set and graph inputs, so we will focus on these for this section. First we formalize the operation of selecting the first $k$ elements.

Definition 15 Fix $k \in \mathbb{Z}_{\geq 1}$. For variable-length sets, we take the input space to be $\mathcal{X}=$ $\mathscr{S}_{d_{s}}=\bigcup_{n \in \mathbb{Z}_{\geq 1}} \mathscr{S}_{n, d_{s}}$, for some feature dimension $d_{s}$. Recall that length- $n$ sets are encoded as $n \times d_{s}$ matrices, $\mathscr{S}_{n, d_{s}}=\mathbb{R}^{n \times d_{s}}$. Define the function $\downarrow_{k}: \mathscr{S}_{d_{s}} \rightarrow \mathscr{S}_{k, d_{s}}$ by

$$
\downarrow_{k}(\boldsymbol{S})=\left\{\begin{array}{ll}
\boldsymbol{S}_{1: k,:}, & |\boldsymbol{S}| \geq k \\
\boldsymbol{S} \boxtimes \mathbf{0}_{k-|\boldsymbol{S}|}, & |\boldsymbol{S}|<k
\end{array} \quad \forall \boldsymbol{S} \in \mathscr{S}_{d_{s}},\right.
$$

where we have used colon subsetting notation (Definition 7), $\bar{\nabla}$ denotes column concatenation, ${ }^{6}|\boldsymbol{S}|$ denotes the length, and $\mathbf{0}_{k-|\boldsymbol{S}|}$ is a $(k-|\boldsymbol{S}|) \times d_{\text {s }}$ matrix of zeros. This zero-pads sequences of length less than $k$. For graphs, $\mathcal{X}=\mathscr{G}_{d_{v}, d_{e}}=\bigcup_{n \in \mathbb{Z}_{\geq 1}} \mathscr{G}_{n, d_{v}, d_{e}}$ and for a graph $\mathcal{G} \in \mathscr{G}_{d_{v}, d_{e}}, \downarrow_{k}(\mathcal{G})=\downarrow_{k}(\mathbf{A}, \boldsymbol{F})=\left(\mathbf{A}_{1: k, 1: k,:}, \boldsymbol{F}_{1: k,:}\right)$ if $|\mathcal{G}| \geq k$. If $|\mathcal{G}|<k$ we zero-pad the remaining elements of the adjacency tensor and vertex feature matrix.
${ }^{6}$ If $A$ is $m \times p$ and $B$ is $n \times p$, then $A \boxtimes B$ is $(m+n) \times p$.


Permuted adjacency tensor $\pi \cdot \mathbf{A}$ where $\pi$ is the permutation such that $\pi \cdot(1,2,3,4,5)^{\mathrm{T}}=$ $(3,4,1,2,5)^{\mathrm{T}}$. The result of $\downarrow_{3}(\pi \cdot \mathbf{A})$ is the $3 \times 3 \times 2$ shaded subtensor.


An illustration of $\downarrow_{3}(\pi \cdot \mathbf{A})$ using the permutation defined in the left panel. We select a $k$-sized induced subgraph with the vertices $\{3,4,1\}$, indicated by shaded vertices and thick edges.

Figure 4.4. Example of $k$-ary JP, or in particular the operation $\downarrow_{3}$ on a 5 vertex graph. The adjacency tensor $\mathbf{A}$ is $5 \times 5 \times 2$, since we assume $d_{e}=2$ for illustration. We show a permutation of that tensor, $\pi \cdot \mathbf{A}$, and show $\downarrow_{3}$ $(\pi \cdot \mathbf{A})$. In $k$-ary approximations, we must compute $\downarrow_{k}(\pi \cdot \mathbf{A})$ for every nonredundant permutation (see text). For 3 -ary JP, we iterate over all $5!/ 2$ ! such permutations. For $\pi$-SGD with $k$-ary, we only need to sample one subgraph each iteration. Note that we would also need to compute $\downarrow_{3}(\boldsymbol{F})$ since graphs have both vertex and edge features, $\mathcal{G}=(\mathbf{A}, \boldsymbol{F})$, which is not shown.

For example, if $\underline{\mathbf{x}}=(1,2,3)^{\mathrm{T}} \in \mathbb{R}^{3 \times 1}$ and $\pi \cdot \underline{\mathbf{x}}=(3,2,1)^{\mathrm{T}}$, then $\downarrow_{2}(\pi \cdot \underline{\mathbf{x}})=(3,2)^{\mathrm{T}}$. For graphs, this amounts to selecting an induced subgraph of size $k .{ }^{7}$ An example is shown in Figure 4.4. The graph $\mathcal{G}$ on the right is numbered by some "original" arbitrary vertex ordering. We assume there is one edge feature, in addition to connectivity information, so $d_{e}=2$ (not shown). The tensor on the left shows $\pi \cdot \mathbf{A}$ for some permutation $\pi \cdot \downarrow_{3}(\pi \cdot \mathbf{A})$ selects the shaded $3 \times 3 \times 2$ upper-left "corner" of this tensor, and corresponds to the shaded subgraph. Since our chosen permutation satisfies $\pi \cdot(1,2,3,4,5)^{\mathrm{T}}=(3,4,1,2,5)$, the subgraph contains vertices " 1 ", " 3 ", and " 4 " in the original ordering. Along with the vertices and edges shown, we also select the features of the edges between " 1 ", " 3 ", and " 4 ", indicated by the farther slice of the adjacency tensor.

[^22]To define $k$-ary JP, we suppose there is some (generally permutation-sensitive) function $\vec{f}$ over variable-size inputs and define a new (generally permutation-sensitive) function $\vec{f}_{k}$ by $\vec{f}_{k}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=\vec{f}\left(\downarrow_{k}(\underline{\mathbf{x}}) ; \boldsymbol{\Theta}\right)$. In particular, $k$-ary JP is defined by

$$
\begin{equation*}
\bar{f}_{k}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})=\frac{1}{|\underline{\mathbf{x}}|!} \sum_{\pi \in \mathbb{S}|\underline{\mathbf{x}}|} \vec{f}_{k}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})=\frac{1}{|\underline{\mathbf{x}}|!} \sum_{\pi \in \mathbb{S}_{|\underline{\mathbf{x}}|}} \vec{f}\left(\downarrow_{k}(\pi \cdot \underline{\mathbf{x}}) ; \boldsymbol{\Theta}\right) . \tag{4.13}
\end{equation*}
$$

The subscript $k$ emphasizes that $\vec{f}_{k}$ only defines a computation over a size- $k$ input and we will write $\overline{\bar{f}}_{k}$ as the Janossy function associated with $\vec{f}_{k}$. We may also say that $\overline{\bar{f}}_{k}$ is associated with $\vec{f}$, but it is implied that we take only the first $k$ when computing $\vec{f}$. We call $\overline{\bar{f}}_{k}$ a $k$-ary approximation to Janossy pooling. ${ }^{8}$ As written, it may appear that this does not reduce any computation, due to the sum over the full set of permutations. However, the implementation should ignore redundant permutations, and the next proposition shows that this results in a significant reduction in computation.

Proposition 4 Computing the $k$-ary JP in Equation 4.13 only requires summing over $\frac{|\boldsymbol{x}|!}{(|\underline{\boldsymbol{x}}|-k)!}$ distinct terms, thus saving computation when $k<|\underline{\boldsymbol{x}}|$.

Proof 6 Fix $k \in \mathbb{Z}_{\geq 1}$ and let $\vec{f}$ denote any function. For an arbitrary $\underline{\mathbf{x}}$, let $\pi \in \mathbb{S}_{|\underline{\mathbf{X}}|}$ and let $Q_{\pi}=\left\{\tilde{\pi} \in \mathbb{S}_{|\underline{\underline{x}}|}: \downarrow_{k}(\pi \cdot \underline{\mathbf{x}})=\downarrow_{k}(\tilde{\pi} \cdot \underline{\mathbf{x}})\right\}$. Notice that $\left|Q_{\pi}\right|=(|\underline{\mathbf{x}}|-k)$ ! (the number of permutations of the remaining elements). For any $\pi$, we can always pick a representative element of $Q_{\pi}$, the equivalence class, and we let $\mathbb{S}_{\underline{\mathbf{X}} \mid}[k]$ denote the set of all such representative permutations. Observe that $\left|\mathbb{S}_{|\underline{\mathbf{x}}|}[k]\right|=\frac{|\underline{\mathbf{x}}|!}{(\underline{\mathbf{X}}-k)!}$. Thus, $k$-ary JP becomes

$$
\frac{1}{|\underline{\mathbf{x}}|!} \sum_{\pi \in \mathbb{S}_{|\underline{\mathbf{x}}|}} \vec{f}\left(\downarrow_{k}(\pi \cdot \underline{\mathbf{x}})\right)=\frac{(|\underline{\mathbf{x}}|-k)!}{|\underline{\mathbf{x}}|!} \sum_{\pi \in \mathbb{S}_{|\underline{\mathbf{x}}|}[k]} \vec{f}\left(\downarrow_{k}(\pi \cdot \underline{\mathbf{x}})\right),
$$

a sum over only $\frac{|\underline{\mathbf{X}}|!}{(\underline{\mathbf{X}}-k)!}$ distinct elements.

For example, given prior belief that the task only requires modeling pairwise interactions, we can set $k=2$ to reduce the number of terms to sum over from $|\underline{\mathbf{x}}|$ ! to $|\underline{\mathbf{x}}|(|\underline{\mathbf{x}}|-1)$. In fact, Santoro, Raposo, Barrett, et al. [51] take this approach in training a neural network to

[^23]model pairwise relationships among objects in a scene; their model can be seen as JP with 2-ary approximations. In practice, we can compute $\sum_{\pi \in \mathbb{S}|\underline{\mathbf{X}}|}[k] \quad \vec{f}\left(\downarrow_{k}(\pi \cdot \underline{\mathbf{x}})\right)$ without explicitly permuting $\underline{\mathbf{x}}$. Instead, we can enumerate subsequences/subgraphs of size $k$ and traverse the list to compute the summation. The practitioner can choose whichever approach is more efficient in any given problem.

Trade-offs of $k$-ary Approaches. Unsurprisingly, the computational savings of $k$-ary approximations come at the cost of reduced flexibility in the JP layer. Theorem 3 below shows that the class of functions that can be expressed by $(k+1)$-ary approximations is strictly larger than that of $k$-ary approximations. Note that this theorem does not involve universal approximation but simply the size of a function class. To emphasize this, we drop the parameters $\Theta$. Additionally, this result refers purely to the pooling layer, not the full Janossy model $r \circ \overline{\bar{f}}_{k}$.

Theorem 3 Suppose $\mathcal{X}$ is the space of graph or sequence inputs and $\mathcal{Y}$ is the target space. For any $k \in \mathbb{Z}_{\geq 1}$, define $\mathcal{F}_{k}=\left\{\sum_{\pi \in \mathbb{S}|\underline{\boldsymbol{x}}|} \vec{f}\left(\downarrow_{k}(\pi \cdot \underline{x})\right) \mid \vec{f}: \mathcal{X} \rightarrow \mathcal{Y}\right.$ is arbitrary $\}$ to be the set of permutation-invariant functions defined on $\mathcal{X}$ that can be represented (exactly) by $k$ ary Janossy pooling. Then, $\mathcal{F}_{k} \subset \mathcal{F}_{k+1}$ if $|\mathcal{X}|>1$. Furthermore, for graphs, there exist $\overline{\bar{f}}_{k+1} \in \mathcal{F}_{k+1} \backslash \mathcal{F}_{k}$ such that $\overline{\bar{f}}_{k+1}$ is non-constant on featureless graphs of the same size.

Note that the assumption $|\mathcal{X}|>1$ holds in all nontrivial tasks. For graphs, we are interested in functions that use the graph structure, not simply the vertex features, or equivalently those that are non-constant over featureless graphs of the same size. Otherwise, the problem devolves into a set problem. The idea of the proof for sequences is that no function of $k$-sized subsequences can capture the product of $k+1$ elements in general. For graphs, we use large CSL graphs in which we cannot determine from a $k$-sized induced subgraph whether it is taken from a CSL graph with skip links of length $k+1$ or $k$.

Proof 7 To avoid confusion, note that when we write $\overline{\bar{f}}_{k}$, for some fixed $k$, we are defining only one function, not a class of functions parameterized by $k$. The subscript indicates that it is a $k$-ary JP function.
(Sets) To consider sets, write $\mathcal{X}=\mathscr{S}_{d_{s}}$ for some $d_{s}$.

First, we need to show that $\overline{\bar{f}}_{k} \in \mathcal{F}_{k} \Longrightarrow \overline{\bar{f}}_{k} \in \mathcal{F}_{k+1}$. Let $\overline{\bar{f}}_{k}$ be associated with $\vec{f}$, some function of variable-size inputs, such that $\overline{\bar{f}}_{k}$ is the result of pooling over $\vec{f}_{k}(\cdot)=\vec{f}\left(\downarrow_{k}\right.$ $(\cdot))$. Observe that $\downarrow_{k} \circ \downarrow_{k+1}=\downarrow_{k}$ by Definition 15. Now, define some other function $\vec{g}$ by $\stackrel{\rightharpoonup}{g}(\boldsymbol{S})=\vec{f}_{k}(\boldsymbol{S})$, whence $\vec{g}_{k+1}(\boldsymbol{S})=\vec{g}\left(\downarrow_{k+1}(\boldsymbol{S})\right)=\vec{f}_{k}\left(\downarrow_{k+1}(\boldsymbol{S})\right)=\vec{f}_{k}(\boldsymbol{S})$. Thus, for any input sequence $\boldsymbol{S}$,

$$
\bar{f}_{k}(\boldsymbol{S})=\frac{1}{|\boldsymbol{S}|!} \sum_{\pi \in \mathbb{S}_{|S|!}} \vec{f}_{k}(\pi \cdot \boldsymbol{S})=\frac{1}{|\boldsymbol{S}|!} \sum_{\pi \in \mathbb{S}_{|S|} \mid} \stackrel{\rightharpoonup}{g}_{k+1}(\pi \cdot \boldsymbol{S}) \in \mathcal{F}_{k+1}
$$

Second, we need to demonstrate $\exists \overline{\bar{f}}_{k+1} \in \mathcal{F}_{k+1}$ such that $\forall \overline{\bar{g}}_{k} \in \mathcal{F}_{k}, \overline{\bar{g}}_{k} \neq \overline{\bar{f}}_{k+1}$. For $\boldsymbol{S} \in \mathscr{S}_{d_{s}}$ (encoded as a matrix, or equivalently a sequence of vectors), we can define $\vec{f}(\boldsymbol{S})=$ $\prod_{i} \boldsymbol{S}_{i, 1}$, the product of the first coordinate of the vectors in $\boldsymbol{S}$. Let $\overline{\bar{f}}_{k+1}$ be the $(k+1)$-ary JP function associated with $\vec{f}$. We now prove that, for all functions $\vec{g}$ on $\mathscr{S}_{d_{s}}$, we have $\overline{\bar{g}}_{k} \neq \overline{\bar{f}}_{k+1}$ for all $k$-ary approximations $\overline{\bar{g}}_{k}$ associated with $\vec{g}$. It suffices to prove this for sets of length $k+1$, since functions must agree on every input to be equivalent. We will proceed by showing that, for any $\vec{g}$ and length- $(k+1)$ sequence $\boldsymbol{S}$, the quotient $\overline{\bar{g}}_{k} / \overline{\bar{f}}_{k+1}$ cannot be identically equal to 1 .

By definition, since $|\boldsymbol{S}|=k+1$, and the product function is permutation-invariant,

$$
\frac{\overline{\bar{g}}_{k}(\boldsymbol{S})}{\overline{\bar{f}}_{k+1}(\boldsymbol{S})}=\frac{\frac{1}{(k+1)!} \sum_{\pi \in \mathbb{S}_{k+1}} \stackrel{\rightharpoonup}{g}_{k}(\pi \cdot \boldsymbol{S})}{\frac{1}{(k+1)!} \sum_{\pi \in \mathbb{S}_{k+1}} \prod_{i} \boldsymbol{S}_{i, 1}}=\frac{\sum_{\pi \in \mathbb{S}_{k+1}} \stackrel{\rightharpoonup}{g}_{k}(\pi \cdot \boldsymbol{S})}{(k+1)!\prod_{i} \boldsymbol{S}_{i, 1}} .
$$

Next, again using $|\boldsymbol{S}|=k+1$, we rewrite $\vec{g}_{k}(\pi \cdot \boldsymbol{S})=\vec{g}\left((\pi \cdot \boldsymbol{S})_{-(k+1),:}\right)$ where $\boldsymbol{S}_{-i, \text { : }}$ denotes the sequence with index $i$ removed. We will use this to find another expression for the summation. Observe that $\left\{(\pi \cdot \boldsymbol{S})_{-(k+1),:}: \pi \in \mathbb{S}_{k+1}\right\}=\bigcup_{i=1}^{k+1} \bigcup_{\tilde{\pi} \in \mathbb{S}_{k}}\left(\tilde{\pi} \cdot\left(\boldsymbol{S}_{-i,:}\right)\right)$. In other words, we remove element $i$ in the (implicitly ordered) sequence and permute the remaining elements. Thus,

$$
\sum_{\pi \in \mathbb{S}_{k+1}} \vec{g}_{k}(\pi \cdot \boldsymbol{S})=\sum_{\pi \in \mathbb{S}_{k+1}} \stackrel{\rightharpoonup}{g}\left((\pi \cdot \boldsymbol{S})_{-(k+1),:}\right)=\sum_{j=1}^{k+1} \sum_{\tilde{\pi} \in \mathbb{S}_{k}} \vec{g}\left(\tilde{\pi} \cdot\left(\boldsymbol{S}_{-j,:}\right)\right)
$$

and so

$$
\frac{\sum_{\pi \in \mathbb{S}_{k+1}} \stackrel{\rightharpoonup}{g}_{k}(\pi \cdot \boldsymbol{S})}{(k+1)!\prod_{i} \boldsymbol{S}_{i, 1}}=\frac{\sum_{j=1}^{k+1} \sum_{\tilde{\pi} \in \mathbb{S}_{k}} \stackrel{\rightharpoonup}{g}\left(\tilde{\pi} \cdot\left(\boldsymbol{S}_{-j,:}\right)\right)}{(k+1)!\prod_{i} \boldsymbol{S}_{i, 1}}=\frac{1}{(k+1)!} \sum_{j=1}^{k+1} \frac{1}{\boldsymbol{S}_{j, 1}} \underbrace{\sum_{\tilde{\pi} \in \mathbb{S}_{k}} \frac{\vec{g}\left(\boldsymbol{S}_{-j,:}\right)}{} \frac{\left.\vec{\pi} \cdot \boldsymbol{S}_{-j,:}\right)}{\prod_{i \neq j} \boldsymbol{S}_{i, 1}}}_{\text {denote by }}
$$

Therefore, altogether, we have shown

$$
\begin{equation*}
\frac{\overline{\bar{g}}_{k}(\boldsymbol{S})}{\overline{\bar{f}}_{k+1}(\boldsymbol{S})}=\frac{1}{(k+1)!} \sum_{j=1}^{k+1} \frac{\overline{\bar{a}}\left(\boldsymbol{S}_{-j,:}\right)}{\boldsymbol{S}_{j, 1}} . \tag{4.14}
\end{equation*}
$$

Finally, suppose for contradiction that $\overline{\bar{g}}_{k} / \overline{\bar{f}}_{k+1} \equiv 1$. Then, $\frac{1}{(k+1)!} \sum_{j=1}^{k+1} \frac{\overline{\bar{a}}\left(S_{-j, i}\right)}{\boldsymbol{S}_{j, 1}}=1$ and so

$$
\overline{\bar{a}}\left(\boldsymbol{S}_{-1,:}\right)=\boldsymbol{S}_{1,1}\left((k+1)!-\sum_{j=2}^{k+1} \frac{\overline{\bar{a}}\left(\boldsymbol{S}_{-j,:}\right)}{\boldsymbol{S}_{j, 1}}\right) .
$$

Thus, we see that $\overline{\bar{a}}\left(\boldsymbol{S}_{-1,:}\right)$, a function that by definition ignores $\boldsymbol{S}_{1, \text { : }}$ is a function of $\boldsymbol{S}_{1,1}$. This cannot be true in general for $|\mathcal{X}|>1$, a contradiction that completes the proof.
(Graphs) To consider graphs, write $\mathcal{X}=\mathscr{G}_{d_{v}, d_{e}}$ for some $d_{v}, d_{e}$. Proving $\mathcal{F}_{k}$ is a subset of $\mathcal{F}_{k+1}$ is similar to the above, with $\downarrow_{k}$ now selecting induced subgraphs rather than subsequences. We need to show that there is a $(k+1)$-ary JP function, not constant on featureless graphs of the same size, that cannot be represented by a $k$-ary graph function, for $k \in \mathbb{Z}_{\geq 1}$. The case for $k=1$ is trivial, since a 1-ary graph function cannot select any pairs of vertices, so let $k \geq 2$.

We will consider CSL graphs (Definition 12 and Figure 4.2). Let $n_{k}>2(k+1)^{2}$ be a prime integer. ${ }^{9}$ Since $n_{k}$ is prime, it is co-prime with $k$ and $k+1$, and furthermore $n_{k}-1>k+1>k$. Thus, we can construct CSL graphs $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)$ and $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)$, and it suffices to demonstrate that a $(k+1)$-ary graph function exists that can distinguish $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)$ from $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)$ while no $k$-ary function can.

First, observe that Definition 12 effectively defines an ordering for CSL graphs. It is easy to see that we can identify whether a graph is in this ordering - as opposed to some other permutation - by inspecting the adjacency matrix. In short, in this ordering, there

[^24]is a 1 in each entry just above and just below the main diagonal. For all graphs $\mathcal{G}$ and permutations $\pi$, define $\vec{f}_{k+1}(\pi \cdot \mathcal{G})=\vec{f}_{k+1}(\pi \cdot \boldsymbol{A}, \mathbf{1})=\vec{g}_{k+1}(\pi \cdot \boldsymbol{A}) \mathbb{I}(\pi \cdot \boldsymbol{A})$, where $\mathbb{I}$ is the indicator function that takes 1 if $\pi \cdot \boldsymbol{A}$ is in this canonical ordering and 0 otherwise, and $\stackrel{\rightharpoonup}{g}_{k+1}(\pi \cdot \boldsymbol{A})=\sum_{i=1}^{k+1} \sum_{j=1}^{k+1}\left(\downarrow_{k+1}(\pi \cdot \boldsymbol{A})\right)_{i, j}$ is twice the number of edges in the $k$-size induced subgraph. Thus, the associated Janossy function $\overline{\bar{f}}_{k+1}$ counts (twice) the number of edges in the subgraph induced by vertices $1,2, \ldots, k+1$ of the graph in canonical order. Letting $\mathcal{G}_{k+1}^{\text {canon }}:=\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)$ be the graph in canonical ordering and similarly for $\mathcal{G}_{k}^{\text {canon }}$, we see $\stackrel{\rightharpoonup}{g}_{k+1}\left(\mathcal{G}_{k+1}^{\text {canon }}\right)<\vec{g}_{k+1}\left(\mathcal{G}_{k}^{\text {canon }}\right)$ since the skip connection of length $k+1$ skips "outside" the subgraph. Finally, the Janossy function associated with $\vec{f}_{k+1}$ is
\[

$$
\begin{aligned}
\bar{f}_{k+1}\left(\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)\right) & =\frac{1}{n_{k}!} \sum_{\mathbb{S}_{n_{k}}} \vec{f}_{k+1}\left(\pi \cdot \mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)\right) \\
& =\frac{1}{n_{k}!} \stackrel{\rightharpoonup}{g}_{k+1}\left(\mathcal{G}_{k+1}^{\text {canon }}\right) \\
& <\frac{1}{n_{k}!} \stackrel{\rightharpoonup}{g}_{k+1}\left(\mathcal{G}_{k}^{\text {canon }}\right) \\
& =\overline{\bar{f}}_{k+1}\left(\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)\right)
\end{aligned}
$$
\]

Thus, $\overline{\bar{f}}_{k+1}$ takes different values on these two graphs.
Second, we will show that no $k$-ary $\overline{\bar{f}}_{k} \in \mathcal{F}_{k}$ can distinguish $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)$ and $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)$. In particular, denote by $\mathscr{L}_{k}=\left\{\left\{\downarrow_{k}\left(\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)\right)\right\}\right\}$ the multiset of induced subgraphs of size $k$ in $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)$ and $\mathscr{L}_{k+1}=\left\{\left\{\downarrow_{k} \mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)\right\}\right\}$ be the $k$-sized induced subgraphs in $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)$. If we can show that $\mathscr{L}_{k}$ and $\mathscr{L}_{k+1}$ are "equivalent", then there is no way for a function that models $k$-sized subgraphs of each to distinguish the two graphs. Formally, we will construct a bijection $\gamma: \mathscr{L}_{k} \rightarrow \mathscr{L}_{k+1}$ such that, for every $\mathcal{H} \in \mathscr{L}_{k}, \gamma(\mathcal{H}) \in \mathscr{L}_{k+1}$ is isomorphic to $\mathcal{H}$, and if such a bijection exists, we will write $\mathscr{L}_{k+1} \simeq \mathscr{L}_{k}$. What follows is a sketch since the idea is clear but would require much notation.

We show that all induced subgraphs in $\mathscr{L}_{k}$ and $\mathscr{L}_{k+1}$ are forests ${ }^{10}$ with maximum degree of four. The maximum degree is four since CSL graphs are four-regular by definition. To see they are acyclic, consider what is required to form a cycle in $k$-sized induced subgraphs of CSL graphs. Call the two types of edges in Definition 12 1-step and skip-link edges. We

[^25]could create a cycle by wrapping around the circle on 1-step and skip-link edges, but this is not possible due to the large value of $n_{k}$. Next, we could form "local" cycles: without loss of generality, we could traverse clockwise and then return on a skip link. But, with skip links of size $k$ or $k+1$, at least $(k+1)$-sized subgraphs would be required.

Without cycles as $k$-sized induced subgraphs, the induced subgraphs of these CSL graphs become identical. In particular, any tree in $\mathscr{L}_{k}$ must be created by following either 1 -step or $k$-step links in $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k\right)$, but any such tree can be created in $\mathcal{G}_{\mathrm{CSL}}\left(n_{k}, k+1\right)$. The other direction is true, so it follows that $\mathscr{L}_{k+1} \simeq \mathscr{L}_{k}$. Since the multisets of $k$-sized induced subgraphs are indistinguishable, no $k$-ary JP function can distinguish the graphs.

Thus, we see that $k$ is an important hyperparameter, trading off between expressiveness and computational cost.

Implications for Latent Space Pooling. One of our motivations for JP was that DeepSets fails to capture higher-order interactions in the input. We now prove Lemma 1, that DeepSets is a special case of JP, 1-ary JP.

Proof 8 (Lemma 1) We prove that any DeepSets model can be written as a 1-ary JP model. Recall from Equation 3.3 that, for neural networks $r$ and $g$ with parameters $\boldsymbol{\Theta}_{r}$ and $\boldsymbol{\Theta}_{g}$ respectively, the DeepSets model computes $r\left(\left(\sum_{i=1}^{|\boldsymbol{S}|} g\left(\boldsymbol{S}_{i, 2} ; \boldsymbol{\Theta}_{g}\right)\right) ; \boldsymbol{\Theta}_{r}\right)$, for any set $\boldsymbol{S}$. A JP model is defined by a readout $r_{\mathrm{JP}}$ and a function $\vec{f}$ with parameters $\boldsymbol{\Theta}_{\mathrm{JP}}$ and $\boldsymbol{\Theta}_{f}$ respectively. So, define $\vec{f}\left(\boldsymbol{S} ; \boldsymbol{\Theta}_{f}\right)=|\boldsymbol{S}| g\left(\downarrow_{1}(\boldsymbol{S}) ; \boldsymbol{\Theta}_{g}\right)$ for all sets $\boldsymbol{S}$ and $r_{\mathrm{JP}}\left(\boldsymbol{h} ; \boldsymbol{\Theta}_{\mathrm{JP}}\right)=r\left(\boldsymbol{h} ; \boldsymbol{\Theta}_{r}\right)$ for all (hidden) vectors $\boldsymbol{h} \in \mathbb{R}^{d_{h}}$. Then, by Equation 4.3 and the same reduction of redundant terms used in the proof of Proposition 4, the JP prediction is

$$
\begin{aligned}
y\left(\boldsymbol{S} ; \boldsymbol{\Theta}_{f}, \boldsymbol{\Theta}_{\mathrm{JP}}\right) & =r_{\mathrm{JP}}\left(\frac{1}{|\boldsymbol{S}|!} \sum_{\pi \in \mathbb{S}_{|S|} \mid} \vec{f}\left(\pi \cdot \boldsymbol{S} ; \boldsymbol{\Theta}_{f}\right) ; \boldsymbol{\Theta}_{\mathrm{JP}}\right)=r\left(\frac{|\boldsymbol{S}|}{|\boldsymbol{S}|} \sum_{i=1}^{|\boldsymbol{S}|} g\left(\boldsymbol{S}_{i,:} ; \boldsymbol{\Theta}_{g}\right) ; \boldsymbol{\Theta}_{r}\right) \\
& =r\left(\sum_{i=1}^{|\boldsymbol{S}|} g\left(\boldsymbol{S}_{i,:} ; \boldsymbol{\Theta}_{g}\right) ; \boldsymbol{\Theta}_{r}\right)
\end{aligned}
$$

Observing that this is a 1-ary JP model completes the proof.

Remark 8 Theorem 3 and Lemma 1 imply that the pooling layer of DeepSets is less expressive than $k$-ary JP with $k>1$. This formalizes our intuition that processing one input at a
time is less expressive than processing pairs, triplets, and so on. Yet, since DeepSets has universal approximation guarantees, we conclude that the responsibility of modeling high-order relationships is pushed to r. This offers an alternative explanation for the fact that DeepSets requires highly complex functions to achieve universal guarantees over set inputs, sometimes making it difficult to learn in practice [62].

Unification. Let us highlight that existing approaches in the literature can be considered $k$-ary JP, such as the latent space and higher-order methods discussed in Section 3.2.3. DeepSets is 1-ary JP while SetTransformer and Relation Network use 2-ary JP layers. Theorem 3 offers theoretical insights and a new perspective for specifying permutation-invariant models. Choosing between DeepSets and SetTransformer, for example, amounts to a choice of $k$ and $\vec{f}$. In particular, the modeler should carefully consider any prior knowledge about the order of interrelations (i.e., value of $k$ ) and the availability of computational resources when when specifying a permutation-invariant model.

## Combining $k$-ary and $\pi$-SGD

While $k$-ary approximation reduces computation from $|\underline{\mathbf{x}}|$ ! to $|\underline{\mathbf{x}}|!/(|\underline{\mathbf{x}}|-k)!$, this can still be intractably large even for inputs of moderate size. Therefore, we can combine $\pi$-SGD with $k$-ary approximations, which amounts to a scheme of selecting random $k$-sized subsets or induced subgraphs from $\underline{x}$ before passing to $\vec{f}$. An example is shown in Figure 4.4. However, uniformly sampling would not result in unbiased estimation of graph characteristics. Exploring the connections between our approach and efficient unbiased samplers [260], [261] is an avenue for future work.

## Canonical and Poly-canonical Orderings

We saw in Section 3.2.1 that ordering the data is a popular approach to constructing permutation-invariant models of graphs or sets. In the JP framework, this is equivalent to defining a new function $\vec{f}_{\text {canonical }}=\vec{f} \circ \operatorname{ORDER}$ where $\operatorname{ORDER}(\underline{\mathbf{x}})=\operatorname{ORDER}(\pi \cdot \underline{\mathbf{x}})$ is a "simple" permutation-invariant function and $\vec{f}$ is any function on $\mathcal{X}$. In this case, JP reduces to $\overline{\bar{f}}_{\text {canonical }}(\underline{\mathbf{x}})=\frac{1}{|\underline{\mathbf{X}}|!} \sum_{\pi \in \mathbb{S}_{\mid \underline{\mathbf{x}}} \mid} \vec{f}_{\text {canonical }}(\pi \cdot \boldsymbol{x})=\vec{f}(\operatorname{ORDER}(\underline{\mathbf{x}}))$, eliminating the sum
over permutations. Equivalently, we can define this approximation as enforcing the constraint $\vec{f}(\underline{\mathbf{x}})=\mathbf{0}$ whenever $\underline{\mathbf{x}} \neq \operatorname{ORDER}(\underline{\mathbf{x}})$. Note that this is not as computationally intensive as original JP when ORDER is a simple function such as SORT. If we have prior knowledge about a "good" ordering, then this is a viable strategy for permutation-invariant modeling. However, we discussed its limitations in Section 3.2 .1 and believe that the flexibility of $\pi$-SGD and $k$-ary approximations make them more generally applicable solutions.

We also saw that an ordering can be learned from the training data, and this is another viable approximation strategy if learning can be performed efficiently. However, we saw that this approach may not lead to strong generalization performance and is philosophically different than invariant training.

Poly-canonical Orderings. Rather than defining an ordering that maps all of orbit $(\underline{\mathbf{x}})=$ $\{g \cdot \underline{\mathbf{x}}: g \in \mathbb{G}\}$ to a singleton, we can define a poly-canonical ordering that yields more than one, but fewer than $|\underline{\mathbf{x}}|$ !, possible outputs. For instance, consider a graph $\mathcal{G}$ with vertex set $\mathcal{V}=\{1,2, \ldots,|\mathcal{G}|\}$. For all permutations $\pi, \pi \cdot \mathcal{G}$ can be sorted by depthfirst search or breadth-first search starting from $\pi(1)$ [262]. A DFS defines a bijection DFS : $\mathcal{V} \rightarrow \mathcal{V}$, i.e., a permutation, and we can define $\Pi_{\mathrm{dfs}}(\mathcal{G})=\left\{\operatorname{DFS}(\pi \cdot \mathcal{G}): \pi \in \mathbb{S}_{|\mathcal{G}|}\right\}$. Typically, $\left|\Pi_{\mathrm{dfs}}(\mathcal{G})\right|<|\mathcal{G}|$ !, so pooling over permutations $\pi \in \Pi_{\mathrm{dfs}}$ reduces computation. As an example, consider these two isomorphic graphs (1-(2)-(3) and (1)-(3)-(2). The numbers illustrate orderings, or permutations, ${ }^{11} \pi_{1}$ and $\pi_{2}$. A DFS would start at the vertex labeled 1 and result in (1)-(2)(3) for each. However, a DFS ordering of (2)-(1)-(3) is still (2)-(1)-(3) and therefore different from the previous examples. Hence, the DFS reduces the number of distinct permutations to sum over, but not to just one.

Enumerating all DFS or BFS orderings can be expensive, but this becomes computationally feasible when used in conjunction with our other tractability approaches. For instance, using $\pi$-SGD, $k$-ary approximations, and DFS ordering is equivalent to selecting a random vertex and running DFS until $k$ vertices have been selected. This has the advantage of sampling connected subgraphs, whereas simply combining $\pi$-SGD and $k$-ary can sample disconnected subgraphs, which may be less meaningful. In a sparse graph, selecting only

[^26]connected induced subgraphs can dramatically reduce the number of subgraphs considered compared to naive $k$-ary with $\pi$-SGD.

More General Invariances. Canonical orientations have a natural extension to other group invariances beyond permutations. For instance, in a rotation-invariant image classification task, we could pre-rotate an image into one or a few useful orientations. As another example, we can view any preprocessing of image brightness or contrast as a canonicalization [160]. Whether the canonical form is meaningful will depend on the task and model at hand, and it still may be preferable to use other strategies such as an architecture that is transformation-invariant by design or an analogue of $\pi$-SGD.

## Synthesis of Approximation Schemes

Our approximations are not mutually exclusive and can be combined to form a vast array of strategies for enforcing invariance or encouraging approximate invariances. On the one hand, $k$-ary and poly-canonical orderings provide spectrums that trade off prior knowledge and computation. Canonical orderings may succeed if the ordering is correlated to the task at hand but can fail otherwise. $k$-ary approximations correspond to an assumption about the order of relationships (pairwise, ternary, etc.) that are important to solving the task. On the other hand, $\pi$-SGD is broadly applicable and does not make an explicit assumption about the task other than that (approximate) invariances are important.

In terms of computation, canonical orderings collapse the number of permutations to sum over and can lead to significant time savings. $\pi$-SGD also reduces the number of permutations, but unlike training on data in fixed canonical orientations, requires permuting the input at every training epoch. While $k$-ary approximations also reduce the number of terms to pool over, computation may still be infeasible if $|\underline{\mathbf{x}}|$ is large, in which case we can pair it with $\pi$-SGD training.

### 4.2 Probabilistic Motivations

Our work has strong connections to probability and exchangeable distributions. We motivated JP through the lens of invariances in neural networks, but probabilistic insights
offer an alternative perspective. We begin with a review of the concepts and then discuss connections to JP.

### 4.2.1 Review of Infinite and Finite Exchangeability

A fundamental result underpinning Bayesian statistics is de Finetti's theorem, which characterizes the distribution of exchangeable random variables [175], [263]. We say that a sequence of random variables is exchangeable when the joint probability distribution is invariant to permutations, a weaker condition than independence. Consider an infinite sequence of exchangeable random variables or a finite sequence whose distribution arises as a marginalization of an infinitely long exchangeable sequence [175], [264], [265]. When this holds, the data distribution $\mathbb{P}\left(X_{1}, X_{2}, \ldots\right)$ can be decomposed as

$$
\begin{equation*}
\mathbb{P}\left(X_{1}, X_{2}, \ldots\right)=\int_{\theta \in \Theta} \prod_{i=1}^{\infty} \mathbb{P}\left(X_{i} \mid \theta\right) \mathbb{P}(\theta) d \theta \tag{4.15}
\end{equation*}
$$

where $\Theta$ is the parameter space. ${ }^{12}$ One interpretation is that this theorem justifies the use of a prior distribution. For our purposes, it implies a mixture distribution over conditionally independent random variables given $\theta$ [263], [265]. Moreover, it imposes strong structural requirements: the probability of any subsequence must equal the marginalized probability of the original sequence (i.e., projectivity).

Finite exchangeability drops this projectivity requirement [264]. To be concrete, consider the representational form of such distributions [266], [267]. Letting $X_{1}, X_{2}, \ldots, X_{m}$ be $m$ binary random variables, their probability distribution can be represented by the generation process: (1) randomly select an integer $s \in\{1, \ldots, m\}$, (2) put $m$ balls in an urn where exactly $s$ are labeled "success", and (3) randomly draw balls from that urn one at a time. Observe that if an urn has $s$ successes, and the first $s$ draws are all successes, next cannot be. In other words, the draws are not i.i.d. In general, finite exchangeable distributions cannot be simplified beyond some form involving a non-i.i.d. distribution $\mathbb{P}_{\text {exch }}^{m}\left(X_{1}, \ldots, X_{m}\right)$ [84]. Thus,

[^27]whereas infinite exchangeability implies a mixture over conditionally independent random variables, finitely exchangeability implies a mixture over dependent random variables [264].

A special permutation-invariant distribution arises in point processes, which include distributions over points in space. Consider a generating process where both the number of points and their location are random. This arises, for instance, in Lajos Janossy's study of particle showers [83], [84], and the distribution is described by a Janossy measure. We will introduce a simple example to make the connection apparent. Following Vo, Dam, Phung, et al. [268], if we suppose $\mathcal{X}$ is a countable input space, then, the likelihood function of a point pattern is

$$
f\left(X_{1}, \ldots, X_{K}\right)=\mathbb{P}_{c}(K) \sum_{\pi} \mathbb{P}\left(X_{\pi(1)}, \ldots, X_{\pi(K)} \mid K\right),
$$

where $\mathbb{P}_{c}(K)$ is the probability of there being $K$ points total, $\pi$ are permutation functions, and $\mathbb{P}\left(x_{\pi(1)}, \ldots, x_{\pi(K)} \mid K\right)$ gives the joint probability of the points. Noting the similarity of this expression to Equation 4.1, we call our approach Janossy pooling.

Turning to graphs, there is an analogue of de Finetti's theorem for exchangeable 2-arrays, of which graphs are a special case. Observed graphs are considered to be induced subgraphs of an infinite random 2-array, and the distribution is characterized by the Aldous-Hoover theorem [265], [269], [270]. There are two notions of exchangeability for graphs. We have focused on joint exchangeability: the distribution of the array is invariant to applying the same permutation to the rows and columns. A separately exchangeable distribution is invariant to applying different permutations to the rows and columns. These ideas helped formulate the definition of JP and our extension to bipartite graphs in Section 4.3.2.

### 4.2.2 Exchangeability and Neural Networks

Zaheer, Kottur, Ravanbakhsh, et al. [26] note the similarity between DeepSets and the decomposition in Equation 4.15. Indeed, the pooling operation $\sum_{i} g\left(\boldsymbol{S}_{i,:}\right)$ can be viewed as (proportional to) a log likelihood of conditionally i.i.d. random variables, where $g\left(\boldsymbol{S}_{i,:}\right)$ is the $\log$ probability. Thus, DeepSets arises from an assumption of infinite exchangeability, and may be misspecified. This connection provides another perspective into the limitation
that DeepSets struggles to capture higher-order relationships. In contrast, JP captures relationships among random variables in a set and does not assume conditional independence, more like the finitely exchangeable distributions. To draw further parallels, finite Gibbs models [271] restrict the structure of $\mathbb{P}_{\text {exch }}$ to fixed-order dependencies, similar to $k$-ary Janossy.

Bloem-Reddy and Teh [148] develop a link between invariant deterministic functions and exchangeable distributions to inform neural network design by leveraging the idea of noise outsourcing. That is, under some fairly general conditions, the conditional distribution between any random variables $X$ and $Y, \mathbb{P}_{Y \mid X}$, has a decomposition into a deterministic function of $X$ and independent noise. Let $\mathbb{G}$ be a compact group, which includes the symmetric group of permutations. They show that a $\mathbb{G}$-invariant distribution can be represented by noise outsourcing with a deterministic neural network if there exists a maximal-invariant function of the data. By definition, such functions are constant on orbits $\operatorname{orbit}(x)=\{G \cdot x: G \in \mathbb{G}\}$ and assign different values to distinct orbits. Providing a unique representation for every orbit is precisely the goal of many JP models and forms the idea behind our proofs of their expressive power. It is interesting that maximal invariants can in theory always be computed for the discrete case, but may not be trivial to construct for continuous groups of transformations. This represents an interesting challenge for any future explorations of JP for continuous transformations.

### 4.3 Extensions

In this section, we briefly outline extensions of JP. These open interesting avenues for future exploration and further demonstrate the flexibility of JP as a framework, although we have not explored them at length. Moreover, just as JP provides a theoretical explanation of existing approaches for supervised learning on graphs and sets, a theoretical development of these ideas could further our understanding of other methods.

### 4.3.1 Equivariance

As defined in Equation 4.1, JP models invariant functions and maps possibly variablesize inputs to fixed-length vector or scalar outputs. However, JP can be extended to learning equivariant representations (see Definition 5). That is, it can map inputs to an output of the same size in an equivariant way.

For simplicity and brevity, we will define equivariant JP for fixed-length sequences, but it is straightforward to generalize the definition to graphs and variable-length inputs. Let $\vec{f}: \mathbb{R}^{n \times d_{s}} \rightarrow \mathbb{R}^{n \times d_{h}}$ be a permutation-sensitive function whose input and output are both length- $n$ sequences. Then, we can define equivariant JP by

$$
\overline{\bar{f}}(\underline{\mathbf{x}})=\frac{1}{|\underline{\mathbf{x}}|!} \sum_{\pi \in \mathbb{S}_{|\underline{\mathbf{x}}|}} \pi^{-1} \cdot \vec{f}(\pi \cdot \underline{\mathbf{x}}), \quad \underline{\mathbf{x}} \in \mathbb{R}^{n \times d_{s}}
$$

where $\pi^{-1} \in \mathbb{S}_{|\underline{\mathbf{x}}|}$ denotes the inverse element of $\pi$ in $\mathbb{S}_{|\underline{\mathbf{x}}|}$. Notice that $\mathbb{S}_{n}$ acts on both $\mathbb{R}^{n \times d_{s}}$ and $\mathbb{R}^{n \times d_{h}}$ by permuting the rows but not the columns (see Equation 2.3). Such a pooling layer could be useful for mapping every element in a sequence to a latent space without losing the sequence structure or the ordering presented. To define this for graphs, we simply let $\underline{\mathbf{x}}$ denote a graph and use the appropriate action of the symmetric group on graphs (Definition 9). Equivariant JP could provide another approach to learning vertexlevel representations.

### 4.3.2 Separate Janossy Pooling

Motivated by the distinct notions of separate exchangeability and joint exchangeability [265], we can also extend Janossy pooling to bipartite graphs. A bipartite graph is a graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ such that $\mathcal{V}$ is partitioned into nonempty sets $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ with the property that all edges are between exactly one vertex in $\mathcal{V}_{1}$ and one in $\mathcal{V}_{2}$ [259]. An example is shown in Figure A. 1 of the appendix. Bipartite graphs are often used to represent relationships between distinct entities, such as users $\left(\mathcal{V}_{1}\right)$, movies $\left(\mathcal{V}_{2}\right)$, and the ratings that users assign to movies (edges) [265]. As before, we must encode such graphs by defining an ordering over
$\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ (see Figure 3.1 and Section 3.1.2), and thus an invariant/equivariant model is typically desired.

For simplicity, consider a bipartite graph $\mathcal{G}$ without vertex or edge features. Rather than encoding $\mathcal{G}$ with an adjacency matrix, we construct a matrix $\boldsymbol{M} \in\{0,1\}^{\left|\mathcal{V}_{1}\right| \times\left|\mathcal{V}_{2}\right|}$ whose rows represent entities in $\mathcal{V}_{1}$, columns represent $\mathcal{V}_{2}$, and whose binary entries indicate whether an edge is present. Then, to extend JP, we sum over two sets of permutations, $\mathbb{S}_{\left|\mathcal{V}_{1}\right|}$ and $\mathbb{S}_{\left|\mathcal{V}_{2}\right|}$, applying permutations $\pi_{1} \in \mathbb{S}_{\left|\mathcal{V}_{1}\right|}$ to rows and $\pi_{2} \in \mathbb{S}_{\left|\mathcal{V}_{2}\right|}$ to columns. Extensions to graphs with features and to multipartite graphs are possible but omitted for brevity. Since bipartite graphs typically represent different types of entities, learned vertex-level representations may be more useful than graph-wide representations. Hence, we could combine equivariant JP with separate JP to learn vertex-level representations in bipartite graphs.

### 4.4 Experiments

In this section, we empirically demonstrate the stated benefits and validate the theoretical properties of JP. Five broad questions that we answer are: (1) Do we find that JP can better model complex relationships in a set, compared to DeepSets? (2) Does RPGNN improve the expressiveness of MPGNNs? (3) Do experiments bear out the predicted benefits of increasing $k$ and the number of sampled permutations? (4) How do different ordering schemes perform? (5) Does $\pi$-SGD training learn an approximately invariant model? Meanwhile, by illustrating a diverse set of tasks and datasets, we showcase the flexibility of the JP framework.

Since different tasks are brought to bear on the same questions, we will first lay out the datasets. Then, we will proceed through different explorations and discuss the results. Implementation details such as hyperparameter tuning and loss functions are provided in the appendix.

### 4.4.1 Datasets

We use datasets of both sets and graphs. The first two are simple synthetic datasets which abstract away complexities that are not central to our investigation. That is, they are

Table 4.1. Arithmetic Tasks. Length $n$ and support size $M$ for (multi)sets of integers sampled uniformly at random with replacement from $\{0,1, \ldots, M-1\}$.

|  | sum | range | variance | unique sum | unique count |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 5 | 5 | 10 | 10 | 10 |
| $M$ | 100 | 100 | 100 | 10 | 10 |

designed to be what John Lafferty called "fruit fly" experiments in a presentation at Purdue. The remaining are real-world datasets that are popular in the literature.

## Integer Arithmetic Datasets

This dataset extends the experiments in [26]. We sample (multi)sets of length $n$, uniformly at random and with replacement, from the set of integers $\{0,1, \ldots, M-1\}$, where integers $n$ and $M$ depend on the task and are shown in Table 4.1. The goal is to compare JP to DeepSets (a universal approximator) on tasks that require modeling relationships between elements, and we predict DeepSets to struggle. In contrast, $\pi$-SGD training will allow us to model the full sequence (e.g., with an LSTM) to capture higher-order relationships, while promoting permutation invariance for the sake of generalization. We consider summation (unary relationships) for comparison, population variance (binary relationships), unique sum, unique count, and range (higher-order relationships).

Population variance is defined by $\operatorname{Var}(\boldsymbol{x})=\frac{1}{n} \sum_{i}\left(x_{i}-\bar{x}\right)^{2}=\frac{1}{2 n^{2}} \sum_{i, j}\left(x_{i}-x_{j}\right)^{2}$ for a sequence $\boldsymbol{x}$ of integers and involves 2 -ary relationships. Unique count is the number of unique elements in the input and unique sum is the sum thereof. The range is defined by $\max (\boldsymbol{x})-\min (\boldsymbol{x})$.

The values of $n$ and $M$, shown in Table 4.1, are loosely based on the choices of [26], and are varied to control the difficulty of the task. We keep the sequences relatively small to enable experiments with exact $k$-ary training (i.e., $k$-ary without $\pi$-SGD). A large value of $M$ for the sum, range, and variance tasks prevents the problem from becoming too easy, as these functions can center around some value that can be predicted without learning the correct function. Unique sum and unique count are already difficult, so we kept $M$ at 10 , per [26].

Following existing literature, we treat all tasks except for variance as binary classification: either the prediction is correct or incorrect. For variance, we consider a regression problem with RMSE as the metric. The training data consists of 100,000 randomly sampled sequences.

## Circulant Skip Link Graphs

We create a dataset of CSL graphs (Definition 12 and Figure 4.2). Recall that $\mathcal{G}_{\mathrm{CSL}}(n, a)$ and $\mathcal{G}_{\text {CSL }}\left(n, a^{\prime}\right)$ are not isomorphic unless $a \equiv \pm a^{\prime} \bmod n$ but MPGNNs (Equation 3.1) are incapable of yielding distinct predictions for the two. Thus we define a graph classification task: for a fixed graph size $n=41$, we create CSL graphs with different skip lengths $a$ and predict the length $a \in\{2,3,4,5,6,9,11,12,13,16\}$. These skip lengths produce graphs that cannot even be distinguished by the more sophisticated vf2 testing algorithm [272], and 41 is the smallest number of vertices such that 10 such skip lengths can be produced. This is tantamount to classifying graphs into an isomorphism class. Note, we are not tackling the graph isomorphism problem since our method is an approximation. To generate multiple graphs in a class, we create a "canonical" CSL graph for each $a$, then apply random permutations. We sample 15 graphs in each class.

In this fruit fly experiment, no additional features were added, so $d_{v}=d_{e}=1$. Thus, graphs are encoded by pairs $(\boldsymbol{A}, \mathbf{1})$ containing an adjacency matrix and a constant vertex feature.

## Molecules

Learning on molecules, encoded as graphs (Figure 3.2), is a popular task for benchmarking the effectiveness of graph neural networks. Not only does modeling molecules have important applications, but molecular datasets are also more challenging than other available benchmarks [273]. We chose three datasets from the MoleculeNet project [41], [274]: MUV, HIV, and Tox21 [275]-[277].

The HIV dataset contains molecules and whether or not they inhibit HIV, resulting in a binary classification problem. The Tox21 dataset is associated with the Toxicology in the 21st Century initiative to advance the science around biochemical pathways. It measures

Table 4.2. Molecular Graph Data. The datasets come from MoleculeNet and DeepChem [41], [274]. Each train/val/test split is roughly $80 \%, 10 \%$, and $10 \%$ of the total number of graphs, respectively. The number of vertex and edge features depend on the model and thus the experiment.

| Data Set | Total Number of Graphs | Number of Targets |
| :--- | ---: | ---: |
| HIV | 41,127 | 1 |
| MUV | 93,087 | 17 |
| Tox21 | 7,831 | 12 |

molecular toxicity on 12 targets such as aromatase inhibition and aryl hydrocarbon activation. Finally, the MUV dataset is a carefully curated dataset that facilitates virtual screening analyses. It contains information on whether compounds are active/inactive for 17 targets, including various kinase and protease inhibition. Note that Tox21 and MUV are multipletarget problems. All targets are binary across all tasks.

All vertices (atoms) and edges (bonds) in all graphs (molecules) are associated with feature vectors. Atom features include one-hot encodings of the atom type, hybridization (SP, SP2), and aromaticity. The bond features include a one-hot encoding of bond type and stereochemistry in the $E-Z$ convention [278]. The dimension of these feature vectors depends on the model, and differs from experiment to experiment. In short, we follow the recommendations of DeepChem. For each dataset, the data are split randomly into training, validation, and testing sets containing roughly $80 \%, 10 \%$, and $10 \%$ of the total graphs respectively. A basic summary is shown in Table 4.2.

For experiments on molecular datasets, we will use the MPGNN of Duvenaud, Maclaurin, Iparraguirre, et al. [40]. This is a highly influential method for predicting molecular properties and is implemented in the DeepChem library [274]. The method, detailed in Algorithm 5 of the appendix, takes advantage of constraints that chemistry places on graphs. In short, it uses different aggregation functions depending on the degree of the vertex, since vertex degree is bounded in a small set by bonding laws.

Table 4.3. Real-World Vertex Classification Datasets

| Characteristic | Cora | Pubmed | PPI |
| :--- | ---: | ---: | ---: | ---: |
| Number of Vertices | 2,708 | 19,717 | Total 56,944, Average 2,373 |
| Average Degree | 3.898 | 4.496 | $28.8^{\mathrm{a}}$ |
| Number of Vertex Features | 1,433 | 500 | 50 |
| Number of Classes | 7 | 3 | $121^{\mathrm{b}}$ |
| Number of Training Vertices | $1,208^{\mathrm{c}}$ | $18,217^{\mathrm{c}}$ | $44,906^{\mathrm{d}}$ |
| Number of Validation Vertices | 500 | 500 | $6,514^{\mathrm{d}}$ |
| Number of Test Vertices | 1,000 | 1,000 | $5,524^{\mathrm{d}}$ |

${ }^{a}$ The PPI dataset comprises several graphs, so the quantities marked with an "a" represent an average across graphs.
${ }^{\mathrm{b}}$ The PPI task has 121 binary targets (it is multi-task).
${ }^{c}$ The validation and test sets were split evenly among the remaining vertices.
${ }^{\mathrm{d}}$ All of the training vertices come from 20 graphs while the testing vertices come from graphs not seen during training.

## Vertex Classification Datasets: PPI and Citation

We will use JP as an aggregator in MPGNNs for vertex classification/regression. That is, we define a model with the recursions described in Equation 3.1, using JP as a neighborhood aggregator. However, rather than ultimately aggregating the hidden vertex representations $\boldsymbol{H}_{1,:}^{(L)}, \boldsymbol{H}_{2,:}^{(L)}, \ldots, \boldsymbol{H}_{|\mathcal{G}|:}^{(L)}$ into a graph-wide prediction, we use each to predict properties of vertices $1,2, \ldots,|\mathcal{G}|$.

We consider the three undirected graph datasets used by Hamilton, Ying, and Leskovec [45]: Cora, Pubmed [279], and a protein-protein interaction (PPI) graph [46], [280], [281]. ${ }^{13}$ The first two are citation graphs where vertices represent papers, edges represent citations, and vertex features are bag-of-words representations of the document text. The task is to classify the paper topic. The PPI dataset is a collection of several graphs each representing a different human tissue; vertices represent proteins, edges represent protein interactions, features include genetic and immunological characteristics, and the task is to classify protein roles. We now discuss each dataset in more detail, and summary statistics are provided in Table 4.3.

[^28]Protein-Protein Interaction Graphs Understanding protein function is critical for developing therapies and advancing our understanding of biology. Modeling protein-protein interaction (PPI) graphs [46] is an important tool in this endeavor. In such graphs, vertices represent proteins and the edges represent interactions. Interactions are measured by lab experiments such as yeast two-hybrid screens [282].

We will use the PPI dataset created by Hamilton, Ying, and Leskovec [45]. The authors obtained PPI graphs from the 2015 update of the BioGRID database [280], a collection of expert-curated protein interactions from different studies. Inspired by [46] the authors selected several PPI graphs, each corresponding to different tissues. Their motivation was to evaluate whether their GraphSAGE model trained for vertex classification on one set of graphs could generalize to unseen graphs. Specifically, there are 24 graphs, with 20 used for training, two for validation, and two for test. These particular graphs (tissues) were selected as they have at least 15,000 edges. Altogether, there are 56,944 vertices (proteins). The authors obtained vertex feature and target information from the Molecular Signature Database, an oncology of protein information [281]. For each vertex, there are 50 features representing properties such as immunological genetic information. These particular 50 attributes were chosen since they are expressed relatively frequently in the proteins collected. Still, most feature vectors are sparse. Every vertex is associated with a 121-dimensional binary target vector. Each binary value indicates whether or not a protein has some specific function. ${ }^{14}$ A binary cross-entropy loss is applied to each target. Additional information on these graphs can be found in Table 4.3.

Cora graph The Cora citation dataset represents 2,708 papers from seven categories such as Neural Networks, Reinforcement Learning, and Genetic Algorithms. It is encoded as a graph whose vertices represent papers, edges represent citations, and vertex features capture information about the words in the document. While citations are inherently directed, the graph is encoded as an undirected graph. The vertex features are 1,433-dimensional binary vectors where a 1 indicates presence of word and 0 indicates absence; 1,433 is the number of unique words in all papers after performing stemming and stop-word removal. The task is to classify the paper topic, and cross-entropy loss is used.

[^29]Table 4.4. Modeling Higher-Order Relationships on Arithmetic Tasks. Mean (standard deviation) performance, measured in RMSE for the variance task and accuracy (A) for the remaining arithmetic tasks, averaged across 15 runs. We compare JP models trained with $\pi$-SGD on the full sequence to 1 -ary JP. DeepSets [26], a special case of JP, is shown in typewriter font. "u sum" denotes unique sum, similarly for "u count", and "Aff." denotes an affine layer. We study $k$-ary approximations and the number of sampled permutations in Section 4.4.4.

| Model | $r$ | $k$ | samples | $\operatorname{var}($ RMSE $)$ | $\operatorname{sum}(\mathrm{A})$ | range (A) | u sum (A) | u count (A) |
| :---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| MLP | Aff. | 1 | - | $119.05(1.29)$ | $1.00(0.00)$ | $0.04(0.00)$ | $0.07(0.00)$ | $0.36(0.01)$ |
| MLP | MLP | 1 | - | $1.95(0.24)$ | $1.00(0.00)$ | $0.97(0.01)$ | $1.00(0.00)$ | $1.00(0.00)$ |
| GRU | Aff. | $\|\underline{\mathbf{x}}\|$ | 1 | $1.43(0.23)$ | $0.99(0.01)$ | $0.98(0.00)$ | $1.00(0.00)$ | $1.00(0.00)$ |
| GRU | Aff. | $\|\underline{\mathbf{x}}\|$ | 20 | $1.20(0.23)$ | $0.99(0.00)$ | $0.99(0.00)$ | $1.00(0.00)$ | $1.00(0.00)$ |
| GRU | MLP | $\|\underline{\mathbf{x}}\|$ | 1 | $0.42(0.62)$ | $0.99(0.00)$ | $1.00(0.00)$ | $1.00(0.00)$ | $1.00(0.00)$ |
| GRU | MLP | $\|\underline{\mathbf{x}}\|$ | 20 | $0.40(0.37)$ | $0.99(0.00)$ | $1.00(0.00)$ | $1.00(0.00)$ | $1.00(0.00)$ |

Pubmed The Pubmed dataset is another citations graph consisting of 19,717 papers on the topic of diabetes. There are 44,338 citation links, which are treated as undirected. Each paper is classified into three topics: Experimental Diabetes, Type 1 Diabetes, or Type 2 Diabetes. The vertex features are the TFIDF scores [283], an indicator of word importance, for each of the 500 words in the corpus.

### 4.4.2 Modeling Higher-Order Relationships

As a first step, we explore modeling higher-order relationships in a sequence. One of our key observations is that DeepSets is equivalent to 1-ary Janossy pooling, so its modeling capacity relies on a complex readout function $r$. In contrast, we expect pooling over a permutation-sensitive function $\vec{f}$, such as an RNN, whose input is the entire sequence, to attain better performance in general. To efficiently estimate a JP model with an RNN, we will train with $\pi$-SGD, sampling one permutation at each training epoch. We will study $k$-ary approximations more closely in Section 4.4.4 using several different datasets.

In particular, we use the integer arithmetic dataset of Section 4.4.1. These tasks require modeling varying levels of interactions within the set. We define $\vec{f}$ as a GRU (an RNN) [94]; given a sequence input $\underline{\mathbf{x}}=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$, the GRU model returns a sequence $\left(\boldsymbol{h}_{1}, \ldots, \boldsymbol{h}_{n}\right)$,
and we take $\boldsymbol{h}_{n} .{ }^{15}$ We will approximate the Janossy model with $\pi$-SGD, sampling one and 20 permutations at inference time (inference time is studied more closely in Section 4.4.4). Our baseline is a 1-ary JP model where $\vec{f}_{1}$ is an MLP. For both full-sequence and 1-ary JP, we leverage two readout functions $r$ : affine and MLP. When $r$ and $\vec{f}_{1}$ are both MLPs, the model is equivalent to the DeepSets model [26] (see Lemma 1 and its proof). For a fixed $r$, we choose hyperparameters that keep the number of learnable parameters in the model similar. Many architectural choices were made to parallel the experiments in [26], and more details are provided in the appendix. We quantify variability by running the experiment 15 times.

Table 4.4 bears out our theoretical expectations. With a simple affine readout function $r$, the 1-ary model performs poorly for several tasks (e.g., unique sum and variance). However, when $r$ is an MLP (DeepSets), performance improves dramatically. This demonstrates reliance on complex outer layers to achieve adequate performance. Yet, although DeepSets is a universal approximator, it does not outperform the Janossy models on the variance task. Overall, the JP models achieve much better performance regardless of the choice of readout, though a more complex $r$ does improve performance on the variance task. Additionally, sampling more permutations at inference time improves performance. Finally, it is interesting that all but the simplest models are able to achieve near-perfect performance for several of the tasks.

### 4.4.3 Expressiveness of MPGNNs and RPGNNs

Next, we empirically demonstrate another key observation: RPGNNs are more powerful than MPGNNs (Theorem 2). We saw that MPGNNs cannot distinguish graphs such as the CSL graphs, but by adding permutation-sensitive one-hot IDs and training with JP, RPGNNs can.

CSL task. We begin with the CSL synthetic dataset. We choose GIN, a theoretically most powerful MPGNN [56], as the baseline, and in particular the variant with additional parameters $\vartheta$ (see Section 3.2.2). By definition, RPGIN is a JP model that defines $\vec{f}$ by

[^30]Table 4.5. Mean (standard deviation) accuracy across five folds on the CSL task.

$$
\begin{array}{cc}
\text { GIN } & \text { RPGIN } \\
\hline 0.1(0.0) & 1.0(0.0)
\end{array}
$$

adding IDs to the vertex features then passing the augmented graph to GIN (Equation 4.5). We use $\pi$-SGD to estimate JP. To evaluate performance at inference time, we sample 20 permutations and average the output, per Equation 4.12. To tune hyperparameters, we swept over the number of GNN recursions, width of the aggregator MLP, dimension of the one-hot ID, batch normalization, and dropout on an independent set of CSL graphs.

We evaluate both models with five-fold cross validation to estimate the generalization error. The classes are balanced in each. Table 4.5 bears out the theoretical predictions; GIN achieves only random accuracy $-10 \%$ on this 10 -class classification task. In contrast, the RPGIN achieves strong performance, verifying the theory that it is more expressive and demonstrating that it can be trained effectively with $\pi$-SGD training.

Molecular Task. Next, we evaluate the performance of RPGNN on the real-world molecular dataset. As a baseline GNN, we chose that of Duvenaud, Maclaurin, Iparraguirre, et al. [40], discussed in Section 4.4.1 and Algorithm 5. Again, we append permutationsensitive IDs to the features to define the RPDuvenaud et al. model. We train with $\pi$-SGD and 20 inference-time permutations. In terms of decisions about hyperparameters, data splits, and performance metrics, we follow those of [41], [274], which were based on existing chemoinformatic literature. We provide more details in the appendix.

The results shown in Table 4.6 suggest that RPDuvenaud et al. can improve performance over the baseline but does not impose a risk of hurting performance. Note that canonical orderings approaches are also shown in this table so that they can be compared with RPDuvenaud et al. in our discussion in Section 4.4.5.

Conclusions The CSL task showed that the RPGNN model can dramatically improve over the baseline for highly symmetric graphs when no features are available. For the molecular tasks, rich features are available, which help to break symmetries even in the baseline GNN. For these, the results of RPDuvenaud et al. were promising on the HIV task and achieved similar performance to the baseline on the others. Putting these two experiments

Table 4.6. Performance on Molecular Tasks. We show mean (standard deviation) ROC-AUC across multiple random data splits. The baseline MPGNN is from Duvenaud, Maclaurin, Iparraguirre, et al. [40] and described in Algorithm 5. Models under the JP framework are RPDuvenaud et al. and two based on poly-canonical orderings, described in Sections 4.4.3 and 4.4.5.

| Model | HIV (AUC) | MUV (AUC) | Tox21 (AUC) |
| :--- | :---: | :---: | :---: |
| RPDuvenaud et al. | $0.832(0.013)$ | $0.794(0.025)$ | $0.799(0.006)$ |
| Duvenaud et al. | $0.812(0.014)$ | $0.798(0.025)$ | $0.794(0.010)$ |
| CNN-DFS | $0.542(0.004)$ | $0.601(0.042)$ | $0.597(0.006)$ |
| RNN-DFS | $0.627(0.007)$ | $0.648(0.014)$ | $0.748(0.055)$ |

together, we suggest that practitioners train with RPGNN in place of their favorite GNN as it may improve generalization performance. The extent of improvement will depend significantly on the nature of the task.

### 4.4.4 Impact of $k$ and Number of Sampled Permutations: GraphSAGE

Now we investigate the impact of $k$ and $\pi$-SGD in approximating a JP model. We expect that increasing the number of sampled permutations at inference time for models trained with $\pi$-SGD will drive down variance and lead to better generalization performance. We also expect that increasing $k$ in $k$-ary approximation makes the pooling layer more expressive (Theorem 3). The effect of $k$ can be studied both with and without $\pi$-SGD. Additionally, by casting GraphSAGE [45] as a $k$-ary JP model with $\pi$-SGD, we leverage the insights from our theory to provide a simple modification that improves its performance.

Vertex classification. JP can be used as a neighborhood aggregator in a vertex classification task. Indeed, the GraphSAGE-LSTM [45] model uses an RNN over a set of randomly sampled features in vertex neighborhoods as an aggregator, making it a $k$-ary $\pi$-SGD JP aggregator. The model uses two layers of recursion, hence two approximate JP layers. However, the authors originally used only one permutation sample at inference time. Therefore, the vertex classification dataset of [45] serves the double purpose of a task for studying the effect of increasing $k$ and the number of permutations sampled, as well as whether sampling more permutations at inference time can improve GraphSAGE. Regarding the architecture and evaluation, we mostly followed [45]. Note that our choice of the micro-averaged F1 score


Figure 4.5. Impact of increasing $k$ and the number of inference permutations in the GraphSAGE-LSTM model on the PPI dataset. The GraphSAGE-LSTM model uses a JP neighborhood aggregator with $\pi$-SGD and $k$-ary training. The setting $k_{1}, k_{2}$ refers to the number of permutations sampled in recursions 1 and 2 , respectively.
as the metric for the PPI dataset also follows from that paper. Other details are provided in the appendix.

Figure 4.5 shows the impact of increasing the permutations and $k$ at inference time using the PPI dataset. Since there are two aggregation steps, we can try different values of $k$ in different layers. We see that increasing $k$ systematically improves performance. Sampling more permutations also increases performance, but diminishing returns set in relatively quickly. Still, using paired tests - t and Wilcoxon signed rank - we find that test performance with seven sampled permutations versus one permutation is significant with $p<10^{-3}$ over 12 replicates. It is exciting that the generalization of GraphSAGE can be improved by the straightforward modification of sampling more permutations at inference time.

For the other two citations datasets, we found that all models performed similarly, including naive mean pooling. This points to an easy task, and in retrospect it stands to reason that the topic of a paper can be adequately predicted by computing the average represen-
tations of papers in the neighborhood (papers with citation links). This may not require modeling relationships between neighboring papers. The research community has since come to the conclusion that these citation graphs cannot be used to effectively benchmark among graph models of varying degrees of complexity and sophistication [8]. The results, which are not very insightful, are shown in the appendix.

Arithmetic Tasks. We return to the "fruit fly" arithmetic task. On these tasks, we have some insight into the order of relationships (e.g., variance is 2-ary). Moreover, we made the sequences small so that we can evaluate the performance of exact $k$-ary inference. Our architecture for $\vec{f}_{k}$ performs the following computations: map each integer to a higherdimensional space, concatenate each of the hidden vectors, and pass to an MLP. We perform this for all $k$-sized subsequences, pool the results, and pass the vector through a readout function $r$. Altogether, this constitutes a $k$-ary JP model. Note that we are not training with $\pi$-SGD.

Table 4.7 shows the results for two levels of complexity in the readout function. For a simple readout $r$, increasing $k$ improves performance on several tasks, including range, unique sum, and unique count. Increasing $k$ does not improve performance on the sum task (1-ary). On the variance task, which we know to be 2 -ary, setting $k=2$ achieves the best performance. We are slightly surprised to find that setting $k=3$ hurts performance. This points to a challenge with optimizing the 3-ary model. Inspecting the results when $r$ is an MLP reveals no obvious benefit to increasing $k$ in the preceding JP layer. The most logical explanation is that the optimization problem is more challenging.

While these results somewhat support our theory when $r$ is a simple affine layer, they also point to difficulty in training $k$-ary models. This observation, and the strong performance observed with $\pi$-SGD training on a model that uses the full sequence (Table 4.4), suggest the latter may be a more robust training approach. Simultaneously, exploring the optimization is an interesting avenue for future work.

Finally, we can study the impact of increasing the number of permutations when training with $\pi$-SGD. From Table 4.4 we observe a modest benefit when increasing the number of inference-time permutations from 1 to 20 .

Table 4.7. $k$-ary Approximations and the Arithmetic Tasks. Mean (standard deviation) performance, measured in RMSE for the variance task and accuracy (A) for the remaining arithmetic tasks, averaged across 15 runs. We compare $k$-ary JP models trained exactly with different values of $k$. DeepSets [26], a special case of JP, is shown in typewriter font.

| Model | $k$ | $r$ | $\operatorname{var}(\mathrm{RMSE})$ | sum (A) | range (A) | uniq. sum (A) | uniq. count (A) |
| :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| MLP | 1 | Affine | $119.05(1.29)$ | $1.00(0.00)$ | $0.04(0.00)$ | $0.07(0.00)$ | $0.36(0.01)$ |
| MLP | 2 | Affine | $4.37(0.50)$ | $0.99(0.00)$ | $0.09(0.00)$ | $0.17(0.00)$ | $0.74(0.03)$ |
| MLP | 3 | Affine | $8.99(0.99)$ | $0.99(0.00)$ | $0.21(0.00)$ | $0.44(0.02)$ | $0.89(0.04)$ |
| MLP | 1 | MLP | $1.95(0.24)$ | $1.00(0.00)$ | $0.97(0.01)$ | $1.00(0.00)$ | $1.00(0.00)$ |
| MLP | 2 | MLP | $3.49(0.48)$ | $1.00(0.00)$ | $0.97(0.01)$ | $1.00(0.00)$ | $1.00(0.00)$ |
| MLP | 3 | MLP | $6.90(0.47)$ | $0.93(0.02)$ | $0.93(0.02)$ | $1.00(0.00)$ | $1.00(0.00)$ |

### 4.4.5 Exploring Different $\vec{f}$ Architectures and Canonical Orderings

In this section, we investigate two other proposed schemes in the JP framework. First, we explore CNN and RNN architectures for $\vec{f}$ on graph tasks. Equation 4.7 describes the CNN model. The RNN $\vec{f}$ reinterprets the adjacency tensor as a sequence. In brief, for a vertex $v$ in a graph $\mathcal{G}$, we pass the sequence $\left(\mathbf{A}_{v, 1,:}, \mathbf{A}_{v, 2,:}, \ldots, \mathbf{A}_{v,|\mathcal{G}|,:}\right)$ to an LSTM, and the vertex features to an MLP, to obtain a hidden representation for the vertex. All vertex-level representations form another sequence that we pass to another LSTM model. The details are provided in the appendix. Arguably, these methods rely on the vertex and edge features more so than the previous approaches. Since the molecules dataset contains rich feature information, we evaluate these architectures on those.

Arguably, it is more sensible to run an RNN on a connected subgraph. Thus, we run BFS and DFS from a randomly-selected vertex to collect a $k$-sized connected induced subgraph. In other words, we take a $k$-ary $\pi$-SGD approach with poly-canonical orderings (Section 4.1.2).

The results are shown in Table 4.6. Unfortunately, we see that these approaches tend to perform poorly. The only exception is the RNN-DFS, which approaches the performance of the GNNs on the Tox21 dataset, but still appears inferior. We cannot conclude that CNNs and RNNs are systematically worse approaches, but that further exploration is required to understand if and under which circumstances these models could perform well.


Figure 4.6. $\pi$-SGD Promotes Invariance. We show the permutationsensitivity, measured by the variance over permutations, of RPGIN throughout optimization with $\pi$-SGD and "standard" training.

### 4.4.6 $\pi$-SGD Training Learns an Approximately Invariant Model

We have seen that $\pi$-SGD training of permutation-sensitive models can lead to strong generalization performance. However, we have not verified that $\pi$-SGD training learns an approximately invariant model. Formally, assuming that the output of $\vec{f}$ is scaled to have unit norm, ${ }^{16}$ consider whether $\pi$-SGD training reduces the quantity

$$
\begin{equation*}
\sum_{\pi_{1} \in \mathbb{S}_{|\underline{\mathbf{x}}|}} \sum_{\pi_{2} \in \mathbb{S}_{|\underline{\mathbf{x}}|}}\left\|\vec{f}\left(\pi_{1} \cdot \underline{\mathbf{x}} ; \hat{\boldsymbol{\Theta}}_{f}\right)-\vec{f}\left(\pi_{2} \cdot \underline{\mathbf{x}} ; \hat{\boldsymbol{\Theta}}_{f}\right)\right\|_{2}^{2}, \tag{4.16}
\end{equation*}
$$

where $\hat{\boldsymbol{\Theta}}_{f}$ denotes the estimated parameters from $\pi$-SGD training. Note that Equation 4.16 is related to the sum of the diagonals of the empirical variance-covariance matrix. To investigate this, we compare training an RPGIN architecture with $\pi$-SGD to standard training on the CSL data. We train to convergence in both cases. Throughout training,

[^31]we estimate Equation 4.16 with 100 pairs of sampled permutations on a set of graphs that were not seen during training. Since there are several graphs in the validation dataset, we compute Equation 4.16 for each and report the maximum (the results for the mean are similar). Furthermore, we quantify the permutation-sensitivity of both the latent graph representation and the (pre-softmax) graph-wide prediction. Figure 4.6 shows these results for one round of training. We repeated this experiment several times and found that the results were similar. The results suggest that training with $\pi$-SGD reduces the permutationsensitivity of the RPGIN function.

### 4.5 Impact in the Literature

Insights from the Janossy pooling framework have been leveraged in other theoretical and applied works. Of particular note is the idea of appending IDs to improve MPGNNs (i.e., RPGNNs), which has since been applied by numerous authors. Sato, Yamada, and Kashima [187] show that RPGNNs with $\pi$-SGD training can approximately learn algorithmic solvers on graph-theoretic problems. Chen, Villar, Chen, et al. [78] propose a local $R P$ that operates over small egonets of a graph. RPGNNs also inspired a new method that uses Laplacian Eigenmaps to break symmetries in graphs [8]. Related to the expressiveness of GNNs, many authors have used the CSL task as a benchmark [8], [78]-[80]. A second key contribution of ours, highlighting limitations of DeepSets, was built upon in [62]. Indeed, Janossy pooling was suggested as a flexible approach for learning permutation-invariant aggregation functions in graph neural networks by the textbook [132]. Looking at the framework overall, JP was leveraged in [27] to learn set-of-set representations. A last example to mention is that the concept of poly-canonical orderings of graphs was used in [284] to learn an invariant graph generation model.

On the applied front, the ideas of JP have been recognized in works on calcium imaging [285] and diagnostic predictions from Electronic Health Records [286].

## 5. REGULARIZING TOWARDS INVARIANCE

There are two potential drawbacks of the methods we have discussed so far. First, as a general principle, invariant training can degrade generalization performance if the true function of the data is not invariant. Second, in spite of the theoretical and empirical evidence that $\pi$-SGD training is effective, it can also lead to challenges in optimization. We hypothesize that regularizing a model towards invariance is a sensible approach to addressing both challenges. First, training any model with a permutation-sensitivity penalty allows the extent of enforced invariance to be data driven; if a model trained with strong regularization towards invariance cannot fit the data, it suggests that an invariant model is inappropriate. To trade off between the generalization benefits of invariant models and the corresponding reduction in flexibility, we will select the model trained with the largest regularization strength that does not damage train/validation performance unacceptably. Typically, this model will not be exactly permutation-invariant, but we demonstrate that it is usually less variable over permutations of the input. Second, some of the challenges with $\pi$-SGD optimization may arise from the variance of $\vec{f}$ over transformations, and it stands to reason that regularization could stabilize $\pi$-SGD. Overall, such an approach provides a framework encompassing both (approximately) permutation-invariant models and permutation-sensitive ones.

In this chapter, we propose Birkhoff regularization (BReg), which defines a penalty term that can be added to the optimization objective. This BReg term penalizes the extent to which a function varies along tangent vectors in the direction of permutations. These tangent vectors are created with doubly-stochastic matrices, giving rise to the name of our method; the Birkhoff polytope is the set of doubly-stochastic matrices. In Section 5.1, we elaborate on the aforementioned motivations for introducing regularized training with BReg. In Section 5.2, we introduce the BReg penalty and discuss training details in Section 5.3. Then, we gain insights into BReg via an optimization perspective in Section 5.4 and finally empirically validate the method with experiments.

### 5.1 Motivating BReg

In this section, we further discuss the motivations for a regularization that penalizes model sensitivity to permutations.

### 5.1.1 Appropriateness of Invariance

Restricting the function class to invariant models comes at the cost of flexibility. While invariant models can generalize better when the true data distribution is (at least approximately) invariant to some transformation, they incur bias when the assumption is inappropriate. For example, the function $f(\boldsymbol{s})=f\left(s_{1}, s_{2}, \ldots, s_{n}\right)=\max \left(s_{1}, s_{2}\right)$ for $\boldsymbol{s} \in \mathbb{R}^{n}$ is difficult to model with a permutation-invariant function. In practice, it is not always clear what types and magnitudes of invariances are appropriate. This was observed by Li, Hu, Wang, et al. [287], who propose a method to search for the most appropriate invariances for a task so that the data can be augmented accordingly. In Mouli and Ribeiro [179], the authors propose CGReg, a training scheme that preserves all invariances except those that are inconsistent with the training data. Their experiments demonstrate cases where incorrectly enforced invariances result in failure. Some authors are concerned with learning the subset of transformations the model should be invariant to. Benton, Finzi, Izmailov, et al. [176] propose to learn the correct magnitude of invariance (e.g., a subset $[0,2 \pi$ ) of rotation angles) end-to-end using the reparameterization trick [202] and construct synthetic tasks where fully rotation-invariant steerable CNNs [288] will fail. Cohen-Karlik, Ben David, and Globerson [177] point out that the half-range function $\operatorname{HR}\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\max \left\{x_{1}, \ldots, x_{\lfloor n / 2\rfloor}\right\}-\min \left\{x_{\lfloor n / 2\rfloor+1}, \ldots, x_{n}\right\}$, is not invariant to all permutations [177]. In this section, we are most interested in the former case, where there is uncertainty about whether invariance to permutations is helpful for a task.

This challenge is quite relevant to modeling graph data. Consider time-evolving graphs such as the preferential attachment model with fitness [82]. In this model, new vertices are added to the graph at different time steps. The probability that new vertices form an edge with existing vertices is increasing in their degree and level of fitness. Thus, in the observed graph, a vertex with high degree can be either one that entered the graph early
or one with high fitness. Knowledge of the temporal ordering can help to identify whether high-vertex degrees are "fitter" or "earlier". Fitness and preferential attachment have been used to describe many phenomena including citations networks and protein interactions [82], [289]. As another example, the ordering of vertices in representing brain graphs can depend on brain atlases [113], [200], [290]. If nearby brain regions are close together in the indexing, then the ordering has scientific meaning. Using a model that is permutation-invariant could underperform when there is meaning in the ordering.

It may appear that our present argument - that ordering may carry useful information in some tasks - contradicts our previous account of the importance of permutation-invariance in graph and set data. Previously, we saw that some ordering must be assigned in order to encode a graph or set on the computer (e.g., Figure 3.1). There is not a unique ordering, and certainly when one is chosen arbitrarily, a permutation-invariant model is strongly recommended. However, part of our contribution is to present an argument in the relevant literature ${ }^{1}$ that the ordering present in the data may be meaningful, and we will propose a new method on the basis of this argument. In other words, while an arbitrary encoding is sometimes used to encode these data, it does not imply that there is never a meaningful ordering. Moreover, we emphasize that one cannot always ask an expert whether the ordering is relevant. Often, datasets arise from a curation process that may involve several scholars, possibly working independently, and sometimes by aggregating different data sources [291]. A data-driven approach would make an important contribution to the literature.

To address this challenge, one might consider learning the best ordering, and we discussed some methods above. However, if order matters, standard training of a permutation-sensitive model may be a better solution. In that case, the model can adapt to optimally use the information in the ordering, supervised by the target variables. Moreover, many models that learn an ordering must still hand-code task knowledge into the architecture [5]. We believe that a permutation-sensitivity penalty is more adaptive.

Remark 9 In this section, it is arguably more appropriate to say"graph-like" and "set-like" data than it is to say graphs and sets. Technically, stating that the order of elements may

[^32]carry meaning contradicts the definition of a set. Nonetheless, our goal is to train models whose inputs are encoded as sets or graphs, as discussed in Chapter 3, with a regularization scheme designed to let the data decide whether the order matters through the choice of a hyperparameter.

### 5.1.2 $\pi$-SGD Variance

Various scholars have pointed out that training with $\pi$-SGD can prove challenging. Pabbaraju and Jain [292] construct synthetic tasks where $\pi$-SGD performs poorly and show that it leads to models with large orbit variance (Equation 4.16) when the input is a long sequence. Cohen-Karlik, Ben David, and Globerson [177] report that $\pi$-SGD failed to converge in their experiments. We speculate that these observations may arise when $\pi$-SGD training alone is insufficient for variance reduction. Figure 5.1 provides a glimpse into the challenges by plotting training loss against epoch. The left plot corresponds to training an RPGNN to solve the CSL task on very large graphs. We see that there is a large spike in the loss after apparent convergence, which creates challenges in model training and selection. On the right, we compare standard training to $\pi$-SGD in predicting the variance of fixed-length sequences. In this case, $\vec{f}$ is an MLP. Models trained with $\pi$-SGD stabilize at a large loss value far from zero. Since the target is indeed permutation-invariant, and the function is within the class of functions that JP can express, this points to an issue of variance. Adding a permutation-sensitivity penalty could mitigate these difficulties.

### 5.1.3 Additional Related Work

A few methods have been proposed related to regularization and invariances. SIRE [177] regularizes recurrent models towards permutation-invariance for set-like inputs specifically. Yang, Wang, and Heinze-Deml [293] propose defenses against worst-case transformations to improve model robustness, but their method can only enforce invariance to a subset of the group of transformations, such as small rotations. This is not suitable for permutationinvariance (invariance to the action of the symmetric group). In contrast, our approach is applicable to both graph and set data, and is compatible with a wide array of different


Figure 5.1. Challenges of $\pi$-SGD Training. We study loss as a function of epoch. Left: training RPGNN on a CSL task (Section 4.4.1) with large graphs. Right: training an MLP to predict the variance of the input.
models. In principle, BReg is equally applicable to sequence models like Transformer and Recurrent Neural Networks, as well as permutation-sensitive graph models such as RPGNNs. To the best of our knowledge, we are the first to leverage the Birkhoff-von Neumann theorem to propose a regularizer for permutation-invariance for set- and graph-like data.

To train models with the BReg penalty, we draw inspiration from [179], where the authors propose to encourage invariance to any transformations that do not contradict the data. This allows models to inherit the generalization (and extrapolation) benefits of invariant training but limits the bias. Similarly, we will let the permutation-invariant regularization strength grow until the performance degrades unacceptably. If even small regularization results in a significant deterioration, we can use the original model. In contrast to [179], this work delves deeply into graph- and set-like data, providing a host of specific strategies, as well as deeper insights into that literature.

### 5.2 Birkhoff Regularization Penalty

To promote permutation-invariance, we will add a permutation-sensitivity penalty to the optimization objective, analogously to the parameter norm penalties in LASSO and ridge regression [85], [244]. In particular, we will define a nonnegative function $R: \mathcal{X} \times \mathcal{F} \rightarrow \mathbb{R}_{\geq 0}$ where $\mathcal{X}$ is a input space of set- or graph-like data and $\mathcal{F}=\{\vec{f}(\cdot ; \boldsymbol{\Theta})\}_{\boldsymbol{\Theta}}$ is the function

Table 5.1. Variants and Examples of BReg. (Left): An overview of regularization strategies existing under the BReg framework. We can (1) compute tangent vectors of model components or inputs; (2) measure (and penalize) variability in the predicted or latent quantities; (3) use TangentProp (TP) [15] or Finite Differences (FD) as the style of regularization. To define the regularization, we make a choice from each row. (Right): Examples. In the first row, we compute tangent vectors in input space, measure variability in the predicted quantity, and use a TangentProp penalty. As shown, more details on this case can be found in Definition 18 and Algorithm 3.

| BReg Variants |  |
| :--- | :--- |
| Tangent vector of: | Input, Model |
| Measure variation in: | Prediction, Latent |
| Penalty term style: | TP, FD |


| Examples of BReg Described At Length |  |  |  |
| :--- | :--- | :--- | :--- |
| Tan Vec | Measure Var | Style | Reference |
| Input | Pred | TP | Def 18, Alg 3 |
| Input | Pred | FD | Eq 5.2 |
| Model | Pred | FD | Fig 5.4 |

class to search over. ${ }^{2}$ We sum this penalty with the task loss in the objective function, and control its importance with a strength parameter $\lambda \geq 0$. Note that the task loss component could either be that of a Janossy model estimated with $\pi$-SGD (Equation 4.10) or the typical empirical risk for any permutation-sensitive model.

To compute the BReg penalty, we approximate the extent to which a function varies in the direction of permutations. Broadly speaking, we achieve this with an approach like TangentProp (Equation 2.4) or by finite differences. Tangent vectors are computed via multiplications with a doubly-stochastic matrix, which we will make precise below. In many cases, it is helpful to compute tangent vectors along directions in the input space (perturbations to the data) or the model (perturbations to model components). For example, we will see that regularization can be applied to the positional encodings of Transformer models. All told, BReg is highly flexible and can be implemented in many ways to better suit the model architecture, modeling goal, or task. Table 5.1 provides an overview and the terminology that we will use.

In the next section, we will simultaneously introduce the mathematical tools and one type of BReg to make the idea concrete. Then, we turn to a general discussion of the different forms of BReg, their individual merits, and some specific architectures. In this chapter, the

[^33]norm $\|\cdot\|$ denotes the $\ell_{2}$ norm if the input is a vector, the Frobenius norm for matrices, and its natural generalization for higher-order arrays (i.e, tensors). This is the norm used in the definition of TangentProp [15].

### 5.2.1 TangentProp Perspective and Mathematical Tools for BReg

We saw in Equation 2.4 that TangentProp (TP) penalizes the extent to which a model varies along tangent vectors of some transformation of the input, thereby training a model towards invariance. We will use this to motivate BReg.

A Closer Look at TangentProp. Simard, Victorri, LeCun, et al. [15] argue that, while invariances could be learned directly from infinite data and computation, this may not happen in practice. Accordingly, they propose TP, a regularization towards invariance. Relevant to our goal, the authors specifically mention that data augmentation - which describes $\pi$-SGD with one training-time sample - is an inefficient strategy for training towards invariance. We hypothesize that TP could be more efficient at reducing variance over permutations. Moreover, summing over multiple tangent vectors in Equation 2.4 can enforce invariance to linear combinations of transformations. In our case, this implies that the regularization can promote invariance in the span of multiple permutations, which could more efficiently explore the space of permutations than sampling alone. As another justification, TP-BReg can be seen as an efficient proxy for a minimization problem over the Birkhoff polytope. In brief, we will construct tangent vectors via multiplication with doubly-stochastic matrices, which also arise when relaxing a discrete optimization problem over permutations to their convex hull. We will explore this more in Section 5.4.

To the best of our knowledge, this is the first work to bridge the gap between TP and regularizing towards permutation-invariance in graphs/sets and to derive connections between regularization and set models. Like TP , training with the BReg penalty will not result in a fully permutation-invariant model, but can reduce the permutation sensitivity.

TangentProp for Permutation-Invariance and the Birkhoff Polytope. To use TP regularization, we must approximate tangent vectors. We begin by reviewing the scheme for enforcing rotation-invariance when modeling images. Let $\mathbf{I}_{0}$ denote an original image and $\mathbf{I}_{\varepsilon}$ denote the image rotated by a small angle $\varepsilon>0$. Then, the tangent vector approximation
is $\left(\mathbf{I}_{\varepsilon}-\mathbf{I}_{0}\right) / \varepsilon$. Multiplying the Jacobian of the model with respect to the input by this tangent vector and taking the norm gives the penalty in Equation 2.4.

To introduce the idea for regularizing permutation sensitivity, let $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$ denote a sequence of $n$ real numbers, and let $\boldsymbol{P}$ denote any $n \times n$ permutation matrix except the identity $\boldsymbol{I}_{n}$ (see Definition 6). Recall that $\boldsymbol{P} \boldsymbol{x}$ denotes a permutation of $\boldsymbol{x}$. The relevant analogue of rotating an image is a step along the line towards a permutation given by $s(c)=(1-c) \boldsymbol{I} \boldsymbol{x}+c \boldsymbol{P} \boldsymbol{x}=((1-c) \boldsymbol{I}+c \boldsymbol{P}) \boldsymbol{x}, c \in[0,1]$. Thus, a tangent vector pointing from $\boldsymbol{x}$ to its permutation $\boldsymbol{P} \boldsymbol{x}$ will be of the form

$$
\begin{equation*}
\frac{\left(\left(1-c^{\prime}\right) \boldsymbol{I}+c^{\prime} \boldsymbol{P}\right) \boldsymbol{x}-\boldsymbol{x}}{c^{\prime}}=\frac{\boldsymbol{D} \boldsymbol{x}-\boldsymbol{x}}{c^{\prime}}, \tag{5.1}
\end{equation*}
$$

for some $c^{\prime} \in[0,1]$, where $\boldsymbol{D}:=\left(\left(1-c^{\prime}\right) \boldsymbol{I}+c^{\prime} \boldsymbol{P}\right)$ is a convex combination of the identity and permutation matrices. We will see that $\boldsymbol{D}$ is a doubly-stochastic $(\mathrm{DSt})^{3}$ matrix, which forms the backbone of our approach.

Definition 16 For any $n \in \mathbb{Z}_{\geq 1}$, a matrix $\boldsymbol{D} \in[0,1]^{n \times n}$ is doubly-stochastic if $\sum_{i=1}^{n} D_{i, j}=$ $\sum_{j=1}^{n} D_{i, j}=1$ for all $j \in\{1, \ldots, n\}$ and all $i \in\{1, \ldots, n\}$ [294].

Observe that permutation matrices, including the identity matrix, are doubly-stochastic. Next, we will characterize the set of all DSt matrices.

Definition 17 Let $\mathcal{A}=\left\{\boldsymbol{A}^{(1)}, \ldots, \boldsymbol{A}^{(m)}\right\} \subset \mathbb{R}^{n \times p}$ be a finite set of matrices. Then the convex hull of $\mathcal{A}$ is given by $\operatorname{conv}(\mathcal{A})=\left\{\sum_{i} c^{(i)} \boldsymbol{A}^{(i)}: c^{(i)} \geq 0 \forall i\right.$, and $\left.\sum_{i} c^{(i)}=1\right\}$.

The following result shows formally that DSt matrices arise as convex combinations of permutations matrices, a fact that is often utilized in convex relaxations of minimization problems over permutations [200], [295]-[297].

Theorem 4 (Birkhoff-von Neumann Theorem [298], [299]) For any $n \in \mathbb{Z}_{\geq 1}$, let $\mathcal{P}_{n}$ denote the set of all $n \times n$ permutation matrices. Then, $\operatorname{conv}\left(\mathcal{P}_{n}\right)=\left\{\boldsymbol{D} \in[0,1]^{n \times n}\right.$ : $\boldsymbol{D}$ is doubly-stochastic\}.

[^34]$\mathcal{B}_{n}:=\operatorname{conv}\left(\mathcal{P}_{n}\right)$ is called the Birkhoff polytope. So, tangent vectors, which in this case arise as convex combinations of permutation matrices, are defined by DSt matrices. It can be shown that the Birkhoff polytope is overparameterized in the sense that fewer than $(n-1)^{2}+1$ terms (i.e., permutation matrices) in the convex combination are needed to represent any doubly-stochastic matrix [298]. This suggests that invariance along the directions of all permutations can be enforced with far fewer than $n!$ vectors. In other words, these $O\left(n^{2}\right)$ permutations suffice to constrain the model to achieve the desired invariance. However, in most cases, it will be too computationally expensive to pass $O\left(n^{2}\right)$ permutations of the input through the model at each optimization step.

The Permutohedron. Before generalizing to any set or graph, let us introduce the permutohedron, which facilitates visualization. Letting $\mathcal{P}_{n}$ denote the set of $n \times n$ permutation matrices, the set $\mathcal{P} \mathcal{H}_{n}:=\operatorname{conv}\left(\left\{\boldsymbol{P}(1,2, \ldots, n)^{\mathrm{T}}: \boldsymbol{P} \in \mathcal{P}_{n}\right\}\right)^{4}$ is called the permutohedron [295], [300]. ${ }^{5}$ Examples are shown in Figure 5.2. We will view $(1, \ldots, n)$ as the indices of a set or graph input. Permutations of the indices correspond to vertices of the permutohedron, denoted $\mathcal{V}\left(\mathcal{P} \mathcal{H}_{n}\right)$, and multiplication by a general DSt matrix maps to any point on $\mathcal{P} \mathcal{H}_{n}$. In fact, the permutohedron is a projection of the Birkhoff polytope from $\mathbb{R}^{n \times n}$ to $\mathbb{R}^{n}$ [295]. These facts will facilitate our construction of tangent vectors in the direction of permutations.

Going beyond permutations of $(1, \ldots, n)^{\mathrm{T}}$, the generalized permutohedron is the convex hull of permutations of any sequence of real numbers. Therefore, the tangent vector in Equation 5.1 lies on the generalized permutohedron of $\boldsymbol{x}$, which we will denote $\mathcal{P H}(\boldsymbol{x})$. This is useful when visualizing permutations of sequences and is especially helpful for the discussion in Section 5.4.

Generalizing Tangent Vectors. Equation 5.1 hints that we can define tangent vectors for any graph or set input with doubly-stochastic matrices. Now, just as an angle parameterizes a rotation matrix, we parameterize doubly-stochastic matrices with a single hyperparameter $\varepsilon>0$. For now, we write $\boldsymbol{D}(\varepsilon, n)$ as any DSt matrix such that $\left\|\boldsymbol{D}(\varepsilon, n)-\boldsymbol{I}_{n}\right\|=\varepsilon$, ${ }^{6}$ for

[^35]


Figure 5.2. Examples of Permutohedra. For $n \in \mathbb{Z}_{\geq 1}$, the standard permutohedron $\mathcal{P} \mathcal{H}_{n}$ is defined as the convex hull of all permutations of $(1,2, \ldots, n)$. For any $\boldsymbol{x} \in \mathbb{R}^{n}$, the generalized permutohedron $\mathcal{P H}(\boldsymbol{x})$ is the convex hull of permutations of $\boldsymbol{x}$. Left: examples for $n=2$. The standard permutohedron is the line segment connecting $(1,2)$ to $(2,1)$. Two generalized permutohedra, $\mathcal{P H}((1,3))$ and $\mathcal{P H}((1.5,2.5))$ are also shown. Notice that these permutohedra overlap since $1+3=1.5+2.5=4$. Right: the standard permutohedron $\mathcal{P} \mathcal{H}_{3}$.
any $\varepsilon>0$ and $n \in \mathbb{Z}_{n \geq 2} .^{7}$ The hyperparameter $\varepsilon$ controls the distance between the identity matrix and a doubly-stochastic matrix inside the Birkhoff polytope, but is not equivalent to the length of the tangent vector. In particular, $\|\boldsymbol{D}(\varepsilon, n) \boldsymbol{x}-\boldsymbol{x}\|$ depends on the value of $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$. For instance, if $\boldsymbol{x}=(1, \ldots, 1)^{\mathrm{T}}$, then $\|\boldsymbol{D} \boldsymbol{x}-\boldsymbol{x}\|=\|\mathbf{0}\|=0$, for all DSt $\boldsymbol{D}$, by definition. Analogously, the angle between vectors does not depend on their magnitudes. Details on creating $\boldsymbol{D}$ and setting the hyperparameter $\varepsilon$ are provided in subsequent sections.

The next definition formalizes the tangent vectors, and an example is shown in Figure 5.3. Effectively, we already know how to permute a set or graph with permutation matrices $\boldsymbol{P}$, and we simply replace $\boldsymbol{P}$ with any DSt matrix $\boldsymbol{D}$.

Definition 18 (Tangent Vectors for BReg) For any $n$, let $\mathscr{S}_{n, d_{s}}=\mathbb{R}^{n \times d_{s}}$ be the set of length-n sequences of $d_{s}$-dimensional vectors, $\varepsilon \in \mathbb{R}_{>0}$, and $\boldsymbol{D}(\varepsilon, n)$ denote any $n \times n$

[^36]

Figure 5.3. Example Tangent Vector for BReg. We visualize $\hat{T}_{\boldsymbol{D}(\varepsilon, n)}^{\prime}$ for a sequence of scalars. The input sequence is $\boldsymbol{x}=(0,2)^{\mathrm{T}} \in \mathbb{R}^{2 \times 1}$ and we let $\boldsymbol{P}$ be the only $n \times n$ non-identity permutation matrix for $n=2$. If we let $\varepsilon=0.2$, then the doubly-stochastic matrix $\boldsymbol{D}=\left(\begin{array}{cc}0.9 & 0.1 \\ 0.1 & 0.9\end{array}\right)$ satisfies $\left\|\boldsymbol{D}-\boldsymbol{I}_{2}\right\|=\varepsilon$ where $\boldsymbol{I}_{2}$ is the identity matrix. The product $T_{\boldsymbol{D}}(\boldsymbol{x})=\boldsymbol{D} \boldsymbol{x}=(0.2,1.8)^{\mathrm{T}}$ sends $(0,2)^{\mathrm{T}}$ towards the vector $(2,0)^{\mathrm{T}}$. The tangent vector is $\varepsilon \hat{T}_{\boldsymbol{D}}^{\prime}(\boldsymbol{x})=$ $(0.2,1.8)^{\mathrm{T}}-(0,2)^{\mathrm{T}}=(0.2,-0.2)^{\mathrm{T}}$.
doubly-stochastic matrix such that $\left\|\boldsymbol{D}(\varepsilon, n)-\boldsymbol{I}_{n}\right\|=\varepsilon$. We can send length-n sequences in the direction of permutations with a function $T_{\boldsymbol{D}(\varepsilon, n)}: \mathscr{S}_{n, d_{s}} \rightarrow \mathscr{S}_{n, d_{s}}$ defined by

$$
T_{\boldsymbol{D}(\varepsilon, n)}(\boldsymbol{S})=\boldsymbol{D}(\varepsilon, n) \boldsymbol{S}, \forall \boldsymbol{S} \in \mathscr{S}_{n, d_{s}} .
$$

For graphs, we can define a similar operation. First, without edge features, we only have the adjacency matrix, and we can define

$$
T_{\boldsymbol{D}(\varepsilon, n)}(\mathcal{G})=T_{\boldsymbol{D}(\varepsilon, n)}(\boldsymbol{A}, \boldsymbol{F})=\left(\boldsymbol{D}(\varepsilon, n) \boldsymbol{A} \boldsymbol{D}(\varepsilon, n)^{T}, \boldsymbol{D F}\right)
$$

for all $\mathcal{G}=(\boldsymbol{A}, \boldsymbol{F}) \in \mathscr{G}_{n, d_{v}, d_{e}}, d_{v} \geq 1$ and $d_{e}=1$. When edge features are present $\left(d_{e}>1\right)$, we have an adjacency tensor $\mathbf{A}$, and we compute $\boldsymbol{D}(\varepsilon, n) \mathbf{A}_{;,, j} \boldsymbol{D}(\varepsilon, n)^{T}$ for all $j=1, \ldots, d_{e}$. We will call $T_{\boldsymbol{D}(\varepsilon, n)}$ a soft permutation and have deliberately overloaded it so that we can generalize to graph- or set-like inputs. Letting $\underline{\boldsymbol{x}}$ denote an arbitrary set or graph and vec the graph or set vectorization operation defined in the appendix, write

$$
\hat{T}_{\boldsymbol{D}(\varepsilon, n)}^{\prime}(\underline{\boldsymbol{x}})=\frac{\operatorname{vec}\left(T_{\boldsymbol{D}(\varepsilon, n)}(\underline{\boldsymbol{x}})\right)-\operatorname{vec}(\underline{\boldsymbol{x}})}{\varepsilon},
$$

as the tangent vector approximation of a permutation transformation associated with doublystochastic matrix $\boldsymbol{D}$.

Remark 10 Note that this definition applies to modeling variable-sized inputs for any $n \geq 2$. Our schemes for creating $\boldsymbol{D}(\varepsilon, n)$ are general and have similar geometric interpretations regardless of $n$. Moreover, we have used vec only for the sake of being mathematically precise. In practice, we can make use of broadcasting in computational libraries such as PyTorch [301], and leave the inputs as matrices/tensors.

Notice that $T_{I}\left((1, \ldots, n)^{\mathrm{T}}\right)=(1, \ldots, n)^{\mathrm{T}}$, so $T_{\boldsymbol{I}}$ leaves the indices unchanged. For permutation matrices $\boldsymbol{P}, T_{\boldsymbol{P}}\left((1,2, \ldots, n)^{\mathrm{T}}\right)$ affects a permutation, or a mapping of indices to another vertex on the permutohedron. In general, $T_{D}$ performs the action of the symmetric group in the special case that $\boldsymbol{D}$ is a permutation matrix. An example of the TP-BReg penalty is shown in Algorithm 3 (see also Table 5.1).

```
Algorithm 3 Computing the TP-BReg Penalty
    Input 1: Either sequence \(\boldsymbol{S}\) or graph \(\mathcal{G}=(\boldsymbol{A}, \boldsymbol{F})\)
            2: Hyperparameters \(\varepsilon>0\), regularization strength \(\lambda>0\)
            3: Model \(\vec{f}\)
    \(n \leftarrow\) size of input
    Create doubly-stochastic \(\boldsymbol{D}\) s.t. \(\left\|\boldsymbol{D}-\boldsymbol{I}_{n}\right\|=\varepsilon \quad \triangleright\) See Section 5.2.3
    if input is a sequence \(\boldsymbol{S}\) then
        \(\boldsymbol{S}_{\text {perturbed }} \leftarrow \boldsymbol{D} \boldsymbol{S} \quad \triangleright\) Perturb input, i.e., compute \(T_{\boldsymbol{D}(\varepsilon, n)}\)
        \(\boldsymbol{v} \leftarrow \frac{1}{\varepsilon} \operatorname{vec}\left(\boldsymbol{S}_{\text {perturbed }}-\boldsymbol{S}\right) \quad \triangleright\) Compute tangent vector, i.e., \(\hat{T}_{\boldsymbol{D}(\varepsilon, n)}^{\prime}\)
    end if
    if input is a graph \((\boldsymbol{A}, \boldsymbol{F})\) then
        \(\boldsymbol{A}_{\text {per }} \leftarrow \boldsymbol{D} \boldsymbol{A} \boldsymbol{D}^{\mathrm{T}} \quad \triangleright\) Perturb adjacency matrix, i.e., part of \(T_{\boldsymbol{D}(\varepsilon, n)}\)
        \(\boldsymbol{F}_{\text {per }} \leftarrow \boldsymbol{D F} \quad \triangleright\) Perturb vertex features, i.e., part of \(T_{\boldsymbol{D}(\varepsilon, n)}\)
        \(\boldsymbol{v} \leftarrow \frac{1}{\varepsilon}\left(\operatorname{vec}\left(\boldsymbol{A}_{\text {per }}, \boldsymbol{F}_{\text {per }}\right)-\operatorname{vec}(\boldsymbol{A}, \boldsymbol{F})\right) \quad \triangleright\) Compute tangent vector \(\hat{T}_{\boldsymbol{D}(\varepsilon, n)}^{\prime}\)
    end if
    \(\boldsymbol{J} \leftarrow\) Compute Jacobian of \(\vec{f}\) w.r.t (vectorized) input \(\triangleright\) See Section 5.2.4
    Return \(\lambda\|\boldsymbol{J} \boldsymbol{v}\|^{2}\)
Computing the TP-BReg penalty \(R_{\mathrm{TP}}\left(\underline{\mathbf{x}}, \vec{f}_{\boldsymbol{\Theta}}\right)\), for the case that we (1) compute tangent vectors in the input space, (2) measure variation in the predicted quantity, and (3) use TPstyle penalization (see Table 5.1). We have made a few simplifying assumptions for clarity. We can sum over multiple tangent vectors (see Equation 2.4) with a simple modification. When edge features are present, we compute \(\boldsymbol{D} \boldsymbol{A}_{;,, j} \boldsymbol{D}^{\mathrm{T}}\) for all \(j=1, \ldots, d_{e}\). The vec function to vectorize inputs is used for mathematical clarity, but it is not required in practice (see Remark 10).
```


### 5.2.2 General BReg

Now we introduce several varieties of BReg, providing detail to Table 5.1. The following are different categories of BReg strategies, and the schemes we choose from each category can be used in any combination.

## Space of Tangent Vector

We are not restricted to defining transformations $T_{D}$ over the input. Rather, we can penalize sensitivity to transformations $T_{D}$ applied to parameters of the model. As an example, consider the Transformer model [236] for sequences. Aside from a positional encoding layer, Transformer uses permutation-equivariant layers [60]. When used with the trainable
positional encoding of [302], which are permutation-equivariant for some values of the parameters, Transformers form a family of models on a spectrum of permutation sensitivity. Precisely, the learnable positional encoding layer is defined by $\vec{f}_{1}(\boldsymbol{S} ; \boldsymbol{\xi})=\boldsymbol{S}+\boldsymbol{\xi}$, where $\boldsymbol{\xi} \in \mathbb{R}^{n \times d_{s}}$ is a matrix of trainable parameters and $\boldsymbol{S}$ is a sequence input. In words, we associate each index $i \in\{1, \ldots, n\}$ of the sequence with a vector of parameters $\boldsymbol{\xi}_{i,:}$ and add it to the corresponding vector $\boldsymbol{S}_{i,:}$. This helps to leverage information in the ordering of elements in a sequence. Yet, if the columns of $\boldsymbol{\xi}$ are constant, the layer is permutation-equivariant. Thus, to penalize permutation sensitivity, we can compute transformations $T_{\boldsymbol{D}(\varepsilon, n)}(\boldsymbol{\xi})=\boldsymbol{D} \boldsymbol{\xi}$, tangent vectors $\hat{T}_{\boldsymbol{D}(\varepsilon, n)}^{\prime}(\boldsymbol{\xi})=\frac{1}{\varepsilon}\left(\operatorname{vec}\left(T_{\boldsymbol{D}(\varepsilon, n)}(\boldsymbol{\xi})\right)-\operatorname{vec}(\boldsymbol{\xi})\right)$, and use a TangentProp approach. In this way, we can simultaneously learn the correct amount of permutation invariance, in an interpretable fashion, and take advantage of the strong expressive power of Transformers. An example is shown in Figure 5.4, which also uses the Finite Differences BReg penalty described below.

## Measuring Variation in the Latent or Prediction

Our discussion in the previous section suggested regularizing the permutation-sensitivity of the entire neural network $\vec{f}=\vec{f}_{L} \circ \vec{f}_{L-1} \circ \cdots \circ \vec{f}_{1}$. However, another common strategy in learning invariant models is to enforce the latent vector returned by the penultimate layer $\vec{f}_{L-1} \circ \cdots \circ \vec{f}_{1}$ to be invariant to permutations of the input [9], [149]. One reason for doing so is related to transfer learning; given a powerful invariant latent representation, we would only need to fine tune the last layer to transfer to a new task [24]. Thus, we may want to penalize "permutation sensitivity in the latent". The approach is similar penalizing permutation-sensitivity in the prediction. Tangent vectors are computed as before, but the Jacobian matrix is now defined as $\left(\partial \boldsymbol{h}_{i} / \partial \underline{\mathbf{x}}_{j}\right)_{i j}$ where $\boldsymbol{h}=\vec{f}_{L-1} \circ \cdots \circ \vec{f}_{1}(\underline{\mathbf{x}})$.

Arbitrary Scaling We encounter a difficulty when measuring variation in the latent; the penalty can be reduced by changes in model parameters that do not achieve the desired effect. For example, if we redefine $\vec{f}_{L} \circ \vec{f}_{L-1} \circ \vec{f}_{L-2} \circ \cdots \circ \vec{f}_{1}$ to $\vec{g}_{L} \circ \vec{g}_{L-1} \circ \vec{f}_{L-2} \cdots \circ \vec{f}_{1}$ where $\stackrel{\rightharpoonup}{g}_{L-1}(\boldsymbol{h})=\frac{1}{\alpha} \vec{f}_{L-1}(\boldsymbol{h})$ and $\stackrel{\rightharpoonup}{g}_{L}(\boldsymbol{h})=\vec{f}_{L}(\alpha \boldsymbol{h})$, we can reduce the penalty by making $\alpha$ large, since the penalty is computed on the output of layer $L-1$. To prevent this, we


Figure 5.4. An example regularizing a permutation-sensitive Transformer-like model with BReg. The flavor of regularization, in the terms of Table 5.1, are: (1) compute a tangent vector on model parameters, (2) measure variation in the predicted quantity, and (3) use the Finite Differences style of penalty. The left chain describes the typical model architecture. A learnable positional encoding $\boldsymbol{\xi}$ is added to the input $\boldsymbol{S}$ and passed to SetTransformer. On the right, we see regularization computations. We multiply the positional encoding matrix with a doubly-stochastic matrix, created with a scheme from Section 5.2.3, and pass the result to SetTransformer. The norm of the difference is multiplied with a regularization strength and added to the task loss. Rectangles with rounded edges indicate operations with trainable parameters, diamonds indicate hyperparameters, and ellipses are mathematical operations.
propose to add random noise to the latent value. That is, if $\boldsymbol{h}^{(L-1)}$ is the hidden vector of the penultimate layer, then in the last layer, we compute

$$
\vec{f}_{L}\left(\boldsymbol{h}^{(L-1)}+\boldsymbol{\zeta}\right)
$$

where $\boldsymbol{\zeta} \sim N\left(0, \sigma^{2} \boldsymbol{I}\right)$ is of the same dimension as $\boldsymbol{h}^{(L-1)}$. When noise is added, the optimization should pressure the previous layers $\vec{f}_{L-1} \circ \cdots \circ \vec{f}_{1}$ to output values with larger norm, outside of the noise range. Otherwise, all the signal is lost in the noise. We do not have a formal proof of this but demonstrate the phenomenon empirically in the experiments. The
benefit of this strategy is that it only adds zero-mean noise to the penalty. In contrast, a naive solution such as scaling the latent vector to have a constant norm could interfere with the BReg penalty, which is designed to measure the norm difference in the latent values.

## Finite Differences

As discussed, BReg involves computing a TP-style penalty. In practice, we find that TP-BReg is expensive in both time and memory. Backpropagating through the Jacobian requires two passes through the network in frameworks that use reverse-mode differentiation like PyTorch (see Section 5.2.4). An alternative, but similarly motivated approach is to directly use Finite Differences (FD) of the form

$$
\begin{equation*}
R_{\mathrm{FD}}(\underline{\mathbf{x}}, \vec{f})=\frac{\left\|\vec{f}(\underline{\mathbf{x}})-\vec{f}\left(T_{\boldsymbol{D}(\varepsilon, \underline{\mathbf{x}})}(\underline{\mathbf{x}})\right)\right\|}{\varepsilon}=\frac{\left\|\vec{f}\left(T_{\boldsymbol{I}_{|\underline{\mathbf{x}}|}}(\underline{\mathbf{x}})\right)-\vec{f}\left(T_{\boldsymbol{D}(\varepsilon,|\underline{|\underline{\mid}|}|}(\underline{\mathbf{x}})\right)\right\|}{\varepsilon} \tag{5.2}
\end{equation*}
$$

for any $\underline{\mathbf{x}} \in \mathcal{X}$ and $\vec{f} \in \mathcal{F}$, where $\mathcal{F}$ is parameterized by trainable parameters. This approach can be extended to measuring variation in the latent and tangent vectors of model components. An example is shown with Transformers in Figure 5.4.

### 5.2.3 Choice of Doubly-Stochastic Matrices

To compute meaningful tangent vectors, we have supposed that doubly stochastic matrices are distance $\varepsilon$ from $\boldsymbol{I}_{n}$. There are two approaches we can take to ensure this. The first, which we use in our experiments, involves specifying $\varepsilon$ and computing an appropriate $\boldsymbol{D}$. An alternative approach which could provide more flexibility is to sample a DSt matrix and then compute the appropriate $\varepsilon$. We can mix these approaches to create multiple tangent vectors at each epoch, and sum over the penalties corresponding to each (see Equation 2.4).

## Prespecified $\varepsilon$

We define algorithms to construct DSt matrices $\boldsymbol{D}$ such that $\left\|\boldsymbol{D}(\varepsilon, n)-\boldsymbol{I}_{n}\right\|=\varepsilon$. These have a dual interpretation in geometry and our regularization. The geometric interpretations are independent of the choice of $n \in \mathbb{Z}_{\geq 2}$ and regularization can be applied to problems with
variable-length inputs. The strategies below leverage the fact that the convex combination of DSt matrices is DSt.

Center Steps. For all $n \in \mathbb{Z}_{\geq 2}$, the centroid of the polytope $\mathcal{B}_{n}$ is $\boldsymbol{C}_{n}:=\frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\mathrm{T}}$, where $\mathbf{1}_{n}$ is a vector containing $n$ ones [298]. We define $\boldsymbol{D}_{\text {center }}(\varepsilon, n)=(1-c(\varepsilon, n)) \boldsymbol{I}_{n}+c(\varepsilon, n) \frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\mathrm{T}}$ where $c(\varepsilon, n)=\frac{\varepsilon}{\sqrt{n-1}}$ and $\varepsilon \in(0,1)$. The definition of $c(\varepsilon, n)$ ensures that $\| \boldsymbol{D}_{\text {center }}(\varepsilon, n)-$ $\boldsymbol{I}_{n} \|=\varepsilon$ (proven in the appendix) and the condition $\varepsilon \in(0,1)$ ensures $c(\varepsilon) \in(0,1)$ for all $n \geq 2$. We call this the center-step scheme.

Notice that, for a sequence $\boldsymbol{S}$ of length $n$, the multiplication $T_{\boldsymbol{C}_{n}}(\boldsymbol{S})=\boldsymbol{C}_{n} \boldsymbol{S}$ computes the average of the vectors in $\boldsymbol{S}$. If $\boldsymbol{A}$ is an adjacency matrix of a graph, then $\boldsymbol{C}_{n} \boldsymbol{A} \boldsymbol{C}_{n}^{\mathrm{T}}=$ $\frac{1}{n^{2}} \sum_{i, j} A_{i, j} \mathbf{1 1}^{\mathrm{T}}$. This matrix can be viewed as the adjacency matrix of a completely connected weighted graph, where all edges have the same weight, and the weight depends on the original edge density. Thus, $\hat{T}_{D_{\text {center }}(\varepsilon, n)}^{\prime}$ computes tangent vectors that point to the average of the input. In some sense, a BReg penalty defined with center-step accounts for all permutations at once.

Random Segment Steps. We can also create an $n \times n$ DSt matrix by the following scheme: (1) sample $i, j$ uniformly without replacement from $\{1, \ldots, n\}$, (2) swap rows $i, j$ of the identity matrix $\boldsymbol{I}_{n}$ to form matrix $\boldsymbol{Q}_{n},(3)$ define $\boldsymbol{D}_{\text {segment }}(\varepsilon, n)=(1-c(\varepsilon)) \boldsymbol{I}_{n}+c(\varepsilon) \boldsymbol{Q}_{n}$ where $c(\varepsilon)=\varepsilon / 2$ for $\varepsilon \in(0,2]$. Again, the definition of $c(\varepsilon)$ guarantees $\| \boldsymbol{D}_{\text {segment }}(\varepsilon, n)-$ $\boldsymbol{I}_{n} \|=\varepsilon$ and the range for $\varepsilon$ guarantees a valid convex combination. Instead of swapping two rows, we could sample any random permutation matrix and perform a convex combination. However, in this case, we would need to compute the appropriate form of $c(\varepsilon, n)$ such that $\|\boldsymbol{D}-\boldsymbol{I}\|=\varepsilon$ and ensure that the sampled matrix is not the identity. In our experiments, we just swap two rows for simplicity.

For the geometric intuition, let $v \in \mathcal{V}(\mathcal{P H})$ be a vertex of the permutohedron obtained by swapping two elements of $(1, \ldots, n)^{\mathrm{T}} \in \mathcal{V}(\mathcal{P H})$. A line segment can be drawn between these two vertices hence we call this the random-segment scheme and write $\boldsymbol{D}_{\text {segment }}$.

In the context of regularization, this corresponds to enforcing invariance to random transpositions. Invariance to all such transpositions implies invariance to all permutations. Together with the fact that TP can enforce invariances to linear combinations of the tangent vectors penalized, we hypothesize that this is an efficient way to penalize sensitivity to permu-
tations. This somewhat resembles $\pi$-SGD training, and the two approaches are not mutually exclusive. We can train with $\pi$-SGD and regularize to tame orbit variance. However, this regularization places an explicit penalty on permutation sensitivity.

Computation. In practice, there are more efficient strategies than computing explicit convex combinations. Instead, we can analytically derive the result. For instance, if $i$ and $j$ are the rows to swap when computing $\boldsymbol{D}_{\text {segment }}$, we can directly set $D_{i, j}=D_{j, i}=c(\varepsilon)$, $D_{i, i}=D_{j, j}=1-c(\varepsilon)$, and let all other rows besides $i, j$ have 1 on the diagonal and 0 on the off-diagonal.

## Sampling Doubly-Stochastic Matrices

We can construct valid tangent vectors by sampling any doubly-stochastic matrix $\boldsymbol{D}$ and then computing $\varepsilon=\|\boldsymbol{D}-\boldsymbol{I}\|$.

Linderman, Mena, Cooper, et al. [200] proposes a stick-breaking approach for sampling doubly-stochastic matrices from the Birkhoff polytope. This distribution includes a temperature parameter that controls the concentration around exact permutation matrices (the vertices of the permutohedron), which is arguably most natural. Alternatively, we can create any random permutation matrix $\boldsymbol{P}$ (except the identity matrix) and take a convex combination with the identity matrix, as with the center-step and random-segment schemes. On a final note, we could leverage the popular Sinkhorn-Knopp algorithm [303]. This algorithm is designed to map matrices of positive elements to the Birkhoff polytope by iteratively normalizing the rows and columns to sum to one. It is known to converge, but may not result in an exact DSt matrix in infinite iterations. Nonetheless, we could sample a matrix of positive elements with any sampler, then apply Sinkhorn-Knopp for several iterations. Note that these are not computations we need to differentiate as we are not optimizing over DSt matrices, in contrast with several works in the literature.

### 5.2.4 Backprop through the Jacobian

TangentProp requires computing and differentiating a Jacobian-vector product (JVP), i.e., a vector multiplied on the left by the Jacobian (see Equation 2.4). While automatic
differentiation typically liberates the researcher from calculating derivatives, this particular computation is not straightforward. In particular, frameworks like PyTorch [301] often use reverse-mode differentiation [304], which does not give direct or efficient access to the Jacobian or to the Jacobian-vector product. Rather, these are optimized for computing vector-Jacobian product (VJP). To compute the JVP efficiently, we use the trick developed in [305], which only requires backpropagating twice through the network. In contrast, the computation required to extract the Jacobian directly grows with the size of the input in current PyTorch implementations.

In brief, we can compute (and backprop through) the Jacobian-vector product with PyTorch by computing two vector-Jacobian products. Let $f$ be a model and $\boldsymbol{v}$ a vector of appropriate dimension, and we desire the JVP $f^{\prime}(\boldsymbol{x}) \boldsymbol{v}$, where $f^{\prime}(\boldsymbol{x})$ denotes the Jacobian of the model $f$ with respect to input $\boldsymbol{x}$ (see Equation 2.4). Then, letting $\boldsymbol{u}$ denote a dummy vector of the same dimension as $f(\boldsymbol{x})$, we first compute the vector-Jacobian product $\boldsymbol{u}^{\mathrm{T}} f^{\prime}(\boldsymbol{x})$. The second vector-Jacobian product multiplies $\boldsymbol{v}$ by the Jacobian of $\boldsymbol{u}^{\mathrm{T}} f^{\prime}(\boldsymbol{x})$, viewed as a function of $\boldsymbol{u}$. A short mathematical justification is provided in [305], and we provide additional details in the appendix.

### 5.3 Training with BReg

So far, we have given a mathematical description of $R$, the BReg penalty function. Optimizing a model regularized with BReg is similar to training models that use other regularization schemes like the $\ell_{2}$ weight penalty. However, there are some nuances to discuss.

Choosing a Regularization Strength. The goal of BReg is to train a permutationinvariant model whenever invariance does not contradict the data. Increasing the regularization strength $\lambda$ used during training should result in a corresponding reduction in permutation sensitivity of the estimated model. We demonstrate this in our experiments. As a result, we anticipate that regularized models will often have worse performance on the data observable during training, since we are limiting the flexibility of the model. However, the goal is to reap benefits in generalization or extrapolation, especially if the test-set data are ordered differently than what is observed during training. Accordingly, we should choose the model trained with the strongest acceptable regularization, which we call the

Maximum Acceptable Strength (MAS), for test-time predictions. To select $\lambda_{\text {MAS }}$, we inspect the validation-set performance of models trained with varying strengths. Numerically, we can follow [179] and choose the strength resulting in a model whose accuracy is within five percentage points of the largest validation accuracy. The practitioner can also decide from a plot, for instance choosing a strength beyond which performance starts to degrade rapidly (see Section 5.5). In our experiments, we found it helpful to search over a logarithmic scale including zero to identify an appropriate range, and one can subsequently sweep over a finer set of values if necessary. For instance, we chose $\lambda \in\left\{0,2^{-3}, 2^{-2}, \ldots, 2^{4}\right\}$.

To emphasize the importance of choosing a MAS $\lambda$, consider the task of predicting the maximum element in a sequence. If all sequences in the training data are sorted in ascending order, then a permutation-sensitive model can fit the data by learning a function that simply reports the last sequence element. However, this would fail if test-time sequences have a different ordering. Naively choosing the regularization strength with best performance at training time could result in selecting the smallest regularization strength, corresponding to the fully permutation-sensitive model, and failing at test time. Meanwhile, shuffling the sequences (i.e., data augmentation or indeed $\pi$-SGD training) to solve this problem is not the only suitable approach. Doing so encodes an assumption of invariance, which may contradict the task. Our experiments further explore these ideas.

Selecting $\varepsilon$. The hyperparameter $\varepsilon$ appears in the definition of tangent vectors. In the TangentProp framework, it should be infinitesimally small, but in practice this could lead to numerical stability challenges. We experimented with tuning $\varepsilon$ and found that the optimal value does indeed vary with the task, model, and regularization scheme (TP versus FD and so on). We typically tuned $\varepsilon$ in the range $[0.0001,0.1]$.

Alternatively, setting $\varepsilon$ to be "large" results in regularization approaches with a different interpretation. In particular, when $\varepsilon$ is large enough, our schemes for constructing doublystochastic matrices can result in strict permutation matrices other than the identity. For instance, consider the naive penalty scheme of sampling a random permutation $\pi$ from the subset of permutations that swap two elements and computing $\|\vec{f}(\underline{\mathbf{x}} ; \boldsymbol{\Theta})-\vec{f}(\pi \cdot \underline{\mathbf{x}} ; \boldsymbol{\Theta})\|$. This is equivalent to using Random Segment doubly-stochastic matrices with $\varepsilon=2$ (see Section 5.2.3). Thus, such approaches are part of our framework. A direction for future work is
to provide concrete theoretical guidance on the choice of $\varepsilon$, and we explore a few different choices in the experiments.

Computational Cost. The regularization penalty adds computational overhead to the optimization procedure. We find that regularized models must be trained for more epochs to converge. Intuitively, minimization must balance competing goals of reducing the penalty $R$ and fitting the training data. However, we argue that the additional computational cost is justified in pursuit of models that have better generalization performance and a data-driven scheme for deciding the appropriate amount of invariance for a given task. As a solution, we typically do not stop training until the validation-set performance has stopped decreasing for (say) 100 epochs. Another interesting direction for future work would be exploring regularization strength schedulers, their relationships with learning rate schedulers, and the impact on convergence.

Selecting a BReg Variant. We have proposed numerous variants of BReg. To choose among them, one can begin by deciding whether the chosen model for the task admits a natural regularization with BReg, such as the positional encoding of Transformer-like models. Next, if computational resources or training time are limited, the FD approach offers a faster alternative to TP, although TP achieves better performance in some of our experiments. Broadly speaking, the question of which approach to use is an empirical one that we begin to address in our experiments section.

### 5.4 Optimization Perspective and Connections to Other Work

Fundamentally, the goal of BReg is to reduce some quantity over all permutations, so we draw inspiration from optimization literature on permutation problems. These are NPHard discrete optimization problems and are approached with a variety of relaxations and heuristics [306]-[308]. Relaxations involve solving a minimization over the Birkhoff polytope $\mathcal{B}_{n}$ - a convex set - and converting the solution back to as permutation [200], [295]-[297].

We will connect optimization problems over $\mathcal{B}_{n}$ to BReg. For simplicity of notation and visualization, assume for now that the input is a sequence of scalars, $\mathcal{X}=\mathbb{R}^{n \times 1}$. So, regularization is posed as reducing the fluctuations in $\vec{f}$ over the convex hull of permutations
of its input. That is, letting $\mathcal{P H}(\boldsymbol{x})$ denote the generalized permutohedron of $\boldsymbol{x}$, we could define the penalty as

$$
\begin{equation*}
R(\boldsymbol{x}, \vec{f})=\mathbb{E}_{\boldsymbol{x}^{\dagger} \sim \mu(\mathcal{P H}(\boldsymbol{x}))}\left[\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)\right|\right] \tag{5.3}
\end{equation*}
$$

where $\mu$ is any probability measure on $\mathcal{P} \mathcal{H}(\boldsymbol{x}), \operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})}(\cdot)$ is the scalar projection onto the permutohedron, and $|\cdot|$ is the absolute value. For vectors $\boldsymbol{v}$ and $\boldsymbol{u}$, the scalar projection $\operatorname{comp}_{\boldsymbol{u}} \boldsymbol{v}$ gives the magnitude of $\boldsymbol{v}$ in the direction of $\boldsymbol{u}$ and is given by $\operatorname{comp}_{\boldsymbol{u}} \boldsymbol{v}=$ $\cos (\omega(\boldsymbol{v}, \boldsymbol{u}))\|\boldsymbol{v}\|$, where $\omega(\boldsymbol{v}, \boldsymbol{u})$ is the angle between $\boldsymbol{v}$ and $\boldsymbol{u}$ [309]. In our case, the absolute value of $\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})}$ measures the length of a vector in the direction of the permutohedron. Without the projection, we would penalize fluctuations in $\vec{f}$ along directions that do not point to permutations. The probability measure $\mu$ can be chosen to induce a continuous distribution that concentrates near permutations (vertices of permutohedra), a discrete distribution that only puts mass on permutations, and so on.

Notice that Equation 5.3 can be written

$$
\mathbb{E}_{\boldsymbol{D} \sim \tilde{\mu}\left(\mathcal{B}_{n}\right)}\left[\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{D} \boldsymbol{x}} \vec{f}(\boldsymbol{D} \boldsymbol{x})\right|\right]
$$

where the expectation now runs over doubly-stochastic matrices $\boldsymbol{D}$ in the Birkhoff polytope $\mathcal{B}_{n}$, and $\tilde{\mu}$ is a probability measure over $\mathcal{B}_{n}$. As we will see in Section 5.4.3, the projections are difficult to implement efficiently in practice. Hence, we will not dwell on a formal description, other than noting that TP and FD BReg can be viewed as tractable proxies. Instead, we will study this theoretically to glean new insights into BReg, including the FD and TP variants.

### 5.4.1 Linear Model Example: Not a Shrinkage Penalty

It is instructive to study the linear model defined by $\vec{f}(\boldsymbol{x} ; \boldsymbol{w})=\boldsymbol{w}^{\mathrm{T}} \boldsymbol{x}$ for any $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$ and fixed $\boldsymbol{w} \in \mathbb{R}^{n \times 1}$. The gradient is $\nabla_{\boldsymbol{x}} \vec{f}(\boldsymbol{x} ; \boldsymbol{w})=\boldsymbol{w}$, for any $\boldsymbol{x}$, so if our penalty was not defined in terms of projected gradients, it would effectively reduce to $\mathbb{E}_{\boldsymbol{x}^{\dagger} \sim \mu(\mathcal{P} \mathcal{H}(\boldsymbol{x}))}[\|\boldsymbol{w}\|]=$ $\|\boldsymbol{w}\| .{ }^{8}$ Hence, the penalty would only be minimized by the zero vector, which is a stronger

[^37]condition than needed. For permutation invariance, it suffices to set $\boldsymbol{w}=w \mathbf{1}$, a vector where every weight has the same value $w \in \mathbb{R}$. We will see that this is the condition enforced by Equation 5.3.

To compute the penalty, we must compute $\operatorname{comp}_{\mathcal{P} \mathcal{H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger} ; \boldsymbol{w}\right)$ for all $\boldsymbol{x}^{\dagger} \in \mathcal{P} \mathcal{H}(\boldsymbol{x})$. First, we observe that $\mathcal{P H}(\boldsymbol{x})$ lies on a hyperplane: if $s=\sum_{i} x_{i}$, then $\sum_{i} x_{i}^{\dagger}=s$ for all $\boldsymbol{x}^{\dagger} \in \mathcal{P} \mathcal{H}(\boldsymbol{x})$. Hence, we describe the permutohedron by its normal vector, which we can read off of the coefficients of the hyperplane equation as $\mathbf{1}=(1, \ldots, 1)^{\mathrm{T}}$ [309]. Since vectors are normally written to be unit-norm, we write the normal vector of the permutohedron as $\boldsymbol{z}=\frac{1}{\sqrt{n}} \mathbf{1}$.

Next we compute $\cos \left(\omega\left(\nabla_{x} \vec{f}(\boldsymbol{x} ; \boldsymbol{w}), \boldsymbol{v}\right)\right)=\cos (\omega(\boldsymbol{w}, \boldsymbol{v}))$ where $\omega(\boldsymbol{w}, \boldsymbol{v})$ is the angle between $\boldsymbol{w}$ and any vector $\boldsymbol{v}$ that points in a direction along $\mathcal{P} \mathcal{H}(\boldsymbol{x})$. First observe that the angle with the normal vector is $\omega(\boldsymbol{w}, \boldsymbol{z})=\cos ^{-1}\left(\frac{\boldsymbol{w}^{\mathrm{T}} \boldsymbol{z}}{\|\boldsymbol{w}\|}\right)$. Moreover, we can suppose without loss of generality that the angle between $\boldsymbol{w}$ and $\boldsymbol{v}$ is not obtuse, since we only need the absolute value of the scalar projection. Thus, with standard trigonometry, we can derive

$$
\cos (\omega(\boldsymbol{w}, \boldsymbol{v}))=\sqrt{1-\frac{1}{\|\boldsymbol{w}\|^{2}}\left(\boldsymbol{z}^{\mathrm{T}} \boldsymbol{w}\right)^{2}} .
$$

Hence, after some computation, for any $\boldsymbol{x}^{\dagger} \in \mathcal{P} \mathcal{H}(\boldsymbol{x})$,

$$
\begin{aligned}
\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger} ; \boldsymbol{w}\right)\right| & =\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \boldsymbol{w}\right| \\
& =\|\boldsymbol{w}\||\cos (\omega(\boldsymbol{w}, \boldsymbol{v}))| \\
& =\|\boldsymbol{w}\| \sqrt{1-\frac{1}{\|\boldsymbol{w}\|^{2}}\left(\boldsymbol{z}^{\mathrm{T}} \boldsymbol{w}\right)^{2}} \\
& =\sqrt{\sum_{i=1}^{n} w_{i}^{2}-n \bar{w}^{2}},
\end{aligned}
$$

where $\bar{w}:=\frac{1}{n} \sum_{i=1}^{n} w_{i}$. Notice that this is proportional to the (population) standard deviation of $\boldsymbol{w}$. Since this holds true for any $\boldsymbol{x}^{\dagger}$, we have proven the following proposition.

Proposition 5 When $\vec{f}(\boldsymbol{x} ; \boldsymbol{w})=\boldsymbol{w}^{T} \boldsymbol{x}$, the penalty defined in Equation 5.3 becomes

$$
R(\boldsymbol{x}, \stackrel{\rightharpoonup}{f})=\mathbb{E}_{\boldsymbol{x}^{\dagger} \sim \mu(\mathcal{P H}(\boldsymbol{x}))}\left[\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)\right|\right]=\sqrt{\sum_{i=1}^{n} w_{i}^{2}-n \overline{\boldsymbol{w}}^{2}}=\operatorname{sd}(\boldsymbol{w}) \sqrt{n-1},
$$

for any $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$. That is, the penalty is proportional to the standard deviation of the regression coefficients. Therefore, $R(\boldsymbol{x}, \vec{f})=0$ if $\boldsymbol{w}=w \mathbf{1}, w \in \mathbb{R}$ and $R(\boldsymbol{x}, \vec{f})>0$ otherwise.

Remark 11 This example has shown that the penalty enforced by the alternative regularization defined in Equation 5.3 has an intuitive interpretation in the case of a linear model. The penalty is only minimized when the coefficients are all the same, rendering the model permutation-invariant. Furthermore, we highlighted that we cannot simply compute the gradient of $\vec{f}$, but rather the component of its projection along the direction of permutohedra.

### 5.4.2 Connections to Existing Methods

In this section, we will see that sum pooling arises as the only model that can achieve zero penalty in general using the alternative regularization in Equation 5.3. Thus, when the strength $\lambda$ tends to infinity, sum pooling is the only function that can achieve finite penalty and thus a finite cost.

Before stating the theorem, we note that Figure 5.2 gives a visual proof. Vectors whose elements sum to the same value have overlapping permutohedra. Therefore, $\vec{f}$ must be constant on all inputs with the same sum in order for the expectation to be zero.

Theorem 5 (Sum pooling) Suppose $\mu$ puts full support on the input space (thus full support on all permutohedra) and let $\vec{f} \in \mathcal{F}$ denote an architecture parameterized by a vector of parameters. Then, if $R$ is defined by Equation 5.3,

$$
R(\boldsymbol{x}, \vec{f})=0 \Longleftrightarrow \vec{f}(\boldsymbol{x})=w \sum_{i} x_{i}+C \quad \forall \boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathcal{X}
$$

for some $w \in \mathbb{R}$ and constant $C$.

Proof $9(\Longleftarrow)$ When $\vec{f}(\boldsymbol{x})=w \sum_{i} x_{i}+C, \nabla_{\boldsymbol{x}} \vec{f}(\boldsymbol{x})=w \mathbf{1}$ for any $\boldsymbol{x} \in \mathcal{X}$. We saw that $\mathbf{1}$ is orthogonal to vectors along the direction of $\mathcal{P} \mathcal{H}(\boldsymbol{x})$. Therefore, for all $\boldsymbol{x}^{\dagger} \in \mathcal{P H}(\boldsymbol{x})$, $\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)=0$. Thus,

$$
R(\boldsymbol{x}, \vec{f})=\mathbb{E}_{\boldsymbol{x}^{\dagger} \sim \mu(\mathcal{P H}(\boldsymbol{x}))}\left[\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)\right|\right]=\mathbb{E}_{\boldsymbol{x}^{\dagger} \sim \mu(\mathcal{P H}(\boldsymbol{x}))}[0]=0 .
$$

$(\Longrightarrow)$ Let $\boldsymbol{x} \in \mathcal{X}$ be arbitrary. If $R(\boldsymbol{x}, \vec{f})=0$, then we must have $\left|\operatorname{comp}_{\mathcal{P H}(\boldsymbol{x})} \nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)\right|=$ 0 for all $\boldsymbol{x}^{\dagger} \in \mathcal{P H}(\boldsymbol{x})$, since $\mu$ puts full support on $\mathcal{X}$. This implies that $\nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)$ is orthogonal to vectors lying in the direction of the permutohedron. Since normal vectors are unique, up to scaling, $\nabla_{\boldsymbol{x}^{\dagger}} \vec{f}\left(\boldsymbol{x}^{\dagger}\right)=w \mathbf{1}$ for some $w$. It follows that $\vec{f}(\boldsymbol{x})=w \sum_{i} x_{i}+C$.

The key idea behind this proof is that summation of a vector can be written as the inner product with $\mathbf{1}$, and $\mathbf{1}$ is orthogonal to the permutohedron. With this idea, the result can be extended to regularization for variable-sized sequences of vectors.

This result implies that not all permutation-invariant functions have zero penalty, and thus Equation 5.3 imposes a much stronger condition than permutation invariance. Moreover, since Theorem 5 can be extended to sequences of vectors, it offers new insights into sum pooling methods like DeepSets. Suppose we penalize permutation sensitivity over hidden vectors of a model. If the regularization strength is infinite, then sum pooling is the only function that can have finite cost. That is, sum pooling arises as the only model that can satisfy the stronger restrictions of Equation 5.3. This is the second time sum pooling emerged as a model satisfying very strong structural assumptions, the first being an assumption of infinite exchangeability (see Section 4.2).

### 5.4.3 Projections and BReg

Equation 5.3 is very computationally expensive. While the expectation can be sampled, the projection is challenging to handle in the general case for variable-size sequences and graphs. In particular, the general case requires projections onto the Birkhoff polytope. Doing so efficiently is an active area of research and uses sophisticated mathematical machinery. For instance, Li, Sun, and Toh [310] use a semismooth Newton method on the dual and Jiang, Liu, and Wen [311] use a dual gradient method with Barzilai-Borwein step sizes (see also [308], [312]). Birdal and Simsekli [298] use Riemannian geometry in an optimization over the Birkhoff polytope specifically to avoid these projections. Since we would need to backpropagate through this projection at every epoch, it is infeasible.

Fortunately, our TP/FD BReg approaches can be seen as efficient proxies for Equation 5.3. Taking the FD case as an example, $\frac{1}{\varepsilon}\left\|\vec{f}(\underline{\mathbf{x}})-\vec{f}\left(T_{\boldsymbol{D}(\varepsilon, \underline{\mathbf{X}})}(\underline{\mathbf{x}})\right)\right\|$ measures the change
in $\vec{f}$ in the direction of the Birkhoff polytope, which was exactly the goal of computing the length of the projected gradient. Moreover, computing tangent vectors starting at $\underline{x}$ corresponds to defining a measure $\mu$ that puts probability only on the vertices of $\mathcal{B}_{n}$. Hence, this perspective offers another perspective and justification of the BReg penalty.

### 5.5 Experiments

Next, we will investigate the performance and behavior of BReg. First, we construct an idealized pair of tasks to illustrate that the appropriateness of permutation-invariance is uncertain and evaluate whether BReg training can adapt. Moreover, we demonstrate empirically that training with BReg reduces permutation sensitivity. Second, we explore whether BReg can improve the variance of $\pi$-SGD training on a graph classification task, proposed in [245], on which $\pi$-SGD training of an RPGNN underperformed.

### 5.5.1 BReg Training in Permutation-Sensitive and Permutation-Invariant Tasks

In this section, we explore the key hypothesis that it may not be obvious a-priori whether a permutation-sensitive or permutation-invariant model will achieve stronger test-time performance on any given task. We conjecture that training with BReg and selecting the Maximum Acceptable Strength $\lambda_{\text {MAS }}$ provides a data-driven solution. If $\lambda_{\text {MAS }}$ is large, then we ultimately use a model trained with strong regularization - a more invariant model - for test-time predictions.

Accordingly, we propose a pair of synthetic tasks. One is permutation-invariant (PI) and the other is permutation-sensitive (PS). In both, we will compare: (1) a PI model, (2) a PS model with standard (unregularized) training, (3) a PS model trained with BReg.

All models will be based on the SetTransformer, which is PI by design [60]. To introduce a natural spectrum of permutation sensitivity, we incorporate a trainable positional encoding layer with weights $\boldsymbol{\xi}$ as discussed above [302]. When the model has such a layer, we will call it a Transformer model for brevity. This in a slight abuse of terminology as it is not identical to the original Transformer [236], which uses a larger architecture and extra components such as dropout layers [313].

Remark 12 The permutation-sensitivity of a Transformer can be measured by the sum of the variances down every column in the positional encoding $\boldsymbol{\xi}$. If all columns in $\boldsymbol{\xi}$ have zero variance, then the model will be permutation-invariant. We will write Positional Encoding Variance as PEV and use it as a simple and efficient metric for quantifying permutation sensitivity.

We consider several BReg strategies for regularizing the Transformer (see Table 5.1) to empirically explore their relative merits. The first follows the architecture shown in Figure 5.4, a FD approach where $\boldsymbol{D}$ is multiplied by the positional encodings, and the second is similar but replaces the FD approach with TP. Similarly, we also train with the TP and FD variants when we multiply $\boldsymbol{D}$ by the input. For each of these, we train by constructing doubly-stochastic matrices using both the random-segment and center-step schemes (Section 5.2.3). There are eight approaches in total. In light of this, we carefully evaluate on several independently sampled test sets - not seen during training - to avoid being misled by multiple testing.

## Permutation-Invariant Task: Predict the Maximum

Taking inspiration from the SetTransformer paper, we predict the maximum of a sequence of integers. In particular, input sequences have length 10 and are sampled uniformly at random from $\{0,1, \ldots, 98\}$.

For PI tasks, we expect that a PS model can fit the training data. Indeed, MLPs are PS and usually overfit. The real challenge for PS models is in achieving adequate testset performance. To test this, we will order the sequences in training (and validation) in ascending order but apply different orderings in the test data. Specifically, we randomly shuffle and apply a descending sort. The PS model should fail on the test set, but PI models should not be distracted by the ordering and perform well on test. We hope to see: (1) training with BReg causes the model to become more invariant; (2) the model trained with BReg using a maximum acceptable strength $\lambda_{\text {MAS }}$ generalizes better than the PS model; (3) the model trained with $\lambda_{\text {MAS }}$ achieves similar performance compared to the

PI SetTransformer. Also, we are interested in the behavior of the various regularization strategies.

We proceed as follows: we (1) tune hyperparameters, including identifying $\lambda_{\text {MAS }}$, on the validation data alone; (2) select a model trained with BReg and $\lambda_{\text {MAS }}$, and compare its performance with the SetTransformer and Transformer (which are PI and PS models, respectively) on test datasets; (3) visualize the effect of regularization on the test datasets and on model variance. Note that step (2) emulates a real modeling scenario whereas (3) is for the purpose of exploring BReg more thoroughly.

Our model architecture closely follows that provided by the authors of SetTransformer, and we add a trainable positional encoding to form a Transformer [302]. We performed a hyperparameter search over learning rate and batch size with cross validation. For the regularized models, we swept over $\varepsilon \in\{0.01,0.1\}$ and regularization strengths $\lambda \in\left\{0,2^{-3}, 2^{-2}, \ldots, 2^{4}\right\}$, and the aforementioned BReg variants. All cross-validation folds have about 32,000 observations. Following [60], we evaluate with $\ell_{1}$ loss (Mean Absolute Error). Further details are provided in the appendix.

Model Selection and $\lambda_{\text {mas }}$. We found that the BReg variant of taking tangent vectors on the positional encoding and a value of $\varepsilon=0.01$ performed better on the validation data. Our next step is to choose $\lambda_{\text {MAS }}$ before evaluating models on the test set. To do so, we visualize performance as a function of $\lambda$ on the validation data, which has the same sort-order as the training data. We will pick the largest $\lambda$ before performance drops off. The left side of Figure 5.5, shows that the validation performance does not start to deteriorate substantially for TangentProp models even with a regularization strength of 16. In contrast, the Finite Differences models deteriorate around $2^{1}$. Since the models trained with TangentProp appear more stable, we will choose models trained with TangentProp and strength $\lambda=16$. We will show the performance of both center-step and random-segment matrices for comparison. Note that, in this stage, we are not looking at the test-set data! We must select hyperparameters based on the validation set alone.

Measuring Performance. In Table 5.2, we compare the performance of the two baselines to the Transformer trained with the aforementioned regularization strategy. We see that the Transformer is able to perform well on the validation data but fails when the ordering


Figure 5.5. Performance vs. $\lambda$ on Permutation-Invariant Max Task. Performance is shown in Mean Absolute Error on three types of datasets, averaging over five independent samples of each. The sequences in the validation data have the same ordering as the training data: ascending sort. The sequences in the two test datasets are respectively sorted in descending order and randomly shuffled. The permutation-sensitive Transformer model achieves low MAE on the training data but a much larger loss on the test datasets. In contrast, the regularized Transformer models generally perform much better on the test data.
changes in the test set. In contrast, the Transformer trained with BReg and the randomsegment scheme achieves similar performance to the SetTransformer, which is permutationinvariant by design. BReg with center-step still outperforms the unregularized Transformer but is worse than the random-segment scheme. Finally, we see that regularization substantially decreases the permutation-sensitivity of the model, as measured by PEV (see Remark 12).

Further Exploration of Regularization Strength. Strictly for the purposes of exploration, we can inspect the test-set performance of all the regularized models in Figure 5.5. In general, we see that stronger regularization corresponds to increasingly better test-set performance. This is encouraging as the task is specifically designed such that only PI models can perform well on the test data. This suggests that BReg is correctly regularizing towards permutation-invariance. Further evidence is shown in Figure 5.6, where we see that

Table 5.2. Performance on Permutation-Invariant Max Task. Mean (SD) Mean Absolute Error as well as model permutation sensitivity. Sequences in the validation datasets have the same sort-order as the training data (ascending sort), while the two test datasets contain sequences with different orderings. The first two rows show a PI and PS model, respectively. The bottom two rows correspond to Transformers trained with BReg using the random-segment and center-step schemes. The permutation sensitivity is measured by PEV (Remark 12).

| Model | Val (ASort) MAE | Test (DSort) MAE | Test (Shuffle) MAE | Perm Sens |
| :---: | ---: | ---: | ---: | ---: |
| SetTransformer | $0.253(0.033)$ | $0.288(0.013)$ | $0.288(0.013)$ | N/A |
| Transformer | $0.251(0.034)$ | $31.530(19.321)$ | $24.585(8.582)$ | $0.014(0.006)$ |
| BReg, $\lambda=16$, RS | $0.252(0.033)$ | $0.289(0.015)$ | $0.291(0.014)$ | $0.000(0.000)$ |
| BReg, $\lambda=16$, CS | $0.250(0.033)$ | $15.136(5.513)$ | $6.397(1.233)$ | $0.001(0.000)$ |

PEV, our measure of permutation sensitivity, tends to decrease as the regularization strength increases.

## Permutation-Sensitive Task: "First Large"

Using the same dataset of randomly sampled integers, we propose to learn the classifier

$$
f(\boldsymbol{S})= \begin{cases}1 & S_{1}>49 \\ 0 & \text { otherwise }\end{cases}
$$

for any sequence $\boldsymbol{S}=\left(S_{1}, \ldots, S_{n}\right)^{\mathrm{T}}$, where 49 is the median of the support $\{0,1 \ldots, 98\}$. This function only depends on the first element, in some ordering, and is therefore PS. Unlike the previous task, we do not need to apply different orderings to the sequences to illustrate our ideas for this task.

For PS tasks, the true function lies outside the class of PI models. Thus, we expect the SetTransformer (a PI model) to perform poorly on both the validation and test data whereas the Transformer should be able to achieve strong performance. For this experiment, we are expecting: (1) that stronger regularization causes the model to become more permutationinvariant, and thus worse at modeling this PS function, and (2) that the techniques for selecting a maximum acceptable strength $\lambda$ point to a small value.


Figure 5.6. Permutation Sensitivity vs. $\lambda$ on Permutation-Invariant Max Task. Permutation sensitivity measured by Positional Encoding Variance (see Remark 12), as a function of regularization strength. The variance of the fully permutation-sensitive Transformer model is shown for reference.

The hyperparameters and other training details are similar to those used in the max task (additional details can be found in the appendix), with one difference being that fewer epochs were needed for convergence. We measure performance in accuracy since this is a binary classification task, and the target is relatively balanced among training, validation, and test datasets.

Effect of Regularization. Figure 5.7 shows the performance as a function of regularization strength on the validation and test datasets. The results are similar on both datasets since the sequences are sampled from the same distribution. As expected, the performance degrades as regularization strength increases, regardless of the choice of regularization strategy. The performance of the regularized models seems to converge to that of SetTransformer - a permutation-invariant model - as the regularization strength increases. Figure 5.8 shows the impact of regularization strength on permutation sensitivity. When DSt matrices are created via the random-segment scheme, stronger regularization leads to a corresponding reduction in permutation-sensitivity, as expected, for both TP and FD variants. Indeed, when large regularization is in effect, the variance is significantly smaller than that of the unregularized and fully permutation-sensitive Transformer. However, such a trend does not appear for the center-step scheme of creating doubly-stochastic matrices. In fact, as regu-


Figure 5.7. Performance vs. $\lambda$ on Permutation-Sensitive "First Large" Task. We show accuracy on validation and testing datasets, averaged over five independent samples of each. We trained Transformers with BReg variants TP/FD and created doubly-stochastic matrices via the random-segment and centerstep schemes. The performance of the fully permutation-invariant SetTransformer - which is expected to fail on this task - is shown for reference. The plots are similar as the validation and testing datasets come from the same distribution.
larization increases, permutation sensitivity seems to increase for these models. Notice that the vertical axes are very different since the PEV is large for center-step.
$\lambda_{\text {mas }}$ and Test-set Performance In practice, we would need to select the maximum acceptable regularization strength before selecting a model and making predictions on test data. We query the model whose validation-set performance is closest to $95 \%$ accuracy, which is within five percentage points of unregularized model (see Section 5.3). This turns out to be the model trained with $\lambda=0.25$, a TP-style penalty where $\boldsymbol{D}$ is multiplied by the positional encoding and constructed with the random-segment scheme.

Table 5.3 displays performance results numerically. We see that the PI model (SetTransformer) performs poorly whereas the PS model (Transformer) achieves near-perfect accuracy. All models perform similarly on the validation and test data. More interestingly, we see that the PEV of the model trained with regularization is substantially smaller than that of the Transformer, pointing towards a reduction in permutation sensitivity (see Remark 12).


Figure 5.8. Permutation Sensitivity vs. $\lambda$ on Permutation-Sensitive "First Large" Task. Permutation sensitivity is measured by Positional Encoding Variance (see Remark 12). The variance of the fully permutation-sensitive Transformer model is shown for reference.

Table 5.3. Performance on Permutation-Sensitive "First Large" Task. We show mean (SD) accuracy, as well as model permutation sensitivity. The training and validation datasets are sampled from the same distribution. The first two rows show a PI and PS model, respectively. The bottom row corresponds to a Transformer model trained with BReg and $\lambda_{\mathrm{MAS}}=0.25$. The permutation sensitivity is measured by PEV (Remark 12).

| Model | Validation Accuracy | Test Accuracy | Perm Sens |
| :---: | :---: | :---: | :---: |
| SetTransformer | $0.624(0.002)$ | $0.622(0.000)$ | N/A |
| Transformer | $1.000(0.000)$ | $0.999(0.000)$ | $0.010(0.004)$ |
| BReg, $\lambda=0.25$ | $0.964(0.006)$ | $0.964(0.006)$ | $0.004(0.000)$ |

## Summary

Overall, regularization performed as expected. On the permutation-invariant task, training with BReg helps performance when the out-of-training datasets have sequences ordered differently than in training. In contrast, the permutation-sensitive Transformer model was distracted by the ordering. On the permutation-sensitive task, BReg correctly adapted, helping us observe that strong regularization is not appropriate for the task. In both cases, regularization successfully reduced model permutation sensitivity, as measured by PEV.

Additionally, we performed experiments with $\varepsilon=2$ in the Random Segment scheme, which recovers exact permutation matrices (see Section 5.3). The overall patterns of the results were similar.

### 5.5.2 Variance Reduction and Latent Regularization

In this section, we explore the variance-reduction of BReg in the context of $\pi$-SGD. First, we explore the strategy of adding latent noise, discussed in Section 5.2.2, with a simple fruitfly task. The goal is to check whether adding random noise strategy can increase the value of latent layers, preventing them from becoming arbitrarily small in a regularization context. Then, we apply BReg regularization to $\pi$-SGD training of an RPGNN on the cycle-detection graph classification task from [245].

## Adding Random Noise to Latent Quantities

For simplicity, we estimate a linear model $f(\boldsymbol{x})=\boldsymbol{w}^{\mathrm{T}} \boldsymbol{x}$, where $\boldsymbol{w} \in \mathbb{R}^{10}$ is sampled from a normal distribution. We train an MLP (Equation 2.1) with $L=2$ and $d_{h}=16$. We add random noise, so that $\boldsymbol{H}^{(1)}+\boldsymbol{\zeta}$ is the input to the last layer, where $\boldsymbol{\zeta}$ is sampled from a standard normal distribution. The results are shown in Figure 5.9, comparing to a model where we do not add random noise. We can see that training with noise causes the latent to increase, but apparently without bound. Our goal is to stabilize the scale of the latent without it becoming too large or too small - so we add an additional penalty term to the objective, $\gamma\left\|\boldsymbol{H}^{(1)}\right\|$. Training with this additional term led the loss to stabilize to a value


Figure 5.9. Toy Experiment: Adding Noise to Latent Vector. We show the norm of the hidden layer (before noise is added, if applicable) as a function of epoch.
that is larger than the standard model. Next, we experiment with these strategies in context of BReg.

## Variance Reduction

We have hypothesized that it can be difficult to train RPGNNs with $\pi$-SGD (especially in large graphs) due to large variance. We explore whether BReg can ameliorate the variance and improve performance.

Vignac, Loukas, and Frossard [245] propose a cycle-detection task on larger graphs on which RPGNNs perform poorly. Specifically, the task is binary classification, to identify whether the graph contains a cycle of length 8 . The dataset contains synthetically generated graphs that are very sparse and contain graphs that do or do not have cycles. We take up this task to explore whether we can improve the performance. After tuning hyperparameters, we train the following hierarchy of models: (1) a baseline RPGNN, (2) an RPGNN with BReg, (3) a regularized model that adds noise to the latent graph representation (before an affine layer), (4) a model with noise and an additional penalty $\|\boldsymbol{H}\|$. We also propose a fifth model, a regularized model with a penalty for $\|\boldsymbol{H}\|$ but no noise. We test two variants of BReg that measure permutation-sensitivity in the hidden graph representation (BReg-penalize-latent) and in the prediction (BReg-penalize-pred). We expect that the fourth model - adding noise and a small norm penalty - is necessary for successful regularization when training


Figure 5.10. Variance over Permutations in Regularized RPGNN Training. That is, Maximum Prediction Variance (across sampled permutations) of RPGNN models trained with $\pi$-SGD and a variety of BReg schemes. Ribbons show the mean $\pm 0.5$ standard deviations for clarity.
with BReg-penalize-latent. We will call this the noise-and-norm regularization strategy. We quantify permutation sensitivity with the Maximum Prediction Variance over permutations (MPV), and report results over five cross-validation folds. That is, we estimate Equation 4.16 for all graphs in the validation data and report the maximum.

Results in Figure 5.10 shows the MPV, after training, as a function of regularization strength. The left corresponds to BReg-penalize-latent. We see that most models slightly reduce variance compared to the unregularized RPGNN baseline. Surprisingly, the variance does not reveal a downward trend as a function of regularization strength. The benefit of the noise-based regularization strategies is not apparent. Interestingly, if we look at the model with BReg-penalize-pred, we find the trends we expected for BReg-penalize-latent training. The noise-and-norm strategy leads to by far the smallest variance and the variance decreases as a function of strength.

Next we study the validation-set accuracy in Figure 5.11. Again, we do not find convincing evidence that the regularization strategies improve performance in the case of BReg-penalize-latent. However, the noise-and-norm strategy, which effectively reduced variance in


Figure 5.11. Performance of Regularized RPGNN Training in Cycle Detection. Accuracy of RPGNN models trained with $\pi$-SGD and a variety of BReg schemes. Ribbons show the mean $\pm 0.5$ standard deviations for clarity.

BReg-penalize-pred, also results in a noticeable increase in accuracy over the baseline when regularization is sufficiently large.

In summary, we did not find that random noise benefited the strategy BReg-penalize-latent, but it did confer a small benefit for BReg-penalize-pred. However, the performance is still not strong (less than about $60 \%$ on a binary classification task). Generally speaking, we have yet to find convincing evidence that BReg can improve $\pi$-SGD training. We conclude that there is a stronger case for BReg regarding our first hypothesis, that the extent of invariance is not always clear.

## 6. SUMMARY AND DIRECTIONS FOR FUTURE WORK

Summary. In this work, we made two contributions to building neural network models that respect invariances in the data, which is known to improve their generalization and extrapolation capabilities. Set and graph data are widespread in practice, and models thereof typically respect permutation-invariance.

First, we saw Janossy pooling, a framework that provides novel approaches to invariant training, especially in the context of sets and graphs. In JP, we define invariant functions $\overline{\bar{f}}$ as an average over a transformation-sensitive function $\vec{f}$. Modeling $\vec{f}$ with a flexible network such as our proposed RPGNN for graphs or an RNN provably and empirically leads to a more expressive model. Since averaging over permutations is computationally intractable, we proposed three general approximation schemes. First, in $\pi$-SGD, we sample permutations $\pi$ of the inputs at each epoch but otherwise proceed as we would in standard SGD training. We saw that $\pi$-SGD minimizes an upper bound of the original loss, tightens generalization bounds by compressing the model, and converges under similar conditions to standard SGD. $\pi$-SGD does not make explicit assumptions about the task and proved to be a successful approximation scheme in many synthetic and real-world experiments. Second, with $k$-ary approximations, we redefine $\vec{f}$ to take only the first $k$ elements of its input, rendering many permutations redundant. Averaging over only the nonredundant permutations reduces the computational complexity. Unlike $\pi$-SGD, $k$-ary approximations make an assumption about the degree of relationships that are important in a task (e.g., variance is a $k=2$ task). Increasing $k$ strictly enlarges the set of functions that a pooling layer can express, which reveals a limitation of methods that correspond to 1-ary JP approximations like DeepSets. Third, in poly-canonical orderings, we pass an input through some ordering algorithm (like sort or depth-first search) that collapses the number of possible permutations. Like $k$-ary, this approach also makes an assumption about the data and in particular which orderings will be useful for the task. These three general approximations can be used together, leading to strategies such as running a DFS from a random starting vertex to select $k$ vertices from a graph ( $\pi$-SGD, $k$-ary, and poly-canonical orderings). In parallel, we saw that a wide array of existing methods can be viewed as approximations to JP, which offered insights
and simple but effective modifications that improve their performance. Experiments with JP showed that our theoretical predictions are realized and that it can increase performance on real-world tasks. Of particular note is that our CSL task (Section 4.4.1) was adopted by numerous scholars.

Next, we observed that it may not be clear a-priori whether enforcing permutationinvariance is appropriate in a given task. For example, while graph and set models are typically permutation-invariant due to the arbitrary ordering of such data, it does not imply the ordering never carries information in the data-generating process. Accordingly, we propose regularization towards invariance to let the data make this decision. We choose the model trained with the largest acceptable strength, identified from the validation data, for test-set predictions. Specifically, we propose Birkhoff regularization, which uses doublystochastic matrices to define tangent vectors in the direction of permutations. Given these vectors, we compute a penalty inspired by TangentProp, which we also saw can be viewed as a proxy for a minimization problem over permutations. We outlined several variations of this approach. In particular, we may be interested in enforcing permutation-invariance in hidden vectors, but this may encounter a scaling problem that we propose to fix by adding random noise to the hidden vectors. From a theoretical perspective, we saw that infinite regularization results in a sum pooling model like DeepSets. In fact, we also saw that DeepSets arises from the strong assumption of infinite exchangeability. In experiments, we showed that Transformers trained with BReg can indeed perform well when the appropriateness of invariance is not clear. When using regularization to reduce variance in $\pi$-SGD training, we had surprising findings. Although we thought that adding random noise was only relevant for obtaining invariant latent vectors - as opposed to invariant predictions - it seemed more effective for the latter.

Future work. JP is a new framework, and there are several interesting avenues for future work. First, while JP can naturally be extended beyond permutation-invariance, we did not explore these directions experimentally or theoretically in detail. Perhaps there are $\vec{f}$ functions that, when pooled over, lead to benefits in tasks beyond graphs and sets. Also, $k$-ary approximations are somewhat tailored for such inputs, and there may be interesting approximations for others. Next, we observed some unanticipated behavior in the optimiza-
tion. For example, when the readout $r$ is not a simple affine layer, we saw that increasing the value of $k$ did not improve performance as expected (Table 4.7). Given that larger $k$ can only make the model more expressive, the most natural conclusion is that there are difficulties in optimization. Turning to Birkhoff regularization, there is an opportunity to expand on the experiments, especially on real-world datasets in which invariance is not clear a-priori. Protein-Protein-Interaction graphs are an interesting direction for this, as the vertex ordering arguably carries meaning [289]. For sequence tasks, sentiment analysis may not depend strongly on the ordering, but simply the presence, of keywords anywhere in the sentence. Methodologically, one could consider schedulers that increase or decrease the regularization strength throughout training. This may help the model converge faster or to better optima, but requires a careful empirical and theoretical study. Finally, we did not investigate sampling doubly-stochastic matrices with an approach such as stick-breaking [200], as opposed to constructing them with convex combinations. Such an approach could add flexibility in the directions of tangent vectors.
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## A. APPENDIX

In the appendix, we provide additional details.

## A. 1 Technical Details and Examples

This section provides additional examples and definitions.

## A.1.1 Permutation Matrices

An example showing that multiplication by a permutation matrix applies the action of the symmetric group (i.e., a permutation). Put

$$
\boldsymbol{P}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \boldsymbol{X}=\left(\begin{array}{ll}
x_{11} & x_{12} \\
x_{21} & x_{22} \\
x_{31} & x_{32}
\end{array}\right)
$$

as examples of a permutation matrix and a matrix. Then left-multiplication yields

$$
\boldsymbol{P} \boldsymbol{X}=\left(\begin{array}{ll}
x_{31} & x_{32} \\
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}\right)
$$

## A.1.2 Vec Operation

Vectorizing a sequence or graph is useful in our theory, and may also be used in practice to render these inputs suitable for input to an MLP model (with padding). There is already a precise mathematical definition of the vec operation on matrices, but it should be generalized and modified to our encoding of graphs.

## Graphs

For simplicity, assume graphs are a fixed size $n$. It is easy to extend this operation to variable-size graphs. Let $\mathcal{G}=(\mathbf{A}, \boldsymbol{F})$ be a graph where $\mathbf{A}$ is $n \times n \times d_{e}$ and $\boldsymbol{F}$ is $n \times d_{v}$.

The function vec : $\mathbb{R}^{n \times n \times d_{e}} \times \mathbb{R}^{n \times d_{v}} \rightarrow \mathbb{R}^{n^{3} d_{v} d_{e}}$ converts a graph to a vector by generalizing the traditional vec operation. One exception is that vec is often defined by running down the rows first then the columns. Instead, we run down the latter dimensions first so that features for a given vertex are contiguous. For example, consider a graph with three vertices, one edge attribute at each edge, and two vertex attributes at each vertex. The connectivity structure and edge attributes are represented by the $3 \times 3 \times 2$ adjacency tensor $\mathbf{A}$,

$$
\mathbf{A}=\begin{array}{|llll|} 
& A_{(1,1,2)} & A_{(1,2,2)} & A_{(1,3,2)} \\
& A_{(2,1,2)} & A_{(2,2,2)} & A_{(2,3,2)} \\
A_{(1,1,1)} & A_{(1,2,1)} & A_{(1,3,1)} & 2,2) \\
A_{(2,1,1)} & A_{(2,2,1)} & A_{(2,3,3)} & \\
A_{(3,1,1)} & A_{(3,2,1)} & A_{(3,3,1)} & \\
\hline
\end{array}
$$

and vertex attributes are represented in a matrix

$$
\boldsymbol{F}=\left(\begin{array}{l}
\boldsymbol{F}_{1,1} \\
\boldsymbol{F}_{2,1}, \boldsymbol{F}_{1,2} \\
\boldsymbol{F}_{3,1} \\
\boldsymbol{F}_{3,2}
\end{array}\right) .
$$

A simple vec operation is shown below. The modeler is free to make modifications such as applying an MLP to the vertex attributes before concatenating with the edge attributes. Representing $\mathcal{G}$ by $\mathbf{A}$ and $\boldsymbol{F}$,

$$
\begin{aligned}
\operatorname{vec}(\mathcal{G})= & \left(A_{(1,1,1)}, A_{(1,1,2)}, A_{(1,2,1)}, A_{(1,2,2)}, A_{(1,3,1)}, A_{(1,3,2)}, \boldsymbol{F}_{1,1}, \boldsymbol{F}_{1,2}, A_{(2,1,1)}, A_{(2,1,2)},\right. \\
& A_{(2,2,1)}, A_{(2,2,2)}, A_{(2,3,1)}, A_{(2,3,2)}, \boldsymbol{F}_{2,1}, \boldsymbol{F}_{2,2}, A_{(3,1,1)}, A_{(3,1,2)}, A_{(3,2,1)}, A_{(3,2,2)}, \\
& \left.A_{(3,3,1)}, A_{(3,3,2)}, \boldsymbol{F}_{3,1}, \boldsymbol{F}_{3,2}\right) .
\end{aligned}
$$

Starting with the first vertex, each edge attribute (including the edge indicator) is listed, then the vertex attributes are added before doing the same with subsequent vertices. The vectorization method for $k$-ary type models is similar, except that we apply vec on induced subgraphs of size $k$.


Figure A.1. Bipartite Graph. Such graphs represent two distinct groups of entities. Figure adapted from [314].

## Sequences

We represent sequences as a matrix $\boldsymbol{S} \in \mathbb{R}^{n \times d_{s}}$,

$$
\boldsymbol{S}=\left(\begin{array}{ccc}
S_{11} & \cdots & S_{1 n} \\
\vdots & \ddots & \vdots \\
S_{n 1} & \cdots & S_{n n}
\end{array}\right)
$$

Consistent with our definition of vec for graphs, we traverse the row dimension first. This makes vector elements contiguous in the vectorized output. That is,

$$
\operatorname{vec}(\boldsymbol{S})=\left(S_{11}, S_{12}, \ldots, S_{1 n}, S_{21}, S_{22}, \ldots S_{2 n}, \ldots S_{n 1}, S_{n 2}, \ldots S_{n n}\right)^{\mathrm{T}}
$$

## A.1.3 Bipartite Graphs

An example of a bipartite graph is shown in Figure A.1.

## A.1.4 Additional Details for Backpropagation through the Jacobian

Implementing the Jacobian-vector product in a way that admits backpropropagation can be done in a few lines of Python code, using PyTorch, but there are several nuances that
are lost in generic pseudocode. For instance, due to broadcasting and other details, we do not actually need to transpose the tensors. Accordingly, the Python code we use is shown in Algorithm 4.

```
Algorithm 4 PyTorch Code for Jacobian-vector Product
def get_jvp(y, x, vec):
    " " "
    Construct a differentiable Jacobian-vector product for a function
    Trick from: https://j-towns.github.io/2017/06/12/A-new-trick.html
    : param y: output of \(f\)
    :param \(x:\) input of \(f\)
    : param vec: vector in the Jacobian-vector product
    " " "
    \# Arbitrary auxillary variable
    \(u=\) torch.zeros_like(y, requires_grad=True)
    \# vector-jacobian product: model Jacobian times auxillary variable
    \# (create_graph=True so we can backprop through this operation)
    ujp = torch. autograd.grad(y, \(\left.x, ~ g r a d \_o u t p u t s=u, ~ c r e a t e \_g r a p h=T r u e\right)[0]\)
    \# Second backprop gives jacobian-vector product
    jvp = torch.autograd.grad(ujp, u,
                                    grad_outputs=vec,
                                    create_graph=True) [0]
    return jvp
```


## A. 2 MPGNN for Molecular GNN

We make use of the Message Passing Graph Neural Network proposed in [40]. This algorithm exploits special properties of molecules. Duvenaud, Maclaurin, Iparraguirre, et al. [40] refer to the procedure as finding a learnable fingerprint of a molecule, which would be called a learned representation in the machine learning community. The details are provided in Algorithm 5.

## A. 3 More Experimental Setup

Code from our publications are on GitHub. For [54], https://github .com/PurdueMINDS/ JanossyPooling, and for [74], https://github.com/PurdueMINDS/RelationalPooling.

```
Algorithm 5 Duvenaud et al. MPGNN for Molecules
    Input: Graph \(\mathcal{G}=(\mathbf{A}, \boldsymbol{F})\), Number of Layers, \(L\), dimension of latent \(d_{h}\)
            Randomly initialized learnable parameters:
                    \(\boldsymbol{\Theta}_{1}^{(1)}, \ldots, \boldsymbol{\Theta}_{5}^{(1)}, \ldots, \boldsymbol{\Theta}_{5}^{(L)}\), degree-specific aggregation parameters,
                    \(\boldsymbol{\Xi}^{(1)}, \ldots, \boldsymbol{\Xi}^{(L)}\), aggregation parameters,
                            \(\boldsymbol{\Lambda}^{(1)}, \ldots, \boldsymbol{\Lambda}^{(L)}\), layer-specific readout function parameters,
                    \(\gamma^{(1)}, \ldots, \gamma^{(L)}\), bias (intercept/translation) for aggregation,
                    \(\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(L)}\), bias (intercept/translation) for readout.
    Let \(N\) be the number of vertices
    \(\boldsymbol{H}^{(0)} \leftarrow \boldsymbol{F} \quad \triangleright\) Write the vertex features as \(\boldsymbol{H}^{(0)}\)
    for \(l \leftarrow 1, \ldots, L\) do \(\quad \triangleright\) Message passing loop
        for \(v \leftarrow 1, \ldots, N\) do \(\quad \triangleright\) Loop over vertices (for loop for clarity)
            \(\boldsymbol{z} \leftarrow \sum_{u \in \mathcal{N}(v)} \boldsymbol{H}_{u,:}^{(l-1)} \bowtie \mathbf{A}_{v, u,:} \quad \triangleright\) Sum neighboring features
            \(d \leftarrow|\mathcal{N}(v)|\)
            \(\boldsymbol{H}_{v,:}^{(t)} \leftarrow \psi\left(\boldsymbol{H}_{v,:}^{(l-1)} \boldsymbol{\Xi}^{(l)}+\boldsymbol{z} \Theta_{d}^{(l)}+\gamma^{(l)}\right) \quad \triangleright\) Learnable aggregation
        end for
    end for
    for \(l \leftarrow 0, \ldots, L\) do \(\quad \triangleright\) Readout for each layer
        Initialize matrix \(\boldsymbol{R}\) with N rows
        for \(v \leftarrow 1, \ldots, N\) do
            \(\boldsymbol{R}_{v,:} \leftarrow \operatorname{softmax}\left(\boldsymbol{H}_{v,:}^{(t)} \Lambda^{(t)}+\boldsymbol{\beta}^{(l)}\right) \quad \triangleright\) Updates not in message passing
            end for
            \(\boldsymbol{f}^{(l)} \leftarrow \operatorname{colSums}(\boldsymbol{R}) \quad \triangleright\) Molecular 'fingerprint' at layer
    end for
    \(\boldsymbol{f} \leftarrow \operatorname{colSums}(\boldsymbol{R}) \quad \triangleright\) Learned 'fingerprint' of entire molecule.
```

Algorithm proposed by Duvenaud, Maclaurin, Iparraguirre, et al. [40] to learn a molecular
"fingerprint" with MPGNNs. In the relevant chemical applications, the degree of a vertex
is in $\{1,2,3,4,5\}$, hence the use of $5 \Theta$ matrices at each layer. All vectors shown are row
vectors here. Clearly, this exposition favors clarity rather than efficiency.

We presented the experiments by topic of inquiry (expressiveness, impact of $k$, and so on). Thus, the same dataset appeared in different sections. Here, since our models are tuned based on the dataset, we group model details by dataset.

## A.3.1 Integer Sequences

Most of our implementation and hyperparameter choices are based on [26] as DeepSets is an important baseline. Full-sequence Janossy pooling uses a GRU as $\vec{f}$ with 80 hidden units, chosen to be consistent with [26]. The MLPs related to $\vec{f}$ have 30 neurons whereas the MLPs in $r$ have 100 neurons. The readout $r$ is either a learnable affine function or an MLP with one hidden layer, with 100 units. All activations are tanh.

For all models, we map the sequence elements to higher-dimensional space with a nonlearnable dictionary encoding. For $k$-ary models with $k \in\{2,3\}$, the output of this function is $\lfloor 100 / k\rfloor$ to keep the total number of parameters consistent. We concatenate then pass the output into an MLP.

We optimize with Adam [91] with a tuned learning rate, searching over $\{0.01,0.001,0.0001,0.00001\}$. We train for 1,000 epochs when the readout is affine and 2000 epochs otherwise. Training was performed on GeForce GTX 1080 Ti GPUs.

## A.3.2 CSL Graphs

Our GIN architecture uses eight layers of recursion, where every MLP ${ }^{(l)}$ has 32 neurons in the hidden layers. Each layer outputs a vector $\boldsymbol{h}_{v}^{(l)}$ osf dimension 16 for each vertex $v$. The graph embedding is mapped to the output through a final affine layer. We use the variant of GIN with additional scalar parameters $\vartheta^{(l)}$. For RPGNN, we add one-hot IDs to the vertices. The results we show were stable across a wide set of architectures, as GIN is theoretically unable to distinguish the CSL graphs. We train RPGNN with $\pi$-SGD. For inference, we average the score over 20 random permutations. We trained for 800 epochs using Adam [91] and a learning rate of 0.01 . We performed 5 -fold cross validation with classes balanced in all folds.

## A.3.3 Molecules

Here we provide additional details on the molecular experiments.
MPGNN and RPGNN For the models based on Duvenaud et al., we extend the architecture provided from DeepChem and the MoleculeNet project [41], [274]. Following them, the learning rate was set to 0.003 , we trained with mini-batches of size 96 , and used the Adagrad optimizer [315]. Models were trained for 100 epochs. Training was performed on 48 CPUs using the inherent multithreading of DeepChem.

The loss function in DeepChem is weighted since MUV and Tox21 are multi-task problems. Misclassification is weighted differently depending on the target. The overall performance metric is the mean of the AUC across all tasks. One difference is that the DeepChem recommends either metrics PRC-AUC or ROC-AUC and splits "random" or "scaffold" depending on the dataset under consideration. Since ROC-AUC and random splits were the most commonly used among the three datasets we chose, we decided - before training any models - to use random splits and ROC-AUC for every dataset for simplicity. We also note that the authors of MoleculeNet report ROC-AUC scores on all three datasets. Regarding the sizes of the train/validation/test splits, we used the default values provided by DeepChem.

CNN and RNN. We explore $k=20$-ary RP with $\vec{f}$ as a CNN, learned with $\pi$ SGD. At each forward step, we run a DFS from a different randomly-selected vertex to obtain a $20 \times 20 \times 14$ subtensor of $\mathbf{A}$ there are 14 edge features, which we feed through two iterations of convolution, ReLU, and max pool to obtain a representation $\boldsymbol{h}_{\mathrm{A}}$ of $\mathbf{A}$. The corresponding vertex attributes are fed through an MLP and concatenated with $\boldsymbol{h}_{\mathbf{A}}$ to obtain a representation $\boldsymbol{h}_{\mathcal{G}}$ of the graph which in turn is fed through an MLP to obtain the predicted class. Zero padding was used to account for the variable-size molecules. Twenty initial vertices for the DFS (i.e., random permutations) were sampled at inference time.

We also consider RP with an RNN as $\vec{f}$ learned with $\pi$-SGD, starting with a DFS to yield a $|\mathcal{G}| \times|\mathcal{G}| \times 14$ subtensor. For $\vec{f}$, we treat the edge features of a given vertex as a sequence: for vertex $v$, we apply an LSTM to the sequence $\left(\mathbf{A}_{v, 1,:}, \mathbf{A}_{v, 2,:}, \ldots, \mathbf{A}_{v,|\mathcal{G}|,:}\right)$ and extract the long-term state. We also take the vertex attributes and pass them through an

Table A.1. Vertex Classification Results. Performance (Micro-F1 score) using Janossy pooling with $k$-ary dependencies and $\pi$-SGD training in a graph neural network - GraphSAGE - with 20 permutations sampled at test time. $k_{1}$ and $k_{2}$ are the number of neighbors sampled at aggregations one and two, respectively. Standard deviations over 30 runs for Cora/Pubmed and 4 runs for PPI (a much larger graph) are shown in parentheses.

| $\vec{f}$ | method | $k_{1}$ | $k_{2}$ | Cora | Pubmed | PPI |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- |
| LSTM | $\pi$-SGD | 3 | 3 | $0.860(.009)$ | $0.889(0.01)$ | $0.538(.005)$ |
| LSTM | $\pi$-SGD | 5 | 5 | - | - | $0.579(.015)$ |
| LSTM | $\pi$-SGD | 10 | 25 | - | - | $0.650(.013)$ |
| LSTM | $\pi$-SGD | 25 | 10 | - | - | $0.689(.062)$ |
| LSTM | $\pi$-SGD | 25 | 25 | - | - | $0.702(.044)$ |
| LSTM | $\pi$-SGD | $\|\mathcal{G}\|$ | $\|\mathcal{G}\|$ | - | - | $0.757(.040)$ |
| Identity | exact | 1 | 1 | $0.860(.008)$ | $0.881(.011)$ | $0.767(.013)$ |
| (mean-pool) |  |  |  |  |  |  |

MLP. The long term state and output of the MLP are concatenated, ultimately forming a representation for every vertex (and its neighborhood) which we view as a second sequence. We apply a second LSTM and again extract the long term state, which can be denoted $\boldsymbol{h}_{\mathcal{G}}$, the embedding of the graph. Last, $\boldsymbol{h}_{\mathcal{G}}$ is forwarded through an MLP yielding a class prediction. Twenty starting vertices (i.e., permutations) were sampled at inference time. Variability was quantified with 5 random train/val/test splits for both neural network based models. To model the RNN, we use an LSTM with 100 neurons.

We used the Adam optimizer [91], training all models with mini-batches of size 96 and 50 epochs, again following DeepChem. We performed a hyperparameter line search over the learning rate in $\{0.003,0.001,0.01,0.03,0.1,0.3\}$.

## A.3.4 Vertex Classification

Table A. 1 shows the vertex classification results. All models perform similarly on Cora and Pubmed, likely due to the ease of the task.

Our implementation follows the PyTorch code associated with [45], available at https: //github.com/williamleif/graphsage-simple/. That repo did not include an LSTM aggregator, so we implemented our own following the TensorFlow implementation of Graph-

SAGE, and describe it here. At the beginning of every forward pass, each vertex $v$ is associated with a vertex attribute. For every vertex in a batch, we sample $k_{1}$ neighbors uniformly at random and then pass through an LSTM. From the LSTM, we take the hidden state associated with the last element in the input sequence. This hidden state is passed through an affine layer to yield a vector of dimension $d_{h} / 2$, where $d_{h}$ is the user-specified latent representation dimension. The vertex's own attribute is also fed forward through an affine layer with $d_{h} / 2$ output neurons. At this point, for each vertex, we have two representation vectors of size $d_{h} / 2$ representing the vertex $v$ and its neighbor multiset, which we concatenate to form an representation of size $d_{h}$. This describes one layer, and it is repeated a second time with a distinct set of learnable weights for the affine and LSTM layers, sampling $k_{2}$ vertices from each neighborhood and using the representation of the first layer as features. After each message passing step, we may optionally apply a ReLU activation and/or embedding normalization, and we follow the decisions shown in the GraphSAGE code. After both layers, we apply a final affine layer to obtain the score, followed by a softmax (Cora, Pubmed) or sigmoid (PPI). The loss function is cross-entropy for Cora and Pubmed, and binary cross-entropy for PPI.

The number of trainable parameters in each model is independent of $k_{1}$ and $k_{2}$ by the design of LSTMs (the same is true for the mean-pooling aggregator). The only variation in the number of weights is in the dimensions of the input and output features, which differ by dataset.

Optimization is performed with the Adam optimizer. The training routine for the smaller graphs (Cora, Pubmed) is not guaranteed to see the entire training data, in contrast with the scheme applied to the larger PPI graph (following the author's code). For Cora and Pubmed, we form 100 minibatches by randomly sampling subsets of 256 vertices from the training dataset (with replacement). With PPI, we perform 10 full epochs: at each epoch, the training data is shuffled, partitioned into minibatches of size 512, and we pass over each. In either case, the weights are updated after computing the gradient of the loss on each minibatch.

The hyperparameters were set by following[45]; no hyperparameter optimization was performed. For every dataset, the embedding dimension was set to 256 at both message-
passing layers. For Pubmed and PPI, the learning rate is set at 0.01 while for Cora it is set at 0.005 . Finally, evaluation is with F1 score per [45].

At test time, we load the weights obtained from training, perform 20 forward passes, and average the predicted probabilities (i.e., softmax output). We choose the class that maximizes the averaged probabilities.

## A.3.5 BReg in PS and PI Tasks

We used the SetTransformer [60] implementation from the authors, available at https:// github.com/juho-lee/set_transformer. Our max regression task was inspired by theirs, and we use the model that they used for max regression. This is a so-called "small" SetTransformer. Our "Transformer" model has a trainable positional encoding matrix $\boldsymbol{\xi}$. We initialized it to have the same mean and standard deviation as the FairSEQ implementation of the models in [302] https://github.com/pytorch/fairseq.

There is a difference in our training. The authors sample new data at every batch. We followed a more traditional setup. However, to guarantee that the training data was rich enough, we made sure there were about 32,000 training samples in every training fold.

We evaluated hyperparameters with 3 -fold cross validation. We swept over learning rates in $\{0.0001,0.001,0.01\}$, and compare full-batch to mini-batch size of 128 . Ultimately, we found that full-batch training was most effective for the baselines. The optimal learning rate was 0.0001 for max prediction and 0.001 for "first large". We trained models with at least 10,000 epochs and did not stop training until validation-set performance stopped decreasing for 300 consecutive epochs. The regularized models typically require more epochs in order to converge, so we set the minimum epochs to 20,000 epochs. Please note that all models were trained to convergence, so the comparison is still fair. For regularization, we tuned $\varepsilon \in\{0.01,0.1\}$.

## A. 4 Proofs

Here we give more proof details.

## A.4.1 Doubly-Stochastic Matrices

For any $n \in \mathbb{Z}_{\geq 2}$, let $\boldsymbol{D}:=\boldsymbol{D}_{\text {center }}(\varepsilon, n)=(1-c(\varepsilon, n)) \boldsymbol{I}+c(\varepsilon, n) \frac{1}{n} \mathbf{1 1}^{\mathrm{T}}$ and $\boldsymbol{I}:=\boldsymbol{I}_{n}$. Then,

$$
\begin{aligned}
\|\boldsymbol{D}-\boldsymbol{I}\|^{2} & =\left\|(1-c(\varepsilon, n)) \boldsymbol{I}+c(\varepsilon, n) \frac{1}{n} \mathbf{1 1}^{\mathrm{T}}-\boldsymbol{I}\right\|^{2} \\
& \left.=\|-c(\varepsilon, n) \boldsymbol{I}+c(\varepsilon, n) \frac{1}{n} \mathbf{1 1}^{\mathrm{T}}\right) \|^{2} \\
& =(c(\varepsilon, n))^{2}\left(n\left(\frac{n-1}{n}\right)^{2}-n(n-1) \frac{1}{n^{2}}\right) \\
& =(c(\varepsilon, n))^{2}(n-1)
\end{aligned}
$$

Next, using the fact that $c(\varepsilon, n)=\frac{\varepsilon}{\sqrt{n-1}}$, this becomes $\left(\frac{\varepsilon}{\sqrt{n-1}}\right)^{2}(n-1)=\varepsilon^{2}$. Hence, $\|\boldsymbol{D}-\boldsymbol{I}\|=$ $\varepsilon$.


[^0]:    ${ }^{1}$ MLP may refer to slightly different models throughout the literature. Our definition helps distinguish from other neural networks.

[^1]:    ${ }^{2}$ We write $f(\cdot ; \cdot)$ as the function defined by fixing the terms appearing after ";" e.g., $\boldsymbol{\Theta}$.

[^2]:    ${ }^{3}$ More details on the convergence of SGD are provided in later sections.

[^3]:    $\overline{{ }^{4} \text { Graph classification and regression refer to predicting a single property of an entire graph. }}$

[^4]:    ${ }^{5}$ This intuition cannot be applied naively to graph data, as we will explain below.

[^5]:    ${ }^{6}$ We ignore pathological cases such as when the object of interest (e.g., dog, cat) slides off the image.

[^6]:    ${ }^{7}$ We use $\mathbb{G}$ to denote groups and $\mathcal{G}$ to denote graphs.

[^7]:    ${ }^{8}$ We usually let $\pi$ denote a permutation and $\pi$ the constant.

[^8]:    ${ }^{9}$ Keith Conrad gives a detailed explanation of why we do not define $\pi \cdot \boldsymbol{x}=\left(x_{\pi(1)}, \ldots, x_{\pi(n)}\right)$ in [151].

[^9]:    ${ }^{11}$ Some operations, such as rotations of digital images, need to be smoothed [15].

[^10]:    ${ }^{12}$ There has been some recent progress in studying the VC dimension of neural networks [174].

[^11]:    ${ }^{13}$ In this usage, bias refers to neither the "intercept" term in neural networks nor the usual statistical definition of "bias" when describing estimators.

[^12]:    ${ }^{1}$ In graph theory, size refers to the number of edges and order the number of vertices. However, it would be terribly confusing to refer to graph order in the context of invariances, so we follow the convention in the literature and write size as the number of vertices.
    2"Encode" here is unrelated to its appearance in "autoencoder", and is chosen to avoid the special word "representation".

[^13]:    $\overline{{ }^{3} \mathbb{G} \text { denotes a group and } \mathcal{G} \text { denotes a graph. }}$

[^14]:    ${ }^{4}$ Please refer to Definition 7 for the meaning of colon notation.

[^15]:    ${ }^{5}$ While some proofs in the DeepSets paper assumed sets, later works extended it to multisets.

[^16]:    ${ }^{6}$ There are "higher-order" WL algorithms and different variants. When we write WL, we refer to color refinement, which is described in the text.

[^17]:    ${ }^{7}$ We reiterate that DeepSets can handle arbitrary vector dimensions, and fixing the dimension is analogous to assuming a fixed number $p$ of covariates in linear regression. The number of vectors in the input set may vary.

[^18]:    ${ }^{1}$ Recall that $\underline{x}$ is either encoded as a matrix or a pair of tensors, so we can write standard equality $=$, as opposed to $\simeq$. Even if graphs are isomorphic, they may not be equal once encoded as tensors.

[^19]:    ${ }^{3}$ An undirected graph is $d$-regular if all vertices have $d$ edges.

[^20]:    ${ }^{4}$ An injective function over sets is injective over canonical representations of every set (i.e., injective over the space mod orbits).

[^21]:    ${ }^{5}$ In practice, some discard the last batch if it has fewer than $b$ samples.

[^22]:    ${ }^{7}$ A $k$-sized induced subgraph is formed by selecting $k$ vertices and keeping all edges between them, see [259] for details.

[^23]:    ${ }^{8}$ We use "approximation" loosely here, simply referring to a more tractable version of full JP.

[^24]:    ${ }^{9}$ The choice of $n_{k}$ facilitates intuition. The idea is that the CSL graph is so large that many hops along edges are required before it can wrap around.

[^25]:    

[^26]:    ${ }^{11}$ Recall from Chapter 3 that encoding a graph requires defining an ordering on the vertex set, which is effectively a permutation, without loss of generality.

[^27]:    ${ }^{12}$ This decomposition is written in a simplified form, as in [175], which is satisfactory for our discussion here. A more general form can be found in [265]. We follow convention in letting $\Theta$ denote the parameter space. In this discussion, it does not represent a matrix.

[^28]:    ${ }^{13}$ It is much more common to say protein-protein interaction network, but we write graph for consistency and to avoid confusion.

[^29]:    ${ }^{14}$ Unfortunately, more detail about the features and targets were not provided by the authors.

[^30]:    ${ }^{15}$ To be clear, we are following the notation defined at https://pytorch.org/docs/stable/generated/ torch.nn.GRU.html (accessed March 2021).

[^31]:    ${ }^{16}$ The output of $\vec{f}$ is always a vector in this section. For scalar outputs, it is not sensible to scale to unit norm.

[^32]:    ${ }^{1}$ The importance of ordering is not mainstream in the literature on neural networks for graphs and sets, but we do not argue that this is the case in other disciplines.

[^33]:    ${ }^{2}$ As in Remark 5, we can take $\mathcal{X}$ to be a space of latent representations from prior layers.

[^34]:    ${ }^{3}$ We refrain from abbreviating doubly-stochastic as DS to avoid confusion with DeepSets.

[^35]:    ${ }^{4}$ Following convention, vectors are assumed to be column vectors, hence we transpose here.
    ${ }^{5}$ The permutohedron is also spelled permutahedron, and some authors define it with 0 -indexing: $(0, \ldots, n-1)$.
    ${ }^{6}$ Recall that $\|\cdot\|$ denotes the $\ell_{2}$, Frobenius norm, or its natural generalization to tensors in this chapter, which is also the norm used in TangentProp [15].

[^36]:    ${ }^{7}$ We suppose $n \geq 2$ since the case $n=1$ is not of practical interest and can result in uninteresting corner cases.

[^37]:    ${ }^{8}$ Without the projection, the absolute value would be a norm.

