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ABSTRACT

When humans delegate tasks—whether to human workers or robots—they do so either

to trade money for time, or to leverage additional knowledge and capabilities. For complex

tasks, however, describing the work to be done requires substantial effort, which reduces

the benefit to the requester who delegates tasks. On one hand, human workers—e.g., crowd

workers, friends or colleagues on social network, factory workers—have diverse knowledge

and level of commitment, making it difficult to achieve joint efforts towards the requester’s

goal. In contrast, robots and machines have clearly defined capabilities and full commitment,

but the requester lacks an efficient way to coordinate them for flexible workflows.

This dissertation presents a series of workflows and systems to enable efficient work trans-

fer to human workers or robots. First, I present BlueSky, a system that can automatically

coordinate hundreds of crowd workers to enumerate ideas for a given topic. The latent struc-

ture of the idea enumeration task is decomposed into a three-step workflow to guide the crowd

workers. Second, I present CoStory, a system that requests alternative designs from friends

or colleagues by decomposing the design task into hierarchical chunks. Third, I present

AdapTutAR, a system that delegates machine operation tasks to workers through adaptive

Augmented Reality tutorials. Finally, I present Vipo, a system that allows requesters to

customize tasks for robots and smart machines through spatial-visual programming. This

dissertation demonstrates that decomposing latent task structure enables task delegation in

an on-demand, scalable, and distributed way.
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1. INTRODUCTION

Delegating tasks is a common practice to save time or to leverage additional knowledge

and capabilities. This dissertation focuses on two types of tasks that will benefit from task

delegation. First, it focuses on delegating creative tasks to human workers. Creative tasks

can take advantage of human workers’ diversity and creativity. Second, this dissertation

focuses on delegating routine but customizable tasks to factory workers, robots and machines.

In manufacturing industry, robots and machines are widely used to improve precision and

productivity, which may or may not need factory workers as operators.

While requesters may benefit from delegation, describing the work to be done requires

substantial effort, which reduces the benefit. In general, to achieve successful task delegation,

several key challenges need to be resolved, including division of tasks and management of

dependencies [ 1 ], [ 2 ]. The task division challenge includes the consideration of how to divide

subtasks in a meaningful and cohesive way so that the workers have enough context to work

with. The managerial challenge includes the consideration of how to manage the interfaces

between subtasks, how to match the subtasks with suitable workers, and what mechanisms

are appropriate to achieve enough collaboration between workers. This latter challenge is

closely related to communication [ 3 ], [  4 ].

Special care should be given in resolving the above challenges when it comes to del-

egating creative tasks to human workers and delegating routine tasks to factory workers,

robots and machines. On one hand, creative tasks are delegated to a large group of hu-

man workers, including crowd workers, friends, or colleagues. Those human workers have

diverse level of knowledge, motivation and commitment to the creative tasks to be done.

Besides, those workers behave in an on-demand, scalable, and distributed manner. Such

characteristics lead to a unique set of design considerations, in terms of incentive design,

quality control, task division, and task difficulty. In contrast, routine tasks are delegated to

factory workers, robots and machines with clearly defined capabilities. Factory workers are

expected to rapidly master new routines of operating machines to meet increasing demand

of customizable and self-configuring production [  5 ], [  6 ]. This requirement poses challenges

to train factory workers in an efficient and scalable manner, even when they have different
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expertise. Meanwhile, robots and machines can achieve high precision robustly, but they typ-

ically behave in a fixed/predefined way. This limitation further requires factory workers to

find an efficient approach to leveraging the autonomy of robots and machines to accomplish

flexible/customizable tasks.

This dissertation develops delegation strategies to resolve the above challenges and enable

efficient task delegation. First, I propose that identifying the latent structure of tasks can

help decomposing complex tasks into simpler, self-contained subtasks. Second, I design

workflows to better coordinate less-organized human workers. Third, I build a tutoring

system that helps factory workers learn new machine operation tasks while adapting to their

performance and prior knowledge. Finally, I introduce a spatial-visual programming to easily

customize flexible workflows for robots and machines. These contributions are critical to the

design of task delegation system: they shed lights on the task delegation from simple to

complex, from creative to routine, and from crowd workers, friends, colleagues to factory

workers, robots and machines.

The dissertation develops a series of prototypes, each of which demonstrates the afore-

mentioned delegation strategies (fully or partially), as described below.

1.1 Human-centered and Machine-centered Task Delegation

In human-centered creative tasks and machine-centered customizable tasks, humans and

machines have some commonality and difference.

Both human and machine workers are independent, on-demand, scalable, and distributed.

For example, online workers and friends are delegated individually and on-demand, who may

not know the existence of others. The structure of workers is “flat” with no explicit structure,

which is different from traditional organization where humans form sophisticated structures,

such as hierarchy. Similarly, machines work as individual/distributed units with no explicit

structure. Therefore, human workers and machines can be delegated in a scalable way, due

to their simple structure.

Besides, both human and machine workers need to receive well-defined subtasks that

match their expertise/functionality. They do not have the whole context—such as the back-
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ground and the requester’s intent—they should be given clearly defined inputs and the

requirements of outputs. More importantly, the subtasks should match the expertise of

humans and the built-in functionality of machines.

While human and machine workers share the above commonality, they have some key

differences. First, human workers need to consider cognitive issues (e.g., motivation, com-

mitment), while machines do not. For example, friends/colleagues may be willing to help

but may not be fully committed to your task, especially when they have own projects.

Also, online workers can be motivated by paying incentives but their commitment is unpre-

dictable. Second, for the same subtask, human workers may generate more diverse output

than machines. This is because humans with diverse knowledge may interpret the subtasks

differently, while machines strictly follow the given commands to generate stable output.

These differences indicate that workers have different degree of determinism: human

workers have low determinism while machine workers have high determinism. Low deter-

minism of human workers can be advantageous for creative tasks since more diverse ideas

may be generated. However, it also implies that the outcome of delegation may not meet

the intent of the requester. The uncertainty of performance needs to be mitigated such that

the requester becomes more confident to delegate to those workers. On the other hand, high

determinism of machine workers is valuable for automatable tasks since the output products

are highly reliable. Nonetheless, it implies that the tasks that can be done by machines are

fixed/limited. To achieve more flexibility, IoT machines are introduced so that machines can

accomplish more complex tasks based on the sensor data and logic. However, those tasks

are still pre-defined at the time of manufacturing, which cannot meet the diverse intent of

requesters. Therefore, this limitation needs to be mitigated by allowing requesters (e.g.,

factory workers) to customize flexible tasks.

This dissertation aims to balance the low determinism of human workers to meet the

intent of requesters. Besides, this dissertation aims to balance the high determinism of

machine workers to meet the diverse needs of requesters.

To that end, this dissertation develops a series of strategies and prototypes. The rela-

tionship of the prototypes is shown in Figure  1.1 . Specifically, BlueSky develops the most

strict workflow for crowd workers who have the lowest degree of determinism. CoStory allows
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Figure 1.1. Both human and machine delegations rely on enforcing a workflow
for workers. The flexibility of the workflow varies with the degree of determin-
ism of workers. BlueSky enforces a strict workflow since crowd workers have
low degree of determinism. CoStory has a more flexible workflow since friends
or colleagues have higher degree of determinism than crowd workers. AdapTu-
tAR enables an even more flexible workflow since factory workers have higher
degree of determinism. Vipo enables the most flexible workflows since robots
and machines have the highest degree of determinism.

requesters to follow a generic workflow to delegate tasks to friends or colleagues who have

medium degree of determinism. Note that crowd workers are unknown and anonymous to

the requesters, so they are considered as lower determinism than friends or colleagues who

are known and familiar. AdapTutAR is a delegation/tutoring system for factory workers

based on Augmented Reality (AR) and adaptive tutoring. When it comes to customizable

routine tasks, factory workers are typically full-time employed with similar skills, and thus

have higher determinism than friends or crowd workers. Finally, Vipo allows requesters to

customize flexible workflows for robots and machines which have the highest determinism.
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1.1.1 Creative Tasks with Crowdsourcing

Figure 1.2. The ideate-synthesize-map workflow of BlueSky guides online
workers to enumerate ideas with more specific steps.

BlueSky is a system that uses online workers to help enumerating ideas. The system

engages online workers to enumerate a uniform sample of ideas in an idea space. For

example, a possible scenario could be that a political campaign wants to prepare its candidate

for the full range questions that might arise in a debate. By giving an input to BlueSky (e.g.,

“political debate question”, “ways to use a brick”, etc), accompanied by a brief explanation

of the context, the system then coordinates workers on Amazon Mechanical Turk (AMT) to

generate a list of ideas covering the whole idea space.

Although online workers have the potential to generate a rich set of ideas due to their

diverse background and knowledge, many ideas would be deemed duplicate. An uncoordi-

nated crowd effort would likely lead to some ideas clustered around those that are easiest

to think of. To solve this problem, BlueSky introduces a workflow called ideate-synthesize-

map (Figure  1.2 ). This workflow is a three-step process that first generates initial ideas,

then builds an ontology of the ideas on-the-fly to categorize the ideas, and finally guides the

workers to generate ideas for not-yet covered idea space. By enforcing this strict workflow,

online workers are efficiently coordinated to enumerate ideas for a given topic.
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1.1.2 Creative Tasks with Friendsourcing

Figure 1.3. CoStory allows designers to request alternatives from contributors
for key interactions. The panels above are part of a storyboard created by a
participant in our user study. The key interaction is “how to setup the washer“,
which has three alternative designs.

CoStory is a system that enlists alternative designs via friendsourcing, such as friends

and colleagues. For example, when confronted with challenging interaction design prob-

lems, CoStory allows requesters to easily get brief assistance from friendsourcing to bring

complementary experiences and fresh perspectives.

Unlike within-team collaboration, these helpers are not expected to be familiar with the

anticipated use context—much less the rationale for the design choices up to that point.

CoStory presents a workflow, accompanied by a hierarchical storyboarding system, that

allows requesters to decompose the design problems into simpler, self-contained subtasks and

delegate just the part of the design problem that needs help. Furthermore, the alternative

ideas generated by helpers are organized as tabs (similar to browser tabs), which enables

efficient comparison and management.
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The workflow of CoStory is less strict than that of BlueSky so that requesters in CoStory

have more freedom to control which part to delegate and how much context to present to

the helpers.

1.1.3 Machine Operation Tasks with Factory Workers

In modern manufacturing industry, workers are often assigned with new workflows and

required to catch up quickly. Transferring the workflows to unfamiliar workers by experts is

time consuming and expensive, which hinders the productivity. Using pre-recorded tutorials

can make it more scalable, but the training process is less effective than that with human

tutor. AdapTutAR is a system that enables efficient human-to-human machine task transfer.

A requester (typically an expert) first records their motions and interaction with machines,

and then workers can follow the tasks through AR headset. One core objective is to make

the recorded tutorials adapt to different workers’ performance and prior knowledge. To that

end, I decompose the entire task into sequential steps, build an adaptation model to estimate

the real-time status of workers, and adjust the tutoring content of each step according to

the real-time state and history performance.

The workflow of AdapTutAR is more flexible than CoStory so that requesters in Adap-

TutAR can customize different tasks and delegate to factory workers.

(a) (b) (c-1) (c-2)

Figure 1.4. An overview of AdapTutAR workflow. (a) An expert records a
tutorial. (b) The tutorial is represented as an avatar and animated components
with arrows. The expert can edit the tutorial by adding subtask description and
expectation of step. c) The same tutorial is adaptively shown to two learners.
The learner in (c-1) is given less tutoring contents than the learner in (c-2) due
to the difference of their experience and learning progress.
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1.1.4 Flexible Workflows with Robots and IoT Machines

Figure 1.5. VIPO programs are created using standard programming con-
structs over a 2D floor map using the VIPO editor (top-left), then tested in
simulation (top-right), and deployed to mobile robots that interact with IoT
devices in the physical environment (bottom).

Vipo is a system that allows users to program flexible workflows for robots and IoT

machines. For example, maintenance workers may want to program a mobile robot to pick

the desired tools to the working zone. More interestingly, the workers may first program a 3D

printer to print a replacement part, then ask the robot to pick it once the part is ready, then

carry the part to a polishing machine to polish, then carry to the working zone, and finally

notify the maintenance workers. Such workflows are highly customizable and dynamic, which
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requires an efficient workflow programming tool that can be used by workers who are directly

involved with a given manufacturing process.

Visual programming in the spatial context of the operating environment can enables

mental models at a familiar level of abstraction. However, spatial-visual programming is

still in its infancy; existing systems lack IoT integration and fundamental constructs, such

as functions, that are essential for code reuse, encapsulation, or recursive algorithms. Vipo

enhances with two significant capabilities. First, the Vipo language allows workers to write

programs using functions. Second, the Vipo architecture integrates IoT devices into the

programming and execution environments with no prior configuration.

1.2 Contributions

The core contribution of this dissertation is a set of insights and prototypes to simplify

the task division and balance the variance of workers with different flexibility of workflows.

1. This dissertation introduces techniques to successfully delegate complex tasks to crowd

workers. Crowd workers are unknown and anonymous to the requesters and thus

considered as low degree of determinism. I present a system that decomposes the tasks

into a three-step workflow that guides crowd workers to accomplish tasks that they

could not succeed at normally.

2. This dissertation summarizes the pattern of asymmetric collaboration in the context of

delegating tasks to friends or colleagues. By making use of the latent hierarchy of the

tasks, requesters can easily decompose the tasks into meaningful subtasks that helpers

just need to know.

3. This dissertation introduces an adaptation model that enables adaptive tutoring of

pre-recorded AR tutorials for machine tasks involving spatial and body-coordinated

interaction based on machine state and user activity recognition.

4. This dissertation introduces a spatial-visual programming language and architecture to

easily program flexible and customizable workflows for robots and machines. Creating
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a visual mapping of digital and physical environment can simplify the task planning,

and increase the comprehensibility of the tasks.

1.3 Thesis Statement

This dissertation provides evidence that complex and creative tasks can be delegated to

humans with low degree of determinism, and customizable routine tasks can be delegated to

a hybrid of humans and machines with high degree of determinism. A common strategy is

that the latent structure of the tasks is first identified, and is further used to guide the task

division and system design. For example, the creative task in BlueSky (i.e., enumerating

ideas) needs to build an ontology of the ideas to help guiding efforts toward the uncovered

idea space. Similarly, the creative task in CoStory (i.e., soliciting alternative designs) relies on

the fact that an interaction design can be expressed in different level of details. Thirdly, the

machine operation task in AdapTutAR assumes that each operation is verifiable (i.e., being

able to verify if the machine is set to an expected state) and order-dependent (i.e., following

a specific order). Lastly, the automatable tasks in Vipo (e.g., manufacturing processes)

can combine small and simple functions to build more complex functions, which forms a

hierarchy.

The thesis statement is as follows:

Decomposing the latent structure of tasks can simplify task division and commu-

nication, and eventually enable efficient delegation.

1.4 Dissertation Overview

To begin, Chapter 2 provides a literature review to the major research challenges in task

delegation for humans and machines, especially in creative tasks and customizable routine

manufacturing tasks.

The core of this dissertation introduces task delegation for different workers through

dedicated systems: Chapter 3 introduces the BlueSky system, which demonstrates how to

delegate creative tasks to crowd workers. Chapter 4 introduces the CoStory system, which

demonstrates how to delegate creative tasks to friends or colleagues. Chapter 5 introduces
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the AdapTutAR system, which demonstrates how to delegate customizable routine tasks to

factory workers. Chapter 6 introduces the Vipo system, which demonstrates how factory

workers can customize (routine) tasks for robots and machines.

The last chapter includes an overall conclusion of the dissertation.
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2. RELATED WORK

This chapter discusses the prior work in task delegation, creativity methodologies and sup-

porting tools, adaptive tutoring, and task planning for robots and Internet of things (IoT)

machines.

Part of this chapter has adapted, updated, and rewritten content from a paper at Cre-

ativity & Cognition 2017 [ 7 ], a case study at CHI 2021 [ 8 ], a paper at CHI 2020 [ 9 ], a paper

at CHI 2021 [  10 ], and an unpublished paper (coauthored with Alexander J. Quinn). So in

this chapter, all uses of “we”, “our”, and “us” refer to all the coauthors.

2.1 Task Delegation

The basic idea behind delegation is that requesters transfer tasks to workers when re-

questers cannot achieve their objectives alone. Due to the multidisciplinary nature of this

problem, I draw on background from social science as well as computer science.

Delegation can take place in many situations. First, when people are absent, their jobs

can be delegated to someone else. Such backup scenario is pervasive, such as when people are

on a business trip or training. Second, administrative delegation happens when job functions

are distributed from higher job positions to lower job positions in the organization structure

[ 1 ], [ 2 ]. Third, delegation is useful in collaboration of work. People often need to collaborate

with others in the same organization or other organizations, especially when they lack the

knowledge or resources to achieve the objectives.

This dissertation focuses on the third case. In particular, we focus on collaboration with

individuals or small organizations, rather than large organizations. This is because in large

organizations, delegation also needs to consider many other issues, such as authority/per-

mission control [ 11 ], [ 12 ], security, and intellectual property. Those issues are not the focal

point of this dissertation.

Delegation can take many forms: human-to-human, human-to-machine, machine-to-

machine, and perhaps even machine-to-human. In this dissertation, I focus on the human-

to-human, and human-to-machine forms of delegation.
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2.1.1 Task Delegation and Coordination

As mentioned above, this dissertation focuses on the collaboration/coordination of work.

In organization theory, the term coordination is also paralleled with collaboration [  13 ], co-

operation [ 14 ], [ 15 ] and integration [  2 ]. It is through coordination that requesters are able

to engage workers effectively towards a common interest, since requesters typically lack the

knowledge, capabilities, or resources to achieve their objectives alone.

The term coordination has various meanings in different contexts, such as in economics,

computer science, organization theory, and biology. There appears to be no commonly

accepted way of defining coordination. For example, Larsson [ 16 ] lists nineteen different

definitions and Malone & Crowston [ 3 ] report on eleven definitions. For the purposes of

this study, I have adopted one definition from [ 3 ] as: “The joint efforts of independent

communicating actors towards mutually defined goals”. Here, since the coordination has

a clear role of requesters, the mutually defined goals should be in align with the goals of

requesters.

Coordination needs to resolve challenges in division of task and management of inter-

dependencies [ 1 ], [ 2 ]. The task division challenge includes the consideration of how to divide

subtasks in a meaningful and cohesive way so that the workers have enough context to work

with. The managerial challenge includes the consideration of how to manage the interfaces

between subtasks, how to match the subtasks with suitable workers, and what mechanisms

are appropriate to achieve enough collaboration between workers.

Coordination is closely related to communication, which is considered as a source of

establishing shared meanings. The importance of communication has been emphasized by

many researchers [ 3 ], [ 4 ], [ 16 ], [  17 ]. The key challenges of communication includes: “How

[...] can actors establish common languages that allow them to communicate in the first

place?” [ 3 ] and “[...] the heaviest burdens are placed on the communications system by the

less structured aspects of the organization’s tasks, particularly by activity directed towards the

explanation of problems that are not yet well defined.” [ 1 ].
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2.1.2 Human-to-human Delegation

Tasks can be delegated to organizations or individuals. There is already great deal of

theory about coordination within organizations or with other organizations [ 1 ], [ 2 ], [ 14 ]. This

dissertation focuses on delegating to individuals, rather than delegating to an organization

as a whole.

One option is to delegate work to one or more experts. For example, outsourcing software

development tasks to external developers is a common practice to save costs. Also, platforms

like Upwork 

1
 and 99designs  

2
 enable requesters to hire expert freelancers for various types

of tasks, such as writing and logo design. This type of delegation is still on a formal basis,

which acts similarly to delegate to an organization.

The second option is crowdsourcing, which is a practice of delegating tasks to a lot of

crowd workers from online platforms like Amazon Mechanical Turk (AMT 

3
 ). Jeff Howe [ 18 ]

defines crowdsourcing as “[...] the act of taking a job traditionally performed by a designated

agent (usually an employee) and outsourcing it to an undefined, generally large group of

people in the form of an open call.”

While crowdsourcing is typically used to handle relatively simple tasks, such as image

labeling and receipt transcription, there are many efforts trying to apply crowdsourcing to

complex tasks. For example, CrowdForge [ 19 ] is a general purpose framework that provides a

small set of task primitives (partition, map, and reduce) that can be combined and nested to

address complex crowdsourcing problems. Besides, Soylent [ 20 ] is a word processing interface

that enables writers to call on crowd workers to shorten, proofread, and otherwise edit parts

of their documents on demand. Flash organizations [  21 ] is a system in which crowd workers

are structured like organizations to achieve complex and open-ended goals.

The third option is friendsourcing: delegating to a group of friends, colleagues, or other

people available. Friendsourcing is a term introduced by Michael Bernstein, et al [ 22 ], [ 23 ],

which is a technique to collect information or execute tasks in a social context by mobilizing

a user’s friends and colleagues. Specifically, they design systems to extract information about
1

 ↑ https://www.upwork.com/
2

 ↑ https://99designs.com
3

 ↑ https://www.mturk.com/
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peoples’ interests and preferences by encouraging friends to explicitly or implicitly share that

information.

The fourth option is to delegate task to factory workers. Manufacturers around the world

have worked on standardizing practices and making tasks less complex in an effort to keep

their employees productive on the job. However, there are still many challenges of delegating

tasks to workers in the trend of flexible and self-configuring production [ 5 ], [  6 ]. In particular,

workers often need to learn new production processes, due to the frequent production shifts

and high worker turnover [  24 ].

Moreover, in many industries, factory workers primarily operate machines to accomplish

tasks. In this dissertation, I will focus on delegating machine operation tasks to factory

workers. Nonetheless, an interesting perspective might be that delegating tasks to factory

workers is essentially delegating to machines. In other words, it seems reasonable to consider

machines as the end workers, while factory workers as the middle layer of the delegation. In

a loose sense, this type of delegation may be confused as human-to-machine delegation that

will be discussed later. Here, I still consider this type of delegation as human-to-human for

two reasons. First, not all tasks delegated to factory workers are purely done by machines.

Some tasks require substantial human effort and experience, such as welding. The human-

to-machine delegation in the next section, however, assumes that automatable machines and

robots are the primary operators. Second, this dissertation focuses on training workers to

master machine operations, which is more related to cognitive and learning aspect of humans.

This dissertation focuses on the last three options of human-to-human delegation. While

some general-purpose frameworks have been mentioned above, they can not be directly

applied to the task types in this dissertation. Therefore, I introduce different techniques and

frameworks to enable delegating these tasks. The later section will cover more details of the

task types as well as the related work in handling them.
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2.1.3 Human-to-machine Delegation

Humans routinely delegate tasks to machines. The list of machines is endless, such as

rice cooker, printer, laser cutter, and so on. Most machines are primarily designed to work

alone, without interaction with other machines.

A system of interconnected machines, however, has the potential to achieve more complex,

flexible tasks that single machines cannot achieve alone. Internet of things (IoT), for example,

represents a system of interrelated computing devices, mechanical and digital machines that

are provided with many features, such as the ability to transfer data over a network. These

features can increase the flexibility and diversity of potential applications of the IoT machines

[ 25 ].

As mobile robots and human workers become more tightly integrated within IoT environ-

ments, the task of instructing the Internet of robotic things has become increasingly complex

[ 26 ]–[ 28 ]. For example, in manufacturing factories, it becomes challenging to program work-

flows of mobile robots delivering parts and inter-operating with manufacturing equipment.

As manufacturing processes increasingly depend on customization and product changes, the

effort needed to create or modify workflows becomes a bottleneck. Furthermore, some re-

sponsibility for programming robots and their interactions with IoT devices must shift to

the workers directly involved with a given manufacturing process [  29 ].

The later section will cover more details of the related work in coordinating robots and

IoT machines.

2.2 Creative Tasks and Methodologies

Creativity is a common objective of task delegation. Different types of creative tasks

have intrinsic characteristics that a generic methodology may not be able to address well.

This section discusses the methodologies and tools for two types of creative tasks: idea

enumeration and interaction design.
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2.2.1 Idea Generation and Enumeration

Creative tasks can be made less dependent on chance by guiding the process with some

element of the idea space. Yu et al. have shown that crowds can find analogies from within

a large set of ideas [ 30 ], and that such analogies can provide the seed for new and valuable

ideas [  31 ].

Recent work relating to the enumeration of unbounded sets with crowds has established

a foundation for our work [ 32 ], [ 33 ]. However, enumerating creative idea spaces is funda-

mentally different from drawing ideas from the Internet at large.

Dimension-driven ideation

Dimensions and values have been used for ideation of graphical designs, by individuals

and crowds. Talton et al. demonstrated one of the first interfaces that allow individual users

to explore an idea space by manipulating sliders to control various dimensions [  34 ]. A similar

strategy is embodied by Attribit, which also engages workers on Mechanical Turk to help

describe relationships between resulting objects (e.g., “The right part makes the shape look

than the left part.”) [  35 ].

Quasi-comprehensive enumeration of an idea space

A recent effort enumerates ideas for inventions using machine computation. The website’s

stated goal is “to algorithmically create and publicly publish all possible new prior art, thereby

making the published concepts not patentable” ( http://allpriorart.com  ). Here is an example:

“Devices and methods for therapeutic photodynamic modulation of neural func-

tion in a human. Product gas in the vapor phase is drawn from the head space

above the liquid level and condensed to form the product fuel. The adapter seg-

ment is positioned at the first end and is configured to be coupled to another

component.”

All have been computationally generated using algorithms that are not yet publicly dis-

closed.
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Morphological Concept Generation

Morphological concept generation is a method from engineering design that involves

mapping an ideas space in a way that could potentially be used to enumerate the ideas.

It generates concepts based on a morphological chart. A morphological chart in essence

is a table of functions (desired capabilities for the object being designed) and an array of

means (ways to implement or achieve those capabilities) [ 36 ]. The space of possible designs

can then be viewed as the combination of available means for each function [ 37 ]. Exploring

that space of combinations is a popular method of engineering design [ 38 ]–[ 41 ]. Web-based

morphological charts have been demonstrated, including support for functional analysis,

conception generation, and concept evaluation [ 42 ]. Since morphological charts are typically

used in a large idea space, they can naturally lead to combinations of features that would

make the design impractical or nonsensical. Compatibility matrices can be used to evaluate

whether functions can reasonably be combined [ 38 ], [  43 ].

Creativity Support Tools

Key ideas from creativity support tools [ 44 ] have been applied to crowdsourcing to amplify

the potential for creative output. Crowds inherit previous examples and combine atypical

features to produce more creative ideas [ 45 ], [ 46 ]. Challenges, however, stem from the vague

requirements for discovery and innovation, as well as from the unorthodox user behaviors

and unclear measures of success [ 44 ].

2.2.2 Interaction Design

Interaction design is about designing interactive products that people communicate and

interact with. Interaction design is widespread in many fields, such as designing physical

products and software interfaces. Also, it is widely performed by designers with a variety

of design expertise for different purposes, ranging from professional designers for commer-

cial products, amateur designers (e.g., students) with limited design experience for design-

oriented projects.
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The four stages of interaction design involve establishing requirements, designing alter-

natives, prototyping, and evaluating [ 47 ]. In the phase of designing alternatives, designers

need to consider many aspects of users. At the very least, they need to determine the

target users, and understand the potential interactions with the products in different sce-

narios [ 47 ]. Having a better understanding of target users and potential interactions can

help design products that will fit those niches and reduce the cost by avoiding implementing

inappropriate designs.

To that end, collaboration is often used to generate creative and diverse design alterna-

tives. Bringing together people with different expertise and perspectives can help mitigate

the design fixation [ 48 ], [ 49 ]. Collaboration can happen not only within design teams, but

also between people peripheral to the design teams, such as colleagues and friends. In this

dissertation, we focus on the latter collaboration pattern in which designers enlist assistance

from people with only limited interest, responsibility, and awareness of the design problem.

Authoring and Communication Methods

Various design methods can be used to enable designers to author and communicate the

design context. Atasoy and Martens [ 50 ] made a summary of common methods, such as

mind mapping, affinity diagramming, scenarios, storytelling, sketching, and storyboarding.

Specifically, scenarios, storytelling, and storyboarding may be more suitable for interaction

design than other methods due to their abilities to describe the target users and the potential

interactions in a story that people can easily relate to. Moreover, unlike scenarios and

storytelling, storyboarding tells the story in a visual way, and thus can act as a lingua franca

in the communication between design teams [ 51 ]. Therefore, we choose storyboard as the

method in this dissertation.

Storyboarding is a visual storytelling method represented as a series of pictures or

sketches. Storyboarding is commonly used in many fields, such as film making, anima-

tion planning [ 52 ], and comic books [ 53 ]. For example, a storyboard for animation can give

animators a better idea of how a scene will look and feel with motion and timing. Key frames

of the animation can be represented as storyboard panels.
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When it comes to interaction design, storyboards can be used to “illustrate the design

concept in the context of users, task, and environment” [ 54 ]. Storyboards can be used as

low-fidelity prototypes to foresee key interactions that users may engage with the products

[ 47 ]. Additionally, storyboards may implicitly or explicitly express the time passing of the

interactions, which may be helpful for designers to consider the potential challenges that

users might face over time [ 55 ].

When many storyboards are created to represent different design alternatives, managing

the complexity becomes critical for the communication and collaboration. In this disserta-

tion, we use a hierarchical storyboard to manage the complexity while maintain its sequential

appearance.

2.3 Adaptive Tutoring

This section discusses prior approaches to adaptive tutoring for general contexts, and the

sources and targets of adaptation for AR/VR specific tutoring systems. These works inform

the system design and features of AdapTutAR.

2.3.1 General Strategies for Adaptive Tutoring

In human-based tutoring systems, instructors perform a multi-dimensional role, from

providing classroom instructions, providing feedback to trainees (questioning, suggesting

hints or direct orders) and even varying the difficulty of the training to suit the trainee

[ 56 ]. Adaptive instructional systems aim to replicate these roles in the absence of a human

tutor. These computer-based systems guide learning experiences by tailoring instruction

and recommendations based on the goals, needs and preferences of individual learners in the

context of domain learning objectives [ 57 ]. Thus, the goal of adaptive tutoring is not just

to facilitate, but optimize the learning, retention and transfer of skills for users between the

training and real-world environment.

Instructional strategies for adaptive tutoring can be grouped into two general approaches:

macro-adaptive and micro-adaptive [ 58 ], [ 59 ]. Macro-adaptive approaches provide adapta-

tion based on metrics collected prior to training. Generally, they use metrics such as learner
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preference and experience to establish methods for individualized task selection or content

difficulty [ 60 ]. Micro-adaptive use real-time metrics to provide adaptations in a dynamic fash-

ion. They perform adaptations during the training using factors such as user performance,

behavior and errors to provide guidance and feedback [  61 ], [ 62 ]. However, to determine

which adaptive approach should be used, it is useful to understand the possible sources and

targets of adaptation.

Sources of adaptation pertain to factors which cause or trigger the adaptation to occur.

They largely stem from learner-based metrics such as individual performance, working mem-

ory capacity [ 63 ], prior expertise [ 64 ], learning preference and traits [ 62 ]. Intelligent tutoring

systems usually employ a learner model [ 65 ], [ 66 ] which collects learner data to ascertain

their knowledge state, recognize errors and generate adaptations. Targets of adaptation

represent those instructional components which actively change based on the source of adap-

tation. Broadly, these targets can include the feedback, visual representation of information,

sequence of workflow, learning pace and others [ 62 ]. Effective and personalized feedback is

important for learning due to the different characteristics of users, as shown in the works

by Gutierrez and Atkinson [ 67 ] and Bimba et al.[ 68 ]. Alternatively, Brusilovsky and Su

[ 69 ] explored the relation between adaptive visualization and learner knowledge levels, while

Beyyoudh et al. [ 70 ] focused on providing the optimal sequence of pedagogical steps.

The sources and targets of adaptation define the general adaptive approach of the tu-

toring. While AdapTutAR uses a combination of macro and micro-adaptive approaches for

adaptation, the following sections discuss the different sources and targets of adaptation

specific to the AR/VR context.

2.3.2 Source of Adaptation in AR/VR

AR/VR applications have shown benefits to communication and learning by displaying

effective and adaptive information that enhances users’ understanding of subjects. While

adaptation within the AR/VR context has not been studied extensively, some sources of

adaptation in AR/VR tutoring systems can include learner performance, expertise, behavior

(gaze, distraction, emotion), task-type and spatial location. From the previous section it
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can be seen that generic tutoring systems largely monitor user-based factors. In the case of

AR/VR, these factors can be classified into two groups: User and Environment [ 71 ].

User refers to the person using the application. User’s performance is widely used in

directing the tutoring workflow, initiating appropriate feedback [ 56 ], [ 72 ], [ 73 ], or in selecting

macro and micro-adaptive strategies [ 74 ]. Fender et al. leveraged user behavior and object

position to adapt the position [ 75 ] and size [  76 ] of AR displays. Learner gaze can be used

as a measure of transparency [ 77 ], allowing the tutoring agent to make inferences about the

learner confidence, whether or not guidance is necessary and what they are likely to do next

[ 64 ]. Finally, Rodenburg et al. elaborate on the correlation between learner expertise and

level of fidelity in simulation based tutoring environments [ 78 ].

Environment refers to the physical context where users are interacting. When dealing

with machine environments, Cao et al. [ 79 ] in their exploratory study categorize the steps

of machine tasks into three types depending on the physical actions performed: local, spatial

and body-coordinated tasks. Their user study suggests that users prefer different visual

abstractions of the AR avatar tutors depending on the task type. Lages and Bowman

[ 71 ] used information about physical surroundings and relative positions of the environment

layout to focus on position-adaptation. Additionally, Herbert et al. [  80 ] use spatial 3-D

information from the real-world to detect errors, provide feedback and sequence tasks.

By taking information from the user and environment into account, AdapTutAR gener-

ates adaptive tutorials for machine tasks. The next section describes the various targets of

adaptation in AR/VR for machine tasks.

2.3.3 Target of Adaptation in AR/VR for Machine Tasks

Machine tasks can be defined as a sequence of physical and spatial operations involving

machines in a production environment [ 79 ]. Some examples of AR-based tutoring for machine

environments include usage of industrial machinery [ 81 ]–[ 83 ], facility monitoring [ 84 ], [  85 ]

and vehicle maintenance [  86 ], [ 87 ]. Considering that most machine task operations involve

human motion, the targets of adaptation must focus on using the right type of visualization

content for the tutoring and the level of detail.
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AR/VR visualizations include the usage of annotations, animated components and

virtual avatars. While annotations [ 80 ], [ 88 ], [ 89 ] and animated components [ 90 ]–[ 93 ] have

been used extensively in prior AR research to adapt feedback and guide users, avatars have

been used to provide effective feedback for learning tasks that primarily require human mo-

tion. For example, Tai-Chi training platforms where learners learn from virtual coaches have

been researched extensively [  94 ], [ 95 ]. Cao et al. suggested the use of avatar as an additional

instructional mode [  79 ] after exploring the presence of avatar for tutoring machine tasks.

Similarly, Piumsomboon et al. studied the presence of an adaptive avatar to facilitate the

collaboration between a local AR user and a remote VR user [ 96 ], [ 97 ]. Recently, Loki [  98 ], a

bi-directional mixed-reality telepresence system for teaching physical tasks, used the avatar

to represent status of the learner and instructor in different physical spaces. By offering

customized feedback from the avatar, users gain deeper understanding within synchronous

learning.

Level of Detail (LoD) relates to the questions of when, and how much information

should be presented to the user for optimal tutoring. Lindlbauer et al. [ 99 ] report an

optimization approach leveraging cognitive load and the task environment to adapt MR

interfaces to fit the user’s context. Wegerich and Rötting [ 100 ] outline a context-aware

adaptation system for spatial AR with the goal of displaying unambiguous information at

the right time to the user, based on user attributes such as position and perception. For AR

browsers, Tatzgern et al. [ 101 ] presented an adaptive information density display which used

a level-of-detail structure to balance information against potential clutter on the display.

Prior works use these targets of adaptation to provide users with optimal amount of

information for tutoring. The different sources of adaptation reviewed in the previous section

are linked to various targets of adaptation in this dissertation. AdapTutAR significantly

expands on these targets and presents an adaptation model that targets the optimal level of

detail based on a combination of user and environmental sources.
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2.4 Programming Tasks for Robot and Machines

This section discusses the prior work of delegating tasks to robots and IoT machines,

including visual programming languages and interfaces, spatial-visual programming, and

communication protocols between smart devices.

2.4.1 Visual Programming for Robots and IoT Devices

Visual programming interfaces make programming more approachable for non-experts

and thus enable workers to author workflows for robots and/or IoT devices. Many visual

programming interfaces have been developed to program tasks for IoT devices [ 102 ]–[ 104 ],

robots [ 105 ]–[ 111 ], or for both robots and IoT devices [ 112 ]–[ 115 ].

These interfaces are mainly built on two authoring approaches: form-filling and visual

programming languages. Form-filling approach allows users to fill a predefined form by

adding actions or triggers via drop-down menus [ 112 ], [ 116 ], [ 117 ]. On the other hand, visual

programming languages provide visual constructs (e.g., functions, conditions, and loops) to

wire the sensory data and actions of robots or IoT devices into tasks, such as Blockly [ 118 ].

Since form-filling is less flexible than visual programming languages in authoring dynamic

and complex workflows, most interfaces mentioned above have adapted or designed visual

programming languages to author workflows in various formats, such as blocks [ 107 ], [ 118 ],

data-flow [ 108 ], flow-chart [ 102 ], event-based, [ 111 ], or state-flow [ 113 ].

Although these visual programming languages could represent workflows in many for-

mats, they lack suitable visual notations to represent the activities occurring within a spatial

environment, such as delivering parts by mobile robots and interacting with machines. We

design Vipo to provide users with handy notations to program workflows while maintaining

the power of a programming language in the spatial domain.

2.4.2 Spatial-Visual Programming

The ability to sense the spatial relationship between objects and environments is one of

the key benefits of programming via augmented reality (e.g., V.Ra [ 119 ]) or virtual reality
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(e.g., Ivy [ 103 ]). Such benefit is automatically gained when authoring in 3D space, but is

less obvious to obtain in 2D space. Given that users are more familiar with authoring via 2D

interface and have easier access to 2D authoring tools (e.g., computers), it would be valuable

to embrace the benefit of spatial-awareness in a 2D space.

Spatial-visual programming in 2D space is still in its infancy. A few research projects

have explored this area. For example, Vizir [ 120 ] allows air traffic controllers (ATC) to

author automation on top of a geographic airport map with a set of ATC-specific visual

constructs. By placing the visual constructs above the map, Vizir tries to maximize the

closeness of the control and actions, as well as the predictability of the automation. In

addition, Ruru [ 109 ] designed spatial metaphors for input sensors to allow the position and

orientation of an input relative to a device to be expressed visually. Kitty [ 121 ] allows users

to sketch animated drawings to illustrate the spatial and temporal relationship between

entities.

Although these approaches enabled users to create simple workflows or illustrations,

they did not support functions that are essential for a programming language. Functions

are supported in most textual languages and non-spatial visual programming languages

mentioned above. Given that manufacturing workflows have the tendency to become more

complex and customizable [ 29 ], functions can play an important role due to its reusability,

modularity, and flexibility. In this dissertation, we designed and implemented functions in

a spatial space. Along with other spatial constructs, the Vipo language aims to build an

accurate conceptual model of the spatial relationship between programmed tasks and the

environment.

2.4.3 IoT Protocols & ROS

IoT protocol is one of the key components to bridge the digital programming interface

and the physical execution environment. Specifically, to program a workflow, users need to

have access to the capabilities and sensory data of robots and IoT devices. In addition, these

capabilities and sensory data should be represented in a format that is understandable by

users.
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Many protocols have been proposed to facilitate communication between connected sys-

tems [  122 ]–[ 126 ]. For example, MQTT [ 123 ] is a publish-subscribe messaging protocol that

is suitable for mobile applications. In addition, several protocols have been created to de-

scribe data/message in specific formats. For example, Resource Description Framework

(RDF) [ 127 ] is a standard model for data interchange on the Web, while IoT-Lite [ 128 ] is a

variation of RDF to describe IoT resources, entities and services.

This dissertation takes advantage of the Publisher/Subscriber functionality provided by

Robot Operating System (ROS) [  129 ] to enable status sharing and task coordination. Fur-

thermore, this dissertation adapts the RDF protocol to describe the status and capabilities

in a way without prior configuration.
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3. BLUESKY: CREATIVE TASKS WITH CROWDSOURCING

This chapter presents the first example of human-to-human task delegation, which is dele-

gating creative tasks to crowd workers. This chapter has adapted, updated, and rewritten

content from a paper at Creativity & Cognition 2017 [ 7 ] and a case study at CHI 2021 [ 8 ].

All uses of “we”, “our”, and “us” in this chapter refer to coauthors of the aforementioned

paper.

Design contests and group creativity support systems have demonstrated the value of

crowds for producing a solution to a design or engineering problem. However, when the

goal is not one idea, but many ideas, an uncoordinated crowd effort would likely lead to

a set of ideas clustered around those that are easiest to think of. We present BlueSky, a

crowd-powered system that coordinates microtask workers to enumerate a uniform sample

of textual ideas on a given topic. Through the process of soliciting ideas, an ontology is

developed, which is used to categorize the ideas in the list. That categorization then reveals

combinations of attributes that have not yet been covered. Our evaluation with four list

topics compared BlueSky to freeform solicitation of ideas with respect to comprehensiveness

(coverage over the entire idea space) and uniformity (mitigating the tendency to emphasize

ideas that are easy to think of).

3.1 Motivation and Contributions

With the rise of crowdsourcing came a recognition of its value of a distributed workforce

for creative applications [ 45 ], [ 130 ], [ 131 ]. Web sites such as 99designs and InnoCentive have

had success engaging crowds on design and engineering problems through design contests.

By posting many such contests on one site, would-be contributors can match their individual

knowledge and experience with problems to which they are well-suited. With a sufficiently

large and diverse set of participants, the strategy can lead to a pool of candidate ideas from

which a single winner is chosen.

Design contests—and idea contests, in general—depend on chance. Finding a great idea

requires that among the people who view the contest, at least one will have just the right

combination of inspiration or background knowledge to lead them to a winner [ 132 ]. Most
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other forms of group creativity support tools are also primarily participant-directed, and

thus effectively dependent on chance [ 44 ]. Moreover, these assume that the motivating goal

is to find a winner.

This work engages crowds differently, in the form of mechanized labor—or, more aptly,

mechanized creativity—to achieve a broader goal: Enumerate a uniform sample of ideas in

an idea space. For example, a few examples of textual ideas spaces (i.e., ideas expressed as

text) are below:

1. The developer of a new virtual reality system wants to understand the full range of

possible applications.

2. A political campaign wants to prepare its candidate for the full range of questions that

might arise in a debate.

3. A marketing firm wants to test a large and diverse set of text ad blurbs in an online

experiment.

A truly exhaustive listing of all ideas for such topics would of course be impossible to

produce. Many items on such a listing would be deemed duplicate, or at least “equivalent” by

any reasonable standard. For example, given the prompt, “Ways to use a brick,” the ideas

“break a window” and “throw a brick through a glass pane” would probably be deemed

equivalent. However, “break a window” and “crack a window” would depend on what one

defines as distinct. Given such a definition, then a comprehensive sample could be achieved.

One possible standard for distinctness is suggested by legal theories of originality in

the United States, which demand at least a modicum of creative thought [  133 ]. Purely

mechanical transformations of existing knowledge are deemed unoriginal (and thus ineligible

for copyright). We take this a step further by requiring that for a new idea to be considered

distinct, it must add creative value relative to the needs of the requester who solicits the list

of ideas.

Even then, there could still be many possible definitions of “distinct” for a given ideation

task. The choice depends on the intended purpose of the list. For example, a building

supply marketer might treat two ideas as effectively equivalent if they would appeal to the
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same segment of customers, or are used in a different setting. In contrast, a sculpture artist

might differentiate based on the physical characteristics of the brick that are exploited. More

concretely, we consider two ideas distinct if they differ with respect to any dimension that

is deemed important by the requester. For example, “break a window” and “break a vase”

differ by the dimension, “target of action” (e.g., window vs. vase).

Ideally, the definition of distinctness would come from the requester for whom the list

of ideas is being created (e.g., the developer of the virtual reality system). That way, the

kinds of variations could be aligned with what they need and value. One could imagine a

system in which requesters actively participate, guiding crowd workers toward the avenues

of variation that will produce the most value for that requester. However, for this research,

we will aim for a process that is as self-contained as possible.

Objective: Enumerate a sample of ideas spanning an idea space that are distinct

with respect to some set of k dimensions.

This paper presents BlueSky, a system we developed to demonstrate a novel method for

enumerating idea spaces (hereafter referred to as the BlueSky method). The inputs consist

of a noun phrase describing the list topic (e.g., ”political debate questions,” ”ways to use a

brick,” etc.), accompanied by a brief explanation of the context, to help workers understand.

BlueSky then coordinates workers on Amazon Mechanical Turk (AMT), together with in-

termittent feedback from the requester, to generate a list of ideas covering every meaningful

combination of values on the dimensions.

A dimension consists of a label and a set of values that can be used to partition the

ideas in a list. Some dimensions are inherently discrete and finite (e.g., “is destructive” ⇒

{“yes”, “no”}). The others will be clustered into bins or representative values (e.g., “location”

⇒ {“indoor”, “outdoor”, “underground”, “outerspace”}).

Any item in an idea space can be mapped to a set of values for each of the dimensions.

Two ideas that map to the same set of values are treated as equivalent. One of the primary

goals of BlueSky is comprehensiveness: covering every compatible combination of values.

The other primary goal is uniformity: controlling redundancy so that (ideally) only one idea
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is acquired for each combination of values. As we will see, perfect uniformity is hard to

achieve given the constraints of Amazon Mechanical Turk, the platform which we have used

for this research. However, our evaluation demonstrates that BlueSky produces a much more

uniform list of ideas (i.e., less redundancy) than freeform solicitation of ideas.

3.1.1 Contributions

The key contributions can be summarized as follows:

1. We show how mechanized creativity—driving the initiative and discovery from the

system—can engage the creative intellect of crowd workers with less dependence on

chance than unconstrained idea solicitation.

2. BlueSky, a system we developed, applies mechanized creativity to enumerate a com-

prehensive sample of an idea space efficiently.

3. Our evaluation demonstrates that a uniform and diverse sample can be more efficiently

acquired by synthesizing a set of dimensions from an initial batch of unconstrained

ideas and using those dimensions to guide further ideation—versus collecting the same

number of ideas without constraints.

3.2 Initial Approaches

The central strategy of BlueSky is to discover the important dimensions and then continue

soliciting ideas until all compatible combinations of dimension-values have been covered.

However, developing this strategy into a working method and system was an iterative process.

In this section, we detail some of our early approaches. These illustrate the design

challenges, which had to be overcome in order to develop our high-level strategy into the

eventual BlueSky method and implementation, which will be presented in the following

section.
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3.2.1 Voluntary Hints Pointing Solution Path

To explore a wider idea space, our first strategy was to let workers ideate and voluntarily

share the promising solution paths with future workers (Fig.  3.1 ). Participants were asked

to enter ideas and rate existing ideas generated by others. While typing, they might see

some similar ideas generated by others and be suggested to avoid duplicate ones. Once got

stuck, they could click the “See some hints” button to acquire some hints which were shared

voluntarily by other participants who had multiple solution paths.

We evaluated it with a specific list topic—“things that humans can do, but computers

cannot”—and got 191 ideas from 12 distinct AMT workers. We found that the strategy of

voluntary hints suffered from two main problems:

1. Freeform ideation may lead to many redundant ideas. Workers received no

strict/tight constraint in the whole process of ideation. Instead, they were suggested,

not required, to think a different idea once their ideas were duplicated with existing

ones. There were only 167 distinct ideas (out of 191 in total) after de-duplication;

meanwhile, a lot of them are similar. For instance, “make food” and “cook” are ba-

Figure 3.1. Voluntary hint interface with ideation (left) and voting (right).
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Figure 3.2. Attribute taxonomy interface. The column headers show the
ideas and the row headers show the attributes.

sically the same; likewise, “play”, “play go” and “play sports” are very similar. The

possible reason is that workers often think in their familiar ways on the lack of com-

pulsory constraint.

2. Hoping to obtain hints from workers may be inefficient and infeasible. During

the whole process of ideation, no hint was added by workers. One reason could be that

the task was so loosely restricted that workers might feel unnecessary to provide hints

for next workers. We further realized that workers would not provide hints even in a

tougher task but simply finish the task by their own.

We also observed creativity fixation effects [ 134 ]. Therefore, we decided to 1) add con-

straints to achieve less duplication and 2) reduce the exposure of others’ ideas in the ideation

session (e.g., removing the voting section and auto-suggestion).

3.2.2 Attribute Taxonomy

The second strategy was to create a taxonomy of attributes that are contained in most

ideas. Figure  3.2 shows the interface that allows workers to propose new attributes and
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extract details from ideas for each attribute. After the extraction, workers should merge the

details into several values that could form a parent-child relationship with each attribute.

We tested it with four graduate students and one undergraduate student by giving a list

of ideas for the topic “ways to use a brick”. Under face-to-face environment, they could ask

questions if they were confused about the process.

Similar to Cascade [  135 ], we observed that they often gave overly broad attribute names

such as “build” or “tools”. Besides, the details they extracted were often in different levels

of abstraction. Take attribute “build” for example, participants extracted both higher-level

details like “something” and lower-level details like “house” and “pond for fish”, from the

ideas “build a house”, “build a pond for fish”, and “use to build something”. This is because

the ideas contained different levels of details. Furthermore, participants had great difficulty

in merging those details into values. We thus decided to ask workers to provide values

directly, instead of merging from details with unpredictable, different levels.

3.3 Definitions

Before describing the system design, we define some key terms, as they are used in this

paper.

A dimension (d) is comprised of a finite set of values (V ). We denote this relationship

as d ⇒ V . Some dimensions are inherently discrete and finite (e.g., “is destructive” ⇒

{“yes”, “no”}). For others, the values represent clusters. For example, given the dimen-

sion location, there could potentially be an infinite number of locations in the universe,

but for our purposes, the set of values will always be a finite set (e.g., “location” ⇒

{“indoor”, “outdoor”, “underground”, “outerspace”}).

Together, a set of dimensions form the basis of an idea space. As in linear algebra, this

basis is not unique.

We use the term dimension, not category, because a dimension is intended to cover

most (or even all) of the ideas (also referred to as list items) while a category may only

cover partially. Also, in early testing, we found that some people interpret category like
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dimension, while others interpret it like value. The terms dimension and value, while perhaps

less intuitive, do not suffer from this ambiguity.

To chart an idea space, the values of a dimension should meet the following criteria as

much as possible:

• Orthogonal (no overlap between each other). For example, “occurrence time” ⇒

{“in January”, “in F ebruary”, ...} are orthogonal, but {“in January”, “in the spring”, ...}

are not, because “January” has overlap with ”spring”.

• Evenly-spaced (nearly the same differences between each other). For example, “occurrence

time” ⇒ {“in January”, “in F ebruary”, “in March”, ...} are evenly-spaced, but

{“in January”, “in June”, “in July”, ...} are not.

• Complete (all representative aspects). For example, “color” ⇒ {“red”, “green”,

“blue”} and {“cold”, “warm”} are both complete, but {“red”, “green”} are not.

3.3.1 Idea Space and Cell

In theory, every idea space is charting by an infinite number of dimensions. However,

in a practical application, a requester with a specific list topic may only care about a finite

representation of the idea space.

Suppose an idea space is represented by n vital dimensions (d1, d2, ..., dn) along with

corresponding sets of values (V1, V2, ..., Vn) where di ⇒ Vi, then a cell of the idea space is a

combination of one value from each dimension {(v1, v2, v3, ..., vn) : v1 ∈ V1, v2 ∈ V2, ..., vn ∈

Vn}. For example, suppose the list topic ”ways to a brick” has an idea space of n = 2

dimensions: “is destructive” ⇒ {“yes”, “no”} (V1) and “location” ⇒ {“indoor”, ...} (V2),

then one of the cells will be {(“yes”, “indoor”) : “yes” ∈ V1, “indoor” ∈ V2}. By definition,

each cell represents a distinct idea. Thus the maximum number of distinct ideas is equal to

the number of cells:

NumberOfDistinctIdeas ≤
n∏

i=1
||Vi|| (3.1)

, where ||Vi|| is the number of values for the dimension di.
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An idea space is completely covered when each cell is covered by at least one idea, and

uniformly covered if the number of ideas covering each cell is roughly the same.

3.3.2 Constraint

An empty cell of the idea space means one cell that is not covered by any idea. To

cover it, we need to guide participants with constraints. It is straight-forward to con-

vert an empty cell {(v1, v2, v3, ..., vn) : v1 ∈ V1, v2 ∈ V2, ..., vn ∈ Vn} into a batch of con-

straints (C = (c1, c2, ..., cn)) by replacing vi with a constraint ci, where ci is in the for-

mat of “vi, and not ∀v ∈ Vi\vi,− − w.r.t di”. Here, ∀v ∈ Vi\vi means every value in

the set Vi except vi. For example, if vi is a value “indoor” from dimension “location” ⇒

{“indoor”, ...}, then it will be converted to a constraint “Indoor, and not outdoor, under-

ground, or outerspace – w.r.t location”. In particular, for a dimension with Boolean values

(e.g. “is destructive” ⇒ {“yes”, “no”}), its values will be converted into human-readable

constraints like “is destructive” and “is not destructive”.

3.4 Iterations of Generating Dimensions and Values

Our design went through four iterations before it reached to a point where workers were

able to generate Dimension/Values that could comprehensively categorize any ideas of a list

topic. The timeline of the iterations is shown in Figure  3.3 . Within each iteration below, we

summarize the communication strategies that were used to guide the task design as well as

the preliminary findings after testing with workers.

In this section, we only demonstrate the first three iterations while describing the last

iteration in the next section.

3.4.1 Iteration #1: Plain Requirement

We began our instruction design by directly asking workers to think of the Dimension/-

Values that could be used to categorize the given list of ideas. Workers were given a list of

ideas for a topic (e.g., “ways to use a brick”), the textual description of procedural informa-
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#1 #2 #3 #4

Plain Requirement Task Decomposition Contextual Enrichment Train with structure
Show sample ideas 
as stimulus for 
dimension and value 
generation (S1)

Decompose a complex 
task into multiple 
actionable sub-tasks (S2)

Provide the 
context of 
task (S3)

Provide a structure to 
convey semantics of 
dimension/values (S4).

Use a tutorial for both 
training and filtering (S5)

Figure 3.3. We went through four iterations of the design. In each iteration,
we used one or two communication strategies to guide our optimization of
the task design. This figure shows the progression of the design that finally
reaches to a version (i.e., iteration #4) which effectively communicates the task
to workers.

tion that need to perform to complete the task, as well as the requirements of the submission.

This represents the communication strategy below.

Strategy: Show sample ideas as stimulus for dimension and value generation (S1). Show-

ing sample ideas allows workers to focus on the generation of dimensions and values, without

the need to think of ideas by themselves. Also, the sample ideas were often more diverse

than those a worker could think of during a short period of time. Thus the diverse ideas were

assumed to be more likely to inspire workers to generate more diverse dimensions and values.

Cascade [ 135 ] also provided list items and asked workers to generate categories in order to

form a taxonomy. However, one difference is that Cascade asked workers to generate one

category for each list item, while we did not enforce a one-to-one mapping. Furthermore,

one unique challenge is that workers had to provide dimensions and values that can be used

to categorize ideas that are not in the list of sample ideas. This is an unusual task that

requires relatively complex cognitive skills.
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Table 3.1. Summary of statistics of Dimension from each Iteration. Note that
a “Valid D/V” means the Dimension/Values pair that could be legitimately
used to categorize an idea space. A dimension does not count as a valid “Valid
D/V” if its corresponding values are invalid. The results were first coded by a
researcher and then cross-checked by the other researcher.

Iteration Dimension

Valid (%) Invalid (%) Irrelevant (%) Valid D/V (%) Total number
#1 9.3 65.1 25.6 7.0 43
#2 42.9 54.3 2.9 28.6 35
#3 52.4 39.3 8.3 44.0 84
#4 79.6 16.3 4.1 79.6 49

Note that we used the term ”Category/Subcategory” rather than ”Dimension/Values” in

the task description. This was because we assumed that workers may feel more familiar with

the former terms, given that categorization is a common task on crowdsourcing platform.

However, since ”Category/Subcategory” are overloaded terms and sometimes have conflicting

meanings depending on the context, we also tried different terms in the later iterations, such

as ”Question/Choices”, ”Metric/Values” and ”Dimension/Values”.

Preliminary findings

We tested this set-up with 16 workers on Amazon Mechanical Turk (AMT), and received

43 dimensions and 156 values. We found several issues from the collected data. First, most

dimensions were either invalid (28 out of 43) or irrelevant (11 our of 43) to the given topic

(Table  3.1 ). Take dimensions of the topic “ways to use a brick” as an example, workers

submitted dimensions such as “dangerous” (invalid) or “shape” (irrelevant), which cannot

be used to categorize the ideas. By saying a dimension invalid, it means that it violates the

criteria of a valid dimension defined in Section 2. Specifically, the dimension “dangerous” is

considered as invalid because it can only be used to categorize a partial set of ideas in “ways

to use a brick”. The results were first coded by a researcher and then cross-checked by the

other researchers.

Second, some dimensions are overly broad (e.g., “use”, “usage”). Although these dimen-

sions are reasonable, the granularity level of the corresponding value could either be very
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broad, or extremely narrow that only cover one idea in the idea space. Besides the issues

we found in dimensions, we also observed several problems from the values belonging to

a dimension. For example, some values were wrong and did not belong to its dimension.

Furthermore, even the values were correct, but they were not complete. As a result, only

7.0% of the D/V was valid. The results indicated that most workers did not thoroughly

comprehend the task and submitted dimension and values that were unusable.

3.4.2 Iteration #2: Task Decomposition

Instructions

You will be shown several categories for ways to use a brick. Divide them into 2 to 6 subcategories.
Requirements:
• Your subcategories should be comprehensive/complete enough so that any possible value under
the original category could be covered by exactly one subcategory.
• Your subcategories should be high-level, and all about the same level of detail

Examples for subcategories of category “Color”
1: red, green, blue, yellow, black, white
Good, because any color could be described as
one of these.

1: red, green, blue, light green
Bad, because green and light green are not in
the same level of detail.

Divide each category into 2-6 subcategories
Category: Location

Category: Art supplies

Category: Aspects of Life

2: warm, cool
Good, because any color could be
described as one of these.

2: red, yellow
Bad, because some color at the same level
of detail are missing.

Figure 3.4. Interface of Iteration #2: Task Decomposition. Workers were
asked to generate Values for a corresponding Dimension. Note that we use
category/sub-category, not Dimension/Values, in the instructions to make
workers more familiar with the term.

Our first attempt to improve workers’ understanding of task was to reduce task com-

plexity. In this iteration, we decomposed the original task into two sub-tasks. Specifically,

instead of asking workers to provide dimensions and values at the same time, we simplified
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the task and asked workers to either provide the dimension for a given list topic or provide

values for a given dimension (Figure  3.4 ). In other words, workers only needed to focus on

one job at one time. We adopted this strategy because we suspected that the original task

might be too difficult for workers, given the failure in previous iteration.

Strategy: Decompose a complex task into multiple actionable sub-tasks (S2). Divide-and-

conquer is a common algorithm that has been applied to divide a complex crowdsourcing

task into several actionable units that could be performed by crowd workers [ 20 ], [ 136 ]. We

did not consider this strategy at first because we thought the complexity of the original task

is appropriate for crowd workers. However, after several unsuccessful attempts to optimize

the instructions requirement in iteration #1, we suspect that the task might be too difficult

to communicate with workers.

Preliminary findings

We tested this set-up with 10 workers on Amazon Mechanical Turk (AMT), and received

35 dimensions and 118 values. As Table  3.1 shows, we see a significant increase in valid di-

mensions (9.3%→ 42.9%), and decrease in irrelevant dimension (25.6%→ 2.9%). However,

the “Valid D/V” is merely 28, 6%, meaning that a large portion of the values were not aligned

with the corresponding dimension, and vice versa. We found that it is very difficult for one

worker to generate a dimension that another worker can build on to generate a set of values.

This is because the second worker does not have the same understanding of context as the

first worker. The second worker is often confused about what values to provide, given that

the dimension quality is low. For example, if no values are provided, it is hard to understand

the meaning of the dimension created by the first worker, such as ”Aspects of Life”, and

thus hard to provide meaningful values.

Despite this possible confusion from workers, we did receive a better quality of D/V in

this iteration, which shows the success of applying decomposition strategy (S2). On the

other hand, the disconnection issue between the two sub-tasks (i.e., dimension generation

and values generation) indicates that showing more contextual information of the delegated

57



task to workers might help improve workers’ understanding of the task, and thus help them

to provide results that meet requesters’ implicit requirements.

Instructions

In order to categorize a large list of ways to use a brick, we plan to ask other workers a few questions about each item on
our list. In part A of this Hit, you will help us think of good questions to ask. In part B, three preview HITs will be generated
based on your input. They are roughly how the eventual HIT will be presented to other workers.
Instructions:
1. Part A: Use the drop-down to choose a general form for the question we will use to ask other workers. Then, fill in

the rest of the question and a set of 2 to 7 answer choices.
2. Part B: Check the checkboxes under preview Hits. Otherwise, modify your input in Part A.

Requirements:
• Question text must fit with the words you chose in the drop-down to form a proper question
• Exactly one of your answer choices should apply for any item in our list of ways to use a brick.
• Your answer choices should be high-level, and all at about the same level of detail.
• Do not use specific ideas as answer choices.

Part A
What is the

outdoorsa.

indoorsb.

undergroundc.
d.

location of the activity ?
Preview HIT

Below is one of many ways to use a brick, choose
one best fit option from the question.

Q: What is the location of the activity?
outdoors
indoors
underground

Use it for hunting

Part B

Figure 3.5. Interface of Iteration #3: Contextual Enrichment. We provide
more contextual information of the task by letting workers know how their
submission (Part A) would be used by other workers (Part B).

3.4.3 Iteration #3: Contextual Information Enrichment

Based on the findings from the previous iteration, a new prototype was designed and

implemented to improve the quality of dimensions and values. As shown in Figure  3.5 ,

workers were given a list of ideas as input and requested to think of a good question that can

be used to ask other workers about each item in the list. Besides, workers were given three

HITs that roughly shows how the eventual HIT will be presented to other workers. In other

words, workers can preview how other workers would be asked to choose an answer for an

idea with respect to the questions generated in this step. If they feel their question/choices

do not fit with ideas, they are suggested to modify their question/choices. Two potential

strategies were considered to guide the design of the new prototype.

58



Strategy: Provide the context of task (S3). This strategy is mainly inspired by our

observation in previous iteration. When workers were finishing part of a complex task, they

did not know how their contribution would be used by other workers. By giving the chance

of previewing the context, they would be more willing to provide meaningful answers. We

implemented three variations for S3, including 1) workers first provide a question and then

preview the next step without doing it (as shown in the part B of Figure  3.5 ), 2) workers first

provide a question and then actually do three previewed HITs of next step, and 3) workers

first answer three previewed HITs that have been generated by others and then provide their

own question/choices.

Strategy: Provide a structure to convey semantics of dimension/values (S4). We asked

the workers to think of a question that is sensible for all the list items. We also provided a set

of templates for the question, such as ”With whom ?”, ”What is the ?” and ”Is the [list

topic] ?” Workers needed to choose one of the template and fill the blank. We expected a

worker can enter some questions like: ”With whom can you use it?”, ”What is the location

of the brick usage?” and ”Is the way of using a brick expensive?” Furthermore, for each

question, workers needed to enter two or more answer choices. For example, the question

“What is the location of the brick usage?” may receive two answer choices: ”indoor” and

”outdoor”.

The formed question is essentially a dimension, while the multiple choices of the ques-

tion are essentially the values of the dimension. By representing the D/V relationship as a

multiple-choice question, we aimed to leverage the intrinsic requirements for a good multiple-

choice question: 1) each question should be sensible to the list items; 2) each answer choice

should be relevant to the question; and 3) answer choices should be orthogonal (no overlap-

ping), evenly-spaced, and as complete as possible. These requirements are well aligned with

the criteria for a valid dimension and a valid set of values (as mentioned in the previous

section).
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Preliminary findings

We tested this set-up with 36 workers on Amazon Mechanical Turk (AMT), and received

84 dimensions and 273 values. Some good results were obtained, such as ”What is the

time commitment?” with four choices {”5-20 min”, ”21-45 min”, ”46-90 min”, ”95+ min”}

and ”What is the physical effort?” with three choices {”Little”, ”Moderate”, ”Heavy”}.

Especially, when workers chose the template ”Is the [list topic] ?”, they can often provide

good adjective phrases, such as ”Is the way of using a brick expensive?” with two choices

{”Yes”, ”No”} and ”Is the way of using a brick fast?” with two choices {”Yes”, ”No”}. The

high accuracy of questions with adjective phases was largely because the answer choices were

boolean values. Although the questions with adjective phrases had high accuracy, we did

not encourage workers to solely generate questions in this type, because it is less informative

than other types of questions and will cause too many dimensions. For example, a question

”What is the cost?” with three values {”Low”, ”Medium”, ”High”} is equally informative

as three questions: ”Is the way of using a brick cheap?”, ”Is ... medium-cost?”, and ”Is ...

expensive?”.

As shown in Table  3.1 , we found a 10% increase in valid dimension and 15.4% increase

in “Valid D/V”, compared to iteration #2. However, the dimensions (i.e., questions) and

values (i.e., answer choices) still suffered from the issues of prior iterations. For example,

some questions were irrelevant to the list topic (e.g., ”What is the Capital of Canada?” for

the topic ”ways to use a brick”) while some questions were too broad (e.g., ”Is ... good?”).

Additionally, some questions like “What is the most creative way?” were generated in which

workers listed out several list items as answer choices. In this case, the answer choices of the

question could not be used to categorize any items in the list.

We also found some issues different from prior iterations. Some questions like ”What is

the best season for usage?” with four choices {”Spring”, ”Summer”, ”Autumn”, ”Winter”}

seemed to be a valid D/V. However, those values were not complete. Many list items of

ways to use a brick do not have a clear ”best” season for use. They can be used in full year.

Similarly, a question was ”What is the best time of day of usage?”

60



All the issues above were assumed to be resolvable by S3 but were not completely resolved.

Showing previews of next step (Figure  3.5 ) did not help some workers to realize that their

question/choices were irrelevant, too broad, or incomplete. The three variations of S3 did

not have significant differences. We started to acknowledge that only some workers could

pay enough attention to the requirements and fully understand the task, while the rest could

understand partially or none.

3.5 BlueSky

We now discuss BlueSky (the system) and the algorithms that it uses to coordinate

microtask workers to enumerate idea spaces.

3.5.1 Implementation

The backend of BlueSky is a Python web application using Web.py framework 

1
 (4.4k

sloc). The database is using SQLite. The frontend of BlueSky is using JavaScript with

Angular.js 

2
 library (6k sloc) and Bootstrap 

3
 CSS framework (version 3.3). The tasks are

posted to Amazon Mechanical Turk 

4
 (AMT) where online workers can preview and accept

the tasks. To communicate between BlueSky and AMT, a Python library called CrowdLib 

5
 

is used.

3.5.2 Algorithm Steps

To begin, a requester enters a list topic as a noun phrase (e.g., “interview questions”)

accompanied by a brief description of the context (e.g., “Suppose you are the interviewer of

an innovative company. . . . ).

BlueSky’s overall control flow consists of three HITs that are shown to participants. Here

are the concrete instances of these HITs—ideation (Fig.  3.6 ), synthesis (Fig.  3.7 ), and map
1

 ↑ http://webpy.org/
2

 ↑ https://angularjs.org/
3

 ↑ https://getbootstrap.com/
4

 ↑ https://www.mturk.com/
5

 ↑ http://www.cs.umd.edu/hcil/crowdlib/
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Algorithm 1 Enumerate idea space with crowd workers
Input: A list topic and a brief description
Output: A list of ideas that cover the idea space of the input topic
1. S ← ∅; // a set to store ideas
2. D ← ∅; // a set to store dimensions
3. constraints← ∅;
4. isIdeaSpaceCovered← false;
5. while isIdeaSpaceCovered == false do
6. S ← Ideate(constraints);
7. S ← S ∪ S;
8. D ← Synthesize(S);
9. D ← D ∪D;

10. constraints←Map(S,D);
11. if constraints == ∅ then
12. isIdeaSpaceCovered← true;
13. end if
14. end while
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Figure 3.6. Ideation task interface with constraints

(Fig.  3.8 ). The system runs through a circular way, from ideation to synthesis, to map and

then back to ideation.

BlueSky also includes a dashboard to assist requester to monitor the process and prune

dimensions of no interest.

We first present an outline of the steps of Bluesky and then describe the steps in full

detail.

1) Show list topic, description, and constraints (if any) to participants whom each ideates

1 list item based on the constraints (or 2 without constraints), or mark the constraints

as N/A (not applicable).

2) Show list items to participants whom each synthesizes one dimension and 2-8 values

that could be used to categorize the existing and future list items.
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Figure 3.7. (Top) The tutorial for synthesis with four lessons. Area 1 teaches
participants how to categorize ideas by given dimensions and values, while area
3 and 2 teach them how to generate dimensions and values, respectively. Area
4 teaches them how to combine all the skills in the previous lessons. (Bottom)
The task interface for synthesis.

3) Show list items and dimensions to participants whom each maps the list items to their

best fit value of each dimension.

4) Compute and generate constraints for empty cells. Repeat the algorithm (from step

1) with these constraints.
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5) Prune (by requester) the dimensions of no interest in the dashboard during the whole

process.

The algorithm continues until each cell in the idea space is either covered by list items

or marked as N/A. Following are the implementation details for each step.

Step 1. Ideation with or without Constraints

This step has two phases, depending on whether participants are shown constraints or

not.

Phase 1: The first several ideation HITs have no constraints as we have no inference on

the idea space. Participants are asked to enter two ideas freely in each HIT.

Phase 2: After one round, participants will be guided by a batch of constraints that

represents an empty cell in the idea space (Fig.  3.6 ). As mentioned in  Definitions , the batch

of constraints is denoted by C = (c1, c2, ..., cn). Participants are asked to enter one idea

to meet every ci ∈ C. For example, in Fig.  3.6 , the HIT has a batch of two constraints

(C = (c1, c2)) in which c2: “Statement (of topic), and not question – w.r.t question or

statement”. Note that c2 is converted from a value “statement (of topic)” of dimension

“question or statement” ⇒ {“statement (of topic)”, “question”}.

If participants have difficulty in generating ideas for the given constraints, they have two

other options. One is to start over with another batch of constraints (e.g., C = (c′1, c′2, ..., c′n)),

namely, another empty cell. The other is to mark the current constraints as N/A if they are

impossible to generate an idea, which in our case may be caused by incompatible combina-

tions of dimensions or unclear values; meanwhile, participants need to write down the reason.

If at least two participants mark the same batch of constraints as N/A, the corresponding

cell in the idea space is marked as N/A and will not appear in the future HITs.

Based on the usability feedback of Phase 2, we added several optimizations. First, partic-

ipants will start with a simpler batch of constraints. Specifically, they will be given a subset

of two constraints from the batch C, e.g., (ci, cj) ⊂ C, as a stepping stone. After participants

have done all the subsets, they will be given the full batch C. A subset contains two con-

straints because it represents a minimum combination of dimensions and can be used to test
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compatibility. If a subset is compatible, the ideas generated for it will be used as examples

for any batch C containing it (when participants click the button “Show example”). On the

other hand, if the subset is incompatible, any batch C containing it will be automatically

marked as N/A.

Second, to motivate participants to generate ideas covering all of the constraints in the

batch, we provide them a bonus of $0.15 (US dollars) if their ideas are being categorized (in

step 3) by the same values as the constraints. The bonus incents them to try hard while

leaving us leeway to approve HITs where a worker makes a nominal effort but fails to meet

all of the constraints.

Step 2. Synthesize Dimensions and Values

This step needs participants to enter one dimension and 2-8 values. Since the dimensions

are fundamental for the idea space, we went through four iterations as mentioned in the prior

section. The last iteration is to provide a tutorial with four lessons to explain the concepts of

dimensions and values, as shown in the top of Fig.  3.7 . The first lesson (marked by number

1) asks participants to categorize a list of “ways to use a brick” by given dimensions and

values. The second lesson (marked by number 2) asks participants to enter values for given

dimensions and already categorized list items. Likewise, the next lesson (marked by number

3) lets them enter dimensions for given values and already categorized list items. The last

lesson (marked by number 4) wraps up the previous lessons: it first gives several list items

(uncategorized) and requires participants to think of dimensions, values and then categorize

those items.

We partition the necessary skills—categorization, generating dimensions, and generating

values—into the first three lessons so that participants can build up skills gradually. Each

lesson has the same list topic but different dimensions, values and list items, which makes

the skills more generalizable. Once participants complete any of the first three lessons, their

results will be compared with gold standard and prompted with explanation if incorrect.

The results of the fourth lesson will be manually checked by a qualified participant who has

passed the tutorial.
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Figure 3.8. Mapping task interface

The task interface is similar to the fourth lesson of the tutorial, except that there is only

one dimension (the bottom of Fig.  3.7 ). Only those who have passed the tutorial can take

this HIT. Participants can see the tutorial they have done and thus have a strong connection

between the tutorial and real task.

This step will be skipped when all of the important dimensions have been figured out.

In case of pruning an important dimension by the requester, this HIT will restart after that.
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Step 3. Map with Multi-judgment

This step needs participants to map the list items from step 1 to a set of values for each

of the dimensions from step 2 (Fig.  3.8 ). It is essentially categorization.

Participants will see a confirmed dimension and several uncategorized list items (exclud-

ing ones that they entered in step 1) in each HIT. Confirmed means that the dimension

is one of the vital dimensions (dependent on the requester) that could represent the idea

space. If dimensions are provided by the requester, they are automatically confirmed. If

they are provided by AMT workers, the requester may prune some nonsense dimensions or

less interesting ones. In case of absence of the requester, dimensions provided by workers

could be confirmed through multiple judgments: workers will see all of the dimensions and

select the best one to categorize with; then the dimensions selected by three or more workers

are confirmed. In our test, we found that the dimensions selected by three workers were

usually selected by a fourth worker, so it is reasonable to ask three workers to perform the

multiple judgment. At any point in time, the requester may come in and modify (or even

prune) a confirmed dimension to fit their interests.

Similarly, a list item is categorized by a specific value if at least two workers categorize it

with the same value. A list item can be categorized by only one value of a dimension, as the

values are orthogonal to each other. Participants may also categorize a list item as N/A; if

two or more workers categorize an item as N/A, it is marked as N/A for this dimension.

To reduce the number of mapping workers required, we use a simple optimization. For

each dimension in the constraint at the ideation step, we count the ideation worker’s assertion

that the idea conforms the same as if a worker in the mapping step had evaluated it. However,

since some contributed ideas do not truly conform to all of the values in the constraints, we

still require one judgment from a mapping worker before we consider that cell in the idea

space as filled.
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Step 4. Idea Space Computation

After categorizing existing list items, BlueSky computes the status of the idea space. It

stops running if all of the cells have been covered or marked as N/A, or posts more ideation

HITs (step 1) for empty cells. This step is done automatically without participants.

Step 5. Dashboard for Requester

Through the dashboard, a requester can see the whole picture of the idea space, such as

the covering status of each cell. Moreover, a requester can prune dimensions that are trivial

or unlikely to generate useful ideas, and thus figure out the important ones.

3.5.3 Modeling Time and Cost

Here we estimate the time and cost to obtain a uniform sampling of the idea space with

or without BlueSky.

First, suppose crowd workers generate ideas freely without BlueSky. From equation  3.1 ,

we can calculate the total number of empty cells, for simplicity, denoted as N . A worker can

generate one idea per HIT. Since ideation is not guided, the idea has a chance to cover any

cell. The probability to cover the i-th cell is denoted as pi, in which

N∑
i=1

pi = 1 (3.2)

For j-th idea, the probability to cover i-th cell is denoted as pij, so that

N∑
i=1

pij = 1 (3.3)

Suppose workers need to at least generate M total ideas to completely cover all cells,

then at the (M -1)-th idea, we must have one cell that has not been covered, say i-th cell
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(the hardest to cover). In other words, the probability of i-th cell that has not been covered

is

Pr(missing celli) =
M−1∏
j=1

(1− pij) (3.4)

Suppose we want to estimate M when Pr(missing celli) is below some threshold, say

0.01. In the simplest case, all pij are equal, thus pij = 1/N .

M−1∏
j=1

(1− 1/N) < 0.01 (3.5)

or

(1− 1/N)M−1 < 0.01 (3.6)

so that

M > log1−1/N0.01 + 1 (3.7)

For example, when N is 30, we have M > 136.

However, in real world, some cells are very easy to think of, while some cells are very

hard. For such challenging cells, it is possible that pij could be consistently low than 1/N

for all ideas (j=1...M). This means that the total number of ideas will be much larger. For

example, suppose the last (hardest) cell has pij equal to 1/3N for all (j=1...M), then

M > log1−1/3N0.01 + 1 (3.8)

When N is still 30, we have M > 413.

Second, for BlueSky case. Since workers are guided to think of ideas for each cell, the pij

will be amplified by factor αj, so that

Pr(missing celli) =
M−1∏
j=1

(1− αj × pij) (3.9)

Note that the amplified factor αj varies with the complexity of constraints given to

workers. Compared to thinking for N cells in the unguided case, the guided case only need
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to think idea for one cell. In such case, it is very likely that αj × pij is close to a constant,

with αj × pij > 1/N .

Since the time and cost is proportional to the total number of ideas M , we can see that

the BlueSky case can significantly reduce the time and cost.

3.6 Main Experiments

To test the performance of BlueSky, we ran the algorithm on four list topics and analyzed

the ideas it produced.

3.6.1 Recruitment of Participants

In step 1 and step 3, participants were AMT workers with minimal approval rate of 90%,

while in step 2, participants were AMT workers who have passed the tutorial. As mentioned

earlier, workers’ tutorial results (i.e., the fourth lesson) will be judged by a qualified partic-

ipant who has passed the tutorial. In this experiment, we asked two graduate students to

take the tutorial and then recruited one who passed to judge workers’ results. In principle,

it is also plausible to let AMT workers be the judge once they have passed the tutorial.

3.6.2 List Topics

We picked four open-ended list topics that belong to different types. Two of them were

related to tangible things, such as HoloLens (Microsoft augmented reality devices) and a

gadget for finding keys. The others were intangible concepts like interview questions and

debate questions. The list topics are summarized in Table  3.2 .

These list topics represented three kinds of user goals in which a user: 1) needs lots

of distinct ideas (not necessarily complete), such as mathematical test questions; 2) needs

completeness for technical reasons and/or future-proofing, such as test cases for machine

learning; or 3) needs inspiration to ultimately find the best idea, such as business names.
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Table 3.2. Two types (T: tangible, IT: intangible) of list topics with their
potential applications.

Abbreviation List topic Types Application
useHoloLens “ways to use HoloLens” T needs lots of distinct list

items (not necessarily com-
plete)

interview “interview questions to ex-
amine one’s creativity”

IT needs completeness for tech-
nical reasons and/or future-
proofing

debate “debate questions for the
US election”

IT needs completeness for tech-
nical reasons and/or future-
proofing

textAd “text ad blurbs for a new
gadget for finding lost keys
to appear in Google Ads”

T needs inspiration to ulti-
mately find the best idea

3.6.3 Method

For each list topic, we conducted an experiment with two conditions: a treatment con-

dition that gave the constraints generated by BlueSky and a control condition in which no

constraints were given. The list items from the control were categorized by the same dimen-

sions as the treatment condition. Participants were randomly assigned to one group or the

other and were prevented from participating in both.

3.6.4 Results

In phase 1 of step 1, both the treatment and control posted the same number of HITs.

However, in phase 2, the treatment HITs were twice as the control because if the constraints

were given, workers needed to enter one list item instead of two. Those list items were

categorized by the same dimensions. We stopped both the treatment and control groups

when the idea space was completely covered or when the coverage remained the same for a

long time (e.g., longer than two iterations). Therefore, we ended up with approximately the

same number of list items for both conditions. For simplicity, we truncated the list items of

two conditions to the same number. The results are shown in Table  3.3 .
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Table 3.3. Results for four list topics (for both BlueSky and control).

List topic # of ideas # of dimensions
(confirmed/total)

# of total
cells Sample dimension&values

useHoloLens 308 4 / 16 128 “Age of users” ⇒
{“child”, ...}

interview 106 3 / 13 36 “Types of questions” ⇒
{“Creative ability”, ...}

debate 136 4 / 16 40 “Foreign vs. domestic” ⇒
{“foreign policy”, ...}

textAd 134 5 / 10 32 “Mentions keys?” ⇒
{“yes”, “no”}

useHoloLens produced 309 list items in the treatment condition by 96 workers and 308

items in the control condition by 40 workers. We truncated them into 308 items for simplicity.

In both conditions, some list items were literally duplicate, such as ”playing video games.”

Some were phrased differently but had the same meaning, such as “virtual museum tours”

and “To give a tour of a museum to people remotely.” Some were phrased differently with

different meanings, such as “Explore places on Earth where humans can’t survive.” (L1) and

“Simulate real world emergencies to respond to” (L2).

useHoloLens also produced 16 dimensions based on the list items by 6 workers who have

passed the tutorial. In step 3, workers confirmed four dimensions by multi-judgment, such as

“Age of user” with 4 values {“child”, “teenager”, “Adults” and “All ages”}. The other three

dimensions had 2, 4, and 4 values, respectively. Thus the maximum number of cells in the

idea space was 128; namely, there would be at most 128 distinct list items. In such case, even

some items phrased differently with different meanings were treated as duplicate if they are

categorized by the same value of each dimension. For example, L1 and L2 mentioned above

were duplicate because they were categorized by the same value of each of four dimensions,

such as “Age of user”⇒ “Adults”.

interview produced 106 list items in treatment and control conditions, such as “What

would you do if it would start raining fish?”, by 59 and 15 workers, respectively. Eight workers

produced 13 dimensions and three dimensions were confirmed, such as “Types of questions”
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with 3 values {“Creative ability”, “Personal experiences”, and “Professional experiences”}.

The other two dimensions had 3 and 4 values, respectively, charting an idea space of 36 cells.

debate produced 136 list items in treatment and control conditions (after truncation), such

as “Will you force all public washrooms to be inclusive to all genders, including transgendered

persons?”, by 79 and 18 workers, respectively. Seven workers generated 16 dimensions and

four dimensions were confirmed, such as “foreign vs domestic issues” with 2 values {“foreign

policy”, “domestic”}. The other three had 2, 2, and 5 values, respectively, charting an idea

space of 40 cells.

textAd produced 134 list items in treatment and control conditions, such as “How rich

would you be if you had a dollar for every time you lost your keys?”, by 58 and 28 workers,

respectively. Three workers produced 10 dimensions in which five were confirmed, such as

“Mentions keys?” with 2 values {“yes”, “no”}. The other four dimensions all had 2 values,

charting an idea space of 32 cells.

The size of the idea spaces is determined not by the topic, but by the chosen dimensions

and values. Workers decide how many values to partition each dimension by. Requesters

control which dimensions to accept. Together, they determine the number of cells into which

the idea space is partitioned.

Time and Cost

Step 1 was paid $0.25 per HIT while step 3 was paid $0.30 per HIT. After the system

stopped, the average cost per list item under the treatment condition was $0.56, $0.58, $0.53,

and $0.55 for useHoloLens, interview, debate and textAd, respectively. Correspondingly, for

the control, the average cost per list item was $0.44, $0.33, $0.31, and $0.39. The control

group was slightly cheaper than the treatment because each control ideation HIT got twice

ideas as the treatment with the same amount of payment.

Under the treatment condition, participants spent a combined total of 17 hours 9 minutes,

5 hours 31 minutes, 6 hours 49 minutes, and 7 hours 10 minutes for useHoloLens, interview,

debate and textAd, respectively. Correspondingly, for the control, the combined work time

was 7 hours 37 minutes, 2 hours 13 minutes, 2 hours 11 minutes, and 2 hours 38 minutes,
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respectively. The control group was faster than the treatment group because workers in

the treatment spent more time in ideation to meet the given constraints. Due to the same

reason, there were more unique workers in the treatment (73 on average) than in the control

(25 on average) where workers were able to add ideas quickly and continuously in multiple

HITs.

The average hourly rate for the BlueSky condition was $10.46/hour. For the control, it

was $18.07/hour.

3.6.5 Evaluation

The goal of BlueSky is to produce a list of items that completely and uniformly cover

the entire idea space. To evaluate it, we ask and answer two key questions:

1. How comprehensively is the idea space covered?

2. How uniformly is the idea space covered?

Comprehensiveness

The systems stopped when the idea spaces of the treatment were covered by 111, 36,

36 and 27 cells for useHoloLens, interview, debate and textAd, respectively (Table  3.4 ). It

indicates that the topic interview stopped after the idea space was completely covered, while

others stopped after the idea space coverage remained the same for three iterations.

We stopped the control once the treatment stopped because it would take lots more time

to cover some uncommon cells in the idea space. For instance, useHoloLens had a cell with

the combination between “User category ⇒ government” and “Age of user ⇒ child”. The

treatment succeeded in covering it with creative list items (e.g., “Children could use this to

mimic a court room to learn about the judicial branch.”) while the control did not.

Correspondingly, in the end, the control groups had completely covered 59, 30, 16, and

20 cells, respectively. We perform a two-way ANOVA to compare the coverage (normalized

by total cells) between treatment and control (p = 0.06), which is (barely) not statistically

significant.
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To measure how well a method covers the space while avoiding duplicates (same value

for every dimension), the efficiency is calculated by the ratio of covered cells to the total list

items (Table  3.4 ). Take useHoloLens as an example, the treatment had efficiency 111/308 =

36% while the control had 59/308 = 19%. The average efficiency of BlueSky (over four

topics) was 29%, which was about 53% higher than that of the control (19%).

Table 3.4. Efficiency of BlueSky versus the control. Efficiency is defined
as the number of distinct ideas (“# covered”) divided by the number of idea
entries in the ideation stage (“# of entries”)

List topic Group Efficiency # covered # of entries

useHololens BlueSky 36% = 111 ÷ 308
control 19% = 59 ÷ 308

interview BlueSky 34% = 36 ÷ 106
control 28% = 30 ÷ 106

debate BlueSky 26% = 36 ÷ 136
control 12% = 16 ÷ 136

textAd BlueSky 20% = 27 ÷ 134
control 15% = 20 ÷ 134

Uniformity

The uniformity of an idea space can be illustrated by the distribution of list items covering

each cell. Some cells in the idea space were more clustered than others and thus had more

duplicate list items. The most clustered cells had 14, 8, 14 and 20 list items for useHoloLens,

interview, debate, and textAd, respectively, and 53, 14, 30, and 30 for the four control groups.

This indicates that the BlueSky reduced the heaviest duplication to about half of the control.

To illustrate how the BlueSky method enhances uniformity, the density of list items with

respect to individual dimensions can be analyzed (Fig.  3.9 ). Note that uniformity on each

dimension does not guarantee uniformity across all cells.

For the control, the dimension “question or statement” had a value “statement (of topic)”

with the smallest density. It indicates that only a few list items were categorized by this

value, and implies that this value might be a “blind spot” in the freeform ideation. On the
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Figure 3.9. Value density of four dimensions on the list topic debate. The
height of each column segment indicates the proportion of the total list items
that were categorized with the value shown. If perfect uniformity could be
achieved, then all segments within a given column would have equal height.
BlueSky (left) is more uniform than the control (right).

other hand, this dimension had a value “question” with the largest density, which implies the

participants’ common thinking habits for the idea space. This situation is similar to other

three list topics where BlueSky is more uniform than the control. By increasing uniformity,

we could explore more uncommon (often valuable) list items as well as reduce the common

(often boring) list items.
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Figure 3.10. The number of matched list items over the number of total list
items which have been given constraints for list topics under the treatment
condition.

Match Rate of Step 1 and Step 3

In the treatment, a list item is generated w.r.t a batch of constraints and then categorized

by one value of each dimension. Recall that each constraint (ci) is converted from a value (vi)

of a dimension. If the categorization results (e.g., (v1, v2, ..., vn)) match all the constraints

C=(c1, c2, ..., cn) accordingly, this list item is called matched between step 1 and step 3.

Workers could get a bonus of $0.15 if their list item is matched. Figure  3.10 shows the number

of matched list items over the number of total constrained list items (i.e., list items which have

been given constraints). Interestingly, the number of matched ideas increased approximately

linearly with the number of total constrained list items in most cases, except textAd. The
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reason might be that the difficulty of each cell was similar, and workers generated a similar

number of ideas to fully meet the constraints of each cell.

Note that the constrained list items were fewer than the total list items because some

list items were generated with no constraints (phase 1 of step 1). Besides, they exceeded the

number of total cells in an idea space because some constraints appeared more than once in

the whole experiment. As mentioned above, each batch of constraints represents an empty

cell and appears once in each iteration. If the empty cell is not filled in one iteration, the

corresponding constraints will be posted again in the next iteration. The constraints will

not appear when participants manage to generate a list item to meet the constraints (i.e.,

matched) or the empty cell is unintentionally filled by other list items.

Apparently, match rate is essential to cover an idea space efficiently. Ideally, if every list

item is matched, the efficiency would be 100%. The actual match rate was about 20% on

average. There are several possible reasons that could cause the relatively low match rate:

1. A list item was generated correctly (i.e., could meet all the constraints) but was cat-

egorized by different values in step 3. Since some dimensions have subjective values

(e.g., “Question answer length” ⇒ {“short”, “medium”, “long”} for the list topic in-

terview), the participants in step 1 may have different opinions of “short” from those in

step 3. This discrepancy could be mitigated, but not eliminated, by the multi-judgment

in step 3.

2. A list item was generated incorrectly (i.e., could meet part or none of the constraints).

It would either cover a non-empty cell (thus duplicate) or happen to cover an empty

cell. It is not uncommon as some participants have difficulty thinking a list item to meet

all the constraints. On average, 94% of list items could meet at least one constraint

among the given batch, and 63.5% of list items could meet at least two constraints.

3.7 Discussion

BlueSky is a transformation from divergent to convergent process. The divergent process

includes the freeform ideation with no constraints (phase 1 of step 1) and the dimension-
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values synthesis (step 2). After all the dimensions and values are proposed, the convergent

process leads the constrained ideation (phase 2 of step 1).

Most prior crowd-powered ideation systems aimed to maximize quality or creativity, or to

find one great idea. In contrast, we aim to cover the space completely and uniformly. Thus,

comprehensiveness and uniformity are the metrics that we used to measure the success of

BlueSky.

The examples and constraints provided in step 1 may affect the creativity, especially

when the constraints are difficult. There was no significant difference of match rate between

workers who chose to see the examples or not.

The categorization task is also a common type of task on AMT. It is seen in other

crowd workflows, such as Cascade [ 135 ]. Unlike Cascade, we only allow a list item to fit

in one value, not multiple values because values are orthogonal (no overlap). If values are

subjective or vague, it will depend on multi-judgment to find the best fit value for a list

item. On average, 2.1 workers were needed to agree that a list item was categorized by one

value (of a dimension), in which about 85% of categorizations were agreed by two workers

and the rest were agreed by more than two workers.

In step 1, an option is to mark a batch of constraints as N/A, and less than 1% of workers

chose it (then they would be asked to write down why the constraints were N/A). The low

N/A rate is consistent with the fact that the entire space was (almost) completely covered

and is also a sign of good dimensions. Similarly, in step 3, we allow workers to categorize

ideas as N/A if they do not fit any of the values. Only about 1% of list items were categorized

as N/A by more than two workers (multi-judgment). Most N/A list items were irrelevant to

the list topic and/or made no sense (e.g., incomplete sentences).

3.8 Limitations and Future Work

The total running time of the system is long because it is sequential, not parallel. Par-

ticipants have to wait until others finish the previous steps. If any participant spends an

atypically long time (probably due to the confusion of instruction or holding the HIT but leav-

ing), the whole system will be in idle. To speed up the system, a real-time ideation-mapping
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workflow might help; namely, once a participant enters a new idea, another participant is

notified to categorize it, and then new constraints will be given back. To that end, we might

need to retain a group of workers.

Moreover, the more constraints in one HIT, the harder to meet them all. If participants

choose to ignore some of the constraints, the system will slow down while the time and

cost will increase since more HITs are needed. To increase match rate, we might filter/rank

workers based on their performance. For example, we could invite the workers who have

high match rates while block the ones with low rates.

Another challenge is efficient discovery of dimensions. One potential avenue would be

to use machine learning to extract keywords or propose potential dimensions to inspire

participants (including requesters). We could also maintain a pool of dimensions for each

type of list topics. Participants could reuse and iterate existing dimensions or add new ones.

In this paper, we did not consider the hierarchy of dimensions. The values of a dimension

might also be sub-dimensions. For example, “location” ⇒ {“indoor”, ...} could be further

broken down into “indoor”⇒ {“living room”, ...}. It might be interesting to allow zoom-in

or zoom-out of the idea space.

3.9 Conclusion

This paper presents a crowd-powered algorithm that could mechanically enumerate a

uniform and comprehensive sample of ideas via ideation-synthesis-mapping process. By

testing with four list topics (useHoloLens, interview, debate and textAd) under the treat-

ment (BlueSky method) and control conditions, we showed that the treatment could cover

the entire space with 29% efficiency while the control could do with 19%. Moreover, the

treatment covered the idea space more uniformly than the control, and reduced the heaviest

duplication to about half of the control. The match rate between ideation and mapping

steps was about 20%, suggesting that participants need to enter approximately five ideas to

meet a given batch of constraints.
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4. COSTORY: CREATIVE TASKS WITH FRIENDSOURCING

This chapter presents the second example of human-to-human task delegation, which is

delegating creative tasks to friends or colleagues. This chapter has adapted, updated, and

rewritten content from an unpublished paper coauthored with Alexander J. Quinn. All uses

of “we”, “our”, and “us” in this chapter refer to coauthors.

When confronted with challenging interaction design problems, a common strategy is to

enlist fellow designers and others for brief design assistance. They may bring complementary

experiences and fresh perspectives on how to reconcile design constraints. However, unlike

within-team collaborations or participatory design partners, these secondary contributors

are not expected to be familiar with the anticipated use context—much less the rationale

for the design choices up to that point. It is necessary to focus on just the part of the

design problem that needs help. Building on prior work on supporting interaction design

collaboration, we address the problem of informal collaboration with secondary contributors,

with only limited interest and awareness of the design problem and draft solutions. This

paper presents a framework for short-term asymmetric collaboration using a novel extension

to interaction storyboards, in which a set of possible paths to the user goal is represented by a

directed acyclic graph. This work was motivated by observations of research-oriented design

projects, but the practice of soliciting short-term help from fellow designers is commonplace.

Our evaluation found that the interaction storyboard hierarchies can improve the original

design when the primary design team has already explored the problem sufficiently to identify

well-defined subproblems about which to solicit assistance.

4.1 Motivation and Contributions

Interaction design requires considering who will use the products, how and where the

products will be used, and what constraints will appear when interacting with the prod-

ucts. To better envision the potential interactions and constraints, a common practice is

to consult fellow designers, colleagues, and others for brief design assistance. They may

bring fresh perspectives and complementary experiences to help mitigate the design fixation.

However, unlike within-team collaborations or participatory design partner, these peripheral
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Figure 4.1. CoStory allows designers to request alternatives from contributors
for key interactions. The panels above are part of a storyboard created by a
participant in our user study. The key interaction is “how to setup the washer“,
which has three alternative designs.

contributors only have limited interest, responsibility, and awareness of the design problem

and context (e.g., design choices and draft solutions).

We call this collaboration pattern as asymmetric collaboration in which peripheral con-

tributors provide brief assistance to primary designers who are fully committed to the design

goal and familiar with the design context. Asymmetric collaboration is a pattern that can

be evidently found in scientific research [ 137 ]–[ 139 ], software engineering [ 140 ], and user-

centered design [  141 ], [  142 ].

In the realm of interaction design, asymmetric collaboration is most likely to happen

in ideation and prototyping stages of the four stages of interaction design (i.e., defining

requirements, ideating alternatives, prototyping, and evaluating) [  47 ]. These early stages

welcome diverse ideas and fresh perspectives, and are suitable for peripheral contributors

with limited involvement to provide beneficial assistance.
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Due to the asymmetry of interest, responsibility, and awareness of the design problem,

each session of asymmetric collaboration may be short. This short duration rises several

challenges including how to focus on just the part of the design problem that needs help,

how to define the necessary context to be shared with peripheral contributors, and how to

bring peripheral contributors up to speed on the necessary context. More importantly, these

challenges become worse when the design process keeps going and accumulates more con-

text. Existing collaborative tools, however, lack the supports of facilitating this asymmetric

collaboration, as they mainly focus on within-team collaborations (either globally or locally)

[ 143 ], [  144 ].

We present a process called synthesize-request-ideate to resolve the above challenges of

asymmetric collaboration in interaction design. Specifically, primary designers first condense

and synthesize the key parts of draft solutions, then request alternatives for the key part(s)

from peripheral contributors, and finally peripheral designers ideate for alternative solutions.

The synthesize step narrows down the context to share and identifies which part needs help.

CoStory, a system we developed, implements this process. The key innovation is an inter-

action storyboard hierarchy in which multiple storyboards representing design alternatives

become a directed acyclic graph while maintaining the flow-style appearance. We use sto-

ryboard as the medium because 1) storyboard provides a common language for ‘read’ and

‘write’ by both primary designers and peripheral contributors [ 55 ], and 2) the interactions

with the products can be represented by sequential storyboard panels.

This research aims to boost the efficiency of asymmetric collaboration by a new sto-

ryboarding tool that supports context communication and problem-definition. Although

storyboarding is chosen as the medium, the general principles are applicable to other design

methods.

4.1.1 Contributions

The key contributions can be summarized as follows:
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1. We summarize the pattern of asymmetric collaboration in general and its challenges

with respect to interaction design. We propose a Synthesize-Request-Ideate process to

resolve the challenges.

2. CoStory, a system we developed, implements this process to support efficient asym-

metric collaboration via interaction storyboard hierarchies (Fig.  4.1 ).

3. Our evaluation found that the benefits of interaction storyboard hierarchies increase

with the level of asymmetry between the design context mastered by primary designers

and peripheral contributors.

4.2 The Asymmetric Collaboration Pattern

In this section, we summarize the pattern of asymmetric collaboration in general and its

challenges with respect to interaction design. Moreover, we list the existing collaborative

tools and discuss what they do not consider and what we can learn from them to resolve the

challenges of asymmetric collaboration.

4.2.1 Asymmetric Collaboration

In the past experience of research projects, we consistently meet the need to solicit short-

term help from fellows, such as statistic consultants, graduate students, and professors.

Unlike within-team collaboration, these fellows only have limited interest and responsibility

to our goals. Explaining the context and problems quickly is the key to make good use of

the short-term collaboration session.

This collaboration pattern can be evidently found in many fields. For example, scientific

research usually involves people who made specialized contributions (e.g., data, materials,

and feedback), and may include them as co-authors or mention them in acknowledgements

[ 137 ]–[ 139 ]. Similarly, software development, especially open source software developing (e.g.,

GitHub 

1
 ), usually involves people with different level of investment, ranging from requesting

new features, reporting bugs, writing code for a feature or bug, to becoming a core contributor
1

 ↑ github.com
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[ 140 ]. Likewise, in design firms, designers often talk to other people, including prospective

users and people outside of the team [ 141 ], [  142 ].

We call this general collaboration pattern as asymmetric collaboration in which peripheral

contributors with limited investment (e.g., time, energy, and effort) to the tasks/problems

provide brief assistance to primary designers who are fully committed to the tasks/problems.

The asymmetry of investment may be caused by limited motivation and commitment, and

may result in asymmetric awareness of the context.

Asymmetric collaboration focuses on the ”mental” aspect of investment, such as the

time, energy, and effort devoted to the tasks, rather than the ”physical” resources such as

equipment and funding. This is narrower than a similar term ”asymmetric resources” that

describes the inequality of all resources during the collaboration between small firms and

large partners [ 144 ], [  145 ].

Moreover, asymmetric collaboration is not equal to ”asymmetric roles” [ 146 ], ”asymmet-

ric disciplines” [ 147 ], ”asymmetric information” [ 148 ] or ”asymmetric expertise”, because

different roles, disciplines, information or expertise does not necessarily result in asymmetric

investment, provided they have spent balanced amount of effort and time. On the other

hand, asymmetric collaboration is likely to happen when people have different disciplines,

roles, or expertise.

Asymmetric collaboration seems similar to informal collaboration [ 142 ], [  149 ], [  150 ], but

has some key differences. Unlike formal and informal collaboration that is differentiated by

whether the collaboration events are scheduled in advance or initiated impromptu, asymmet-

ric collaboration emphasizes on the investment of participants. In other words, asymmetric

collaboration can happen in both formal and informal collaboration. Moreover, informal

collaboration usually happens synchronously in a shared workspace, while asymmetric col-

laboration can happen globally or locally, and synchronously or asynchronously.

4.2.2 Challenges w.r.t Interaction Design

Since asymmetric collaboration may happen in many different fields, their challenges may

not be the same. Here we only discuss asymmetric collaboration in interaction design and
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its challenges. In such case, requesters are the designers who lead the design process, so we

call them primary designers as a more accurate name throughout the rest of paper. The

challenges and possible solutions are summarized below.

Communication of Design Context

Since asymmetric collaboration is brief, it requires collaborators to quickly build a shared

understanding of the design context. There are two potential challenges.

1. Managing design alternatives efficiently. It is often necessary and challenging to al-

low primary designers and peripheral contributors to add, navigate, and compare design

alternatives efficiently. Design alternatives are created when designers are plotting potential

interactions in different scenarios or trying out different options for a particular scenario.

As more alternatives are created, managing alternatives becomes challenging. Several man-

agement methods may help, such as version history in StoryboardThat 

2
 , revision paths in

skWiki [  151 ], juxtaposition in Calico [ 152 ], directed acyclic graph in [ 153 ], and hyperbolic

tree visualization in IdeaVis [ 143 ].

2. Specifying the problem that needs help and the context that needs sharing. If a design

has many alternatives, it is overwhelming for peripheral contributors to digest in a short

time. Therefore, it is often necessary and challenging to clearly specify the part(s) that

needs help and the context that is necessary to be shared. Several decomposition methods

may help, such as morphological chart [ 154 ], functional decomposition [  155 ], and cascading

design [ 156 ], which can break a complex design into smaller ones. In particular, by adding

hierarchies in cascading design [ 156 ], designers and contributors can navigate freely between

different levels of detail and simplify the design process.

Motivation

Peripheral contributors may need motivation to participate in an asymmetric collabora-

tion session. Some study suggests that participants are unlikely to collaborate effectively

unless they see the value in working together over an issue [ 157 ]. In other words, some
2

 ↑ www.storyboardthat.com
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Table 4.1. Existing computer-supported collaborative tools with respect to
the method of communication, method of managing alternatives, method of
decomposition, and the location to be used.

Tool Method Managing alter-
natives

Decomposition Location

TEAM STORM [ 158 ] Sketching Juxtapose No Co-located
Tele-Board [ 144 ] Sketching Juxtapose No Distributed
IdeaVis [  143 ] Sketching Hyperbolic tree Hierarchy Co-located
Calico [ 152 ] Sketching Juxtapose Hierarchy Both
skWiki [ 151 ] Sketching Revision paths No Both
StoryboardThat Storyboard History No Both
SVSb [  159 ] Storyboard No No Co-located
COMuICSer [ 51 ] Storyboard No Hierarchy Co-located
Coeno [  160 ] Sketching Juxtapose No Co-located

cognitive motivation, such as self-efficacy and/or confidence of making useful contribution,

needs to be taken into account.

4.2.3 Existing Collaborative Tools

In Table  4.1 , we summarize several collaborative tools with respect to the challenges of

supporting asymmetric collaboration mentioned above. As mentioned in Related Work, sto-

ryboarding is useful in authoring and communicating design context. Therefore, we narrow

the scope of tools to storyboarding tools. Since sketching tools have the potential to draw

storyboards, we slightly broaden the scope and include them as well for a more comprehensive

comparison.

Table 1 shows that those tools have used various methods to manage alternatives. Specif-

ically, version history and juxtaposition typically represent each alternative as a complete

version of storyboard, which means that the same storyboard panels may be duplicated into

different alternatives (e.g., Calico [ 152 ]). On the other hand, a graph-based approach [ 153 ]

saves alternatives as branches, which means that the same storyboard panel is a single node

of the graph that is shared by related alternatives, instead of being duplicated. Such graph is

typically a directed acyclic graph, in which each path in the graph represents a storyboard.
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As the number of alternatives increase, the graph-based approach may be more efficient

in navigation and comparison than version history and juxtaposition due to its compactness.

For example, since alternatives are represented as branches of a graph, people can quickly

understand how many branches have been created at which part of a graph as well as compare

alternatives by comparing branches [ 153 ].

Table 1 also shows that a few tools have used hierarchy to manage the storyboards

or sketches, such as IdeaVis, Calico, and COMuICSer. For example, Calico used a three-

level hierarchy, ranging from the concrete level of canvas that supports sketching, to the

cluster level that groups canvases, and to the highly abstract level that groups the clusters.

Moreover, IdeaVis used a hierarchy to hold a group of variants for a single sketch. Lastly,

COMuICSer used a hierarchy to maintain the connections between every artifact and the

part of the storyboards it refers to, in which the storyboard itself had no hierarchy.

While these tools used hierarchy in some aspect, they did not support hierarchy at the

level of design alternatives. To be more specific, Calico represented the alternatives at the

canvas level in which all alternatives were juxtaposed without further hierarchy. Likewise,

COMuICSer had no hierarchy in storyboard itself, as mentioned above. IdeaVis seems to

support hierarchy at the level of design alternatives, but it is a hyperbolic tree structure.

Such tree structure is suitable for alternatives of sketches, but not suitable for storyboards

because the panels of storyboards are closely related to the previous and next panels.

To leverage the benefits of graph-based approach in managing alternatives and to fill the

gap of applying hierarchy to decompose design alternatives, we propose a different visual-

ization called interaction storyboard hierarchy, which will be described later.

4.3 CoStory

CoStory was designed primarily to boost the asymmetric collaboration in the early stage

of interaction design, i.e., design alternatives and low-fidelity prototyping. In particular,

storyboarding is chosen as the authoring and communication medium.

This section describes our process to facilitate the asymmetric collaboration and the

implementation of this process as a hierarchical storyboarding tool.
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Figure 4.2. Synthesize-Request-Ideate process. Unlike collaboration with
traditional storyboards, CoStory condenses the context first before sending it
to peripheral contributors.

4.3.1 Synthesize-Request-Ideate Process

From the graph-based representation of storyboards mentioned earlier [ 153 ], we can see

that some parts of the graph have more branches than other parts (as single nodes). Sim-

ilarly, in interaction design, some parts of the interactions may be more critical than other

parts, which deserves exploration of more diverse alternatives. We call those parts as key

interactions, which may depict the interactions between prospective users and the core func-

tions of products.

To bring more fresh perspectives for the key interactions, we propose a process called

Synthesize-Request-Ideate, as shown in Fig.  4.2 . Specifically, primary designers need to

synthesize the design alternatives by merging them as a graph and further decomposing
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Figure 4.3. Primary designers’ interface for the design task “Construct circuit
on daily object”. a) Main workspace. b) A cluster. c) Outliner. The storyboard
and alternatives were created by participants in the user study.

the whole graph as several clusters. Each cluster represents one key interaction that has

one or more alternatives, and each alternative has one or more storyboard panels. This

step can leverage the benefits of the graph-based method of managing alternatives, and the

hierarchy-based method of decomposition, as mentioned earlier.

Then primary designers need to request assistance from peripheral contributors by pro-

viding a well-defined problem description [ 161 ] for a particular cluster (i.e., key interaction).

Finally, peripheral designers can ideate new alternatives for the requested cluster, based on

the given synthesized context and problem description. The new alternatives will be added

to the cluster automatically. In the next round, primary designers may further synthesize

the design alternatives within each cluster, and repeat the steps of request and ideate.
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Listing 4.1Algorithm for requesting designs from friendsourcing (pseudocode)
def main():

initial_design = designer.draw()
for each friend in designer.friend_list:

scenario = request_scenario(initial_design, friend)
clusters = divide_into_cluster(scenario)
for each cluster in clusters:

if cluster needs alternatives:
request_alternative(cluster, friend)

def request_scenario(design, actor):
if actor can provide a scenario for design:

scenario = actor.draw()
return scenario

for each friend in actor.friend_list:
# recursively subdelegate to friends of friends
scenario = request_scenario(design, friend)
yield scenario

# Similarly for request_alternative()
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Figure 4.4. Primary designers’ interface to request alternative for a clus-
ter, write prompt (left) for peripheral contributors, and preview (right) what
peripheral contributors will see later.

4.3.2 Implementation

CoStory implements the process above as a web-based application. The server side is

using Node.js 

3
 (version 8+) and Express.js (version 4), with 1.5k sloc. The database is using

MongoDB 

4
 (version 3.6). The client side is built on D3.js 

5
 (version 3+), with 5.7k sloc. We

use Socket.io 

6
 to synchronize the updates between designers and contributors in real time.

Figure  4.3 a shows the main workspace for primary designers.
3

 ↑ https://nodejs.org/en/
4

 ↑ https://www.mongodb.com/
5

 ↑ https://d3js.org/
6

 ↑ https://socket.io/
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Create Panel

Each storyboard panel has a drawing and a caption. The drawing tool is adapted from

an open-source tool 

7
 . This tool allows users to draw shapes from scratch, choose built-in

shapes (such as icons for people, daily objects, and animals), and upload an external image.

Besides, we allow users to draw with pen and paper, and then use phone camera to take a

photo and upload it.

To accommodate the target users of CoStory, we did not implement it on a digital tablet

or whiteboard that supports drawing with digital pen. This is because the target users may

have different level of design expertise and may have no access to the digital tablet/pen at the

moment of the collaboration. For example, primary designers could be professional designers

or amateur designers, and peripheral contributors could come from different disciplines and

may have plenty of or limited design expertise.

Create Clusters (Synthesize)

Primary designers can create a cluster to hold panels that are belonging to the same

key interaction, as shown in Figure  4.3 b. A cluster is a container that can hold one or

more alternatives, representing as tabs on top of each cluster. One alternative (i.e., tab)

can contain one or more panels, and even nested clusters. In such case, a storyboard can

be represented as a hierarchy of clusters. Moreover, such cluster-augmented storyboard is

essentially a directed acyclic graph but maintains a flow-style appearance. The flow-style

appearance is chosen instead of a node-link graph due to several reasons. First, the former

is more space efficient than the latter. Second, it is a common way to present storyboards

so that designers have no difficulty understanding this conceptual model. Third, it inherits

time-passing feature of storyboards in that the flow can represent the sequences without

explicit links between panels.

A cluster also has a caption that provides a brief description of the key interaction.

Consequently, it adds a level of abstraction that helps reducing the cognitive load.
7

 ↑ https://github.com/duopixel/Method-Draw
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Unlike the cluster view used in Calico [  152 ], our cluster is used at the panel level, while

Calico used cluster at a higher level in which it contains different storyboards.

Request Assistance (Request)

Since each cluster represents a key interaction, designers can directly request alternatives

for a specific interaction from peripheral contributors. Primary designers can write prompts

for peripheral contributors in a pop-up window, as shown in Fig.  4.4 . Prompts may explain

what primary designers are not satisfied with the current design. To help primary designers

establish an empathy with peripheral contributors when they face the prompts, designers

are given a preview showing what peripheral contributors will see, as shown in the right of

Fig.  4.4 .

Ideate Alternatives by Peripheral Contributors (Ideate)

Peripheral contributors work asynchronously for the requested cluster. They have read-

only access to the existing storyboard as well as the prompts. However, they have write

access to the new alternatives created by themselves, as shown in Fig.  4.5 . This will prevent

contributors making trivial edits on the existing panels, such as changing fonts or colors.

Also, by accessing all the existing alternatives of a cluster, it may reduce the chance of

adding duplicate alternatives.

Once they finish drawing and click ”Submit” button, this new alternative will be syn-

chronized to primary designers immediately. Specifically, in primary designers’ workspace,

a new tab will appear automatically on the top of the corresponding cluster.

Compare Alternatives

By using tabs on top of a cluster, one can easily navigate and compare alternatives.

Besides, they can view an alternative of a cluster in either collapsed or expanded mode.

Collapsed mode makes the space more compact and helps to reduce the cognitive load.

Figure  4.3 b shows an alternative in collapsed mode, in which only one panel is shown at the

center, while others are hidden (partially or completely). On the other hand, expanded mode
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Figure 4.5. peripheral contributors’ interface, including prompts from pri-
mary designers (top-left), and cluster with highlighted number and plus sign
(top-right). The inner workspace (bottom) for adding new alternative is the
same for both primary designers and contributors.

shows all panels of an alternative at the same time. Since an alternative may contain many

panels, those panels may span across multiple rows after expansion, due to the flow-style

visualization. To differentiate the expanded panels of an alternative from other panels, the

panels will be wrapped by a rounded rectangle with background color, as shown in Fig.  4.3 a.

Outliner

Outliner shows a higher level abstraction of the whole storyboard by showing the captions

of panels and clusters in a hierarchical way, as shown in the Fig.  4.3 c. It supports drag-and-
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drop to reorder storyboard panels or clusters. It also permits users to nest a panel or cluster

inside another cluster.

Users (either primary designers or peripheral contributors) may come up an idea that is

completely different from the existing storyboard. They can click on ”Add alternative” at

the bottom of Outliner to create a new story. In such case, the new story will not share

the same clusters as the previous one(s). This allows authoring, navigating, and comparing

alternatives at the level of story, which is higher than the level of cluster.

4.3.3 Modeling Time and Results

Here we estimate the time for which primary designers have to wait after requesting alter-

natives from friends or colleagues. Suppose i-th helper receives the request, the probability

of returning an alternative is pi. Suppose the alternative has a chance of ri to meet the intent

of primary designers. Then, suppose M helpers are requested, the total meaningful designs

is:

results =
M∑
i=1

pi × ri (4.1)

The expected time to receive the responses from helpers is

E(T ime) =
M∑
i=1

(pi × ti + (1− pi)× T imeout) (4.2)

, in which ti is the time spent by a helper who actually returns an alternative, while T imeout

is predefined maximum time to wait.

4.4 User Study

To evaluate whether the system can boot the efficiency of asymmetric collaboration, we

hypothesized that cluster-augmented storyboards would (a) enable more efficient collabora-

tion with peripheral contributors not directly responsible and (b) cause peripheral contribu-

tors to feel more confident about the value of their contributions, compared to unstructured

collaboration. Specifically, we hold the following hypothetical benefits of the system and

conduct a user study to test these hypotheses.
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• H1: CoStory helps contributors understand the context better.

• H2: CoStory enhances contributors’ confidence on their alternative.

• H3: CoStory helps contributors meet the intent of designers better.

4.4.1 Experimental Condition

To isolate the effects of the cluster-based design collaboration, we compared CoStory

against a version of the same software with the clusters disabled. This is roughly comparable

to many online storyboard authoring tools.

CoStory was tested in two different conditions:

• CoStory (treatment): The participants used a cluster-based storyboard to request

alternatives.

• Standard storyboard collaboration (control): The participants used traditional

panel-only storyboards for authoring and communication. This was achieved by curb-

ing all the features related to clusters from CoStory.

4.4.2 Participants

We recruited 8 students (4 males, 4 females) across the campus, who have their own

design problems that they have already put some thoughts in and need assistance from

others. Participants were aged between 18 and 32.

4.4.3 Method

The eight participants were split into treatment group (T) and control group (C) based

on their arrival order. The first four participants (P1-P4) were in group T while the rest

(P5-P4) were in group C. Participants in both groups would follow the same steps: 1) reading

tutorial customized for T or C in 20 minutes, 2) creating a storyboard for a design goal of

their choice in 30 minutes, 3) contributing to three others’ storyboards in Latin-square order
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Figure 4.6. Evaluation process of user study. First, the participants in treat-
ment (P1-P4) create storyboards (S1-S4), and participants in control (P5-P8)
create S5-S8, respectively. Then they contribute to others’ storyboards in
Latin-square order. Si’ means a panel-only copy of Si. To maintain the same
context, storyboards S5-S8 are not used, while S1’-S4’ are used instead. Finally,
participants P1-P4 review all variants of their corresponding storyboards.

for 15 minutes each, as shown in Fig.  4.6 . Finally, participants in T (P1-P4) will review all

the alternatives of their storyboards.

This study process allows each participant to act as two roles (i.e., primary designers

and peripheral contributors). In such case, participants in T can have better idea about the

whole collaboration process so that they become more careful of writing their prompts. In

the experiment, two participants revised their prompts after they started contributing and

read others’ prompts. Also, participants in C can have more experience with the system

before they make contributions.
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4.4.4 Apparatus

Both groups used the designer and contributor interface of CoStory to create panels

(Fig.  4.3 ) and ideate on for requested clusters (Fig.  4.5 ). The difference is that the designer

interface for group C was provided with curbed features, such as removing cluster-related

features. Participants were allowed to use pen-and-paper to design their panels and upload

their design to the system.

4.4.5 Data Collection

Participants in all groups completed a post-survey, in which they rated the usefulness and

ease of the system on a 7-point Likert scale. In addition, contributors (both T and C) were

asked to report their understanding level of the context and confidence level of contribution

once they contributed to each storyboard. Primary designers (P1-P4) evaluated the diversity

and usefulness of alternatives provided by contributors. Finally, designers (P1-P4) selected

the ”most preferable storyboard” among all panel-only and CoStory alternatives.

We also logged the click events involving key features of CoStory, such as checking alter-

natives, updating drawing, updating caption, and expanding a cluster.

4.4.6 Results and Discussion

Design topics and alternatives

Eight participants had eight different topics ranging from software to physical object,

such as “An app to track the usage of cosmetic products”, “Discover correlation in feature

space with multi-dimensional data”, and “Touch virtual objects in virtual reality”.

Most participants preferred drawing with pen and paper, rather than drawing with mouse.

Eight participants created eight initial storyboards, and then generated 24 alternatives in

total, in which 12 in T (by P1-P4) and 12 alternatives in C by (P5-P8). Four participants in

T created 1, 2, 2, and 3 clusters, respectively. But they chose to request help for 1 cluster,

which implies that they used clusters to organize the design.
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The length and complexity of the initial storyboards created by primary designers varied

greatly: The shortest storyboard had 5 panels, whereas the longest had 11. The number of

panels includes the panels within each cluster. After collaboration, the shortest storyboard

had 5 panels, whereas the longest had 17 panels.

Below we discuss whether the hypotheses are supported by the results. To statistically

evaluate the effect of CoStory on two groups, we used the Wilcoxon rank sum test to compare

the differences. The choice of using wilcoxon rank sum test is because the dataset violates

the normal distribution assumption of t-test.

H1: CoStory helps contributors understand the context better

Contributors self-reported whether they understood the context while they were creating

an alternative. The wilcoxon rank sum test indicated that the scores reported by group T

(Mdn=6.08, SD=0.90) was marginally significant than the scores by group C (Mdn=4.92,

SD=1.56), U=40, p=0.053.

When the collaboration began, participants were able to see alternatives from previous

contributors. All participants in T (i.e., P1-P4) reported that they checked all the existing

alternatives before or during their authoring. This is confirmed by the log of user clicks on

the tabs of each cluster. On average, each tab received 2.1 clicks, which means contributors

in T usually check each alternative slightly more than twice.

In contrast, only one contributor in C (i.e., P6) reported that he went through all of the

alternatives. The reasons why others did not check alternatives include: 1) each alternative

seemed similar (we did not highlight the difference between two alternatives and thus looked

similar at a glance), 2) they felt no need to check alternatives (the design topic may be too

simple for them), and 3) they simply forgot to check.

This suggests that it’s more efficient to manage alternatives on a cluster-level over

storyboard-level, when the number of alternatives is large and the design topic is hard.

However, having easier access to alternatives may cause some side effects, such as design

fixation [ 162 ]. We found that alternatives by T showed a clear pattern of iteration, while

those by C showed more independent changes. The reason might be that contributors in
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T tended to adopt ideas/elements from the existing alternatives due to easy access, while

contributors in C tended to create their own as they did not read all of the alternatives.

We may adopt some methods to reduce design fixation, such as incubation [ 163 ], or we may

force them to avoid duplication.

H2: CoStory enhances contributors’ confidence on their alternative

Contributors self-reported their confidence of the usefulness after each new alternative

had been created. There is no significant difference between contributors in T (M=5.17,

SD=1.34) and those in C (M=5.83, SD=0.72). This suggests that peripheral contributors

feel confident about their contributions when given design context in two different ways.

H3: CoStory helps contributors meet the intent of designers better

Since contributors created alternatives following the prompts given by the primary de-

signers. Primary designers were asked to evaluate whether each alternative 1) meets their

intent, and 2) improves their design.

There is no significant difference between alternatives by T (M=5.58, SD=1.31) and

by C (M=4.83, SD=2.17) on meeting the intent of primary designers. This suggests that

using storyboard as the medium can communicate the design context and problem clearly,

regardless of their drawing styles or fidelity.

However, there is a significant difference between the alternatives by T (M=5.67, SD=1.37)

and by C (M=4.25, SD=1.81) on improving the design of primary designers (U=37, p¡0.05).

This suggests that cluster-based storyboard is more efficient to receive design alternative.

when the primary designers has a real design challenge and ask for help via cluster.

4.5 Limitations and Future Work

Although professional designers could be part of primary designers, we mainly evaluated

the system with graduate students who have their own design problems. It is possible that

professional designers may reflect different results during collaboration.
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We asked all participants to contribute alternatives in the lab study, which may be

different from the real life because participants are motivated differently. We measured the

self-confidence of their contribution to imply their willingness of contributing more. In the

future, we can ask primary designers to request assistance from their fellows and study the

motivation aspect. Crowdsourcing may also be used as the peripheral contributors.

It would be interesting to study the influence of the level of asymmetry. For example,

the collaboration efficiency may vary with different asymmetric degree/ratio of time spent

on the design tasks.

4.6 Conclusion

This paper presents a system, CoStory, that implements Synthesize-Request-Ideate pro-

cess for asymmetric collaboration. The system could augment storyboards with clusters,

in which clusters form the basis of collaboration—request alternative design ideas and/or

synthesize alternatives. By testing with 8 participants, we examined how the system could

resolve some challenges of asymmetric collaboration. Specifically, contributors using all fea-

tures of CoStory had higher confidence about their contribution, easier access to existing

alternatives, and improved original design than contributors using traditional panel-only

storyboards.
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5. ADAPTUTAR: FLEXIBLE MACHINE TASKS FOR HUMAN

WORKERS

This chapter presents the example of human-to-human task delegation, which is delegating

customizable routine tasks to human workers through pre-recorded but adaptive tutorials.

This chapter has adapted, updated, and rewritten content from a paper at CHI 2021 [  10 ].

All uses of “we”, “our”, and “us” in this chapter refer to coauthors.

Modern manufacturing processes are in a state of flux, as they adapt to increasing demand

for flexible and self-configuring production. This poses challenges for training workers to

rapidly master new machine operations and processes, i.e. machine tasks. Conventional

in-person training is effective but requires time and effort of experts for each worker trained

and not scalable. Recorded tutorials, such as video-based or augmented reality (AR), permit

more efficient scaling. However, unlike in-person tutoring, existing recorded tutorials lack

the ability to adapt to workers’ diverse experiences and learning behaviors. We present

AdapTutAR, an adaptive task tutoring system that enables experts to record machine task

tutorials via embodied demonstration and train learners with different AR tutoring contents

adapting to each user’s characteristics. The adaptation is achieved by continually monitoring

learners’ tutorial-following status and adjusting the tutoring content on-the-fly and in-situ.

The results of our user study evaluation have demonstrated that our adaptive system is more

effective and preferable than the non-adaptive one.

5.1 Motivation and Contributions

Human workers are the most flexible part of the production process [ 164 ]. In the ongoing

trend known as Industry 4.0 [ 6 ], workers are expected to operate diverse machinery and

other equipment in constantly changing working environments [ 5 ]. To meet these challenges,

workers must rapidly master the machine operating procedures, referred as machine tasks.

Numerous tutoring systems have been developed to facilitate the training [  79 ], [ 165 ]–[ 168 ].

These novel tutoring systems show potential to eventually eliminate real-human one-on-one

104



tutoring, which will greatly lower the training cost and increase the scalability of workforce

training.

Recorded tutorials permit more efficient scaling than live tutoring which requires in-

person training. Prior studies [ 169 ]–[ 171 ] have compared tutoring effects between one-on-one

live training and recorded tutorial-based training. Their results indicate that tutorial-based

training is effective in efficient remote distribution and scalability, however, traditional one-

on-one training has significant better training outcomes. This is because unlike a recorded

tutorial which is mostly fixed and static once created, a live tutor can adapt to learners

uncertainly during the training and adjust the tutoring content to achieve better results.

This concept of adaptation is particularly important in the machine task tutoring sce-

nario, since workers are expected to be more versatile with various machine operations and

processes, and the machine task environments are highly dynamic and spatial. Furthermore,

each worker has their own different innate capability and strengths/weaknesses. In order

to achieve better machine task skill transfer, it is crucial to design tutoring systems with

capability of adapting to the ever changing working environment, as well as each individual

worker.

In terms of tutoring presence, prior works have demonstrated the strength of humanoid

avatar as a virtual representation of the user [ 79 ], for enhancing his/her bodily-expressive

human-human communication. Besides, augmented reality naturally supports spatially and

contextually aware instructions for interacting with the physical environment. Researchers

have shown promises to use AR avatar as a virtual media for machine task tutoring appli-

cations [ 79 ], [ 98 ]. On the other hand, annotations [ 80 ], [  88 ], [  89 ] and animated components

[ 90 ]–[ 92 ] have been widely used in prior AR research to provide tutoring content and guide

users.

To this end, we present AdapTutAR, a machine task tutorial system with four kinds

of AR elements that focuses on adaptation. Our system achieves adaptation by actively

monitoring both the machine state as well as the user state during the tutoring process. We

leverage the benefits of AR in spatial and contextual content visualization, and deep learning

in object recognition as well as user activity recognition.
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5.1.1 Contributions

The key contributions of this chapter are as follows:

• The design of the adaptation model that focuses on spatial and bodily visual presence

for machine task tutoring.

• The design of corresponding features that enable adaptive tutoring in the recorded-

tutorial environment based on machine task state and user activity recognition.

• The system implementation that achieves AR avatar tutorial recording, adaptive visu-

alization and state recognition, and evaluation results from our user study

5.2 AR Tutoring Elements

In our work, we mainly focus on the tutoring of machine tasks [ 79 ], in which a production

process involves a compound sequence of local, spatial, and body-coordinated human-machine

interactions [ 172 ], [  173 ].

AdapTutAR aims to transfer the general process of machine tasks to workers, such as

what component (e.g., knob, lever) to operate, in what order, the exact state to change, and

the expected outcome on each operation. Based on the prior work of AR visualization and

the nature of machine tasks, AdapTutAR chooses four types of tutoring elements to convey

such sequential and logical knowledge to a learner (Figure  5.1 ).

1. Avatar. Since machine tasks often involve spatial and body-coordinated human-

machine interactions, the presence of AR avatar has shown benefits in machine task

tutoring by improving learners’ spatial attention and understanding of potential move-

ment [ 79 ]. Specifically, the humanoid avatar can demonstrate the location of the in-

teraction, the navigation path, and the body pose/gestures to accomplish a step.

2. Animated component and arrow. Given that each step of a machine task in-

volves manipulating one or more machine components–such as knobs, buttons [ 174 ]–

AdapTutAR animates the virtual representation of these interactable component(s).

Nonetheless, when the animation is repeated in a loop, users may feel confused about
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the actual direction of the animation (e.g., clockwise or counter-clockwise). Hence an

arrow is added to clarify the direction. The animation and arrow help indicate how

the component will look like when it is manipulated by a user.

3. Expectation of step. When it comes to steps that require a user to set the machine

to a specific state or parameter, it is often inadequate to convey the expected value by

purely using animated components or arrows. To complement that, AdapTutAR shows

expectation (e.g., the yellow text in Figure  5.1 ) right next to the animated component

to indicate the expected value, such as “Set the printer head temperature to 500 F”.

The expectation of step has more formats than text. For some steps, AdapTutAR

shows a virtual model as the expected value, such as a virtual car to be 3D printed or

a tool to be used.

4. Subtask description. A machine task consists of multiple steps. Some consecutive

steps may represent a cohesive subgoal, which is called a subtask. For example, a

subtask ”Replace the 3D printer head” involves loosing the safety lock, removing the

existing printer head, picking up the expected one, installing it, and tightening the

safety lock. A subtask description is shown at the top-left corner of a user’s view to

help the user build a higher-level understanding of the machine task.

5.3 Formative Study on AR Visualization

To inform the design of the adaptation model, we aimed to understand the performance

of a user while learning a machine task using AR tutorials. A key objective was to elicit

the users’ preferences of exploiting the four tutoring elements and the requirements to the

tutorial throughout the learning process.

5.3.1 Participants and Procedure

We recruited six participants (5 male, 1 female) aged 23 to 30. Four participants had

experience with AR/VR systems while two did not. No participants had used AR/VR based

tutoring systems before attending this study. (Participant: P)
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(a) (b)

(c) (d)

Figure 5.1. Tutoring elements: (a) Avatar, (b) Animated component and
arrow, (c) Expectation of step, and (d) Subtask description.

We designed a laser cutting machine task consisting of interactions with physical inter-

faces and spatial navigation within AR environment. The participants were asked to learn

the task using a pre-authored AR tutorial where all four tutoring elements were available in

each step and the participants could manually toggle on/off any of them and browse along

the steps using Oculus hand controllers [  175 ]. Meanwhile, the participants were informed

to learn the task in any way they felt efficient and comfortable by utilizing the tutoring

elements, and the final goal was to remember and conduct the whole task without external

assistance. The learning might go over for several times and end when a participant told the

researcher he/she had mastered the whole task. The first-person view of the participants

was screen-recorded and after the learning period, we interviewed the participants regarding

the learning experience and our observations on their performance.
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5.3.2 Findings

We analyzed the participant records in terms of the overall performance and the detailed

actions in order to reveal the users’ preference to the machine task learning. We analyzed

1) the pattern of step changing and tutorial following, 2) the timings when the participants

toggled on/off the tutoring elements, 3) the combination of the tutoring elements at each

step, and 4) the choices above at different learning stages. In addition, we analyzed the

participants’ bodily performance including their standing location, attention allocation, and

so on. Finally, we distilled the higher-level design goals from our observations and the

participant feedback.

Overall Learning Flow (F1)

Although the participants were able to navigate back and forth along the whole tutorial

using the hand controllers, all six participants learned the task by following the tutorial step

by step and repeated the whole task for multiple times. ”I think the order of these steps

is critical to understanding the whole task. So, instead of mechanically remembering every

single step, I learned them as an integrated story.” (P6) Moreover, all participants would only

progress to the next step after ensuring the current step was completed correctly. ”I’d feel

more confident if the system could tell me whether I did it correctly.” (P3) The performance

and responses highlight that the adaptive tutoring model should be able to recognize the

correctness of an operation in real-time and actively lead him/her to move forward in the

task to ensure a fluent learning flow.

Combination of the Tutoring Elements (F2)

Overall, all participants agreed that the provided four tutoring elements were useful and

sufficient for the learning. Yet, at different stages of the learning process, the participants

chose different combinations of the tutoring elements. All six participants kept all four

elements in the first trial, and went through every element in each step. ”The avatar was

important when I first learned the task because it told me where should I focus on. And
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I also read the subtask description to briefly understand the purpose of the task.” (P5) All

participants agreed that as they were more practiced, the required tutoring elements shifted

from specific demonstration to high-level description. ”After I knew those operations, the

avatar was not that useful, but distracted me. So I turned it off.” (P2) These findings

revealed that at different learning stages, the importance of each tutoring element varies.

So the system should dynamically change the displaying tutoring elements as the learning

progressed.

When to Show/Hide Tutoring Elements (F3)

We asked the participants to only keep the necessary tutoring elements while learning.

First, we noticed that all toggle-off actions happened at the beginning of a step when a

participant was clear he/she could master it. However, we observed that the toggle-on

actions happened in more complicated scenarios. Compared to the toggle-off cases, before

toggling on an element, the participants performed additional actions such as walking around

the machine, attempting to operate an interface, correcting an operation rapidly and so on.

”Actually I was first trying to look around to find the next target, then if I couldn’t, I turned

on more.” (P1) This disclosed a need for the adaptation model first to understand the

current state of the learner, then either provide more tutoring elements or reduce them.

Additionally, we observed that timings when they turned on the tutoring elements varies

at different learning progresses. ”When I almost learned everything, if I was stuck, I’d first

recall the step, then turn on the elements. But initially, I didn’t know much, so directly

turned them on.” (P4) It unfolded another requirement for the model to adjust the timing

to change tutoring elements accordingly.

Step-dependent Behaviors (F4)

For different steps, the participants selected different tutoring elements in the same trial.

Meanwhile, when repeating the same step in different trials, and doing similar steps in the

same trial, we observed that all participants gradually reduced the tutoring elements. ”The

steps were different in some cases, so I’d like to use different elements. But there were some
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Figure 5.2. The Adaptation Model. Green boxes indicate the phases of adaptation.

similar ones, maybe the system could show me the previous choice.” (P1) Meanwhile, when a

step required spatial movements or complicated body-coordinated actions, the participants

would spend more time for learning. ”Some steps were harder to learn, so I needed more

time before I could turn off some tutoring elements.” (P3) Inspired by these findings, the

model should also consider the nature of each step and the transition between any two steps.

5.4 Adaptation Model

To develop a tutoring system that can dynamically adapt the tutoring elements to match

what a user actually needs, we organized the tutoring elements into five levels of details

(LoDs), and further developed an adaptation model to adjust the LoDs in real-time (Figure

 5.2 ). The key model includes four phases. Firstly, the system presents the tutorial at a given

LoD. Secondly, the system collects the inputs from a user and environment in real time.

Thirdly, the system performs low-level state recognition that recognizes the machine state,

the user’s basic mode, and region of interest (ROI). Finally, the system uses the low-level

state to estimate the user’s higher-level state, such as being stuck or not. Such estimation

is transferred back to adapt the LoDs in the first phase.

5.4.1 Features to Adapt: Level Of Detail

The formative study confirms that each tutoring element serves a different role in con-

veying information, and further indicates that their necessity varies at different stages of the

learning process (F2). Therefore, we organize the tutoring elements into five levels of details

(LoDs) as below.
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• LoD 5: show all four tutoring elements.

• LoD 4: exclude avatar from LoD 5.

• LoD 3: exclude animated components and arrows from LoD 4. This essentially means

it only shows expectation and subtask description.

• LoD 2: exclude step expectation from LoD 3, namely, just showing subtask description.

• LoD 1: show nothing.

When the LoD decreases, the tutoring elements are hiding gradually. The difficulty

increases since there are fewer hints. In particular, for LoD 1 and 2, learners do not get

direct hints about what component to operate nor what state to set to, which forces them to

recall the details instead of being informed directly. On the other hand, learners who have

gone through the same operations for multiple times may not need the detailed information

provided in high LoDs.

As the first phase of each step, the system loads the historical LoD to determine what

tutoring elements to present. If there is no historical data, the system shows the step with

a default LoD (5).

5.4.2 Sensing Input

In this phase, AdapTutAR keeps collecting two categories of information: user and en-

vironment. User information includes the position and orientation of the AR headset as

well as the first-person view of the user. Environment information includes the positions,

orientations, and dimensions of the animated components and avatar.

5.4.3 Low-level State Recognition

In this phase, the inputs are used to recognize machine component state and user’s basic

state, which is further used to perform the higher-level state recognition in next phase.
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Recognizing Machine Component State

The goal of machine state recognition is to detect what state the user has set the physical

component to. This is required because the physical machine may not have sensor itself that

could report the current state. In order to control the playback of the tutorial, its state

change must be detected.

Prior works mostly focused on object detection and recognition (such as [ 176 ]), while a

few focused on recognizing the specific states of an object [ 177 ]. However, these methods

cannot be directly applied to our case where multiple identical objects may be visible on the

same machine interface. For example, two knobs and two buttons are visible in Figure  5.5 .

The challenge is that after recognizing the states of these objects, the system needs to know

which state belongs to which object. Inspired by LabelAR [ 178 ], AdapTutAR leverages the

AR components that are aligned to the physical components. Besides the primary role of

giving animations as instructions, AR components serve an additional role in providing the

positions and dimensions in the world space, then AdapTutAR can obtain their 3D bounding

boxes and further compute the 2D bounding boxes on the screen. Such bounding boxes help

identify an object uniquely even when there are multiple identical objects within the scene.

Finally, a Convolutional Neural Network (CNN) model is trained to recognize their object

states within each bounding box. The detail is discussed in the Implementation section.

Recognizing User’s Basic Mode

The goal of user state recognition is to identify what basic mode the user is in, including

static observation, navigation, and interaction. To classify interaction mode, the key is to

know whether a user touches the physical component or not. An approach similar to the

aforementioned machine state recognition is used. For all visible machine components, the

system crops out the camera images based on their bounding boxes, groups them into a

batch, and predicts hand touching in parallel. If any component is touched by the user,

the mode is classified as interaction. The user’s state of static observation or navigation is

predicted using the AR headset’s position and orientation using a pretrained Support Vector

Machine (SVM) model.
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Figure 5.3. Inferred state of a user in a single step via Finite State Machine.

Classifying Region of Interest (ROI)

To classify whether a user is looking within ROI or outside of ROI, we first get the

location of the target object(s) and avatar for a particular step, and compute whether they

are visible by the user. This is essentially checking whether any of these objects is within the

field of view (FOV) of the AR headset. If none of them is within FOV, the system classifies

the user as looking outside of ROI; otherwise, within ROI.

5.4.4 Higher-level State Recognition and Adaptation

In this phase, the system estimates the user’s state by forming a finite state machine and

using the low-level recognition as inputs to drive the state transition.

Scenarios and States

We leverage the findings from the formative study (F3) and identify four scenarios in

which users decided to turn on more tutoring elements, including (S1) unaware of the target,

(S2) unaware of the operation, (S3) interact with wrong interface, and (S4) interact with

the correct object for too long without setting to the expected state. The core of adaptation
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is to estimate whether a user is currently under one of four scenarios and thus needs more

tutoring content. To that end, we develop a finite state machine that takes the lower-level

state recognition as input to help infer the states of a user (Figure  5.3 ). The four scenarios

correspond to the exceptions of four higher-level states, including ”Viewing outside of ROI”,

”Viewing within ROI”, ”Manipulating wrong object”, and ”Manipulating correct object”.

Due to their high correspondence, we also denote the four states as S1-S4, respectively. By

monitoring how long a user stays in each state, the system determines whether the user

enters one of the four scenarios.

State Transition

At the beginning of a step, the user immediately transits into one of three states: ”Viewing

outside of ROI”, ”Viewing within ROI”, and ”Changing perspective”. The first state requires

that the user is in static mode and looking outside of ROI, while the second state requires

that the user is in static mode and looking within ROI. When the user is in navigation mode

(e.g., walk or move head), their state will be transited to ”Changing perspective”. Once the

user pauses walking or moving head, the state will be transit into the first or second state

accordingly.

When the user touches a machine component, the user state transits into one of two

states: ”Manipulating wrong object” and ”Manipulating correct object”. This transition

depends on whether or not the touched component is the expected one in the current step.

While the user is manipulating the correct object, our system keeps recognizing the machine

state and comparing it to the expected one. If matched, the current step is done. If not

and the user stops manipulating, the user state transits back to one of three states related

to viewing and changing perspective.

Each state has an independent timer which resets at the beginning of each step. When a

user transits from one state to another, the timer of the original state pauses while the timer

of the new state starts ticking. If a user remains in one state for too long (i.e., accumulated

time > threshold), the system estimates that a user may be stuck in one of four scenarios. For

example, if a user stays in ”Viewing outside of ROI” state for time longer than threshold1,
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the system estimates that the user is ”unaware of the target” (S1). Likewise, if a user stays

in ”Viewing within ROI” state for time longer than threshold2, the user is inferred to be

”unaware of the operation” (S2). Consequently, an event is triggered to increase the level

of detail (LoD) and reset all timers. The calculation of thresholds can be found in section

 5.4.4 .

Finally, if a user completes a step, the LoD is decreased by 1 (F3) and saved into user’s

profile for future reference. Note that the LoD data is tied to a component, not to a step.

This is because a component may be involved in multiple steps of the same tutorial or be

shared in different tutorials that involve the same machine. Therefore, binding LoD data

to a component rather than a step supports better reuse of the user’s learning record. As

mentioned in the first phase earlier, the system loads the historical LoD at the beginning of

each step. Here, it only loads the most recent LoD of the component, and ignores the older

LoD record(s) if any.

In summary, the adaptation model leverages both the information from the historical

record and the real-time inputs, which is a combination of macro and micro-adaptive ap-

proaches [ 58 ], [  59 ].

Timer Threshold

The key is to find a proper threshold for each state/scenario. The first empirical ob-

servation is that the threshold should refer to the actual time spent by the expert in each

step. A more complicated step takes longer time than an easy step so that the former should

have a larger threshold than the latter. Based on section  5.4.3 , the total time spent in

step i can be further decomposed into the time spent in observation (observeT imei), nav-

igation (navigateT imei), and interaction (interactT imei). Moreover, the threshold of each

state should refer to the most relevant type of time. For example, the states related to

manipulating objects (S3 and S4) should refer to the interaction time, while the states re-
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lated to viewing (S1 and S2) should refer to observation and navigation time. Therefore, let

ReferenceT imei denote the reference time of states (S1-S4) in step i:

ReferenceTimei =



ts1
i

ts2
i

ts3
i

ts4
i


=



1 1 0

1 1 0

0 0 0.5

0 0 1




observeT imei

navigateT imei

interactT imei

 (5.1)

For example, the reference time of manipulating correct object (S4) in step i is ts4
i =

interactT imei. Also, when a learner is manipulating a wrong object (S3), it is supposed

to have a smaller threshold so that the hints can be shown faster. Therefore, an empirical

value (0.5) is chosen so that ts3
i = 0.5× interactT imei.

Lastly, the current LoD matters. A larger LoD implies that a user is less proficient in

this step so that the system should tolerate a larger threshold. Let Thresholdi denote the

thresholds for states S1-S4 in step i:

Thresholdi =



thresholds1
i

thresholds2
i

thresholds3
i

thresholds4
i


= f(LoDi)×ReferenceTimei (5.2)

where f(x) is a factor that scales the reference time based on the current LoD. In this project,

we take:

f(LoD) = 1 + log5(LoD) (5.3)

When LoD=5, f(x) is 2, which means the threshold is twice of the reference time. This is

because at LoD 5, a learner is inferred as a novice so that they may spend 1×referenceT ime

in purely watching the tutorial and 1×referenceT ime in following the tutorial. On the other

hand, when LoD=1, f(x) is 1 because the system infers the user as proficient to this step

and tolerates the same time as the reference time. Using a log function rather than a linear
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function is to make the threshold decrease slower in large LoD (4 and 5) and faster in small

LoD (1 and 2).

5.5 Adaptive tutoring system

To support effective apprenticeship for machine tasks in workshops or factories, we de-

signed and implemented AdapTutAR. AdapTutAR is an AR-based authoring and tutoring

system that enables an expert to record a tutorial that can be learned by different workers

in an adaptive way.

5.5.1 Workflow Illustration (Overview)

AdapTutAR consists of three modes: 1) Authoring Mode in which an expert can record

a tutorial; 2) Edit Mode in which the expert can edit the tutorial; and 3) Learning Mode in

which workers can learn the tutorial.

(a) (b) (c-1) (c-2)

Figure 5.4. An overview of AdapTutAR workflow. (a) An expert records a
tutorial. (b) The tutorial is represented as an avatar and animated components
with arrows. The expert can edit the tutorial by adding subtask description and
expectation of step. c) The same tutorial is adaptively shown to two learners.
The learner in (c-1) is given less tutoring contents than the learner in (c-2) due
to the difference of their experience and learning progress.

Prerequisite: Setup Training Environment

Before an expert can record a tutorial for a machine, they need to set up the training

environment first. This requires that a machine has a digital copy aligned with the physical
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counterparts, and also the machine state recognition model has been trained. However, since

the focus of this chapter is not about setting up the environment but the adaptive tutoring

within the environment, for simplicity, we assume the experts are given a machine that has

already been set up. Without losing generality, an expert can also use the following process

to set up a new training environment. First, the expert uses the hand-held controllers to

align the virtual components with their physical counterparts in the AR world. Secondly,

they can follow the pipeline mentioned in the later  subsection 5.5.2 to collect a dataset for

machine state recognition. Once enough data is collected, our system can fine-tune the CNN

model with the dataset. The dataset only need to be collected once for one type of machine.

Authoring Mode

Tutorials are authored using an natural embodied movement, where the system records

the expert’s body motion by tracking the position and orientation of the AR headset and

two hand-held controllers (Figure  5.4 a). In addition, the expert can manipulate the virtual

component(s) through different gestures of virtual hands powered by the controllers. During

the operating process, the human motion and the 6 DoF poses of the virtual components

are recorded. The recorded human motion will be represented as avatars while the recorded

pose sequences of the virtual components will become AR animations. To partition the

entire tutorial into steps, the expert needs to explicitly starts and stops recording each step

by pressing the joystick on the controllers.

Editing Mode

Once all steps are recorded, the expert can enter the Edit Mode to label descriptions.

The expert can pick a step to add expectation or select several consecutive steps to add a

subtask description. To add a subtask description, the expert can enter a short sentence via

virtual keyboard. To add an expectation, the expert first creates the text in a similar way

and then uses controllers to anchor it to the proper position in the environment.
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Learning Mode

A learner wears the AR headset and starts to follow the first step of the tutorial without

hand-held controllers (Figure  5.4 c). Four types of tutoring elements may be shown/hidden

dependent on the current LoD. By default, a user starts with LoD 5 so that they are given all

elements to guide how to operate. As a learner may need to repeat the tutorial for multiple

trials before comprehending it, the system keeps adapting the tutoring content for each step

based on their historical learning progress and the current behavior. This is achieved by the

aforementioned Adaptation Model that is running in the background. It also monitors if the

learner has set the component to the expected state. The tutoring elements remains until

the learner operates correctly (F1).

5.5.2 Implementation

System Hardware and Software Setup

The see-through AR platform is built by attaching a stereo camera (ZED Dual 4MP,

720p) in front of a VR headset (Oculus Rift [ 175 ]). Four external Oculus IR-LED sensors

are used to track the human body motion with an effective area of 3 x 3m. Two Oculus

Touch Controllers enable authoring by an expert. The main AR interfaces are developed

with Unity3D [  179 ], and the predictions are made with a backend server running aiohttp 

1
 web

framework in Python. The backend server loads the models trained by Tensorflow (v2.1)

and SVM. Both Unity3D and backend server run on the same PC (Intel Core i7-9700K

3.60GHz CPU, 32GB RAM, NVIDIA GeForce RTX 2070). The stereo camera provides

built-in streaming functionality that can be accessed by the server. Unity3D sends data to

the server via Socket.IO, including the objects to be tracked, their bounding boxes, and the

positional data of the headset. In return, the server sends the predicted machine state and

user state back to Unity3D via Socket.IO.
1

 ↑ https://docs.aiohttp.org/
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Recognizing Machine Component State

As mentioned earlier, we leverage the bounding boxes of virtual components to uniquely

identify physical components. As there are different types of machine components, we devel-

oped an efficient pipeline to collect dataset based on video streaming and bounding boxes.

Note that if some components are identical, users only need to collect dataset based on their

type (e.g., knob, lever), rather than individual components. First, a user sets a physical

component to a specific state or sets multiple components to specific states, such as ”1” for

knob in Figure  5.5 . Then the user selects their virtual counterpart(s) in our system, sets the

state(s) to match the physical one(s), and starts video streaming of ZED camera. The video

stream is automatically cropped into RGB-D images based on the bounding boxes and also

labelled with the current states and types. To make the dataset comprehensive, the user

needs to look at the object(s) from various heights, places, and angles. Such process can

be repeated to cover the remaining states of the component(s) as well as other interactable

components of the machine.

The collected images are used to train a CNN model for state recognition, as shown in

Figure  5.5 . First, each image is resized to 100x100x3. Then data augmentation is done by

adding random hue (max delta=.2), saturation (0.1∼2.0), contrast (0.3∼1.0), and brightness

(max delta=.5). The feature extraction of the CNN model is based on MobileNetV2 [ 180 ].

After feature extraction, the output size of the base model is 4x4x1280, which follows by lay-

ers of MaxPooling2D, Flatten, two fully connected layers (units=1024 and 64) with Relu acti-

vation, Dropout(0.5), and a fully connected layer (units=number of component types) with

”softmax” as activation. The loss function is ”tf.keras.losses.SparseCategoricalCrossentropy”

and the optimizer is SGD.

Recognizing Hand Touching

This is similar to the machine state recognition above. The difference here is that instead

of setting the state of a component, a user needs to act two states on each component type,

including ”hand not touching” and ”hand touching”. Overall, 130k images were collected
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Figure 5.5. CNN model for machine state prediction based on bounding boxes.

for 9 component types by four volunteers. Finally, the images cropped out by the bounding

boxes were used to train a different CNN model.

Recognizing Static Observation and Navigation

We used Support Vector Machines (SVMs) to recognize the static observation and nav-

igation, which have demonstrated high performance when applied to human and animal

activity recognition tasks [ 181 ], [ 182 ]. The feature vector is computed by taking the magni-

tude difference between kth and 0th frames in a window (k = 0, ..., windowSize) for each user

head position R3 and orientation R4 vector. If the absolute magnitude difference is greater

than the threshold, features describing changes in the head position and orientation are set

to true. Optimal magnitude thresholds were determined by grid search. Three volunteers

generated 90 samples for these two states in which each sample lasted about 10-20s. By

performing a grid search, our features were extracted using a window size of 1.3s with an

overlap of 0.56s (stride).

5.5.3 Preliminary System Evaluation

AdapTutAR relies on the capabilities of the low-level state recognition. To evaluate these

capabilities, we conducted a preliminary system evaluation.

Accuracy of Machine State Recognition

We built a mockup machine with 9 types of machine components to train and test the

model. Figure  5.5 shows one side of the mockup machine. By using the pipeline in section
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 5.5.2 , three volunteers collected 171K images for 9 component types with 31 distinct states.

For example, a knob has 6 states, a key hole has two states (inserted or not), and a switch

has two states (on or off). Given that the video streaming is 60 FPS and the user keeps

changing the view angles, we save one image every 8 frames to avoid identical images. The

training took 10 hours on an NVIDIA GeForce RTX 2070. Before the test, each component

of the mockup machine was set to a particular state that was entered into the system as

ground truth. During the test, the tester wore the AR headset and looked at the component

from different angles for approximately 3 seconds. The video stream was cropped out based

on the bounding boxes and sent to the trained model directly. Each batch of images took

about 0.11s in prediction. Then the predicted states were compared with the ground truth.

Three researchers participated in the test and produced about 2k results for all the 31

states of 9 component types. The overall classification accuracy was 89.1%. Specifically,

the levers and knobs produced small errors (95.5% accuracy) while sliders and key holes

produced larger errors (85.3% accuracy). In general, the system can satisfy the requirements

of machine state recognition.

Accuracy of Hand Touching

A similar approach was used to test the accuracy of hand touching. The difference was

that for each component type, the tester’s left and right hands alternatively touched the

component. Three researchers participated in the test and produced 913 results. The overall

classification accuracy was 93.4%, which validated the feasibility of our system in accurately

recognizing hand touching on machine interfaces. A typical error happened when the hand

was close to, but had not touched the component. Such scenario was often mis-classified as

hand touched. Fortunately, such error did not greatly affect the adaptation model because

if a user moved the hand close to a component, it implied that the user intended to touch it.

Accuracy of Classifying Static Observation and Navigation

During the test, participants performed three actions: 1) standing still and moving head

slowly; 2) standing still and moving head drastically; and 3) walking. The first action should
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be classified as static observation and the last two actions should be navigation. During

the test, three researchers performed each action for roughly 5 seconds, and repeated for 3

times. By splitting the sequences by the window size (1.3s) and stride (0.56s), there were 241

predictions. The overall accuracy was 92.1%. The errors were partly due to the transition

from one state to another. This result indicates that the system can detect the user’s basic

mode accurately.

5.6 User Study

Complying with the requirements of social distancing for COVID-19, we conducted a

2-session remote user study in Virtual Reality (VR).

5.6.1 Study Setup

Since the remote users had no access to the real machines, we built a virtual multi-

function machine that enables 3D printing and painting (Figure  5.6 ), which was inspired by

prior works [ 99 ], [ 183 ] that validated key features of AR systems in VR. The virtual machine

and the two tooling tables were located within a 3m×4m virtual space. The VR application

was sent to the users and the user study was completed using their own VR devices.

During the user study, the users learned a 28-step plastic toy fabrication task using the

virtual machine (Table  5.1 ). The users had to set the machine parameters using knobs,

buttons, switchers or sliders (local tasks e.g. step 1 to 5), to deliver correct raw materials

(spatial tasks, e.g. step 7, 8, 10, 11) and to assemble the tools properly (body-coordinate tasks,

e.g. step 8, 19, 21). The adjacent steps that served a high-level purpose were grouped into one

subtask, e.g. the purpose of step 6 to 9 was tooling installation. Some of the steps (e.g. step

8) could be accomplished only if some previous steps (e.g. step 6) were conducted correctly.

The users were interacted with the machine using VR hand controllers. Note that in the

VR simulation, we directly used the collision between the VR controllers and the machine

components to detect the interactions rather than the image classification technique in AR

environment. Consequently, the accuracy of machine state and hand touching recognition
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Figure 5.6. The VR environment of the user study, including a multi-function
machine and several tools and materials for 3D printing and painting.

in VR reaches 100%, which is different from the aforementioned accuracy in AR. We discuss

the limitations and mitigation in the next section.

We recruited 24 users (19 male, 5 female, aged 18 to 35) to our remote user study. 19

out of 24 users have engineering background while the other 5 have science background. 11

users have AR/VR experience and 15 users have hands-on machine operation experience.

Nine users owned VR devices and shared with their friends or roommates for our user study.

Specifically, 14 users used Oculus Rift [ 175 ] while 10 users used Oculus Rift S [ 175 ]. None

of the users had experience with our system before. All the users were compensated with a

$20 gift card for the 1.5-hour user study.

5.6.2 Study Design

We evaluated the benefits and limitations of our adaptation model by comparing an

adaptive VR tutorial (noted as adaptive) with a similar VR tutorial that had no adaptive

features (noted as non-adaptive) through a within-subject study. In adaptive tutorials, the

VR tutorial elements were adjusted following the strategy proposed in section ADAPTA-

TION MODEL, while in non-adaptive tutorials, the VR tutorial elements were displayed at

a fixed LoD of 5 (none of the tutorials elements were hidden). The users were requested
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to learn two machine tasks (Table  5.1 ) in two sessions with the two types of AR tutorials

respectively.

Both the two machine tasks were plastic toy fabrication tasks but differed in fabricated

models (step 1), materials (step 2, 10), sizes (step 3 to 5), colors (step 11) and machine

parameters (step 8 to 10, 26, 27) to avoid the users from remembering the task in the last

session. However, both tasks shared similar machine interfaces and step orders. To counter-

balance the learning effects, we separated the users into two groups randomly. Specifically,

12 users followed the adaptive tutorial in session 1 and the non-adaptive tutorial in session

2. In contrast, the other 12 users followed the non-adaptive tutorial in session 1 and the

adaptive tutorial in session 2. The users were not informed with the tutorial conditions.

Each session contains a tutoring section and a testing section. In tutoring section, the

users had up to 30 minutes to learn the task by following the tutorial and performing machine

interactions. Both of the tutorials were able to proceed to the next step automatically when

the user conducted a step correctly. The tutorial repeated from the beginning when a user

completed the last step. After the users claimed they had understood and remembered the

task, or reached the time limitation, the researcher terminated the tutoring section. Then

the users entered the testing section after a 3-minute rest. In the testing section, the users

completed the task with all the AR tutoring elements hidden.

In each session, users repeated the tutorial multiple times before they entered the testing

section. After session 1, users would change from novice, who had little experience in the

machine and environment, to proficient, who could clearly describe the task purpose and

complete the required operations without external hints. Note that those proficient users

were not considered as proficient in all machine tasks but only in the second task, provided

that the second task shared similar machine operations and step orders with the first task.

Thus, we were able to evaluate the user performance under different conditions, e.g., novice

with adaptive, proficient with adaptive, novice with non-adaptive, and so on.
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Table 5.1. Tutorial used in the user study that involves 3D printing and
painting. Widget # is referring to Figure  5.6 .

Subtask Step Widget 

Set output 

model to a 

Jeep vehicle 

with PLA 

material

1 Select model 6

2 Change material 7

3 Change scale X 5

4 Change scale Y 3

5 Change scale Z 4

Change tool 

head to printer 

head

6 Loose chuck lever 13

7
Pick up printer 

nozzle
16

8
Install printer 

nozzle
1,2,16

9
Tighten chuck 

lever
13

Install PLA 3d 

printing 

material

10
Pick up printer 

filament
14

Subtask Step Widget 

cont. 11
Install printer 

filament
18

Set parameters 

for PLA 3D 

printing 

material

12 Turn on machine 8

13
Set head 

temperature
10

14 Set bed temperature 10

15
Set layer 

thickness
10

16 Press start button 12

Change tool 

head to painter 

head

17 Turn off machine 8

18 Loose chuck lever 13

19
Remove printer 

nozzle
1,2,16

20
Pick up painter 

nozzle
17

Subtask Step Widget

cont.

21
Install painter 

nozzle
1,2,17

22
Tighten chuck 

lever
13

Install painting 

material

23
Pick up painting 

material
15

24
Install painting 

material
19

Set parameters 

for painting

25 Turn on machine 8

26
Set head 

temperature
11

27 Set painting time 11

28 Press start button 12

5.6.3 Data Collection

During each tutoring section, we recorded the total time that the user took and the

times that the tutorial had repeated. To better understand the user’s behavior, we also

recorded the LoD of each step and the reason if the LoD changed (e.g. hesitate for too long,

manipulate the wrong object). After the tutoring section, we let the users to evaluate their

learning progress using 5-point Likert-type questions (Figure  5.7 left). For testing section,

we used the time that the user consumed as well as the number of mistakes to quantify the

learning outcome. After the two sessions, the users voted for their favourite AR tutorial.

Further, users rated their subjective feelings about the adaptive features of AdapTutAR using

another 5-point Likert-type questions. Finally, A conversational interview was conducted and

recorded regarding the the reason why the users preferred an AR tutorial and the insights

to improve the adaptive features of AdapTutAR. Additionally, the users’ first personal view

in VR was recorded for further analysis.

5.6.4 Results

In this subsection, we present objective performance and the subjective ratings of this

study.
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Self Rating on Learning Experience

After each tutorial section, the users rated their learning experience of performing the

machine task using the 5-Point Likert Scale questionnaire (Figure  5.7 ). We separated the

users based on whether they were novice or proficient and which AR tutorial that they just

used. All users reported that they could operate the machine correctly (M = 4.71, SD =

0.50) and understand how the machine works (M = 4.86, SD = 0.37). Meanwhile, all

users were generally confident to finish the task without hints (M = 4.5, SD = 0.69), and

felt they remembered each step of the task (M = 4.58, SD = 0.73). While the proficient

users who had used the adaptive tutorial rated themselves slightly higher then other users,

an one-way ANOVA performed on each group of the ratings showed that there was no

significant difference in the ratings regarding ”Accuracy” (p = 0.10), ”Understanding”(p =

0.12), ”Memorization”(p = 0.46), and ”Confidence”(p = 0.27). In spite of the AR tutorials

and the background, all users reported that they had mastered that machine task.

Accuracy: I can operate the machine interfaces correctly and precisely

Understanding: I understand how does the machine work and the
purpose of the task

Memorization: I remember how to perform each step of the task

Confidence: I am confident to perform the task without any external
assistance

3

4

4.5 4.8 4.4 4.34.8 4.8 4.4 4.55.0 5.0 4.7 4.94.6 4.9 4.5 4.6

Novice, Adaptive Novice, Non-Adaptive

Proficient, Adaptive Proficient, Non-Adaptive

Accuracy Understanding Memorization Confidence
1

2

5

Figure 5.7. The users’ self-evaluation of the learning progress.
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Objective Performance

We compared the performance of the novice users and proficient users respectively due to

the cognitive gap between the novice and the proficient regarding the machine task. A t-Test

was performed on each pair of the data. Regarding the learning time, the novice users who

used the adaptive tutorial took significantly more time (M = 23.0, SD = 7.3) in tutoring

section than the ones who used the non-adaptive tutorial (M = 16.5, SD = 5.7, p = 0.023). A

similar conclusion could also be drawn from the proficient users (adaptive M = 10.1, SD =

2.9, non-adaptive M = 7.6, SD = 1.7, p = 0.029). The novice users who were using the

adaptive tutorial required more repeats of the tutorial (M = 4.1, SD = 1.0) than the ones

with the non-adaptive tutorial (M = 3.3, SD = 1.2, p = 0.017). The proficient users required

similar times of repetition (adaptive M = 2.6, SD = 1.2, non-adaptive M = 2.3, SD = 0.5,

p = 0.50 > 0.05). Consequently, the users who used the adaptive tutorials needed more

time (novice M = 7.2, SD = 2.2, proficient M = 3.6, SD = 1.0) than the user with the

non-adaptive tutorial to go through the tutorial for one time (novice M = 4.5, SD = 1.7,

proficient M = 2.7, SD = 1.0). In the testing section, novice users using the adaptive

tutorial took slightly shorter time (M = 3.2, SD = 0.6) then the novice users with the

non-adaptive tutorial (M = 3.9, SD = 1.3, p = 0.13 > 0.05), while the proficient users took

approximately same time (adaptive M = 2.8, SD = 0.4, non-adaptive M = 3.2, SD = 0.9,

p = 0.27 > 0.05). Notably, the novice users who used the non-adaptive tutorial made more

mistakes (M = 2.17, SD = 1.52) than the ones with the adaptive tutorial (M = 1.00, SD =

1.04, p = 0.039). The difference between the proficient users was not obvious since they

were making few mistakes (adaptive M = 0.41, SD = 0.66, non-adaptive M = 0.75, SD =

0.75, p = 0.26 > 0.05). The results are presented in Figure  5.8 .

User Preference Vote

The users voted for their favorite AR tutorial based on their overall experience as well

as considering the training efficiency, the learner’s understanding of the task, and the com-

fort of the learning experience respectively (The Figure  5.9 Left). Overall, most of the

users preferred the adaptive tutorial (21 out of 24). Meanwhile, the users also agreed that
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Figure 5.8. Objective performance during the tutoring and testing sections
for novice and proficient participants. (∗ = p < .05).

the adaptive tutorial delivered a more comfortable learning experience (21 out of 24). In

terms of the efficiency and understanding, a little more users (about one-third) chose the

non-adaptive tutorial, while the majority of the users (about two-thirds) still preferred the

adaptive tutorial.

Subjective Rating

The Likert-type ratings regarding the adaptive features collected from the user study are

shown in Figure  5.9 right. In general, the users agreed that the adaptive tutorial provided

appropriate information in time (Q7: M = 3.8, SD = 0.9, Q8: M = 4.8, SD = 0.4). ”The

adaptive tutorial showed the tutorial elements that met my requirements. The AR avatar is

the most helpful at first because it was straightforward and intuitive. Later I found the subtask
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description was more helpful because it reminded me what to do next.” (P16) Meanwhile, the

users acknowledged that the adaptive tutorial can properly hide the redundant information

that was not needed and consequently the AR visualization is clear and non-distractive,

especially compared with the non-adaptive tutorial. (Q3: M = 4.2, SD = 1.0, Q4: M =

4.3, SD = 0.8) ”Since I already went through the last session, (as a proficient user) I thought

I didn’t need that much tutoring element, and the adaptive system hided those not needed.”

(P7),”With the adaptive system, my view was clearer because there were less AR elements

distracting me.” (P6) The users also appreciated the adaptive feature which helped them to

understand the task (Q5: M = 4.8, SD = 0.4, Q6: M = 4.7, SD = 0.5). ”After the avatar

was hidden, I started to pay attention to the descriptions and got to understand the logic

behind each machine operation.” (P1),”When the adaptive tutorial let me do it by myself, my

brain was active and trying to understand the logic between the steps.” (P15) Moreover, it

was receptive by the users that the adaptive tutorial made them better remember the tasks

(Q1: M = 4.5, SD = 1.0, Q2: M = 3.8, SD = 1.3). ”The adaptive tutorial was gradually

increasing the difficulty, which force me to remember the steps.” (P14), ”Although I wasn’t

sure about the parameters of that step, I tried to perform it by myself and succeeded. This

experience gave me a impression of that step.” (P16)

5.7 Discussion, Limitations and Future Work

In this section we discuss the primary results of the study and also provide design rec-

ommendations and insights for future adaptive tutoring systems.

Design of LoD. The design of LoD was first inspired by the formative study finding

(F2), and further proved to be receptive through the user study. The users agreed that the

arrangement of the LoD fullfilled the needs at different learning stages. Yet, some users

raised an interesting point. ”First, I pretty like the decrease of the tutoring elements as I

learned more. But I wonder if the system could change the performance of the avatar or the

animation according to my performance.” (P14) It reminds us that our adaptation model

could also drive the modification of the tutoring elements in each LoD, not just hide or show.
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Q1: The system helps me better remember the task

Q2: The system makes me recall what I have learned

Q3: The system doesn’t show information I already 
know

Q4: The elements are clear and don’t distract me

Q5: The system helps me understand the task

Q6: The system helps me understand the machine

Q7: The system shows more tutoring elements 
when needed

Q8: The system provides enough information to me

Strongly Disagree Slightly Disagree Neutral Slightly Agree Strongly Agree

0 4 8 12 16 20 24

0

6

12

18

24

ComfortOverall Efficiency Understanding
Non-adaptiveAdaptive

User Preference Vote

21 3 16 8 17 7 21 3

Figure 5.9. User votes and ratings for the features of the adaptive system.

By leveraging the contextual visualization of AR, the adaptation model could foster more

flexible designs of AR content for future adaptive tutoring systems.

Clear view of the adaptive system. The user study results illustrate that the adaptive

system can provide the exactly necessary information according to the learning progress. ”I

think in most of the time, the elements showed to me are what I needed. Only when I forgot

something, it showed me more.” (P2) Additionally, some users addressed another advantage

of adaptively displaying the tutoring elements. ”Compared to the first (non-adaptive) system,

not showing the avatar and virtual animations really increased my learning speed. Because

if they were always there, then I tended to dodge them, and they really distracted me.” (P8)

Adaptive system reduces over-confidence of novice users. Subjective ratings

in confidence and memorization had no significant difference between adaptive and non-

adaptive system, which meant they were all confident in remembering each step (Figure  5.7 ).

However, objective performance in testing errors showed significant difference, especially for
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novice users (Figure  5.8 ). It revealed that novice users tended to be over-confident using non-

adaptive system where all tutoring elements were always visible. ”I fully support the adaptive

system because when I first used the non-adaptive one, I thought I remember everything. But

I messed it up in testing. But for adaptive one, it forced me to remember and recall by hiding

some elements.” (P11) Yet, proficient users clearly knew which steps needed more attention,

so they had more accurate self-assessment. This expertise-dependent variation enlightens a

potential research direction to developing a more sophisticated adaptation model to better

assess a learner’s performance.

Adaptation timing. In our system, when to display additional tutoring elements to

the learners is determined by the time-sensitive adaptation model. Most users welcomed

the feature where the system showed hints after they got stuck for a short period of time.

However, two users mentioned that the tutoring elements sometimes appear too quickly

while three users mentioned that the tutoring elements appear too late. In addition, two

users mentioned that the timing of appearing tutoring elements should be more flexible.

”Maybe at the beginning, the hint can appear faster. And later, the hint appears slower for

me to recall.” (P18) One potential solution is to add manual control for users to manage

tutoring elements, such as using gestures (swiping their hand near the target component

to uncover more details) or using voice command. Meanwhile, the system can collect the

timing of manual control to fine-tune the thresholds of the adaptation model. For example,

when hints are not shown, some users tend to recall without disruption, so the thresholds

could be increased. In contrast, some users tend to see the hints more eagerly and may use

manual control, so the thresholds could be decreased accordingly. By gradually collecting

more data during the tutoring process, the system can minimize the need for users to do

manual control.

The patterns of LoD change. During the user study, we logged the change of LoD

for each user in the adaptive session. Referring to Figure  5.10 (top), we noticed it took

three trials for the proficient users to reach level-2 LoD while four trials were taken for

the novices to reach level-3. The results align with our expectation because the change of

LoD is determined by the learners’ real-time performance. The better a learner performs,
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the quicker the LoD decreases. Such pattern of LoD variation can be used to analyze the

learners’ performance and also fine-tune the adaptation model for further personalization.

The reasons of LoD increment. We counted the total occurrences of LoD increment

(i.e., from i to i+1) for novice and proficient users in the adaptive session and grouped them

by reasons. Referring to Figure  5.10 (bottom), we noticed that the novice users’ LoDs were

mostly incremented due to the unawareness of the task, while the proficient users’ LoDs were

mostly incremented due to interactions. This suggested that the proficient users tended to

directly operate the target that they felt correct, while novice users tended to spend more

time in observation. Such differences can be taken into account in developing the future

adaptive systems.
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Figure 5.10. The patterns and reasons of LoD changes. (top) The average
LoD of each trail for novice and proficient users in tutoring section. (bottom)
The total number of LoD increment (i.e., from i to i + 1) grouped by reasons
for novice and proficient users.

Evaluating AR system in VR. Under COVID-19 situation, we conducted a remote

VR study to evaluate AR features of the system, which was inspired by prior works [ 99 ],

[ 183 ]. Admittedly, due to the difference between the accuracy of machine state and hand
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touching recognition in AR (89.1% and 93.4%) and VR (both 100%), the user study may

miss some findings caused by the failure cases of recognition. However, the reported accuracy

of low-level prediction in section  5.5.3 was only based on a single prediction, which was not

the final accuracy to be leveraged in the high-level state prediction. We adopted a majority

voting mechanism in which each prediction was decided by 5 consecutive predictions. The

accuracy of machine state and hand touching recognition was increased (≈93% and ≈96%,

respectively), and thus reduced the gap between the AR and VR evaluation. Moreover, since

many proposed features (e.g., high-level recognition, LoD design) can be evaluated orthogo-

nal to the low-level recognition, we can still obtain key findings from the participants (e.g.,

the preference of adaptive vs. non-adaptive systems, patterns of LoD change, adaptation

timing, etc). In retrospect, a better approach would be to add some random failure to the

low-level recognition of VR system to simulate the AR system.

Generalizability of the system. Firstly, our system supports three common types of

machine tasks: local, spatial, and body-coordinated interactions [ 172 ], [ 173 ]. Many manu-

facturing contexts are a combination of these three types of tasks (e.g., machine tools and

CNC machines) [ 79 ]. Secondly, the recognition algorithm based on images can be applied

to various machines. For example, nine common types of machine components (e.g., knobs,

levers) were covered in the preliminary evaluation. Thirdly, the workflow design of chain-

ing low-level and high-level recognition can be adapted to future systems of machine tasks,

rather than our system alone.

Hardware and deep learning setup. Currently, our CNN model for machine state

recognition works for discrete states of components. We envision that more robust image

based object recognition networks, Internet of Things, and hand gesture and body skeleton

detection systems in the near future can provide more accurate and plentiful input informa-

tion to the adaptation model.

5.8 Conclusion

In this chapter, we proposed an adaptation model that can automatically adjust the level

of detail of AR tutoring elements. The model takes the input from the user and environ-
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ment and performs low-level and high-level state prediction based on deep neural network

and finite state machine. We also developed AdapTutAR, an AR-based adaptive tutoring

system for machine tasks that allows task authoring and tutoring via bodily demonstration.

We evaluated the accuracy of the low-level state recognition on a mockup machine with

9 component types, and further evaluated the overall adaptation model via a remote user

study in VR environment. In the user study, we invited 24 participants to learn tutorials

using adaptive and non-adaptive systems and collected their subjective ratings and objective

performance. Based on the results, we believe that AdapTutAR provides important insights

for future researchers in creating an adaptive tutoring system which empowers an efficient,

flexible, and productive workforce.
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6. VIPO: FLEXIBLE WORKFLOWS FOR ROBOTS AND IOT

MACHINES

This chapter presents the example of human-to-machine task delegation, which is delegating

flexible and physical tasks to robots and machines. This chapter has adapted, updated, and

rewritten content from a paper at CHI 2020 [ 9 ]. All uses of “we”, “our”, and “us” in this

chapter refer to coauthors.

Mobile robots and IoT (Internet of Things) devices can increase productivity, but only if

they can be programmed by workers who understand the domain. This is especially true in

manufacturing. Visual programming in the spatial context of the operating environment can

enables mental models at a familiar level of abstraction. However, spatial-visual program-

ming is still in its infancy; existing systems lack IoT integration and fundamental constructs,

such as functions, that are essential for code reuse, encapsulation, or recursive algorithms.

We present Vipo , a spatial-visual programming system for robot-IoT workflows. Vipo was

designed with input from managers at six factories using mobile robots. Our user study

(n=22) evaluated efficiency, correctness, comprehensibility of spatial-visual programming

with functions.

6.1 Motivation and Contributions

As mobile robots and human workers become more tightly integrated within IoT (Inter-

net of Things) environments, the task of instructing the machines has become increasingly

complex. With more devices to coordinate, human operators must author workflows that

are inherently computational in the context of dynamic spatial environments.

Factories typify the challenges of coordinating complex workflows with mobile robots

delivering parts and interoperating with manufacturing equipment. As manufacturing pro-

cesses ever more increasingly dependent on customization and product changes, the effort

needed to create or modify workflows becomes a bottleneck. Furthermore, some responsibil-

ity for programming robots and their interactions with IoT devices must shift to the workers

directly involved with a given manufacturing process [ 29 ].
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Bringing factory workers into the process will require the right level of abstraction and

context. Task-level programming offers a starting point. In this paradigm, expert program-

mers write code for robots to perform generalized tasks, which non-programmers can use to

direct the robot [ 184 ]–[ 186 ]. However, as basic programming skills become more pervasive,

the need becomes less focused on programmers vs. non-programmers, and more on enabling

domain experts to efficiently specify workflows.

We present Vipo, a spatial-visual programming system for robot-IoT workflows. With

spatial-visual programming, programs are created using visual programming constructs drawn

directly on a map of the operating environment. To start, a floor map of the physical space

is uploaded into Vipo. Then, users can draw paths for robot movements, and specify loops

and conditionals by connecting paths with shapes. Those constructs can also be found in

other recently developed spatial-visual programming systems [  119 ]–[ 121 ].

Vipo builds on those capabilities in two significant ways.

First, the Vipo language allows workers to write programs using functions. Functions

are an essential building block in nearly all mainstream programming languages. Steps and

data related to a meaningful sub-goal can be encapsulated in a function definition. Then, the

function can be called repeatedly with different parameters. Functions can even be called

recursively. Support for recursive function calls allows workers to express programs that

could not be expressed without functions (or stack data structures).

Second, the Vipo architecture integrates IoT devices into the programming and execution

environments with no prior configuration. Using the Vipo protocol, devices broadcast their

location, capabilities, and resource status (e.g., power, supplies, etc.) in a format based on

the Resource Description Framework (RDF). The Vipo architecture uses those messages to

discover devices. Their status and capabilities are automatically integrated into the Vipo

IDE, a web-based development environment used to create programs with Vipo. When the

programmer specifies an action that involves an IoT device, its capabilities are populated

into the editor, and it’s resource status can be checked to ensure the actions are possible.

Building on the Robot Operating System (ROS) [ 129 ], the Vipo architecture compiles the

user’s programs into a form that can be executed by robots, or simulated.
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6.1.1 Contributions

The key contributions of this work can be summarized as follows:

• The Vipo language is a spatial-visual language for programming robot-IoT automations

with functions, as well as conditions, loops, movement, and IoT device operations.

• The Vipo architecture, including the Vipo protocol, enable real-time integration of

mobile robots and IoT devices with dynamic state information (e.g., locations, capa-

bilities, resource availability, etc.).

• The Vipo IDE integrates 1) code creation, 2) testing/simulation, 3) deployment, and

4) monitoring in an integrated development environment, as a demonstration of the

overarching vision for factory or other robot-IoT automation.

• Our user study with 22 participants validated the comprehensibility, correctness, and

efficiency of spatial-visual programming with functions.

6.2 Design of VIPO

The key contribution of this work is the introduction functions—including a notation and

interactions—to spatial-visual programming for robot-IoT workflows. Later in this paper,

we will explain the language design and architectural challenges that were entailed to bring

functions to spatial-visual programming. To establish context for that discussion, we will first

explain the design goals of Vipo, and the more foundational elements of the Vipo language.

6.2.1 Requirements and design goals

The requirements and design goals were gathered through a series of visits by a group

of at least three researchers to six factories. These included manufacturers of construction

equipment, automobiles, electronic equipment, and components.

The visits were motivated by other collaborations related to robot-IoT automation, but

on each occasion, the researchers asked questions related to the firms’ challenges regarding

specification of robot-IoT workflows.
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Representatives also visited the lab where Vipo was developed during the development of

Vipo. The researchers gave demonstrations for plant managers and executives, and received

feedback that guided our understanding of the requirements.

The visits provided a series of design hints that were integral to the formation of Vipo.

For example, representatives from a consulting firm that supports small- and medium-sized

enterprises informed us of the cost structure of equipment acquisition, which led to key

decisions related to the Vipo architecture.

6.2.2 Language design

Transitional Constructs (move)

Transitional constructs represent operations that transit from a source to a destination.

They are typically used to plan the motions of mobile robots, including “move”, “pick”,

“drop”, and “carry”. All four constructs can be found from the toolbar on the left of Figure

 6.9 . For example, “pick” means the robot picks objects from a source and moves to a

destination. “Drop” means the robot moves from source and drops objects to destination.

When users need the robot to pick from source and drop at destination, they can use “carry”,

which is a combination of “pick” and “drop”. Transitional constructs can represent the

spatial relationship between devices, such as the direction and distance. Figure  6.1 shows

four transitional constructs between the paint inventory to paint mixer.

Figure 6.1. Examples of four transitional constructs.

There are two reasons why we design distinct notations for “pick”, “drop”, and “carry”,

rather than reusing “carry” as a universal notation. Firstly, notations can leverage spatial
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proximity. Specifically, “pick” is spatially closer to the source, “drop” is closer to the des-

tination, and “carry” sits in the middle, as shown in Figure  6.1 . Secondly, we want to use

the distinct shape to enhance the readability and memorability. If users get familiar with

the notations, they can immediately tell if a notation is a “pick”, “drop”, or “carry”. To

strengthen the concept that “carry” is a combination of “pick” and “drop”, the symbol of

“carry” is also a combination of the symbols of “pick” and “drop”.

In-place constructs (IoT operations)

In-place construct is used to plan an operation for an IoT machine. When the robot

carries materials to a machine, the machine has various ways to interact with the materials,

such as consuming, processing, and/or packing. A “Timer” symbol is used to reveal an

estimated execution time of this operation. If users click on the Timer symbol, a popover

will appear to allow users to choose a capability of the particular IoT and specify how long

it will take and what extra parameters are desired. Figure  6.2 shows an example in which

the paint mixer is programmed to mix paint for about 5 minutes.

Figure 6.2. Example of in-place construct: mix paint for 5 minutes. (a) start
to create a timer, (b) use popover to select a machine capability and enter
required parameters, (c) show estimated time in timer.

Control-flow constructs (if and loops)

The control-flow constructs include “if” and “while”. Both “if” and “while” use a condi-

tion to determine which of two paths to follow. A condition can include properties of devices,

operators, and/or numerical values. Properties of devices are typically the sensory data of

devices, such as the working status of a printer, the current temperature of an oven, or the

141



empty slots of a shelf. Figure 5 shows an example in which the robot is asked to drop the

paint can at mixer A if its jobStatus (i.e., completion progress) is greater than 80 percent,

otherwise drop at mixer B.

Figure 6.3. Example of ”if”. (a) The if condition decides which of two
branches to follow, (b) Users select a property of a device, a logic operator,
and enter a value to specify the if condition.

Besides “if” and “while”, the aforementioned transitional constructs could also be con-

sidered as one kind of control flow constructs: “goto”. In most cases, a workflow of a robot

is a linear sequence of actions. However, sometimes users may draw a path (e.g., one of

transitional constructs) that goes back to its prior action, which forms a loop. When this

backward “goto” path is combined with “if”, the workflow is functionally equivalent to a

“while” loop.

6.2.3 Spatial Functions

This section shows how the Vipo language supports function definition and function call

in the spatial domain.
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Figure 6.4. Function definition. Define a value parameter “$n” for function
“GetPaint” (left); use “$n” in pick, drop, and if-condition (right).

Function definition

A function is used to represent a workflow that can be tested and executed alone, or

reused by other functions via function call. A function can include one or more primitive

constructs, or even functions. Each function has a distinct color to differentiate from other

functions. The constructs belonging to a function have the same color as the function. To

support people with color blindness, users can use different color value.

Functions are displayed as a list on the top-right panel of the editor (Figure  6.9 ). The

user can click on a function to display its content in the main workspace within a tab. A

click on another function opens a new tab. All functions for the same environment share the

same layout map and machines, and are organized by tabs.

Similar to textual programming languages and other non-spatial visual languages, defin-

ing functions with parameters can make the workflow more flexible and customizable. There

are two types of parameters: value and location; both of them start with a dollar sign “$”.
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• Value parameter (e.g., $n). A value parameter is used to store a number. With the help

of value parameter, users may replace a constant number with an algebraic expression.

An algebraic expression can be a constant number, a variable, or algebraic operation

on algebraic expressions (e.g., $n × 2 + 3). For example, the number of objects to

pick/drop/carry can be “$n” instead of a constant number (Figure  6.4 ). Likewise, the

condition of “if” and “while” can use an algebraic expression.

• Location parameter (e.g., $start, $end). A location parameter is used to store a ma-

chine. With the help of location parameter, users may change some actions that

happen on one machine to happen on another machine. For example, a robot may

visit and interact with machine A, machine B, and machine C in linear order. Rather

than visiting a sequence of fixed machines, users may convert machine B as a location

parameter (e.g., $middle). In such case, if we pass machine D into $middle, the robot

will eventually visit and interact with machine A, D, and C.

Function call

A function can reuse existing workflows via function call. If users want to call a function,

they can right-click the desired function in the function list and select ”Call this function”

from the context menu. Then users can click on the map to specify the start and end of the

function. This drawing operation is the same as transitional constructs. The visual notation

of a callee (i.e., the function being called) also looks like a transitional construct, as shown in

Figure  6.5 a. The visual notation includes the function name and an “Expand” button. Once

clicking on the “Expand” button (Figure  6.5 b), the internal definition of the callee will be

displayed (Figure  6.5 c). This allows users to quickly peek the definition without switching

between functions. The path color of a callee remains the same as the callee, which makes

it distinct from the constructs belonging to the caller (i.e., the function that calls callee).

To further customize the workflow in callee, users can pass different values and locations

to its parameters. If users click on the callee notation, a popover will appear to allow

users pass a different values to the callee. Similarly, users can select a different device for

a location parameter. Once a location parameter is assigned to a new device, the workflow

144



Figure 6.5. Function call and assign values. (a) call function “GetPaint”,
(b) click to expand the detail, (c) the detail of “GetPaint” is displayed within
lightbox

to be executed is changed to visit and interact with the new device. This change can also

be visualized if users click the “Expand” button to see the expanded detail of callee. Note

that this change will only affect the execution of callee within the current caller, while the

original definition of the callee function is not affected.

In addition, since users can expand a callee to see its internal detail, it enables a unique

way of assigning location parameter. Users can click the “SwitchDevice” button near the

bottom-right corner of each device. Then users can click on a different device and assign the

new device to the corresponding location parameter, as shown in Figure  6.6 . The originality

of our approach is that a location parameter can be spatially visualized and also can be

assigned to a new device spatially. Once the location parameter is successfully updated, the

constructs that are related to this location parameter will be automatically switched to the

new device.

6.3 Architecture

The system can be treated as a three-layer architecture, as shown in the Figure  6.7 . From

top to bottom, it includes a task planning layer (i.e., Vipo), a task control layer (i.e., ROS

Master), and a task execution layer (e.g., robots and IoT devices).
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Figure 6.6. Assigning a new location in expanded callee view. a) The callee
“MixPaint” before expanding, b) click on the “SwitchDevice” button in the
expanded view of callee, c) click on a new device, d) location parameter is
successfully changed and the constructs are switched to the new device auto-
matically.

The task planning layer is part of the Vipo IDE, a web-based development and simu-

lation environment that allows users to program tasks for robots/IoT devices. More details

are given in later section.

The task control layer is ROS Master which acts as the bridge of the two-way com-

munication between Vipo and the robots/IoT devices. When RDF message is sent from
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Figure 6.7. The three-layer architecture.

robots/IoT, ROS Master maintains a global context that keeps track of all the connected

devices. ROS Master only sends the difference of two adjacent RDF messages from the same

device to Vipo to reduce network traffic.

When a task script is sent from Vipo, ROS Master creates a thread for each new task.

The task script receives the global context to fetch the details of the corresponding device.

Each line of task script is translated into ROS-specific code and send to a corresponding

machine.

The task execution layer consists of physical or simulated devices (robots/IoT de-

vices). Each device holds the spatial information (e.g., location), sensory data (e.g., temper-

ature and job status), and functionalities (e.g., packing a box, 3D printing).

IoT devices and robots are periodically publishing RDF message to ROS Master while

subscribing command script from ROS Master.

In our system, we adopted a modified version of RDF to suit our application. Figure  6.8 

presents a sample RDF message for a paint mixing machine. The modified RDF message

has device-information fields (ID, name, description, location etc.), machine-specific methods

and properties. Methods are the functions that the machine is capable of performing (like
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mix-paint, set-temperature, start, stop etc.) while properties are the real-time operation

parameters (like job-status, temperature, coolant-level, run-time, health-status etc.)

The information from the RDF Message serves some features of Vipo. The RDF message

fields discussed above are directly used by Vipo for different purposes. Specifically, fields

like the location, iconUrl, and iconSize are used for rendering the icons on the map. The

properties fields are used for populating the drop-downs of the control-flow constructs (e.g.,

jobStatus used in Figure 5.). Moreover, the methods fields are used to populate the drop-

downs of in-situ operation constructs as callable functions.

Given that the capabilities of IoT devices and robots often need users to specify some

values, the methods fields of RDF message can automatically provide the parameter interface

for capabilities. Vipo uses the vipo msg type field as the parameter interface that specifies

what kind of value the method requires. For example, the ”mix-paint” method of a paint

mixer requires users to specify a time. Similarly, a ”move” method of a robot needs to specify

the location to move. So far we have supported four types: time, object, location, and value,

which can be easily extended to support more types.

6.3.1 Communication Between Layers

Each layer keeps sending and receiving message from the adjacent layer(s) (S2 ). Overall,

it includes bottom-up and top-down communication.

Bottom-up: Broadcasting spatial and contextual information. The goal of this

communication is to broadcast the spatial and contextual information from the execution

layer to the planning layer. The broadcasted messages are used to setup the programming

environment and reflect the real-time status of robots/IoT devices.

Specifically, each device is periodically broadcasting its spatial location, sensory data and

functionalities to the ROS Master. The format of the message is based on a modified version

of Resource Description Framework (RDF), which will be described in later section.

The ROS Master forwards these RDF messages to Vipo, which further renders each

robot/IoT at the corresponding location defined in RDF messages. Moreover, the function-
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------------------
Property.msg

string name
float32 value

------------------
Method.msg

string name
string vipo_msg_type
string topic_name

------------------
RdfMsg.msg
string id
string name
string description
float32[] location
string size
string imgUrl
bool done
bool error
Property[] properties
Method[] methods

---
id: "paintMixer02",
name: "Paint Mixer B",
description: "Mixes paint for a 

given duration of time",
location: [14.7755,-5.8476,0.5699],
size: "medium",
imgUrl: "/imgs/mixer.png",
done: false,
error: false,
properties:
-
name: "jobStatus",
value: 50

methods:
-
name: "dispense",
vipo_msg_type: "object",
topic_name: "/dev05_dispense"
-
name: "mixPaint",
vipo_msg_type: "time",
topic_name: "/dev05_mixPaint"

---

Figure 6.8. The schema of modified RDF (left) and a sample RDF message (right).

alities in RDF messages are converted to callable functions that can be used to program a

task.

Top-Down: Deploying Task. The goal of this communication is to deploy the task(s)

programmed by workers from the planning layer to the execution layer. When workers deploy

a task, the Vipo architecture first compiles the visual program into a textual task script,

which sends to ROS Master. ROS Master receives the task script, interprets and executes

it line by line. It converts each line of script into ROS-specific command and send to a

corresponding robot or IoT device. Finally, robots/IoT devices receive the command and

execute. The execution status (e.g., success, error) is sent back to ROS Master as an RDF

message.
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6.3.2 Implementation

The task planning layer (Vipo IDE) is a web-based application. The server side is using

Node.js 

1
 (version 10+) and Express.js (version 4), with 1k sloc. The client side is built on

React.js Framework 

2
 (version 16.5) in TypeScript language (13k sloc). We use Socket.io 

3
 to

achieve two-way communication between the server and client of Vipo IDE.

The task control layer is written in Python (1k sloc). To make use of ROS, the library

called rospy  

4
 is used. We use Socket.io to achieve two-way communication between the server

of Vipo IDE and ROS Master. The task execution layer is described in the Factory Use Case

section.

6.4 Vipo IDE - Task Planning Layer

Vipo IDE has three work modes: Edit, Test, and Deploy, as shown in the top-right

corner of Figure  6.9 . In Edit mode, users can program workflows in the Vipo language.

In Test mode, users can simulate what the workflow would do before being deployed to

a physical environment. In Deploy mode, the visual programs are compiled and sent to

robots/IoT devices for execution. At the same time, the real-time status of robots/IoT

devices is monitored and viewed in the editor. This section introduces how to setup the

interface for a new environment, and then introduces three work modes of the Vipo IDE.

6.4.1 Setup

Vipo receives the information from the execution layer to set up the environment.

The layout map as the background canvas

At the start of the application, the map of the environment is displayed, as shown in

Figure  6.9 . The map is generated by the robot after scanning the environment (e.g., via
1

 ↑ https://nodejs.org/en/
2

 ↑ https://reactjs.org/
3

 ↑ https://socket.io/
4

 ↑ http://wiki.ros.org/rospy
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Figure 6.9. The Vipo IDE displays a toolbar (left), three modes (top-right),
and a 2D layout map with IoT machines at the corresponding location (center).

LIDAR). At the same time, while the robot is scanning, the locations of IoT devices are

obtained (similar to [ 187 ]). Both the map and the locations are sent to ROS Master and

eventually to Vipo, as described in the architecture.

IoT Device Registration

Similar to the map generation, IoT devices keep sending their contextual information

(e.g., id, name, status, and supported capabilities) to ROS Master then to Vipo. Thereafter,

Vipo automatically renders the IoT devices as icons at the corresponding locations on the

2D layout map, as shown in Figure  6.9 . The icon image is also defined by the IoT itself.
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6.4.2 Edit Mode – Program with The Vipo language

Based on the layout map and icons of IoT devices in the environment, we designed

the Vipo language to program workflows. The basic statements of the Vipo language are

spatially oriented. We have incrementally introduced the syntax of the Vipo language and

showed how to program in the earlier section.

6.4.3 Test Mode – Simulate Execution

Testing is a mandatory activity before deployment. Users can click the “Test” button

to enter test mode and simulate how the workflow will be executed by a robot. Three

control buttons are provided, including playing all steps at once, playing one step at a time,

and starting over from the beginning (Figure  6.10 a). A robot moves along the path with

animation. If there is a control-flow constructs, the condition is evaluated to choose which

branch to follow (Figure  6.10 c). The condition may involve the properties of machines,

which are dynamic and external. To enable testing, users can enter test value to mock the

properties (Figure  6.10 b). By passing different test value, the robot is able to move along

both branches of an “If” statement so that the test coverage is more comprehensive.

Before the robot moves to the next construct, Vipo checks the syntax of the next construct

and evaluates its value. For example, if the number to pick/drop is missing or the condition

of “If” statement is not completely filled, a red bulb icon will be displayed with error message

(Figure  6.9 ). Moreover, if the algebraic expression has wrong syntax or the variable is not

defined, the red bulb icon will also be shown to give the error message. The robot pauses

movement until users fix the error.

Unlike other programming languages where the programmed script and the simulation

result are visualized in separate interfaces, the Vipo IDE can show the programmed con-

structs and simulation result in the same interface. In other words, the simulation is running

directly on top of the programming constructs within the environment. This direct coupling

may enhance the predictability of the simulation result. In a loose sense, Vipo supports

“What-You-See-Is-What-You-Expect-To-Get” in the environment.
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Figure 6.10. Test mode. a) Users switch to the Test mode and use three but-
tons to control the simulation, b) users set test values for dynamic properties
of devices to simulate different execution results, c) once users click the play
button, a robot moves along the path and chooses the proper branch to follow
based on the if condition.

6.4.4 Deploy Mode - Execute and Monitor Status

The Vipo IDE can monitor the real-time execution status of robots and machines, and

allows users to correlate the robot’s movement with a particular visual construct. If the

physical robot is moving, it is shown in the interface at the corresponding location. Since

the visual constructs of the task is also displayed in the interface, users are able to recognize

which construct the robot is currently executing. This direct mapping between the execution

in physical environment and the programming constructs in digital layout can help users

better understand the current state and predict the next state.
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Moreover, if a machine reports an error during execution, the Vipo IDE shows a red

mark to highlight that machine. This real-time error reporting allows users to notice the

error quickly and fix it to increase productivity.

The reason to have Edit mode and Deploy mode is that it would be distracting to see a

moving robot while programming. By switching back to the Edit mode, the RDF messages

at that time are cached and used to render the machines statically in Edit mode. The

subsequent RDF messages are ignored until switching back to deploy mode.

6.5 Use Cases

To show how Vipo can be used to program tasks for robots/IoT devices, we present and

explain two use cases of our system.

6.5.1 Scalability and Reusability - Recursive Function

The first use case demonstrates that the Tower of Hanoi puzzle  

5
 can be expressed in

the Vipo language. This puzzle is often used as an example to teach recursion in computer

science courses. Figure  6.11 shows a recursive solution expressed in the Vipo language.

To solve this puzzle, a robot needs to pick, move, and drop a disk, which fits well with

the capabilities of a mobile robot. In addition, the three rods are spatially situated, which

can be implemented as IoT devices. In other words, the Tower of Hanoi puzzle represents a

simple but non-trivial task for robots and IoT devices.

The ability to define parameters and use function calls enables users to program more

complex workflow in a spatial domain, including recursive functions.

6.5.2 Factory Use Case

To validate the system developed in an industrial context, we deployed Vipo to au-

thor robot-IoT workflows for simple material-handling applications in a small-scale emu-

lated painting factory. The industry considered is assumed to have an advanced factory
5

 ↑ https://en.wikipedia.org/wiki/Tower of Hanoi
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Figure 6.11. Recursive function calls enables a recursive solution to the classic
Towers of Hanoi.

setup with smart machinery and autonomous mobile robot (AMR). Workflow of a typical

job order comprised of the following sequential steps:

1) Source the parts to be painted from the Item Inventory

2) Source paint cans from the Paint Inventory

3) Mix the paint to obtain a given shade using Paint Mixer

4) Paint the parts using the Painting Machine

5) Cure the painted parts at a given temperature in the Curing Oven

System setup (Figure  6.12 ) for the use case comprised of (a) an omnidirectional robot

capable of autonomous navigation using LIDAR (SICK TiM561) and SLAM, (b) a 6-DOF

robotic arm mounted on the mobile base for pick and drop operations, (c) Six ESP32 mi-

crocontrollers emulating six smart industrial machines, (d) ROS-Master for task flow and

execution, and (e) the Vipo IDE for programming the workflow.

Prior to physical deployment, the workflow was programmed and simulated in edit and

test modes of Vipo. Then the program was deployed to the robot to complete the pro-

grammed sequence in the emulated painting factory.
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Figure 6.12. System Setup for the factory use-case (A) Autonomous Mobile
Robot (B) IoT Nodes (industrial machinery) (C) The Vipo IDE (D) ROS
Master

6.6 User Study #1: VIPO vs. Blockly

To understand the strength and limitation of spatial-visual language, we conducted a

user study that compared Vipo with a non-spatial visual programming tool called Blockly

[ 118 ]. Here, “spatial” means the programming constructs that contain spatial information,

such as direction and distance.

Blockly is chosen as the non-spatial baseline due to three reasons. First, at the vi-

sual programming language level, the Vipo language and the block-based visual language of

Blockly are imperative programming language and thus able to specify task for robots as a

set of actions. This is unlike other dataflow-based or event-triggered visual languages, such

as Node-RED [ 102 ]. Second, Blockly can create customized blocks to represent machines,

functions, and properties, which can be used to program the same tasks as Vipo. Third,

Blocky is a well-established visual programming tool and has been widely adapted for pro-
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gramming educational purposes, which serves as a solid baseline for evaluating Vipo in terms

of usability.

In such setting, the main difference between Vipo and Blockly is that Vipo uses spatial

constructs directly on a 2D map, while Blockly uses non-spatial constructs with a 2D map

in a separate view.

6.6.1 Experiment

Twelve participants were recruited for the study, of which most are engineering students

between the ages of 19-22 years. Of the 12 total participants, 11 participants were novice

programmers (0-1 year of experience), and only 1 participant was an experienced programmer

(3+ years of experience). 3 users had previous experience of visual programming in Scratch

(¡ 6 months of usage).

A within-subject study was conducted in which each participant was asked to use both

Vipo and Blockly to program tasks in counterbalanced order. In other words, six participants

used Vipo first and then Blockly, while the other six participants used Blockly first and then

Vipo.

For each interface, participants had to watch a video tutorial, finish six tasks (Task

1-Task 6), and finally fill in a questionnaire regarding the user experience and cognitive

dimensions for interface evaluation [ 188 ]. In the first five tasks, participants were asked

to program workflows using basic programming constructs (e.g., move, pick, drop, and If-

Else), as well as more advanced programming constructs (e.g., Function calls). The first

two tasks (Task 1 and Task 2) were designed such that each was a standalone workflow

(e.g., ”PickAndPack” and ”StoreItem”), but also could be reused in Tasks 3-5 to form a

more complete workflow via function calls. Participants were allowed to use the Test-Mode

for assistance (debugging). Once participants finished all five tasks, they were asked to

read and comprehend a task programmed by the authors (Task 6). While participants were

programming using the interface and filling in the questionnaire, the computer screen was

recorded.
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Table 6.1. Results of usability test in 9 cognitive dimensions. None of them
have significant difference.

Blockly Vipo

Mean SD Mean SD
Visibility 4.08 0.67 4.08 1.08
Viscosity 4.58 0.67 3.92 1.38

Diffuseness 3.91 0.79 4.42 0.90
Hard-mental operations 3.91 1.08 4.50 0.90

Error-proneness 3.41 1.38 3.50 1.31
Closeness of mapping 4.00 0.47 4.17 1.03

Role-expressiveness 2.25 1.29 2.42 1.51
Progressive evaluation 4.33 0.78 4.42 0.79

Premature commiment 3.75 1.06 3.25 1.60

The first five tasks are the same for both conditions, which are used to compare the system

under the same context. The last reading task is to test comprehension. However, in order

to prevent participants from repeating their answers from the previous interface, we kept the

bulk of the programs the same while used slightly different numbers in If-Else condition. The

hypothesis of this experiment is spatial-visual programs created in the Vipo language are

more comprehensible than functionally equivalent programs written in a non-spatial visual

programming language.

6.6.2 Results & Discussion

In this section, we first report the results in comprehension test, then report usability

test results.

Spatial constructs make programs more comprehensible

In the comprehension test (Task 6), participants were given a programmed workflow and

asked to answer five questions, such as identifying the optimal path, number of machines

involved, and the source and destination of the program based on different if-condition.

Each question counts as 1 point. We use the total score of the five questions to represent
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a participant’s understanding of the program. A paired t-test was conducted to compare

the comprehension test results in Vipo and Blockly. There was a significant difference in

the scores for Vipo (M=3.83, SD=1.03) and Blockly (M=2.83, SD=1.53), t(10)=2.57, p =

0.03 < 0.05. The results suggest that participants had a better understanding of the program

when the workflow is programmed in the Vipo language, which supports our hypothesis that

spatial visual programming language improves user’s comprehension of the program. The

reason might be that the Vipo language shows the programmed constructs in the same

interface, therefore participants can easily infer the results of the workflow without any

context switching. On the contrary, participants have to constantly switch between the map

and the constructs to understand the execution result of the workflow in Blockly, which

increases the chance of making mistakes.

Usability of Vipo is on par with Blockly

Next, we look at the cognitive usability test results reported by the participants. After

completing all of the programming tasks (Tasks 1-5), participants were asked to evaluate

the system by answering questions in 9 different cognitive dimensions [  188 ]. Results are

summarized in Table  6.1 . No significant differences were found between Blockly and Vipo in

each dimension (with all p > 0.05), which indicates that both interfaces resulted in similar

user experiences.

Correctness and Time spent

Finally, we acknowledge the time spent and correctness in both interfaces. The time

spent is defined as the total time spent on finishing Tasks 1-5. Correctness is defined as

the number of tasks that were done correctly by the participants in all five tasks. Two

paired t-tests were conducted respectively to see whether there were significant differences

in time spent and correctness. No significant differences were found in the correctness for

Vipo (M=3.25, SD=1.29) and Blockly (M=3.08, SD=1.44); t(10)=0.4, p = 0.7. There

was a significant difference in the total time spent (seconds) for Vipo (M=1748, SD=559)
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and Blockly (M=2566, SD=1075); t(10)=0.4, p = 0.009 < 0.05. The results suggest that

participants spent less time in completing all five tasks with Vipo.

6.7 User Study #2: Function vs. Non-function

In this study, we investigated the pros and cons of supporting functions in the spatial

domain. Participants were asked to program tasks in two conditions: using Vipo with

functions (condition A) and without functions (condition B). The following hypotheses

are to be tested.

6.7.1 Experiment

Ten participants were recruited for the study, consisting of mostly engineering students

between the ages of 20-31 years old. Of the 10 total participants, 6 participants were novice

programmers (0-1 year of experience), 2 participants were beginners (1-3 years of experience),

and 2 participants were experienced programmers (3+ years of experience). 2 users had

previous experience of visual programming in LabView (¡ 6 months of usage).

Participants started with a video tutorial that explained all features of the Vipo language

except functions, and then completed three tasks (Task1-Task3) as warm-ups. The authors

verified the accuracy of warm-up tasks and explained any issues that occurred. Next, each

participant was asked to use both condition A and condition B to program tasks in coun-

terbalanced order. They had to complete three tasks in each condition (Tasks 4a-6a for

condition A and Tasks 4b-6b for condition B), then fill in a questionnaire, and proceed to

the other condition. For condition A, participants needed to watch a second video tutorial

that included functions. Once they have done both conditions, an exit questionnaire was

given to compare both. While participants were programming, the computer screen was

recorded.

Tasks in both conditions were the same, except that tasks in condition A required the

use of function calls while tasks in condition B required the use of basic notations directly.

For example, in Task 5, participants were told that they act as a maintenance worker trying

to fix a broken machine. Therefore, they need to program robots to collect tools as well as
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three types of replacement parts from inventories, use a cutting machine to cut to specific

shapes, and then carry to the broken machine. In condition A, participants can define a

function called “getPart” and call it three times with different numbers and locations.

6.7.2 Results & Discussion

In this section, we first report the results from the questionnaire, then report efficiency

and accuracy based on screen recording and created programs.

Functions had less viscosity

The questionnaire asked participants to answer questions in the 9 cognitive dimensions.

A paired t-test was conducted for each dimension. We did not find a significant difference in

eight dimensions. However, there was a significant difference in viscosity between condition

A (M=4.50, SD=0.53) and condition B (M=3.70, SD=1.16), p = 0.04 < 0.05. The reason

might be that participants in condition A only need to update inside the function being

called, while participants in condition B need to update all occurrences.

Functions made programming faster

The total time of completing Tasks 4-6 was measured. A paired t-test was conducted to

compare the total time. No significant difference was found between condition A (M=17.1)

and condition B (M=20.9), t(9)=-2, p = 0.1. However, if we look at Task 5 where the

participants were asked to program robots to do the same operation three times, the usage

of function saves time for doing the same operation. As Figure  6.13 shows, participants

in condition A spent about one and a half times longer on the first function call (2.63),

compared to condition B (1.96). However, for the remaining two sub-tasks, condition A

took about half of the time as that of condition B. This shows that the learning curve of

function is higher at first but it helps participants more efficient once mastered. Participants

in condition A can reuse the workflow while those in condition B have to repeat the same

steps. The time in condition A of making a function call is constant while the time in

condition B is proportional to the number of steps.
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Figure 6.13. Learning to use function takes time, but the efforts pay off when
the same operation is being used several times.

Functions were more error-prone

The accuracy of the programs were measured. A paired t-test was conducted to compare

the number of correct tasks in two conditions. There was a significant difference in the

accuracy between condition A (M=2.20, SD=0.63) and condition B (M=2.70, SD=0.48),

t(9)=-2, p = 0.05. The result suggests that participants made more errors when using

functions, compared to using just basic constructs. This is surprising but understandable.

Participants need to learn how to accurately use function in a short time which includes:

defining a parameter for the function, replacing the constant number in the function with

the parameter, and finally passing a different value to the parameter. These extra steps

were challenging for novice programmers and increased the error proneness. After checking

the created programs, we found one bug that was particularly common and resulted in the

significant difference: five participants in condition A forgot to replace the constant number

in the function with the defined parameter. This suggests that we need to improve the editor

by highlighting unused variables.
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6.8 Limitations and Future Work

The system is designed to program tasks for one robot. In fact, a task may need different

types of robots or a collaboration of multiple robots. Such complexity is abstracted away

from the task planning layer (Vipo), but a more intelligent ROS Master is required to manage

the execution. Furthermore, we assume a robot is executing one task at a time. In a real

factory, the robot may be shared among different tasks, in which efficient scheduling and

optimization algorithms are required [ 189 ].

Vipo was not tested with workers within real factories, because some issues should be

addressed first, such as adapting existing machines to use RDF messages, and handling

exceptions during execution.

The current interface has limited visualization on the real-time status of machines (only

the location and success/failure). In the future, it would be more informative to allow users

to customize the visualization of more kinds of status.

In the future, we envision bringing humans into the workflow more explicitly. Workers

would broadcast their location and other available status information via RDF messages. In

such case, users will be able to program tasks to control the collaboration between humans,

mobile robots, and machines.

6.9 Conclusion

Vipo supports modular visual programming of robot-IoT workflows in the spatial context

of the operating environment. Using the Vipo IDE, users can create, test/simulate, and

deploy/monitor automations visually, spatially, and interactively. We implemented two use

cases to demonstrate that 1) the Vipo language can support complex programs involving

recursive functions and 2) the tasks programmed in Vipo can be executed by robots and

machines in physical environments. The user study with 22 participants indicates that 1)

spatial constructs make programs more comprehensible, 2) functions can make programming

faster.
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7. OVERALL CONCLUSION

In this dissertation, I have presented four systems that tackle the challenges in human-to-

human and human-to-machine task delegation.

On one hand, BlueSky (in Chapter 3) and CoStory (in Chapter 4) are two systems that

aim to delegate creative work to human workers. To leverage the diversity of large group

of human workers, these two systems first identify the characteristics of crowdsourcing and

friendsourcing (e.g., low level of commitment), and then design workflows that mitigate their

relatively low level of determinism.

On the other hand, AdapTutAR (in Chapter 5) and Vipo (in Chapter 6) are two systems

that aim to transfer routine works. To adapt to the trend of customizable and self-configuring

production, factory workers often need to master new workflows, whereas machines and

robots often need to be re-purposed, re-programmed, or even replaced. Unlike crowdsourcing

or friendsourcing, factory workers often have higher level of determinism due to full-time

employment and similar skills. They can be delegated with more complex workflows, if

trained efficiently. AdapTutAR is developed to facilitate the training process in an adaptive

way. Similarly, since machines and robots have the highest level of determinism, they can

be delegated with many built-in tasks. To unleash the power of a network of robots and IoT

machines, Vipo is introduced to enable requesters to program tasks that isolated machines

cannot accomplish.

Through this dissertation, I contribute towards the goal of efficient task transfer by (i)

identifying the latent structure of both creative and routine tasks as well as the characteristics

of both human and machine workers, and (ii) developing systems and/or workflows to support

proper task division and efficient communication accordingly.

One of the key takeaways is to divide a task as self-contained subtasks. For example,

in BlueSky, generating ideas for a topic, generating dimensions/values, and classifying ideas

based on dimensions/values are all self-contained. Consequently, crowd workers can join and

leave in high frequency. In CoStory, requesters can cluster relevant story panels as a self-

contained unit of task to be delegated. In such case, workers (friendsourcing) can contribute

just within the given context. Similarly, in AdapTutAR, each step of machine operation task
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is verifiable (being able to verify if the machine state is changed to expected state) and thus

self-contained. Therefore, we can build deep learning models to determine if workers have

done the step correctly. Lastly, subtasks of robots and machines is naturally the built-in

capabilities of the devices. Hence, Vipo can be built to connect each subtask into a more

flexible and complex workflow.

Another takeaway is to leverage scalablility to enhance efficiency. All four systems imply

a one-to-many delegation pattern. In BlueSky, crowdsourcing–which is well-known for par-

allel tasks–is used to enlist ideas simultaneously. In CoStory, requesting alternative designs

from friendsourcing also benefits from potentially parallel contribution. In AdapTutAR, the

training process can occur in parallel as well as in distributed locations. In Vipo, the pro-

grammed tasks can be deployed to different devices if one device is not currently available.

If we have to make a comparison, the tasks in AdapTutAR and Vipo are less scalable than

those in BlueSky and CoStory, mainly because (i) the former involves physical machines (or

robots, or IoT machines) that are limited and potentially shared by different tasks, (ii) the

former consists of subtasks that often need to maintain a sequential order.

7.1 Future Work

Amid the rapid developing AR and Artificial Intelligent (AI) technologies, especially

the emerging commercially AR devices and the tide of deep learning, the basic concept of

AR and AI has become prevalent to a larger population. These technologies open several

opportunities for future task transfer.

1. Creative task with AI support. Recent advancements in Natural Language Processing

nourish a wide range of content generation systems, such as STORIUM [ 190 ], Botnik

[ 191 ], and GPT-3 [ 192 ]. After their release, users created a large variety of creative work

from poetry [ 193 ] to fictions [  194 ]. Those auto-generated content may be beneficial to

act as stimulus for humans’ creativity.

2. Creative task with crowdsourcing/friendsourcing and AI collaboration. Some conver-

sational assistants have been built to take advantage of crowdsourcing and AI, such
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as Evorus [  195 ]. Also, social media (e.g., Twitter 

1
 ) has been testbeds for machine-

generated content [ 196 ]. It seems fruitful to adopt these crowd+AI architecture into

creative task, such as story generation, by encouraging human users to participate in

the content generation. Different incentives and motivations could be explored.

3. Physical task with collaborative heterogeneous workers, including humans, robots, IoT

devices and other AI-augmented machines. Apart from visual programming adopted

in Vipo, the tasks can be shared among those agents through AR interfaces (e.g.,

GhostAR [ 197 ]), as well as AI-based interfaces (e.g., voice command, gestures, and

even brain-AI interface [ 198 ]). Multi-human-multi-machine workers could be remote,

collocated, or a hybrid.

4. Task division and allocation based on skill matching of tasks and workers. The skills

required by a task and the skills mastered by a worker can be assessed or estimated by

virtue of AI. Therefore, task partition and allocation based on the desire skills enables

more efficient delegation. The end goal is that task transfer could be as fluid as data

transfer. On the other hand, those systems should help workers build a “skill ladder”

(i.e., a ladder for skill development) [  199 ], otherwise workers may be fed with endless

work without advancement.

In this last chapter, I mainly focus on discussing the retrospectives about the different

phases of this dissertation, and suggesting the possible research directions based on the

emerging technologies. I can envision the task transfer will become more transparent, fluid,

and efficient in the near future.

1
 ↑ https://twitter.com
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