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ABSTRACT

An advancement of Unmanned Aerial Vehicle (UAV) technology accelerates airborne

imaging in the agricultural sector. Various cameras, such as a multispectral camera or

hyperspectral camera, are equipped with drones. It enables farmers to access several vege-

tation indices such as nitrogen or water stress. The image pixel value is a crucial variable

of many indices calculations. However, the sunlight heavily influences image pixel values.

The non-calibration data could lead to misinterpretation. The current daylight calibration

method is using a white reference board made from highly reflective material. Including

the white reference board provides sunlight intensity information. However, this method

requires the white reference board’s existence in every image. A spectrometer is a sensor

that gives light spectrum intensity directly without the white reference board. This study

develops a regression model to produce daylight intensity from spectrometer data. However,

the result shows that the model outcome does not match with the white reference board.

Although the spectrometer eliminates white reference board necessity, it cannot replace the

white reference board method due to outcome incompatibility. A new daylight calibration

method using sky information is introducing in this study. An RGB camera mounted with

a wide-angle or fisheye lens pointing to the sky captures a sky’s dynamics. A Convolutional

Neural Network is trained using sky images. The model R-square is 0.997. The number of

outliers, a prediction that mismatch its ground truth more than 10 percent, measures the

model performance. From 921 samples, seven outliers existed or 0.8 percent. The proposed

wide-angle camera solution can produce similar light intensity values as the physical white

reference board method. This alternative method operation uses a single camera offering a

higher practicable daylight calibration method for aerial remote sensing.
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1. INTRODUCTION

1.1 Background Information

The United Nations [ 1 ] estimates that the world population increases by approximately

83 million people annually and will reach 9.8 billion people by 2050. The world food pro-

duction capacity needs to improve to meet the fast-growing food demand due to the growing

population. Historically, food production has been expanded by increasing agricultural land

production area. A thousand years ago, the humanity used only 400 million hectares, or

4 percent of the land space, for agriculture purposes [  2 ]. In the modern-day, agricultural

land usage takes half of the global habitable land area, leaving another half for the forest,

grassland, urban space, and freshwater combined. The land area is a limited resource. Thus

increasing land usage for agricultural purposes and food production leads to decreased land

area available for forests. Since 1990, 420 million hectares of forest have disappeared, accord-

ing to the Food and Agriculture Organization of the United Nations [ 3 ]. The commercial

agriculture industry is the primary source of deforestation. Therefore, expanding the farm-

ing area is not a sustainable solution for increasing global food production. Humanity needs

to make the most yield of the existing agricultural land area. Adopting precision agriculture

can improve productivity from existing farm land areas [  4 ], [ 5 ]. For example, an intelligent

irrigation schedule [  6 ] raises a plant’s growth to an optimal point. Accessing inside plant

information such as nitrogen status [  7 ] or water stress [  8 ] also plays a crucial role in precision

agriculture.

The emerging Unmanned Aircraft Vehicle (UAV) technology, with aerial remote sensing

has potential for agricultural applications. UAV technology offers a high throughput ca-

pability to scan a massive land area in a fraction of time compared to human scanning or

terrestrial robot. A drone equipped with various camera types such as a RGB , multispectral,

or hyperspectral camera can capture images [  9 ] from the sky. These images contain essential

information that can calculate several vegetation indices, such as Normalized Difference Veg-

etation Index (NDVI). Although different types of cameras capture different information, all

cameras share a common image acquisition mechanism. An array of photoreceptors inside

the camera react to incoming photons. Each image pixel is a result of the light characteristics
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measured by the sensor’s array. The wavelength of light determines the color, while the light

energy level designates brightness. The Sun is a primary light source in an outdoor envi-

ronment. When the Sun’s light hits objects, some light wavelengths are absorbed, and some

are reflected. Objects in images are a result of reflected light that travels into the camera.

The more sunlight impacting an object’s surface results in more light reflected back. The

same object in images can either look brighter or darker depending on the intensity of the

sunlight.

Figure 1.1. Shadow impacts the pixel brightness [ 10 ]

Image  1.1 illustrates an impact due to non-homogeneous light condition. There are

some areas under the cloud’s shadow that are noticeable because of dimmer pixel values.

Vegetation index calculations rely on the image’s pixel values. Therefore, shadows or changes

in light conditions affect vegetation index calculations as they alter pixel values. As a result,

a daylight calibration method is needed to reduce the influence from brightness fluctuation.
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1.2 A White Reference Calibration Method

A current standard daylight calibration method uses a white reference board made by

a material that reflects nearly 100 percent of impacting light. Since the board surface can

reflect most of the sunlight, a pixel of the white reference board in the image is equal to

sunlight intensity. This pixel value is a reference value for the calibration process. Equation

 1.1 shows the formula to calibrate the image using the white reference board method. xraw

represents a raw pixel value, xwhite represents white reference board pixel value, and xcal

is a calibrated pixel value. Dividing each image’s pixels by the reference value cancels the

influence of fluctuated sunlight.

xcal = xraw

xwhite
(1.1)

Although the white reference board method works well, it has some drawbacks. First, the

white reference board reflectance varies according to the properties of the material utilized.

Therefore, the pixel value over the white reference board changes depending on the white

reference board material and effects the calibrated pixel value from equation  1.1 . Second,

applying the white reference board calibration method requires the board to exist in every

image. Although drone imaging cuts down operation time dramatically, the light condition

changes even faster the speed of the drones. Therefore, each image has to be calibrated with

the light condition when the image is taken. Any images in which the white reference board

is missing have no information to be appropriately calibrated. Practically, several white

reference boards need to be evenly distributed over the targeted area before the imaging

session. This operation is labor-intensive and time-consuming, which reduces the speed

benefits of drone imaging. Additionally, the location of the white reference board in images

is not static. Thus, it requires processing resources to locate the white reference board inside

the image before initiating an image calibration. Alternative calibration methods that do

not rely on a physical white reference board can streamline remote drone imaging operations.

A spectrometer is a sensor that measures light spectral intensity. The spectrometer has

a fiber-optic tube guiding light into a processing box, which will break down incoming light

and measure energy levels. If the fiber-optic tube is pointed upward to the sky, the input
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light is the sunlight. Therefore, the resulting output from this spectrometer configuration is

the spectral intensity of the sunlight. Consequently, the spectrometer can provide sunlight

information that could be used to calibrate drone images. The spectrometer solves the white

reference board method’s drawback as the spectrometer does not require any physical white

reference boards. There are several previous studies which attempted to calibrate aerial

images utilizing spectrometers.

1.3 Literature Review

Zhang et al. (2019) [  11 ] implemented a hyperspectral handheld device. That device

calibrated its camera with a white reference board before capturing leaf images. Zhao et

al. (2015) [  12 ], Zhang at el. (2015) [ 13 ], and Li et al. (2017) [  14 ] used a black and a white

reference board to calibrate hyperspectral images. Even in the dark room where the light

source was completely controllable, calibration helped improve output quality. All three

studies share the same calibration formula as equation  1.2 .

xcal = xraw − xblack

xwhite − xblack

(1.2)

Where xraw is raw pixel intensity, xblack is black reference pixel intensity, xwhite is white

reference intensity, and xcal is calibrated pixel intensity. The formula shows that the cali-

brated value is a ratio between two reflectance values compared to black reference board.

The numerator is an object light reflectance and the denominator is white reference board

reflectance. Zhang et al. (2020) [ 15 ] discovered that since leaves are curved, the light im-

pacting angle may vary. A flat white reference does not perform well with curved leaves.

They developed a 3D white reference for calibrating hyperspectral images for curved leaves.

Wu et al. (2015) [  16 ] demonstrated an effect of shadow on vegetation index interpreta-

tion. To solve the problem, a ground-based spectrometer was used to calibrate images before

calculating vegetation indices. Burkart et al. (2017) [  17 ] synchronized a ground-based spec-

trometer with an on-board drone spectrometer for white calibration. Singh et al. (2017)

[ 18 ] used a ground-based spectrometer to capture the ambient light intensity. The informa-

tion was linked to the white reference board’s hyperspectral images. Bai et al. (2019) [ 19 ]
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equipped a spectrometer on a spider camera. There were two fiber optic tubes feeding light

into the spectrometer. One tube pointed downward to the plants while another one pointed

upward to the sky.

1.4 Research Objective

This study aims to find alternative daylight calibration solutions that do not depend on

white reference boards. The first candidate method is using a spectrometer. This study

will utilize light spectral information provided by the spectrometer to calibrate images in

the same manner as the white reference board. A regression model will be used to reveal a

relationship between white reference board intensity and spectrometer’s output. Therefore,

the spectrometer can replace physical white reference boards.

This study also introduces an original solution: a sky camera. A human could get a sense

of daylight brightness by considering objects on the sky such as clouds and the Sun. Thus,

a neural network will be created to replicate that human ability. Using deep learning will

train the neural network with sky images captured by a camera equipped with a wide-angle

lens. As a result, the model can predict the daylight intensity directly from the information

from the sky. Therefore, physical white reference boards are not necessary.

Both spectrometer and sky camera methods are evaluated based on their performance

compared to the white reference board method. The goal is to find factors that effect the

model’s prediction accuracy, including the model’s limitations.
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2. METHODOLOGY OF THE STUDY

2.1 Equipment

A white reference board is the standard procedure for white referencing for drone imaging.

Ground truth is a technical term that refers to a standard method or value that is used as

a reference to evaluate other methods or values. Therefore, the white reference board is the

ground truth in this study and will be used to benchmark with other approaches. The white

reference board is made from a material that has a high light reflective property. With this

property, most of the light that impacts the surface of the board will be reflected.

To collect white reference data, a drone with a digital camera flies over a whiteboard.

Instead of flying a drone to capture images of white reference boards from the sky, an imaging

station on the ground was set up in a way that simulated the camera on the flying drone.

To achieve this setup, a Nikon D5300 DSLR camera was mounted on a tripod facing the

ground, and the white reference board was placed beneath the camera.

Figure 2.1. A Nikon D5300 DSLR camera [ 20 ]

A ground station for a spectrometer was set up to imitate the spectrometer attached on-

board with a drone. An Ocean Insight Flame spectrometer was attached to the same tripod

that the Nikon DSLR camera was mounted on. The spectrometer has a fiber-optic tube that

guides the light into a processing box. The processing box will measure each wavelength’s

energy level. In this study, the objective of the spectrometer is to measure the intensity of
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the sunlight. Hence, the input fiber-optic tube was held with the tripod to point upward to

the sky.

Figure 2.2. An Ocean Insight Flame spectrometer [ 21 ]

The third sensor was a Flir camera with a fish-eye lens that allows this camera to capture

the sky at wide-angle. As this camera’s purpose is to capture the sky’s image, this camera

will be called a sky-camera in this study. The mounting orientation was upward to the sky

the perpendicular to the ground, like the spectrometer’s fiber-optic tube. The figure  2.4 

shows the overall tripod ground station setup.

Figure 2.3. A Flir camera with fish-eye lens
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Figure 2.4. An imaging station setup
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2.2 Data Collection

Three 3 sensors are supposed to capture information of the intensity of the Sun. As

the Sun’s position and sky’s condition continuously change over time, the data collection

process’s key constraint is time synchronization among all sensors. Therefore, manually

triggering each sensor individually does not comply with the constraint. An automatic data

capturing script was written to overcome this issue. The script was written in Python3

and open-source modules that interface with each sensor. All sensors were connected to

a “Raspberry Pi 4” controller via a USB port. The Raspberry Pi 4 operates an Ubuntu

Server operating system version 20.04, including Python version 3.8 by default. To interface

with the Nikon DSLR camera, spectrometer, and sky-camera, Python modules “libgphoto2”

[ 22 ], “seabreeze” [ 23 ], and “pyspin” [  24 ] were used respectively. Modules libgphoto2 and

seabreeze are compatible with Python version 3.8. However, the module pyspin is compatible

with Python version 3.7 or older. So, the Raspberry Pi 4, which has Python version 3.8,

cannot run the module pyspin. Hence Python virtual environment of Python version 3.7

was set up to make the pyspin module functional. Another limitation of the pyspin module

is its hardware architecture requirement. An “armhf” is a hardware architecture used in

Raspberry Pi 3 and older versions. This hardware architecture does not meet the pyspin

module’s requirement. While Raspberry Pi 4 uses another hardware architecture named

“arm64” which supports the pyspin module’s functionality. In conclusion, interfacing with

the sky-camera is more difficult than another 2 sensors in this study due to its specific

requirements.

To ensure all data’s consistency throughout the entire data collection process, each sen-

sor’s configuration parameters were fixed. Table  2.1 and table  2.2 show the configurations

for the DSLR camera and sky-camera respectively. For the spectrometer, the sampling time

was fixed to 15 microseconds.

By default, the sky-camera captures greyscale images. This setting and configurations

in table  2.2 are restored to their original values every time the device is powered on. Con-

sequently, the sky-camera has to reconfigure every time to capture color images. Unlike the
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Table 2.1. DSLR camera parameter configurations
Parameter Value Unit

shutter speed 0.25 ms

aperture 5 -

ISO 200 -

Table 2.2. Sky-camera parameter configurations
Parameter Value Unit

shutter speed 0.05 ms

gain 0.07 -

sky-camera, the DSLR camera and spectrometer require configuration only once. Although

the DSLR camera and spectrometer are power off, the configurations remain unchanged.

The automated data collection script begins with checking the sensor’s connection with

the Raspberry Pi 4 controller and applying the sky-camera configuration. If all three sen-

sors present in the system, the data capturing starts in the following order: sky-camera,

spectrometer, and DSLR camera. The entire process takes approximately 0.3 seconds. Data

from each sensor are stored in the Raspberry Pi 4 ’s SD card with a timestamp, adopting

ISO8601 format, to indicate the time that data is captured. The data capturing process

interval is set to 4 - 6 seconds depending on that particular date’s weather. If the wind

speed is high, causing rapid movement of the clouds, the interval time will be set to high

4 seconds to capture the sky’s various conditions. On the other hand, if the sky condition

rarely changes, the interval time is set to 6. The complete Python script and related modules

are recorded in Appendix  A .

The automated data capturing script will keep running over a period of several hours

to collect images of the Sun’s different positions. There is always a shadow as a result of

the sunlight If there is a shadow lying down on the white reference board surface area, it

potentially impacts the quality of ground truth values. Therefore, the white reference board

was placed on a box to lift it from the ground. This prevented the white reference board
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from grass’s shadows. Still, shadows produced by the tripod’s stand existed. Moreover, the

Sun’s position varies over time, causing changes in the shadow’s angle. Consequently, the

white reference board needed to be periodically moved away from the tripod’s shadows.

To operate on the field without an electricity grid, a 5 Volt mobile power-bank was

used to supply energy to the Raspberry Pi 4. The power was also transmitted to the sky-

camera and spectrometer via USB cables. The DSLR camera was powered by its battery

cell. The location where all data was taken was an open space across the Folk soccer field on

McCormick road, northwest of Purdue West Lafayette campus. The GPS coordinates were

latitude 40.4382◦ N and longitude 86.9370◦ W.

Figure 2.5. The data collection location
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2.3 Data Processing

2.3.1 Ground-Truth

In this study, white reference board images taken by the DSLR Nikon D5300 camera are

ground truth. Each image is 2,992 x 2,000 pixels in 8-bit RGB format. Figure  2.6 shows a

sample of a ground truth image. The ground truth is an average pixel intensity of red, green,

blue, and red-green-blue (RGB) combined over the white reference board area. Since the

images are in 8-bit encoding, the possible theoretical intensity ranges from 0 to 255 (28 − 1).

Figure 2.6. A sample of a ground truth white reference image

Each image consists of both the white reference board and the background. White color

in RGB format has high intensity values in all red (R), green (G), and blue (B) color spaces.

In contrast, a background has high values in one or two color spaces. For example, grass has

a high value in green color space compared to the other color spaces. Thus, a mask is created

by differentiating each color space pair: red-green, red-blue, and green-blue. White reference

board pixels have a lower color space difference than non-white reference board pixels. An

Otsu algorithm [  25 ] is used to find a threshold value for separating white reference board

pixels from background pixels. As shown in figure  2.7 , the mask can separate the white
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reference board area from the background. A white pixel is classified as the white reference

board, while a black pixel is classified as the background.

Figure 2.7. A sample mask to separate white reference board from background

However, some small areas that are not part of the white reference board are marked

as white. Including these areas in a calculation will alter a true ground truth value. An

algorithm is designed to filter out these undesired areas. The algorithm randomly creates

100 x 100 pixel square boxes over the image. Figure  2.8 shows 5 samples of random 100 x 100

pixel square boxes. The white reference board areas are recognized only if the complete area

inside the 100 x 100 pixel box is white, drawing in green in the figure  2.8 . If there are one or

more black pixels inside a particular random box, drawing in red in figure  2.8 , the algorithm

will immediately reject that box. The algorithm finds 500 boxes over the white reference

board surface area to complete ground truth extraction for each image. A minimum number

of 500 boxes is used to ensure enough samples are distributed through the board surface

area. The white reference ground truth extraction algorithm’s source code is in Appendix

 B .
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Figure 2.8. 5 random 100 x 100 pixel square boxes randomly created on mask

There is one drawback of this masking approach. It could not identify shadows on the

white reference board. Pixel intensity values over the shadow areas tend to be lower than

the rest area of the white reference board. If these areas are included in the ground truth

calculation, the result value will be lower than the actual value. A white reference board in

figure  2.9a has a shadow laying on its surface. The mask in figure  2.9b can separate the white

reference board surface area from the background. Although parts of glass under shadow

are marked as white, they would be excluded from the random boxes sampling process since

they contain black pixels. However, the shadow areas are colored with white. Consequently,

the random box sampling algorithm considers shadow areas as parts of the white reference

board surface and includes these areas into the ground truth calculation. The random boxes

algorithm cannot prevent this issue. Therefore, the images that have shadows over the white

reference board area are excluded from the analysis to prevent potential inaccurate ground

truth values. This exclusion process requires visual inspection of each image individually.

Another exclusion method that can be applied computationally is considering a variance of

500 boxes’ average intensity. The high variance indicates inconsistency of pixel intensity
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among boxes casing from shadows. Thus, the images with high pixel intensity variance

relative to pixel intensity average are excluded from the analysis.

(a) An original RGB image

(b) A white reference board mask

Figure 2.9. A sample of white reference images with shadows on surface area
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2.3.2 Spectrometer

Raw data from the spectrometer is a series of 3,840 numbers. Each number represents

the intensity of a particular wavelength. The Ocean Insight Flame spectrometer’s mea-

surement ranges from 344 nanometers to 1,065 nanometers. Thus, each raw data from the

spectrometer is mapped to the corresponding wavelength. Figure  2.10 shows an example

of spectrometer raw data. The x-axis represents wavelengths, while the y-axis represents

wavelength’s intensity levels.

Figure 2.10. An example of spectrometer’s raw data

Raw data from each sampling is saved as comma separate value (.csv) file format along

with a timestamp that indicates sampling time. As each raw data is kept in individually,

the entire spectrometer data is fragmented. A Python script is created to gather all raw

data into a single file. The outcome file has 3,841 columns. The first 3,840 columns contain

wavelength intensity values and the last column contains a timestamp. Wavelength columns

can be easily extracted into a 3,840 x n matrix for regression analysis, where n is a number

of samples.
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2.3.3 Sky Image

Each sky image is 808 x 608 pixels in 8-bit RGB format. An example of sky images

is shown in figure  2.11 . As the data collecting process takes multiple days to complete, it

is not easy to have a perfectly identical sky view. Additionally, the imaging station must

be periodically moved to avoid tripod shadows laying down on the white reference board.

Subsequently, the sky is not always the center of the image, which could cause a bias in sky

analysis. Also, some portions of each image are ground areas due to the effect of a wide-angle

camera. These portions are not necessary for this study as the main objective is to focus on

the sky’s dynamic.

Figure 2.11. An example of sky images

To have a consistent information format, the sky should be the center of each sky image.

Furthermore, each image should not contain or contain as little as possible of non-sky por-

tions. Figure  2.12 shows the process of removing non-sky parts and centering the sky. The

process starts by locating the border of the sky. A red circle in figure  2.12b represents the
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border of original image (figure  2.12a ). After locating the sky’s border by the circle, its ge-

ometry can be obtained to produce a mask shown in figure  2.12c . The white color represents

the area of the red circle, which is the area of the sky, while the black area is the non-sky

part, which will be removed. After applying sky segmentation, the resulting image will no

longer have any areas that are not the sky. Figure  2.12d shows the result after segmentation

process. The next step is to find the center of the sky to define the final image’s boundary.

The original image’s height is 608 pixels. During segmentation, the image has not been

cropped vertically. For this reason, the maximum height of the segmented image remains

608 pixels. However, the width of images could vary. To ensure that all images are in the

same size, the image’s width to height ratio is set to 5:4. As a result, the final image size

is 760 x 608 pixels. A green box in figure  2.12e shows the boundary of the image where the

center of the sky is the center of the image. In the final step, the image is cropped according

to the green box. The figure  2.12f shows the final outcome. A source code that used this

process is in Appendix  C .
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(a) An original sky image (b) Locating the border of the sky

(c) A mask to segment the sky (d) A sky image after segmentation

(e) Locating the center of the sky (f) The final outcome

Figure 2.12. The process of removing non-sky part and centering the sky
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2.4 Deep Learning Architecture For Sky Image

The goal of analyzing a sky image is to predict the sunlight intensity when the sky im-

age is taken. Same as the spectrometer, the white reference board is used as the ground

truth. Deep learning neural network is used to convert a sky image, as input, into a sin-

gle value corresponding to ground truth sunlight intensity. The neural network contains 3

convolutional layers, 3 pooling layers, and 3 fully connected layers. A pooling layer follows

each convolutional layer. This pattern repeats 3 times then followed by 3 consecutive fully

connected layers. Figure  2.13 shows the architecture of this neural network.

Figure 2.13. An architecture of the deep learning neural network. FC stands
for Fully Connected layer

An optimizer is an algorithm that manages the weights used to calculate outcome val-

ues. This deep learning neural network’s optimizer is a stochastic gradient descent named

“Adam” [ 26 ] An optimizer’s learning rate is set to 0.005. A loss function is a function that

calculates loss or difference between ground truth and predicted value. Since this is regres-

sion analysis, Mean Squared Error (MSE) is used. PyTorch [  27 ] is an open-source machine

learning framework base on Python. An implementation of the deep learning neural network

in this study is done using PyTorch.

Before sending the data into the neural network, each sky image has to go through 3

pre-processing steps: normalization, standardization, and resizing. Each pre-processing step

helps to improve the performance of the neural network. The sky images are in RGB format,

which means each pixel has three values representing the intensity of red, blue, and green
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color, respectively. With 8-bits encoding, there are 28 or 256 possible values ranging from

0 to 255. In the normalization process, the minimum of the original value is replaced by 0,

while the maximum of the original value is replaced by 1. Any values between the minimum

and the maximum are calculated by the equation  2.1 where x, min, max, and xnorm are

original value, minimum value, maximum value, and normalized value that is ranging from

0 to 1.

xnorm = x − min
max − min

(2.1)

The second step is standardization. In this step, normalized values are standardized by

the mean and standard deviation. The equation  2.2 describes the process where xnorm, µ, σ,

and xstd are normalized value, mean, standard deviation, and standardized value respectively.

In this study, both mean and standard deviation are set to 0.5 for all the data set images.

As a result, the standardized values range from -1 to 1.

xstd = xnorm − µ

σ
(2.2)

The last step is resizing the images. The sky images’ original size is 808 x 608 pixels, so

the ratio of width to height is 1.329. The width of resized images is set to 64 pixels. To keep

the original ratio, the height of resized images is 48.158 pixels. As the number of width or

height of images has to be an integer, the height of resized images is rounded to 48 pixels.

This downsizing procedure is applied using bilinear interpolation. Each pre-processing step

is applied independently to each red, green, and blue layer of the images. Therefore, the

outcome of pre-processing steps is a 3 channel array of 64 x 48 pixels. Each value ranges

from -1 to 1. Then each image is fed into the deep learning neural network as following steps.

1. Convolutional layer 1. This layer applies 5 x 5 convolution operation to 3 channel

arrays of 64 x 48 pixels input. The output is 16 channel arrays of 60 x 44 pixels.

2. Pooling layer 1. This layer is 2 x 2 max pooling layer. It creates a 2 x 2 pixel scope

then searches for the maximum values inside the scope. The width and height of input
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are half while the number of the channel remains unchanged. As a result, the output

from this layer is 16 channel arrays of 30 x 22 pixels.

3. Convolutional layer 2 applies 3 x 3 convolution operation to the output from the

previous step. The result is 64 channel arrays of 28 x 20 pixels.

4. Pooling layer 2 applies a similar operation as pooling layer 1 to the output from

convolution layer 2. The output from this layer is 64 channel arrays of 14 x 10 pixels.

5. Convolutional layer 3 applies 3 x 3 convolution operation similar to convolutional layer

2. The output from this layer is 256 channel arrays of 12 x 8 pixels.

6. Pooling layer 3 repeats the same procedures as in pooling layer 1 and pooling layer 2.

The outcome is 256 channel arrays of 6 x 4 pixels.

7. At this point, there are 256 x 6 x 4 or 6,144 pixels in total. All pixels are rearranged

into a vector of 6,144 features before feeding to fully connected layer 1. This layer

maps a 6,144-feature vector into a 1,024-feature vector.

8. Fully connected layer 2 continues mapping features from 1,024 to 32 features.

9. Fully connected layer 3 predicts the final values from 32 features. This value is a

predicted intensity corresponding to a particular sky image.

This neural network structure can predict the intensity of red, green, blue, or average

RGB. Same sky images can be used to train neural networks regardless of the color of the

output. Still, the ground truth used in the training process has to match with the desired

output. For example, to predict average RGB intensity, ground truth data has to be average

RGB intensity. Although neural network architecture is identical, different ground yields

different neural network instances. Hence, there are 4 discrete neural network instances for

each color.

The neural network architecture described earlier is designed to fit with the original

sky images before the segmentation process mentioned in section  2.3.3 . Unlike the original

size of the sky images, the post-segmentation size is 760 x 608 pixels. This causes size an

33



incompatible issue. Therefore, the neural network architecture has to be revised according

to the size of post-segmentation sky images. Similar to original sky image, 3 pre-processing

steps apply to each segmented sky image. Normalization and standardization are perfectly

identical but resizing step is modified. To keep the width to height ratio 760 to 608 or

5 to 4 consistent, the images are downsized to 80 x 64 pixels using bilinear interpolation.

The structure of the 9 layers remains unchanged. However, the size of the result from each

convolution and pooling layer is different. Each layer’s differences between neural network

structure for original sky images and segmented sky images are summarized in table  2.3 .

Three numbers in each row from initial to polling-3 layer represent width x height x channel,

respectively. For example, original sky images’ initial sizes are 808 pixels wide, 608 pixels

high, and 3 channels. In the fully connected layer 1 to 3, all pixels are rearranged into a

1-dimension vector. The first number is the vector’s size before mapping, while the following

number is the vector’s size after mapping.

Table 2.3. A result from each layer comparison between neural network
structure for original sky images and segmented sky images
Operation or Layer Original sky images Segmented sky images

Initial 808 x 608 x 3 760 x 608 x 3

Resizing 64 x 48 x 3 80 x 64 x 3

Convolution-1 60 x 44 x 16 76 x 60 x 16

Polling-1 30 x 22 x 16 38 x 30 x 16

Convolution-2 28 x 20 x 64 36 x 28 x 64

Polling-2 14 x 10 x 64 18 x 14 x 64

Convolution-3 12 x 8 x 256 16 x 12 x 256

Polling-3 6 x 4 x 256 8 x 6 x 256

Fully connected-1 6,144 to 1,024 12,288 to 1,024

Fully connected-2 1,024 to 32 1,024 to 32

Fully connected-3 32 to 1 32 to 1
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The sky images are randomly divided into 2 sets: a training set and a validation set. The

ratio between the training set and the validation set is 7 to 3. The training set is used to

train the neural network. Then validation set is used to evaluate the prediction performance

of the trained neural network. A source code that is used to implement the deep learning

neural network is in appendix  E .
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3. ANALYSIS AND INTERPRETATION OF DATA

3.1 Ground-Truth Analysis

There are 4,978 samples captured over five days: November 16th, November 18th, Novem-

ber 20th, December 10th, and December 11th, 2020. Diverging sampling time helps to collect

various sky conditions. Figure  3.1 shows a ground-truth histogram of all samples. The x-axis

indicates ground truth values: daylight intensities, while the y-axis represents the number of

samples in that particular truth value. Each histogram bin covers five ground truth values,

e.g., 0 - 4, 5 - 9, 10-15. A theoretical ground-truth value ranges from 0 to 255. However,

practically, extreme values are not captured. Low ground-truth values (e.g., 5 or 10) occur

when the sky is dark. The dark sky is not normal working conditions in the farming industry,

especially in the field. Very high ground-truth values (e.g., 200 or more) do not appear in

the histogram in  3.1 due to the DSLR camera’s setting. Increasing the camera’s sensitivity

or exposure time can expand the range of ground-truth values beyond 200. However, it will

be likely that pixel intensity values are saturated at the maximum value (255). Having a

marginal gap with the current configuration ensures that pixel intensity values will not be

saturated. Overall, the span of ground-truth values ranges from 14 to 201. This range covers

73 percent of all possible values.

Figure 3.1. A ground-truth histogram. Theoretical value ranges from 0 to 255.
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The process in section  2.3.1 excludes some samples from the data set due to value incon-

sistency caused by shadows. After the inspection, 3,067 samples, or 61.6 percent, remain in

the data set. Figure  3.2 visualizes a remaining samples distribution compare to the origi-

nal data set. The black color and blue color represent the remaining samples and original

samples, respectively. The remaining data set spans almost identically to the original data

set. However, the filtering process impacts some ranges dramatically. The high ground-truth

values are mostly filtered out. Also, the process removes ground-truth values less than 27

altogether. In summary, the remaining data set ranges from 27 to 201, which equals 68

percent of the theoretically possible values.

Figure 3.2. A histogram of ground-truth values after filtering process in section  2.3.1 .

Each remaining sample is randomly assigned into two groups: a training data set and a

validation data set. The ratio between these two groups is 7 to 3. Thus, there are 2,146 and

921 samples in the training data set and validation data set. Figure  3.3a and figure  3.3b 

shows the training data set distribution and the validation data set distribution respectively.

Plot plots show that samples in the training set and validation set cover values as much as

possible. It is crucial to have various situations in training set to train the model. Also,

distributed validation set helps to evaluate the model performance more precisely.
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(a) A distribution of training set. (b) A distribution of validation set.

Figure 3.3. A distribution of training set and validation set.

3.2 Spectrometer Regression With An Area Feature

Each spectrometer value is the intensity of the daylight in a particular band. Therefore, a

summation of each spectrometer data equals overall daylight intensity. Thus, an area under

a spectrometer raw data plot represents an accumulated daylight intensity at the sampling

moment. Although both ground-truth values and spectrometer data indicate daylight inten-

sity, they are on different scales. Therefore, there must be a coefficient that links these two

quantities.

yn = αxn + c (3.1)

A parameter xn in equation  3.1 designates areas under raw spectrometer data of sample n.

A parameter yn represents corresponding ground-truth values. A coefficient α and constant

c are the linear relationships between areas under raw spectrometer data and ground-truth

values. Ordinary Least Square (OLS) Linear regression analysis is a tool to find a coefficient

α and constant c. The first step is to rearrange areas under raw spectrometer data of sample

and ground-truth values into a vector of n elements.
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Then use the equation  3.2 to find an optimized α.

α = (xT x)−1xT y (3.2)

An optimized α is a result of applying samples in the training set. An area under raw

spectrometer data x is an explanatory parameter. Thus using α and x yields a predicted

daylight intensity ŷ. A predicted intensity value supposes to be close to its ground-truth

value. A plot  3.4 illustrates a prediction result from linear regression model. Ground-truth

intensities are on the x-axis, and predicted intensities are on the y-axis. A diagonal red line

indicates locations where Ground-truth intensities and predicted intensities are perfectly

equal. Plot  3.4a shows prediction result from training set. And plot  3.4b shows prediction

result from validation set. Both graphs present an almost identical distribution. Most dots

locate far from the red line, indicating that predicted values are different from their ground-

truth values. A model is created based on a linear relationship assumption. However, the

result does not show a linear relationship between two quantities in the big picture. Yet,

there are some linearity existed. Each dot from graph  3.4b is color according to its sampling

date. The result is shown in figure  3.5 .

Linear trends exist in purple (November 16th),blue (November 18th), and yellow (Novem-

ber 20th) points. Green points do not have any linear trends. The model completely fails

to handle the samples from December 11th, 2020. Black points show two lines. However,

both lines are not connected the each other. Although the model does not produce accurate

predictions from samples in the validation set, evidence shows that predicted values linearly
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(a) Predictions from training set. (b) Predictions from validation set.

Figure 3.4. Prediction from training set and validation set from linear regression.

Figure 3.5. The prediction result from the validation data set. Using different
color to identity the sampling data.

relate to ground-truth values on some particular days. The further analysis focuses on each

sampling day individually. Figure  3.6a shows the cropped area around the purple points

for better visualization. The color is changed to black, making better contrast from the

background and red line (the correct line).
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(a) Original prediction results.
(b) Prediction results after retrain the
model.

Figure 3.6. Prediction result from November 16th.

All points in figure  3.6a located away from the red line, indicating that the prediction

is not correct. However, they aligned in a precise linear pattern. The linear pattern proves

that a linear relationship between an accumulated spectrum intensity and a ground truth

intensity exists. A dedicated regression model is trained exclusively by points from November

16th. A result is shown in figure  3.6b . Prediction values fit well with their corresponding

ground-truth values. The result demonstrates that the regression method cloud delivers a

good product in the scope of a single day.

Samples from November 18th, blue points in figure  3.5 , also shows a linear trend. How-

ever, the line looks almost like a horizontal line. In other words, predicted values stay

constant regardless of ground truth values. The predicted values range from 86 to 90, while

ground truth values range from 59 to 138. The correct line should have a slope equals to 1.

Nevertheless, the actual slope for these points is only 0.05. The minimum ground-truth value

is the same sample that produces the minimum predicted value. Likewise, the maximum

ground-truth value is the same sample that produces the maximum predicted value. Figure

 3.7a shows the ground truth image when its value equals to 59 (day’s minimum). And Figure

 3.7b hows the ground truth image when its value equals 138 (day’s maximum). A difference

between the minimum ground-truth value and maximum ground-truth value is reasonable

considering the white reference board’s brightness. In contrast, the predicted values barely
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change between two points of time. Although there is a linear relationship between ground

truth values and predicted values, the slope or rate of change does not reflect the reality.

(a) Minimum ground truth image. (b) Maximum ground truth image.

Figure 3.7. Ground truth images when the values are minimum and maxi-
mum on November 18th.

Yellow points in figure  3.5 , represent samples from November 20th, 2020, shows linearity.

Figure  3.26b is a plot that contains samples exclusively from November 20th, 2020 to provide

better visualization. There are six noticeable groups in the plot differentiated by six colors.

Points in red and purple do not show any trends or patterns. Like samples from December

10th and December 11th, a regression model cannot deliver accurate predictions. On the

other hand, green, yellow, blue, and grey points have a linear trend. Although a linear trend

indicating a relationship between ground truth values predicted values exists, the rate of

change or slope is not correct. Although all samples are from the same day, each group’s

slope is not equal. Therefore, it is impossible to have a linear regression model predicting

intensity from all samples correctly. Building several models to handle each condition is not

a practical approach. Lastly, the yellow group has an inverse slope which is counter-intuitive.

A predicted intensity decrease while a ground truth intensity increases. All evidence reveals

an impracticability of the regression model from spectrometer data.
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Figure 3.8. Prediction results exclusively to the samples from November 20th, 2020.

3.3 Spectrometer Regression With Full Features

Each raw spectrometer contains 3,840 band’s intensity information. In section  3.2 , a

regression model with areas under spectrometer plot does not perform well. There is only

one feature used to build a linear relationship between spectrometer data and ground-truth

intensities. However, there are 3,840 features from each spectrometer sample. The following

equation defines a new linear relationship utilizing all features provided by the spectrometer.

ŷn = α0 + xn,1α1 + x2,1α2 + ... + xn,3840α3840

= α0 +
3840∑
m=1

xn,mαm

An Ordinary Least Square (OLS) linear regression finds an optimized set of coefficients

(α). All features need to arrange into a matrix. xn,m represents mth wavelength intensity

from nth sampling. yn represents ground-truth value that corresponding to nth sample. αm
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represents a coefficient of mth wavelength. Equation  3.4 shows the solution from the ordinary

least square method.



x1,1 x1,2 x1,3 ... x1,3840
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(3.3)

α = (XT X)−1XT y (3.4)

The same training set as section  3.2 is used to find an optimized set of coefficients. Figure

 3.9 shows the prediction result. All dots are behind the red line indicating that predictions

are perfectly correct.

Figure 3.9. Prediction results from training data set.
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This phenomenon occurs because there are 3,840 coefficients while there are 2,146 sam-

ples. The number of variables is more than observations. Therefore this is an overdetermined

system. The solution can exist in overdetermined systems but potentially unstable. In this

particular case, the solution exists. Predicted values match ground-truth values perfectly.

The validation set has not been seen by the linear regression model before. Therefore, the

validation set is a fair evaluator to measure the model’s prediction ability. Figure  3.10 shows

prediction results from the validtaion set. The predictions distribute widely and away from

the red line. The model fails accurately predict unseen data in the validation.

Figure 3.10. Prediction results from validation data set.

Figure  3.11 shows the regression coefficients. Intuitively, each wavelength’s intensity

should contribute to accumulating the overall intensity spectrum. Coefficients spread out in

both positive and negative regions. As a result, any coefficient is most likely to have a pair

with equal value but opposite sign to cancel each other out.

By nature, intensities of nearby wavelengths correlate to each other. For example, a

light whose wavelength is 500 nanometers is a green light. An intensity of 500 nanometers

of light is related to 490 nanometers and 510 nanometers of light. Spectrometer raw data
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Figure 3.11. Optimized coefficient values from Ordinary Least Square linear regression.

has 3,840 intensity values that cover wavelengths from 344 nanometers to 1,065 nanometers.

Thus, any two adjacent values are 0.188 nanometers apart from each other. Therefore, the

raw spectrometer data potentially have a high correlation issue. Figure  3.12 examines a

correlation between each value for the entire raw spectrometer data set. Instead of using

all 3,840 variables, a graph uses every 20 variable (wavelength 1th, 20th, 40th, ..., 3840th) to

calculate correlation. As a result, there are 192 variables in a correlation matrix in figure  3.12 .

Each axis shows wavelength. The brighter color, e.g., yellow, indicates a high correlation,

while the darker color, e.g., purple, represents a low correlation. Light from 345 nanometers

to 930 nanometers, or 80 percent of the spectrometer range, is highly correlated. Another

20 percent or from 930 nanometers to 1,065 nanometers also has a high correlation issue.

Ridge regression can handle a multicollinearity data set. It is a modified Ordinary Least

Square (OLS) linear regression using L2 regularization on estimated coefficients. Equation

 3.4 describes the solution of Ordinary Least Square linear regression. A solution for Ridge
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Figure 3.12. A spectrometer data correlation matrix.

regression adds kI, where k is a regularization strength and I is an identity matrix. Equation

 3.5 describe the solution of Ridge regression.

ŴR = (XT X + kI)−1XT y (3.5)

This study fixes a regularization strength for Ridge regression to 0.1. The same training

set is used to compute an optimized coefficient set. Figure  3.13 shows the optimized coef-

ficient values from Ridge linear regression. Comparing to optimized coefficient values from

Ordinary Least square linear regression, figure  3.11 , the new optimized coefficient values

are less distributed. Figure  3.14a and figure  3.14b shows predictions from training set and

predictions from validation set respectively.

The prediction from the training data set using the coefficient set from Ridge regression

is not perfect, unlike the result from the training set using the coefficient from the Ordinary

Least Square method (figure  3.9 ). The prediction shows that Ridge regression’s coefficients

become more stable. The prediction from the validation set performs significantly better

compared to the Ordinary Least Square model. The validation set prediction result has R-
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Figure 3.13. Optimized coefficient values from Ridge linear regression.

squared equals to 0.937. R-square is a numeric indicator that measures a regression model’s

prediction performance. The maximum possible R-square is 1, which means all predictions

perfectly fit the actual values. In general, a higher R-square value shows a better model’s

accuracy. Overall, the Ridge regression model demonstrates an excellent ability to produce

accurate daylight intensity values.

The regression model generates a predicted intensity by considering each raw spectrom-

eter band intensity. Intuitively, the higher the spectrometer values mean, the brighter the

sunlight. Figure  3.15 shows raw data plots from two random samples in the validation set.

The values in the top left corner are each line’s predicted intensity. The regression model

predicts 167.2 and 181.6 for samples in the orange line and blue line, respectively. The

predicted values show contradiction to the raw spectrometer data plots. The orange line’s

predicted value is less than the blue line’s predicted value. The plot shows that the orange

line has higher raw spectrum intensities than the blue line. The contradiction is a result of

the overfitting issue. Although the model performs well with the validation set, the valida-

tion set is sampled from the same population pool as the training set. The overfitting issue
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(a) Predictions from training set. (b) Predictions from validation set.

Figure 3.14. Prediction from training set and validation set using the coef-
ficient set from Ridge regression

impacts the model’s ability to accurately predict data outside the training set, e.g., the data

from other sampling days. As a result, this regression model is not a functional model to be

used in practical scenarios.

Figure 3.15. Two random samples from validation data set. The numbers
on the top left corner are their prediction values.
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3.4 Deep Learning From Original Sky Images

Each sky image links with its corresponding ground-truth value using a timestamp to find

the connection. Each sky image is assigned into two groups: a training set and a validation

according to the group, its ground truth belongs to in section  3.1 . The training data set

is used to train the convolutional neural network described in section  2.4 A neural network

analyzes each image and provides a predicted value. The difference between a predicted value

and a ground-truth value is “an error” or “a loss”. The training process continues until the

loss is minimized, which means the neural network predictions are close to the ground-truth

values. Figure  3.16 shows prediction results from the training set. The x-axis is ground-truth

values, and the y-axis is neural network predictions. Each blue dot represents one prediction.

A red diagonal dash line from the lower-left corner to the upper-right corner is the correct

line which means a prediction value equals its corresponding ground truth. The closer of the

blue dots to the correct line means the more accurate the predictions.

Figure 3.16. Prediction results from training set.

The neural network has analyzed images in training set during the training process,

including their ground truth values. The neural network adjusts its predictions from the loss
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function’s feedback. In contrast, the validation data set is unseen from the neural network.

The neural network does not know the ground-truth values of samples from the validation

set. Therefore, the validation set’s prediction result is better to evaluate a deep learning

neural network performance than the training set’s prediction result. Figure  3.17 shows

predictions result from the validation set.

Figure 3.17. Prediction results from validation set.

An R-square of validation data set prediction is 0.997. This number is close to 1, telling

that predictions are highly equivalent to their ground truth values. Figure  3.18 shows a

histrogram distribution of prediction’s errors. A positive value means a prediction is more

than its ground truth value. While a negative value means a prediction is less than its ground

truth value. The blue color is a histogram that illustrates an actual error distribution. The

x-axis represents error values, and the y-axis indicates error probabilities. Most of the errors

locate nearby 0 (a red dash line), which supports a claim that the predictions are highly

similar to their ground-truth values. Error’s mean and standard deviation are 1.08 and

2.82, respectively. The orange line in figure  3.18 shows a Gaussian distribution of the errors

according to mean and standard deviation.
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Figure 3.18. A validation set prediction error distribution.

Although most of the predictions locate close to 0, some predictions perform poorly.

Equation  3.6 , where determines an error percentage relative to its ground-truth value. A

prediction error, ground truth value, and error percentage are designated as err, gt, and

errpercent respectively. Any predictions that miss their ground truth values more than 10

percent (-10 ≤ error percentage ≤ 10) are classified as “outliers”.

errpercent = err × 100
gt

(3.6)

There are seven outliers out of 921 predictions or 0.8 percent. From seven outliers

occurring in this model, there are two groups according to their timestamp. One outlier is

a result of a sample at 2:37:49 p.m. on December 10th, 2020. The rest six outliers are from

samples during four minutes period on November 18th, 2020.

The first situation occurred at 2:37:49 p.m. on December 10th, 2020. The sky at that time

was partially cloudy. From the sky image in figure  3.20a , the model predicts an intensity

value is 143.9. The ground truth value ( 3.20d ) is 128.0. The prediction is 15.9, or 12.5

percent, lower than the ground truth. Considering two following sky images at 2:38:04
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Figure 3.19. Prediction results from filtered validation data set.

p.m. (  3.20b ) and 2:38:22 p.m.( 3.20c ), the Sun’s location and the sky condition are visually

identical for all three images. Additionally, the model predictions are consistent, ranging

from 143.9 to 144.2 or 144.05 ± 0.15. Meanwhile, ground truth images at at 2:38:04 p.m.

( 3.20e ) and 2:38:22 p.m.(  3.20f ) are brighter than the ground truth image ( 3.20d ). Ground

truth values increase, reflecting changes of brightness. The model makes correct predictions

for the latter two situations. However, a change on ground truth image from 2:37:49 p.m.

to 2:38:04 p.m. does not appear on the sky. Since the model relies on the sky condition,

therefore, it cannot produce a correct prediction in this situation.

Another situation occurred on November 18th, 2020. Figure  3.21 illustrates ground truth

values and prediction of 26 samples from 3:30 p.m. to 3:50 p.m on November 18th, 2020. The

blue line represents ground truth values, and the orange line represents prediction values.

A red region indicates the time when outliers occurred. From 3:42 p.m., the ground truth

values start dropping until 3:46 p.m. before rebounding rapidly. The predictions follow the

same trend as ground truth values. However, it cannot keep up with ground truth changing

rates. As a result, from 3:44:43 p.m. to 3:47:50 p.m., there are six consecutive outliers.

53



(a) A sky image at 2:37:49
p.m. Prediction = 143.9.

(b) A sky image at 2:38:04
p.m. Prediction = 144.2.

(c) A sky image at 2:38:22
p.m. Prediction = 144.0.

(d) A ground truth at 2:37:49
p.m. Value = 127.9.

(e) A ground truth at 2:38:04
p.m. Value = 147.8.

(f) A ground truth at 2:38:22
p.m. Value = 149.3.

Figure 3.20. 3 continuous sky images corresponding ground truth values
images on December 10th, 2020.

Figure  3.22 presents 4 samples from from 3:40 p.m. to 3:50. Sky images on the top row

are time-synchronized with ground truth images in the bottom row. From left to right, the

sampling times are 3:42:16 p.m. (figure  3.22a and  3.22e ), 3:44:14 p.m. (figure  3.22b and

 3.22f ), 3:46:14 p.m. (figure  3.22c and  3.22g ), and 3:48:36 p.m. (figure  3.22d and  3.22h ),

respectively. There are no clouds in any sample sky images during this period. Moreover,

the Sun locates at the top edge of the figure  3.22a . Eventually, the Sun disappears from

the latter sky images. Consequently, the model has little information about objects in the

sky. Thus, predictions are not accurate in this condition. Figure  3.22f ,  3.22g , and  3.22d 

explain the phenomenon in the red region in figure  3.21 . Figure  3.22g is , sampling at

3:46:14 p.m., the valley the ground truth line. The image is comparatively darker than the

other two, which are captured before and after this image. It indicates that ground truth

values quickly drop until 3:46:14, then rise back.

A deep learning model can also predict each Red, Green, and Blue bands individually

using the same neural network architecture. Instead of training the model with RGB average
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Figure 3.21. Prediction results from 3:30 p.m. to 3:50 p.m on November 18th, 2020.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.22. 4 samples sky images corresponding ground truth images on
November 18th, 2020, from 3:40 p.m. to 3:50.

ground-truth values, each Red, Green, and Blue pixel intensities are used separately. For

example, training the model with red pixel ground-truth values yields a model that is capable

of prediction daylight intensity in red color band. Therefore, there are 3 models trained to

predict with Red, Green, and Blue. The prediction results and their outliers for each model

are shown in figure  3.23 .
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(a) Red

(b) Green

(c) Blue

Figure 3.23. Prediction result and outliers from Red, Green, and Blue bands.

56



All four outliers are from November 18th simultaneously as outliers from the average RGB

model exist. There are seven outliers in the green model’s prediction. Similar to the blue

model, all six from seven outliers are from November 18th at the same time as the average

RGB model’s outliers. Moreover, the last outlier is from December 10th is identical to the

average RGB model’s December 10th outliers. The red model, on the other hand, performs

significantly worse than the other two models. There are 23 outliers from 921 predictions or

2.5 percent Seven outliers match with the average RGB model’s outliers. The remaining 16

outliers are from November 20th, December 10th, and December 11th. However, the causes

of these outliers fall into the same reasons as previously outliers. On November 20th outliers

occurs from samples whose timestamp are later than 4:10 p.m. Therefore, the Sun no longer

appears in the sky camera’s frame. The same reason explains outliers from December 10th

when outliers are from three samples whose timestamp is at 3:46 p.m. And the data collection

stopped after that minute. One outlier from December 11th has a timestamp at 12:25:09 p.m.

The Sun is observable. The exact phenomenon that happened on December 10th at 2:37:49

is the cause of the error. The sky did not change at that particular moment. However,

there was a brightness drop that reduces the pixel intensity of the white reference board.

Therefore, the predicted value is higher than the ground-truth value.

3.5 Deep Learning From Segmented Sky Images

Section  2.3.3 shows procedures to remove a non-sky part from the sky images and central-

ize the sky to the center of each image. Segmented sky images are divided into a segmented

training data set and a segmented validation data set. Each image is assigned according to

the process in section  3.1 . Hence, the timestamp of each group’s image is identical to previous

models. A new neural network is trained by the segmented train data set. The segmented

training data set’s prediction result is in appendix  E . Figure  3.24 shows prediction results

from segmented validation data set. Each prediction is compared with its ground truth to

calculate an error rate. Outliers are predictions whose error rate is more than 10 percent, the

same criteria as previous analysis. There are nine predictions identified as outliers showing

in blue color in figure  3.24 . The outliers can be separated into two groups by their times-
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tamp. The first group consists of one sample from December 12th, 2020. Another group has

eight outliers from November 18th, 2020. The single outlier on December 10th, 2020, has a

timestamp at 2:37:49 p.m., identical to the outlier found in section  3.4 . The prediction from

the current model is 142.9, while its ground truth value is 127.9. The new prediction is a

bit closer to its ground truth value compared to the prediction (143.9) from the model in

section  3.4 . However, the difference is not significant. As  3.20 showing observable brightness

changing on ground truth images while the sky is static, neither model can deliver correct

prediction in this particular situation.

Figure 3.24. Prediction results from segmented validation data set.

Other eight outliers occurred on November 18th, 2020. The first outlier has a timestamp

at 3:44:43 p.m., which is the same time as the model in section  3.4 first outlier on November

18th, 2020. The remaining seven outliers happened continuously after the first outlier until

3:48:52 p.m., which is the last sample of the day. Figure  3.25 shows ground truth values (blue

line), predictions from original sky images (orange line), and predictions from segmented sky

images (green line). All outliers from the original sky image model exist (orange region) in the

segmented sky image model (green area) due to a lack of object in the sky as demonstrating
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in figure  3.22 . Although the last two samples are not outliers in the original sky image model,

their error rates are 6.2 and 7.8 percent, respectively. These error rates are less than the

outlier’s threshold at 10 percent, still significantly higher than the average error rate (1.08

percent). Prediction error rates from both models tend to increase during the 5 minutes

before the first outlier occurred.

Figure 3.25. Prediction results from 3:30 p.m. to 3:50 p.m on November
18th, 2020 from two models.

As the time pass in the afternoon, the Sun’s angle is getting low. At a particular time,

depending on the season, the Sun may be out of the sky camera’s frame. The samples in

this study were collected during early winter. Therefore the Sun disappears from the sky

earlier than in other seasons. As a result, the deep learning model that uses sky images

to predict a light intensity loses its ability to produce accurate predictions when the Sun

no longer presents in the sky. Especially on the clear sky day, e.g., on November 18th,

2020, no other objects exist. However, November 20th, 2020, was a cloudy day, and some

samples were collected on this day. The Sun is not directly observable in the images taken

on November 20th after 3:30 p.m. Nevertheless, there are several cloudy remaining in the

sky. Also, the sunlight projects its light onto the clouds. Figure  3.26a shows the sky image
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taken on November 18th, 2020, at 3:46:14 p.m., when the prediction error rate is the highest

from both the original sky image model and segmented sky image model. Figure  3.26b shows

the sky image taken on November 20th, 2020 at 3:46:13 p.m., about the same time to figure

 3.26a . However, the prediction figure  3.26b has very low error rate. Figure  3.27 shows an

error rate comparison of sky images from November 18th and November 20th during 3:30

p.m. and during 3:50 p.m. Predictions on November 20th, a cloudy sky day, do not show

any signs of high error rate, while predictions on November 18th, a clear sky day, have high

error rates and outliers after 3:40 p.m. Both days are two days apart from each other, so the

Sun’s angle does not change significantly. The most significant difference which influences

the model’s prediction accuracy is clouds in the sky. This is evidence showing that the Sun

location and the sky condition contribute to the deep learning model’s performance.

(a) A sky image taken on November
18th, 2020 at 3:46:14 p.m.

(b) A sky image taken on November
20th, 2020 at 3:46:13 p.m.

Figure 3.26. A distribution of filtered training data set and filtered validation
data set compare to filtered data set population.
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Figure 3.27. Error rate comparison of samples from 3:30 p.m. to 3:50 p.m
on November 18th, 2020 and November 20th, 2020.
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4. CONCLUSIONS AND FUTURE WORKS

4.1 Conclusions

An accumulated spectrum intensity is used as a feature of Ordinary Least Square lin-

ear regression model to predict light intensity. The result shows poor prediction results.

However, there are some linear trends embedded in the result. The data are divided into

groups according to their sampling date. Sample from November 16th displace from the

correctly if using the overall regression to predict. On the other hand, using only data from

that particular day to train a separated linear regression yield an excellent prediction result.

Data on November 20th shows several linear lines in a single day. Each line has a different

slope and does not connect seamlessly to other lines. Although a linear relationship between

predicted values ground truth values exists, it is not universal. It is correct only during a

certain period of time. The model fails to produce accurate prediction results in most cases.

In conclusion, the spectrometer data with a linear regression model cannot be a practical

alternative to the white reference calibration method.

Expanding utilization of full 3,840 spectral features provided by the spectrometer data

with a linear regression model shows an excellent result. However, there are several is-

sues behind the scene. The first issue is multicollinearity among 3,840 spectrum intensity.

Ordinary Least Square regression fits perfectly with the training data set. However, it

completely fails to handle the validation data set. The new model using Ridge regression

solves multicollinearity issues. The new model creates good intensity predictions from both

the prediction data set and validation data set. Nevertheless, some prediction values are

counter-intuitive. Each spectrometer value represents spectrum intensity. So, the higher

raw spectrometer data relates to the higher light intensity. The Ridge regression model

occasionally predicts lower light intensity while the raw spectrometer data is comparatively

high. This phenomenon is a result of the overfitting issue. Overfitting model is unlikely able

to corp with unseen data. Consequently, the regression model could not be practical as it

does not predict light intensity reasonably.

A Convolutional Neural Network (CNN) is built to analyze sky images. Overall, the

CNN prediction accuracy is excellent. Most of the predictions locate near the correct line.
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From 921 samples, seven outliers, or 0.8 percent of all samples, have more than 10 percent

error. One outlier is from December 10th. The rest outliers are from November 18th. Outliers

from the second group occur continuously due to lacking sky information. Since sampling

time was in late November, the Sun’s angle is already down at 3:30 p.m. Moreover, the sky

was clear. As a result, the sky images from that period are the plain sky. A separated CNN

is trained using segmented sky images which non-sky part is removed. An outcome from

the new model is similar to the previous model. Both models have an outlier on December

10th at the same points of time. Moreover, both share a group of outliers on November 18th.

Other than these two situations, the CNN model performs well.

By nature of the deep learning model, the more training data, the better is the model. The

only issue found is when there is no object in the sky: neither the Sun nor clouds. However,

during the growing season, the Sun will remain in the sky longer than the sampling time

for this study. Therefore the possibility of inaccurate predictions is low. The wide-angle

camera with a deep learning model exhibits a good result in this study and also potentially

be better with more training data. It is a suitable substituting sunlight calibration method

to the white reference board.

4.2 Future Works

All data in this study were taken from last November to early December. These months

are generally outside of production season. The Sun’s position varies depending on months.

Therefore, the model must be trained by the data inside the production period. The current

data set is from 5 sampling data from 10 am. to 4 pm. The data sampling must be expanded

in both times, from morning to afternoon, and more number of days. A validation data set

is currently randomly selected from the same population pool to the training data set. The

model does not learn from the validation set directly. Therefore, the validation set can be

used to evaluate the model performance. However, a testing data set, an independent data

set separated from the training data set and validation data set, is a more appropriate option

to evaluate the actual model performance.
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A. DATA CAPTURE SOURCE CODE

import PySpin

import datet ime

import gphoto2 as gp

import s e a b r e e z e

s e a b r e e z e . use ( ’ py seabreeze ’ )

import s e a b r e e z e . sp e c t r omet e r s as sb

import s chedu l e

import t ime

import pandas as pd

c lass SystemParams :

FILEPATH = ’ . / data / ’

def __init__ ( s e l f ) :

’ ’ ’

I n i t i a l a l l s en so r s .

’ ’ ’

s e l f . i n t e r v a l = 3 # seconds

s e l f . t a rge t_capture = 5

s e l f . i n t eg ra t i on_t ime = 15 # microseconds

s e l f . num_capture = 0

s e l f . cam_sys = PySpin . System . Get Instance ( )

s e l f . cam_l ist = s e l f . cam_sys . GetCameras ( )

s e l f . num_cameras = s e l f . cam_l ist . GetS ize ( )

for i , s e l f . cam in enumerate ( s e l f . cam_l ist ) :

s e l f . init_cam ( )
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print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣ f i s h e y e ␣ i n i t i a t i o n ’ )

s e l f . i n i t_spe c t r ome t e r ( )

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣ spec t romete r ␣ i n i t i a t i o n ’ )

s e l f . i n i t _ d s l r ( )

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣DSLR␣ i n i t i a t i o n ’ )

print ( )

def f i s h eye_captu r e ( s e l f , timestamp ) :

’ ’ ’

Capture sky image . The name o f cap tured

i s d e s i g n a t e d wi th timestamp .

’ ’ ’

try :

try :

image_resu l t = s e l f . cam . GetNextImage (1000)

width = image_resu l t . GetWidth ( )

he i gh t = image_resu l t . GetHeight ( )

image_converted = image_resu l t . Convert (

PySpin . PixelFormat_RGB8 ,

PySpin .HQ_LINEAR)

f i l ename = f ’ { s e l f .FILEPATH} ’ \

f ’ f i s h e y e / Fisheye −{timestamp } . jpg ’

image_converted . Save ( f i l e name )
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image_resu l t . Re l ea s e ( )

except PySpin . Sp innakerExcept ion as ex :

print ( ’ Error : ␣%s ’ % ex )

except PySpin . Sp innakerExcept ion as ex :

print ( ’ Error : ␣%s ’ % ex )

s e l f . num_capture = s e l f . num_capture + 1

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣ f i s h e y e ␣ captu r ing ’ )

def init_cam ( s e l f ) :

# I n i t a l sky camera

s e l f . cam . I n i t ( )

s e l f . nodemap_tldevice = s e l f . cam . GetTLDeviceNodeMap ( )

s e l f . nodemap = s e l f . cam . GetNodeMap ( )

s e l f . cam . Acquis i t ionMode . SetValue (

PySpin . Acquis it ionMode_Continuous )

s e l f . cam . Beg inAcqu i s i t i on ( )

def deinit_cam ( s e l f ) :

# Clear sky camera a t t he end o f t he p roce s s

s e l f . cam . EndAcqui s i t ion ( )

s e l f . cam . DeIn i t ( )

del s e l f . cam

s e l f . cam_l ist . C lear ( )
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s e l f . cam_sys . R e l e a s e I n s t a n c e ( )

def i n i t_spe c t r ome t e r ( s e l f ) :

# I n i t a l s pec t rome te r

s e l f . s p e c s = sb . l i s t _ d e v i c e s ( )

s e l f . spec = sb . Spectrometer ( s e l f . s p e c s [ 0 ] )

s e l f . spec . in tegrat ion_t ime_micros ( s e l f . i n t eg ra t i on_t ime ∗1000)

s e l f . wave lengths = s e l f . spec . wave lengths ( )

def de i n i t_spe c t r ome t e r s ( s e l f ) :

# Clear spec t rome te r b e f o r e end the p roce s s

sb . Spectrometer . c l o s e ( s e l f . spec )

def g e t _ i n t e n s i t y ( s e l f , timestamp ) :

# Get data from spec t rome te r . Name the data wi th timestamp

df = pd . DataFrame ( columns=s e l f . wave lengths )

data = s e l f . spec . i n t e n s i t i e s ( )

adding_row = pd . S e r i e s ( data , index=s e l f . wave lengths )

d f = df . append ( adding_row , ignore_index=True )

f i l e name = f ’ { s e l f .FILEPATH} spec t romete r / spec −{timestamp } . csv ’

d f . to_csv ( f i l ename , sep= ’ , ’ , index=Fa l s e )

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣ spec t romete r ␣ captu r ing ’ )

def i n i t _ d s l r ( s e l f ) :

# I n i t i a l d s l r camera

s e l f . camera = gp . Camera ( )

s e l f . camera . i n i t ( )
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def d e i n i t _ d s l r ( s e l f ) :

# Clear d s l r camera

s e l f . camera . e x i t ( )

def capture_ds l r ( s e l f , timestamp ) :

’ ’ ’

Tr i gger the d s l r s h u t t e r .

A image i s t r a n s f e r to ra sp b e r r y p i SD card .

’ ’ ’

f i l e name = f ’ {SystemParams .FILEPATH} d s l r /DSLR−{timestamp } . jpg ’

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( ) } : ␣DSLR␣ captured ’ )

f i l e _ p a t h = s e l f . camera . capture ( gp .GP_CAPTURE_IMAGE)

camera_f i l e = s e l f . camera . f i l e _ g e t (

f i l e _ p a t h . f o l d e r , f i l e _ p a t h . name , gp .GP_FILE_TYPE_NORMAL)

camera_f i l e . save ( f i l e name )

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣DSLR␣ captu r ing ’ )

def job ( system ) :

# Def ine t a s k f o r s c h e d u l e r

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ S t a r t ␣ captu r ing ␣number␣{ system . num_capture+1} ’ )

timestamp = datet ime . datet ime . now ( ) . r e p l a c e ( microsecond =0). i s o f o rma t ( )

system . f i s h eye_cap tu r e ( timestamp )

system . g e t _ i n t e n s i t y ( timestamp )

system . capture_ds l r ( timestamp )

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( )} ’ \

f ’ : ␣ F in i sh ␣ captu r ing ␣number␣{ system . num_capture}\n ’ )
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i f __name__ == ’__main__ ’ :

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( ) } : ␣ S ta r t ␣ the ␣program ’ )

system = SystemParams ( )

s chedu l e . every ( system . i n t e r v a l ) . s econds . do ( job , system )

while system . num_capture < system . ta rge t_capture :

s chedu l e . run_pending ( )

time . s l e e p (1 )

system . deinit_cam ( )

system . d e i n i t_spe c t r ome t e r s ( )

system . d e i n i t _ d s l r ( )

print ( f ’ { datet ime . datet ime . now ( ) . i s o f o rma t ( ) } : ␣Complete␣ p r o c e s s ’ )
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B. GROUND TRUTH EXTRACTION SOURCE CODE

import numpy as np

import pandas as pd

import cv2 as cv

import matp l o t l i b . pyp lot as p l t

from p a t h l i b import Path

import r e

from datet ime import datet ime

from tqdm import tqdm

c lass Image ( ) :

’ ’ ’

C las s f o r s t o r i n g images .

’ ’ ’

def __init__ ( s e l f , path ) :

s e l f . path = path

def l oad ( s e l f ) :

f i l e name = f ’ { s e l f . path . parent }/{ s e l f . path . name} ’

s e l f . image = cv . imread ( f i l e name )

s e l f . image_gray = cv . cvtCo lo r ( s e l f . image , cv .COLOR_BGR2GRAY)

def show ( s e l f ) :

p l t . imshow ( cv . cvtCo lo r ( s e l f . image , cv .COLOR_BGR2RGB) )

def c l e a r ( s e l f ) :

s e l f . image = None
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s e l f . image_gray = None

c lass ImageDSLR( Image ) :

’ ’ ’

This c l a s s s p e c i f i c a l l y de s i gned to hand le ground−t r u t h images .

’ ’ ’

def __init__ ( s e l f , path ) :

s e l f . path = path

s e l f . image = None

s e l f . mask = None

s e l f . i n t e n s i t i e s = None

def create_mask ( s e l f ) :

i f s e l f . mask i s not None :

return s e l f . mask

c o l o r _ d i f f = np . d i f f ( s e l f . image , a x i s =2)

c o l o r _ d i f f = np .sum( c o l o r _ d i f f , a x i s =2). as type ( np . u in t8 )

_, mask = cv . t h r e s h o l d ( c o l o r _ d i f f , 0 , c o l o r _ d i f f .max( ) ,

cv .THRESH_BINARY+cv .THRESH_OTSU)

s e l f . mask = ( mask / (2∗∗8 −1)) . a s type ( np . u in t8 )

return s e l f . mask

def random_line ( s e l f , min , max, s i z e ) :

x1 = np . random . rand in t (min , max)

x2 = x1 + s i z e

while x2 > max :
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x1 = np . random . rand in t (min , max)

x2 = x1 + s i z e

return x1 , x2

def random_box ( s e l f , h_min , h_max , w_min , w_max, s i z e ) :

h1 , h2 = s e l f . random_line (h_min , h_max , s i z e )

w1 , w2 = s e l f . random_line (w_min , w_max, s i z e )

return h1 , h2 , w1 , w2

def sample_white_box ( s e l f , s i z e ) :

i f s e l f . mask i s None :

s e l f . create_mask ( )

h , w, _ = s e l f . image . shape

h1 , h2 , w1 , w2 , = s e l f . random_box (0 , h , 0 , w, s i z e )

sample_mask = s e l f . mask [ h1 : h2 , w1 : w2 ]

while sample_mask .sum( ) < s i z e ∗∗2 :

h1 , h2 , w1 , w2 , = s e l f . random_box (0 , h , 0 , w, s i z e )

sample_mask = s e l f . mask [ h1 : h2 , w1 : w2 ]

box = s e l f . image [ h1 : h2 , w1 : w2 , : ]

i n t e n s i t y = np . mean( box )

bgr = np . mean( np . mean( box , a x i s =0) , a x i s =0)

return i n t e n s i t y , bgr

def f i n d _ i n t e n s i t y ( s e l f , s i z e , number , r e_ca l=Fa l s e ) :

i f s e l f . i n t e n s i t i e s i s not None and not re_ca l :
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return s e l f . i n t e n s i t i e s

i f s e l f . image i s None :

s e l f . l oad ( )

i n t e n s i t i e s = [ ]

bgr_array = [ ]

for i in range ( number ) :

i n t e n s i t y , bgr = s e l f . sample_white_box ( s i z e )

i n t e n s i t i e s . append ( i n t e n s i t y )

bgr_array . append ( bgr )

s e l f . i n t e n s i t i e s = np . ar ray ( i n t e n s i t i e s )

s e l f . bgr_array = np . ar ray ( bgr_array )

s e l f . c l e a r ( )

return s e l f . i n t e n s i t i e s , s e l f . bgr_array

def save_mark ( s e l f , path ) :

f i l e name = str ( path )

cv . imwri te ( f i l ename , s e l f . mask ∗255)

# I n d i c a t e f o l d e r s t h a t f i l e s are k ep t in

r oo t = Path ( ’Z : ’ ) / ’ j i n ’ / ’ temp ’ / ’Tam ’ / ’ data ’

path = roo t / ’ d s l r ’

download = Path ( ’W: ’ ) / ’My␣Documents ’ / ’ Downloads ’

columns = [ ’ timestamp ’ , ’mean ’ , ’ var ’ , ’ f i l e name ’ , ]
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ds lr_imgs = [ ]

for x in tqdm( path . i t e r d i r ( ) ) :

ds l r_imgs . append ( ImageDSLR( x ) )

for img in tqdm( ds l r_imgs ) :

name = img . path . name

timestamp_text = re . f i n d a l l ( r ’DSLR− ( . ∗ ) ( \ . . ∗ ) ’ , name ) [ 0 ] [ 0 ]

timestamp = datet ime . s t rp t ime ( timestamp_text , ’%Y−%m−%dT%H_%M_%S ’ )

row = df . l o c [ d f [ ’ timestamp ’ ] == timestamp ]

r , _ = row . shape

i f r == 0 :

i n t e n s i t i e s , _ = img . f i n d _ i n t e n s i t y (100 , 500)

img . save_mark ( download / ’ sample ’ / f ’ { timestamp_text } . png ’ )

d f = df . append ({

’ f i l e name ’ : name ,

’ timestamp ’ : timestamp ,

’mean ’ : i n t e n s i t i e s . mean ( ) ,

’ var ’ : i n t e n s i t i e s . var ( )

} , ignore_index=True )
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C. SKY IMAGE SEGMENTATION SOURCE CODE

import numpy as np

import pandas as pd

import cv2 as cv

import matp l o t l i b . pyp lot as p l t

from p a t h l i b import Path

from tqdm import tqdm

import PIL

from datet ime import datet ime , date

c lass Image ( ) :

’ ’ ’

C las s f o r s t o r i n g images .

’ ’ ’

def __init__ ( s e l f , path ) :

s e l f . path = path

def l oad ( s e l f ) :

f i l e name = f ’ { s e l f . path . parent }/{ s e l f . path . name} ’

s e l f . image = cv . imread ( f i l e name )

s e l f . image_gray = cv . cvtCo lo r ( s e l f . image , cv .COLOR_BGR2GRAY)

def show ( s e l f ) :

p l t . imshow ( cv . cvtCo lo r ( s e l f . image , cv .COLOR_BGR2RGB) )

def c l e a r ( s e l f ) :

s e l f . image = None
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s e l f . image_gray = None

roo t = Path ( ’Z : ’ ) / ’ j i n ’ / ’ temp ’ / ’Tam ’

path = roo t / ’ data ’

f i sheye_path = path / ’ f i s h e y e ’

download = Path ( ’W: ’ ) / ’My␣Documents ’ / ’ Downloads ’

f i l e name = path / ’ i n t e n s i t e s . csv ’

i n t e n s i t y = pd . read_csv ( f i l e name )

i n t e n s i t y [ ’ timestamp ’ ] = pd . to_datet ime ( i n t e n s i t y [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

i n t e n s i t y [ ’ r a t i o ’ ] = i n t e n s i t y [ ’mean ’ ] / i n t e n s i t y [ ’ var ’ ]

f i l t e r e d _ d f = i n t e n s i t y . l o c [ i n t e n s i t y . r a t i o > 10 ]

images = f i l t e r e d _ d f . l o c [ f i l t e r e d _ d f . timestamp . dt . date ==

date ( year =2020 , month=11 , day =16)]

for _, row in tqdm( images . i t e r r o w s ( ) ) :

timestamp = row . timestamp

image_name = f i sheye_path /

f ’ Fisheye −{datet ime . s t r f t i m e (

␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣ timestamp , ␣”%Y−%m−%dT%H_%M_%S ” ) } . jpg ’

img = Image ( image_name )

img . load ( )

h_start = 100
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w_start = 50

canvas = np . z e r o s ( ( 800 , 900 , 3 ) , dtype=np . u in t8 )

canvas [ h_start : h_start +608 , w_start : w_start +808 , : ] = img . image

mask = np . z e r o s ( ( 800 , 900 , 3 ) , dtype=np . u in t8 )

c en t e r_coo rd ina t e s = (420 , 400)

r ad i u s = 380

c o l o r = (255 , 255 , 255)

t h i c k n e s s = −1

mask = cv . c i r c l e ( mask , c en te r_coord ina t e s , rad ius , c o l o r , t h i c k n e s s )

masked_canvas = cv . bitwise_and ( canvas , mask )

width = 50

h i egh t = 104

f ina l_img = masked_canvas [ h i egh t : h i egh t +600 , width : width +750 , : ]

f i l e name = download / ’ c leaned_skyimage ’ / image_name . name

cv . imwri te ( str ( f i l e name ) , f ina l_img ) ;

img . c l e a r ( )
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D. REGRESSION ANALYSIS SOURCE CODE

import numpy as np

import pandas as pd

import matp l o t l i b . pyp lot as p l t

from p a t h l i b import Path

import r e

from datet ime import datet ime

from s k l e a r n . l inear_model import Linea rRegre s s i on , Ridge

from s k l e a r n . mode l_se l e c t i on import t r a i n _ t e s t _ s p l i t

from s k l e a r n . me t r i c s import r2_score , mean_squared_error

from s k l e a r n . p r e p r o c e s s i n g import MinMaxScaler

from tqdm import tqdm

import random

root = Path ( ’Z : ’ ) / ’ j i n ’ / ’ temp ’ / ’Tam ’

path = roo t / ’ data ’

a = val_df . l o c [ random . rand in t (0 , val_df . count ( ) [ 0 ] − 1 ) ]

f i l e name = path / ’ spec . csv ’

spec = pd . read_csv ( f i l e name )

spec [ ’ timestamp ’ ] = pd . to_datet ime ( spec [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

wavelength = spec . columns . to_numpy ( ) [ : − 1 ] . a s type ( np . f loat )

f i l e name = path / ’ i n t e n s i t e s . csv ’
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i n t e n s i t y = pd . read_csv ( f i l e name )

i n t e n s i t y [ ’ timestamp ’ ] = pd . to_datet ime ( i n t e n s i t y [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

f i l e name = path / ’ low_tra in . csv ’

t ra in_df = pd . read_csv ( f i l e name )

t ra in_df [ ’ timestamp ’ ] = pd . to_datet ime ( t ra in_df [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

tra in_x = [ ]

tra in_y = [ ]

tra in_timestamps = [ ]

for index , row in tqdm( t ra in_df . i t e r r o w s ( ) ) :

timestamp = row [ ’ timestamp ’ ]

row_search = spec . l o c [ spec [ ’ timestamp ’ ] == timestamp ]

r , _ = row_search . shape

i f r == 1 :

tra in_timestamps . append ( timestamp )

tra in_y . append ( row [ ’mean ’ ] )

tra in_x . append ( row_search . i l o c [ 0 ] . to_numpy ( ) [ : − 1 ] )

tra in_y = np . ar ray ( train_y , dtype=np . f loat )

tra in_x = np . ar ray ( train_x , dtype=np . f loat )

s c a l e r = MinMaxScaler ( )

tra in_x = s c a l e r . f i t_ t r an s f o rm ( tra in_x )

reg = Ridge ( a lpha =0 .1 ) . f i t ( train_x , tra in_y )
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f i g , ax = p l t . s ubp l o t s ( dpi =150)

ax . s c a t t e r ( wavelength , r eg . coef_ , s =1)

ax . s e t_x l abe l ( ’ Wavelength ’ )

ax . s e t_y l abe l ( ’ C o e f f i c i e n t ’ ) ;

f i l e name = download / ’ gr−spec−weight−low−r i d g e . png ’

p l t . s a v e f i g ( f i l e name )

x = tra in_y

y = reg . p r e d i c t ( tra in_x )

r e f _ l i n e = np . arange ( x . min ( ) , x .max( ) )

f i g , ax = p l t . s ubp l o t s ( dpi =150)

ax . p l o t ( r e f _ l i n e , r e f _ l i n e , c= ’ red ’ )

ax . s c a t t e r ( x , y , s =1)

f i g . s u p t i t l e ( ’ Tra in ing ␣ Set ’ )

ax . s e t_x l abe l ( ’ Ground␣Truth ’ )

ax . s e t_y l abe l ( ’ P r e d i c t i o n ’ ) ;

print ( f ’R−squared ␣=␣{ r2_score (x , ␣y ) : . 3 f } ’ )

print ( f ’MSE␣=␣{mean_squared_error (x , ␣y ) : . 3 f } ’ )

f i l e name = download / ’ gr−spec−t r a i n i n g −low−r i d g e . png ’

f i g . s a v e f i g ( f i l e name )

f i l e name = path / ’ low_val . csv ’

val_df = pd . read_csv ( f i l e name )

val_df [ ’ timestamp ’ ] = pd . to_datet ime ( val_df [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

val_x = [ ]

val_y = [ ]

83



val_timestamps = [ ]

for index , row in tqdm( val_df . i t e r r o w s ( ) ) :

timestamp = row [ ’ timestamp ’ ]

row_search = spec . l o c [ spec [ ’ timestamp ’ ] == timestamp ]

r , _ = row_search . shape

i f r == 1 :

val_timestamps . append ( timestamp )

val_y . append ( row [ ’mean ’ ] )

val_x . append ( row_search . i l o c [ 0 ] . to_numpy ( ) [ : − 1 ] )

val_y = np . ar ray ( val_y , dtype=np . f loat )

val_x = np . ar ray ( val_x , dtype=np . f loat )

s c a l e r = MinMaxScaler ( )

val_x = s c a l e r . f i t_ t r an s f o rm ( val_x )

x = val_y

y = reg . p r e d i c t ( val_x )

r e f _ l i n e = np . arange ( x . min ( ) , x .max( ) )

f i g , ax = p l t . s ubp l o t s ( dpi =150)

ax . p l o t ( r e f _ l i n e , r e f _ l i n e , c= ’ red ’ )

ax . s c a t t e r ( x , y , s =1)

f i g . s u p t i t l e ( ’ Va l i da t i on ␣ Set ’ )

ax . s e t_x l abe l ( ’ Ground␣Truth ’ )

ax . s e t_y l abe l ( ’ P r e d i c t i o n ’ ) ;

print ( f ’R−squared ␣=␣{ r2_score (x , ␣y ) : . 3 f } ’ )

print ( f ’MSE␣=␣{mean_squared_error (x , ␣y ) : . 3 f } ’ )

f i l e name = download / ’ gr−spec−val−low−r i d g e . png ’

f i g . s a v e f i g ( f i l e name )
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E. DEPP LEARNING SOURCE CODE

import to r ch

from t o r c h v i s i o n import t rans forms , u t i l s

from to r ch . u t i l s . data import Dataset , DataLoader , random_spl it

from to r ch . autograd import Var iab l e

import to r ch . nn . f u n c t i o n a l as F

import to r ch . nn as nn

import numpy as np

import pandas as pd

import cv2 as cv

import matp l o t l i b . pyp lot as p l t

from p a t h l i b import Path

import r e

from datet ime import datet ime

from s k l e a r n . mode l_se l e c t i on import t r a i n _ t e s t _ s p l i t

from s k l e a r n . me t r i c s import r2_score , mean_squared_error

from tqdm . notebook import tqdm

import PIL

c lass Image ( ) :

’ ’ ’

C las s f o r s t o r i n g images .

’ ’ ’

def __init__ ( s e l f , path ) :

s e l f . path = path

def l oad ( s e l f ) :
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f i l e name = f ’ { s e l f . path . parent }/{ s e l f . path . name} ’

s e l f . image = cv . imread ( f i l e name )

s e l f . image_gray = cv . cvtCo lo r ( s e l f . image , cv .COLOR_BGR2GRAY)

def show ( s e l f ) :

p l t . imshow ( cv . cvtCo lo r ( s e l f . image , cv .COLOR_BGR2RGB) )

def c l e a r ( s e l f ) :

s e l f . image = None

s e l f . image_gray = None

i f to r ch . cuda . i s _ a v a i l a b l e ( ) :

dev = ’ cuda : 0 ’

else :

dev = ’ cpu ’

path = Path ( ’ . ’ ) / ’ d r i v e ’ / ’My␣ Drive ’ / ’ Data ’ / ’ f i s h e y e ’

f i sheye_imgs = [ ]

for x in path . i t e r d i r ( ) :

f i sheye_imgs . append ( Image ( x ) )

f i l e name = f ’ {path . parent }/ i n t e n s i t e s . csv ’

d f = pd . read_csv ( f i l e name )

df [ ’ timestamp ’ ] = pd . to_datet ime ( d f [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )
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f i l e name = f ’ {path . parent }/ low_tra in . csv ’

t ra in_df = pd . read_csv ( f i l e name )

t ra in_df [ ’ timestamp ’ ] = pd . to_datet ime ( t ra in_df [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

t r a i n _ f e a t u r e s = [ ]

t r a i n _ t a r g e t s = [ ]

for image in tqdm( f i sheye_imgs ) :

name = image . path . name

timestamp_text = re . f i n d a l l ( r ’ Fisheye − ( . ∗ ) ( \ . . ∗ ) ’ , name ) [ 0 ] [ 0 ]

timestamp = datet ime . s t rp t ime ( timestamp_text , ’%Y−%m−%dT%H_%M_%S ’ )

row = tra in_df . l o c [ t ra in_df [ ’ timestamp ’ ] == timestamp ]

r , _ = row . shape

i f r == 1 :

i n t e n s i t y = row [ ’mean ’ ] . item ( )

va r i an c e = row [ ’ var ’ ] . item ( )

# i f i n t e n s i t y / var i ance > 10 :

t r a i n _ f e a t u r e s . append ( image . path )

t r a i n _ t a r g e t s . append ( i n t e n s i t y )

t r a i n _ t a r g e t s = np . ar ray ( t r a i n_ta rg e t s , dtype=np . f l o a t 3 2 )

t r a i n _ t a r g e t s = torch . from_numpy( t r a i n _ t a r g e t s )

f i l e name = f ’ {path . parent }/ low_val . csv ’

val_df = pd . read_csv ( f i l e name )

val_df [ ’ timestamp ’ ] = pd . to_datet ime ( val_df [ ’ timestamp ’ ] ,

format=’%Y−%m−%dT%H_%M_%S ’ )

v a l _ f e a t u r e s = [ ]
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va l_ta rg e t s = [ ]

for image in tqdm( f i sheye_imgs ) :

name = image . path . name

timestamp_text = re . f i n d a l l ( r ’ Fisheye − ( . ∗ ) ( \ . . ∗ ) ’ , name ) [ 0 ] [ 0 ]

timestamp = datet ime . s t rp t ime ( timestamp_text , ’%Y−%m−%dT%H_%M_%S ’ )

row = val_df . l o c [ val_df [ ’ timestamp ’ ] == timestamp ]

r , _ = row . shape

i f r == 1 :

i n t e n s i t y = row [ ’mean ’ ] . item ( )

va r i an c e = row [ ’ var ’ ] . item ( )

# i f i n t e n s i t y / var i ance > 10 :

v a l _ f e a t u r e s . append ( image . path )

va l_ta rg e t s . append ( i n t e n s i t y )

va l_ta rg e t s = np . ar ray ( va l_targe t s , dtype=np . f l o a t 3 2 )

va l_ta rg e t s = torch . from_numpy( va l_ta rg e t s )

c lass SkyImageDataset ( Dataset ) :

def __init__ ( s e l f , f e a t u r e s , t a r g e t s , t r a n s f o r m a t i o n s ) :

s e l f . f e a t u r e s = f e a t u r e s

s e l f . t a r g e t s = t a r g e t s

s e l f . t r a n s f o r m a t i o n s = t r a n s f o r m a t i o n s

def __len__( s e l f ) :

return len ( s e l f . t a r g e t s )

def __getitem__ ( s e l f , index ) :

i n t e n s i t y = s e l f . t a r g e t s [ index ]

path = s e l f . f e a t u r e s [ index ]

image = PIL . Image . open ( path )
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image = s e l f . t r a n s f o r m a t i o n s ( image )

return image , i n t e n s i t y

t r a n s f o r m a t i o n s = t rans f o rms . Compose ( [

t r ans f o rms . Res i z e ( s i z e =(48 , 6 4 ) ) ,

t r an s f o rms . ToTensor ( ) ,

t r an s f o rms . Normal ize (mean =[0 . 5 , 0 . 5 , 0 . 5 ] ,

s td =[0 . 5 , 0 . 5 , 0 . 5 ] )

] )

c lass Net ( nn . Module ) :

def __init__ ( s e l f ) :

super ( Net , s e l f ) . __init__ ( )

s e l f . conv1 = nn . Conv2d (3 , 16 , 5)

s e l f . conv2 = nn . Conv2d (16 , 64 , 3)

s e l f . conv3 = nn . Conv2d (64 , 256 , 3)

s e l f . f c 1 = nn . L inear (256 ∗ 4 ∗ 6 , 1024)

s e l f . f c 2 = nn . L inear (1024 , 32)

s e l f . f c 3 = nn . L inear (32 , 1)

s e l f . poo l = nn . MaxPool2d (2 , 2)

def forward ( s e l f , x ) :

x = s e l f . poo l (F . r e l u ( s e l f . conv1 ( x ) ) )

x = s e l f . poo l (F . r e l u ( s e l f . conv2 ( x ) ) )

x = s e l f . poo l (F . r e l u ( s e l f . conv3 ( x ) ) )

x = x . view ( −1 , 256 ∗ 4 ∗ 6)

x = F . r e l u ( s e l f . f c 1 ( x ) )

x = F . r e l u ( s e l f . f c 2 ( x ) )

x = s e l f . f c 3 ( x )
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return x

t ra in_data s e t = SkyImageDataset ( t r a i n_ f e a t u r e s ,

t r a i n_ta rg e t s ,

t r a n s f o r m a t i o n s )

va l_datase t = SkyImageDataset ( va l_ f ea tu r e s ,

va l_targe t s ,

t r a n s f o r m a t i o n s )

t ra in_data_loader = DataLoader ( t ra in_datase t , batch_s ize =10 , s h u f f l e=True )

val_data_loader = DataLoader ( va l_dataset , batch_s ize =10 , s h u f f l e=True )

net = Net ( )

net . to ( dev )

op t im i z e r = torch . optim .Adam( net . parameters ( ) , l r =0.005)

l o s s_ func = torch . nn . MSELoss ( )

v a l _ l o s s e s = [ ]

t r a i n _ l o s s e s = [ ]

epochs = 250

for t in tqdm( range ( epochs ) ) :

a c c_ lo s s = [ ]

for images , i n t e n s i t i e s in t ra in_data_loader :

images = images . to ( dev )

i n t e n s i t i e s = i n t e n s i t i e s . to ( dev )

p r e d i c t i o n = net ( images )

op t im i z e r . zero_grad ( )

l o s s = lo s s_ func ( p r e d i c t i o n , i n t e n s i t i e s . f loat ( ) . unsqueeze ( 1 ) )

l o s s . backward ( )

op t im i z e r . s t ep ( )

acc_ lo s s . append ( l o s s . item ( ) )
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t r a i n _ l o s s e s . append ( np . mean( acc_ lo s s ) )

acc_ lo s s = [ ]

for images , i n t e n s i t i e s in val_data_loader :

images = images . to ( dev )

p r e d i c t i o n = net ( images )

loss_mse = mean_squared_error ( i n t e n s i t i e s . cpu ( ) . numpy ( ) ,

p r e d i c t i o n . cpu ( ) . data . numpy ( ) )

acc_ lo s s . append ( loss_mse )

v a l _ l o s s e s . append ( np . mean( acc_ lo s s ) )

f i g , ax = p l t . s ubp l o t s ( dpi =150)

ax . p l o t ( np . l og10 ( t r a i n _ l o s s e s ) , l a b e l= ’ Tra in ing ’ )

ax . p l o t ( np . l og10 ( v a l _ l o s s e s ) , l a b e l= ’ Va l i da t i on ’ )

p l t . l egend ( l o c= ’ be s t ’ ) ;

ax . s e t_x l abe l ( ’ i t e r a t i o n ’ )

ax . s e t_y l abe l ( ’MSE ’ ) ;

f i l e name = path . parent / ’ t r a i n i n g _ l o s s _ f i l t e r e d . png ’

p l t . s a v e f i g ( f i l e name )

p r e d i c t i o n s = [ ]

t r u th s = [ ]

f i g , ax = p l t . s ubp l o t s ( dpi =150)

for images , i n t e n s i t i e s in tqdm( tra in_data_loader ) :

images = images . to ( dev )

p r e d i c t i o n = net ( images )

p r e d i c t i o n s = p r e d i c t i o n s + \

p r e d i c t i o n . data . cpu ( ) . numpy ( ) . r a v e l ( ) . t o l i s t ( )
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t r u th s = t ru th s + i n t e n s i t i e s . cpu ( ) . numpy ( ) . t o l i s t ( )

p r e d i c t i o n s = np . ar ray ( p r e d i c t i o n s )

t r u th s = np . ar ray ( t r u th s )

r e f _ l i n e = np . arange ( t ru th s . min ( ) , t r u t h s .max( ) )

ax . p l o t ( r e f _ l i n e , r e f _ l i n e , ’ r−−’ )

ax . s c a t t e r ( t ruths , p r e d i c t i o n s , s =0.5)

f i g . s u p t i t l e ( ’ Tra in ing ␣ Set ’ )

ax . s e t_x l abe l ( ’ Ground␣Truth ’ )

ax . s e t_y l abe l ( ’ P r e d i c t i o n ’ ) ;

print ( f ’R−squared ␣=␣{ r2_score ( p r e d i c t i o n s , ␣ t r u th s ) : . 3 f } ’ )

print ( f ’MSE␣=␣{mean_squared_error ( p r e d i c t i o n s , ␣ t r u th s ) : . 3 f } ’ )

f i l e name = path . parent / ’ t r a i n i n g _ f i l t e r e d . png ’

p l t . s a v e f i g ( f i l e name )

p r e d i c t i o n s = [ ]

t r u th s = [ ]

f i g , ax = p l t . s ubp l o t s ( dpi =150)

for images , i n t e n s i t i e s in tqdm( val_data_loader ) :

images = images . to ( dev )

p r e d i c t i o n = net ( images )

p r e d i c t i o n s = p r e d i c t i o n s + \

p r e d i c t i o n . cpu ( ) . data . numpy ( ) . r a v e l ( ) . t o l i s t ( )

t r u th s = t ru th s + i n t e n s i t i e s . cpu ( ) . numpy ( ) . t o l i s t ( )

p r e d i c t i o n s = np . ar ray ( p r e d i c t i o n s )

t r u th s = np . ar ray ( t r u th s )

r e f _ l i n e = np . arange ( t ru th s . min ( ) , t r u t h s .max( ) )

ax . p l o t ( r e f _ l i n e , r e f _ l i n e , ’ r−−’ )

92



ax . s c a t t e r ( t ruths , p r e d i c t i o n s , s =0.5)

f i g . s u p t i t l e ( ’ Va l i da t i on ␣ Set ’ )

ax . s e t_x l abe l ( ’ Ground␣Truth ’ )

ax . s e t_y l abe l ( ’ P r e d i c t i o n ’ ) ;

print ( f ’R−squared ␣=␣{ r2_score ( p r e d i c t i o n s , ␣ t r u th s ) : . 3 f } ’ )

print ( f ’MSE␣=␣{mean_squared_error ( p r e d i c t i o n s , ␣ t r u th s ) : . 3 f } ’ )

f i l e name = path . parent / ’ v a l _ f i l t e r e d . png ’

p l t . s a v e f i g ( f i l e name )

f i l e name = f ’ {path . parent }/ mode l_f i l t e red_new_f ina l . pth ’

to r ch . save ( net . s t a t e _ d i c t ( ) , f i l e name )
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