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ABSTRACT

The interactions of femtosecond lasers with gold targets were investigated with a numer-

ical method combining molecular dynamics (MD) and the two-temperature model (TTM).

Previous works using MD-TTM method did not consider all the thermodynamic parameters

and the interatomic potential dependent of the electron temperature simultaneously. There-

fore, we developed a LAMMPS function to achieve this. To accurately capture the physics

behind the interactions, we also included the electron blast force from free electron pressure

and the modified Fourier law with steep electron temperature gradient in our model. For

bulk materials, a stress non-reflecting and heat conducting boundary is added between the

atomistic and the continuum parts. The modified boundary force in our study greatly re-

duces the reflectivity of the atomistic-continuum boundary compared with its original form.

Our model is the first to consider all these factors simultaneously and manage to predict

four femtosecond laser ablation phenomena observed in the experiments.

In this dissertation, the thermodynamic parameters in the two-temperature model were

extensively explored. We considered three different approaches to calculate these parameters:

namely interpolation, ab initio calculation, and analytical expression. We found that simple

interpolation between solid state and plasma state could lead to high level of inaccuracy,

especially for electron thermal conductivity. Therefore, ab initio calculation and analytical

expression were used for the calculation of the thermodynamic parameters in more advanced

studies. The effects of electron thermal conductivity and electron-phonon coupling factor on

electron and lattice temperatures were analyzed.

Our studies considered electron temperature dependent (ETD) and electron temperature

independent (ETI) interatomic potentials. The ETI interatomic potential is easier to imple-

ment and therefore it is used in our phase change study to investigate the effects of target

thickness on melting. Homogeneous melting occurred for thin films, while melting can be

observed through the movement of the solid-liquid interface in thick or bulk materials. How-

ever, the ETI potential overestimated the bond strength at high temperatures. Therefore,

ablation process was studied with the ETD potential. Three ablation mechanisms were found

in our simulations at different laser fluences. Short nonthermal ablation was only observed

16



at the ablation threshold. With increasing laser fluence, spallation was then seen. In high

laser fluence regime, phase explosion occurred on the surface and coexisted with spallation.

Lastly, we researched on the effects of the delay time between two femtosecond laser

pulses. Various delay times did not have much influence on melting depth. In low laser

fluence regime, with increasing delay time, the target went through nonthermal ablation, to

spallation and to no ablation. In high laser fluence regime, longer delay time encouraged

phase explosion while suppressed spallation.
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1. INTRODUCTION

1.1 Femtosecond lasers

In the past three decades, since the development of ultrashort pulse lasers (USPL), many

fundamental, theoretical, and experimental studies have examined the physical processes in

ultrashort pulse laser and material interactions [ 1 ]–[ 5 ]. With pulse durations on the order

of femtoseconds to picoseconds, ultrashort pulse lasers can deliver high pulsed power up to

the hundreds of TW. Due to the short pulse duration and high pulse power of femtosecond

laser, laser photon interactions with metals can be considered as the interactions only with

the electrons occurring during laser irradiation because the response time of atoms is much

longer than the pulse duration. Therefore, during femtosecond laser irradiation, despite the

high energy fluence, the lattice will remain undamaged while the electrons will be heated to

very high temperatures. As a result, the atoms will gain the energy from the electrons after

the laser pulse. Without direct thermal energy transferring to the lattice during the intense

laser pulse, the characteristics of femtosecond laser interactions include smooth damage

feature, low thermal damage, low micro crack formation, no plume-laser interactions and

small size ablated particles. These advantages make femtosecond lasers a great tool for

applications at small spatial and temporal scales with related areas include femtochemistry

[ 6 ], telecommunications [ 7 ], laser-induced breakdown spectroscopy [ 8 ], [  9 ], micromachining

[ 10 ], [ 11 ], and nanoparticle production [ 11 ], [ 12 ].

As mentioned above, the pulse of femtosecond laser is much shorter than that in more

traditional lasers, such as nanosecond lasers. Therefore, the behavior of such interactions

with metallic materials can be quite different. For a femtosecond laser, during the laser-

material interactions, only electrons are excited by laser irradiation, while the lattice heating

can be negligible at this time scale. Electron-lattice energy transfer, heat diffusion and other

relaxation processes happen in picosecond time domain. Therefore, as shown in Figure  1.1 ,

the laser energy absorption and redistribution in metallic materials can be described as three

partially overlapping stages [ 13 ]–[ 15 ].

The first stage is during the laser pulse. In this stage, the energy of incident photons

will be absorbed by electrons. This process could take place via three mechanisms, namely
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Figure 1.1. Three stages of interactions between femtosecond laser and metal-
lic materials [ 16 ]

inverse Bremsstrahlung absorption, multiphoton absorption and collisionless absorption. For

metals, inverse Bremsstrahlung absorption is the dominant absorption mechanism. In our

model, this term is simplified as a Gaussian source term.

The next stage is related to the energy transfers from the electrons to the lattice and

thermal conduction within atoms and electrons. In femtosecond laser-metal interactions,

the relaxation time for electrons or lattice to get to local thermal equilibrium is about

several femtoseconds, and the relaxation time between electrons and lattice to reach thermal

equilibrium is in the order of picosecond. Therefore, it is reasonable to use temperatures to

describe the status of the system in the two-temperature model.

The final stage states the macro effects due to the femtosecond laser irradiation on metal-

lic materials. This stage includes the process of phase changes, ablation, and nanocluster

or nanoparticle production. The time scale for these processes could be very different and

depends on the laser parameters. Normally, they take place after tens of picoseconds.
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1.2 Gold advantages

Gold nanoparticles have shown great promise for various applications among noble met-

als, such as nanolithography [  17 ], catalysts [  18 ], nanobioelectronic devices [ 19 ], and ion

detection [ 20 ]. Gold films are often used as mirrors and parts of compressor gratings in

the path of femtosecond laser beams. Moreover, the relaxation time of electron subsystem

relaxing to lattice temperature is longer than in other metals [  21 ], [  22 ]. Therefore, TTM is

a very suitable tool to study gold. Also, there are already thermodynamic parameters of

electrons for gold calculated by many other great studies. [  22 ]–[ 25 ]

1.3 Two temperature model and molecular dynamics

Numerous simulation methods have been developed to study the interaction between

femtosecond lasers and different materials. The two-temperature model (TTM) is one of

the most often used methods for the analysis of materials irradiated by relatively low laser

intensities [  26 ]. The TTM divides the whole system into two subsystems, namely electron

and lattice subsystems. Each subsystem has its own temperatures, thermal conductivity,

and heat capacity. The energy transfer between the two subsystems is described using the

electron-phonon coupling factor G in term ∆E = G(Te − Ti), where the electron subsystem

temperature Te should be greater than the lattice subsystem temperature Ti. The interaction

time between the laser and the target is so short that the laser pulse will only heat up

the electron subsystem and create non-equilibrium electron distribution, while the lattice

temperature will remain almost unchanged during the laser pulse due to the large difference

between the heat capacities of two subsystems (Ci � Ce). It is assumed that the equilibrium

time of each subsystem should be much shorter than the equilibrium time between the two

subsystems in the small space around any observing point. That is to say, the two subsystems

should maintain their local equilibrium distributions much faster than the equilibrium state

between the two subsystems.

However, the TTM is not capable of getting the information on the atomic level and does

not allow one to consider various effects, such as stresses in material triggered by the laser.

Molecular dynamics (MD), on the other hand, can handle these situations very well. MD
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considers every single atom in the system. Based on the preset interatomic potential and

thermodynamic ensemble, the force on each atom can be calculated. After obtaining the

forces, the positions and velocities of all the atoms in the system can be updated to the next

timestep. Therefore, an atomic level information can be stored for all lattice properties.

However, the weakness of this method is also obvious – the simulation itself can be time

consuming and impossible to run simulations for large time or space scales.

To simultaneously overcome the weaknesses and harness the advantages of these models

motivates the utilization of a hybrid model combining molecular dynamics and TTM (TTM-

MD). To reduce the computational cost and extend the simulation scale, this dissertation

reports the development of a new method called combined atomistic-continuum model which

utilizes the classical TTM and TTM-MD [  27 ]. The combined atomistic-continuum model

uses TTM-MD approach to model a few hundreds of nanometers of the target surface and

classical TTM to model the thermal evolution in the bulk of material. In most current

studies, parameters such as electronic thermal conductivity, heat capacity and laser reflection

and penetration depth are taken as constants. To simulate and study the ultrafast effects

more realistically, these parameters should be electron temperature dependent.

1.4 Four ablation features in experiments

There are four ablation features for metals observed in experiments. The first feature

is small ablation depth at the ablation threshold. For gold targets, this ablation depth at

the ablation threshold is lower than 20 nm. This feature was observed by Furusawa et al.

[ 2 ]; Vorobyev and Guo [  28 ]; and Hermann et al. [ 29 ]. Even though the ablation thresholds

measured by their experiments differ from each other, the ablation depths at threshold were

similar. According to Furusawa et al., the ablation depth is 20 nm at the ablation threshold

of 950 mJ/cm2. While in the experiments performed by Vorobyev and Guo, the ablation

depth is 10 nm at the ablation threshold of 67 mJ/cm2. Hermann et al. showed 5 nm

ablation depth at 150 mJ/cm2 ablation threshold. The huge difference in the measurement

of ablation threshold mainly results from the surface conditions of the target.
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The second ablation feature is two ablation regimes seen in the ablation depth versus

laser fluence graph for metals [  2 ], [ 29 ]–[ 31 ]. This feature suggests that there is a change of

ablation mechanisms at the interface of the two ablation regimes. We will explain in Chapter

7 that this change is due to the occurrence of spallation.

The third ablation feature is observed at the high fluence regime. At the high fluence

regime, two ablation plumes can be observed due to two groups of ablated matters with

different velocities and masses [ 12 ], [ 32 ].

The last feature which shows a U shape of atomization degree and a reverse U shape

of ablation efficiency is observed by Hermann et al. [ 29 ]. The U shape or reverse U shape

suggests that there are at least two changes in ablation mechanisms with increasing laser

fluence from the ablation threshold. This phenomenon will be explained by three ablation

mechanisms in Chapter 7.

1.5 Previous simulation works

The two-temperature model (TTM) was first proposed by Anisimov et al. [ 33 ] in 1974

and it was used by many studies [  2 ], [  26 ], [ 34 ], [ 35 ]. This model divides the irradiated target

into two subsystems, namely lattice subsystem and electron subsystem. In femtosecond laser

and metal interactions, the local relaxation time of lattice and electrons is much shorter than

the laser pulse duration and the relaxation time between lattice and electrons. Therefore, the

local thermal equilibrium allows the description of the system as two thermal subsystems.

However, in ablation studies which we will show in Chapter 7, nonthermal ablation and

spallation cannot be explained only by the temperature of the two subsystems. Therefore,

in order to study the ablation process, we need to use other methods to include the stress

effects in the materials.

Molecular dynamics (MD) considers the position and velocity of each atom in the system,

so it can be used to describe the lattice subsystem to include the effects of stress and material

phase. However, most of the early studies on femtosecond laser using MD did not consider the

effects of electrons and the laser energy was directly deposited to the lattice. Moreover, some

of the studies used simple interatomic potentials. Nedialkov et al. [ 36 ] used a Morse potential
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and Lewis and Perez [  37 ] used the Stillinger-Weber (SW) potential. These potentials are

incapable of accurately describing phase change and stress response in the metal targets and

both of the studies underestimated the stability of metals in liquid phase.

To consider both the electronic effects and stress effects, a hybrid two-temperature and

molecular dynamics (TTM-MD) model was developed [ 38 ]–[ 40 ]. In addition, the embedded

atom model (EAM) was used to more accurately describe the interatomic potential in metals.

Zhigilei et al. [ 41 ] and Wu and Zhigilei [  42 ] found spallation and phase explosion with an

electron temperature dependent electron-phonon coupling factor G. Norman et al. [ 43 ]

used a novel electron temperature dependent (ETD) EAM interatomic potential for gold

and found nonthermal/short ablation in their simulation. However, they did not observe

spallation due to a small constant electron-phonon coupling factor G.

1.6 Motivation

The goal of this work is to analyze phase change and ablation process in metals irra-

diated by femtosecond lasers. This is important for target preconditioning for the efficient

EUV sources, nanoparticles formation and precise micromachining. To achieve this goal, we

developed an advanced simulation model based on TTM-MD which considers all the ther-

modynamic parameters and interatomic potential dependent of the electron temperature

simultaneously. This model also includes the nonequilibrium effects of free electrons in the

lattice subsystem and electron subsystem using the electron blast force and the flux-limited

model respectively.

1.7 Scope of dissertation

In Chapter 2, details of atomistic-continuum TTM-MD model are discussed, including

the equations used in the model where the pressure-transmitting boundary condition used

to connect the atomistic and continuum parts. The general Langevin thermostat will also

be introduced and how it is modified to fit in our model. Also, to take into account the

non-equilibrium effects of free electrons on lattice, an electron blast force was introduced

into the equations. Lastly, to avoid overestimating the electron thermal conduction and
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limit heat flux produced by free electrons, the model of flux-limited diffusion is also imple-

mented in our model. In Chapter 3, collision theory is introduced. The collision frequencies

for electrons are calculated for both solid state and plasma state. Interpolation method is

used to obtain the frequencies in the state of warm dense matter. These frequencies are

later used to calculate the electron thermal conductivity and other parameters. Chapter 4

concludes various methods calculating the thermodynamic and optical parameters used in

TTM. These methods include interpolation methods, ab initio calculations, and analytical

expressions. In Chapter 5, parameters used to analyze the changes in the irradiated material

are listed and described. They include temperature, pressure, melting depth, and ablation

depth. Chapter 6 shows the effects of target thickness on melting. Homogeneous melting

were found in thin films. In Chapter 7, ablation of gold was studied with the use of electron

temperature dependent (ETD) interatomic potential and electron temperature dependent

thermodynamic parameters. Three ablation mechanisms, namely nonthermal ablation, spal-

lation, and phase explosion, are found. Our results showed all four ablation features observed

in the experiments as described earlier in this chapter for the first time. Chapter 8 explores

the effects of the delay time between two consequent pulses in both low and high fluence

regimes. An optimal nanoparticle production condition was found. Concluding remarks are

made in Chapter 9.
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2. MATHEMATICAL MODEL

2.1 Atomistic-continuum MD-TTM model

In the study of ultrafast laser and metal interactions, traditional molecular dynamics

(MD) neglects electron thermal conduction and electron-lattice coupling. In addition, these

simulations require significant computational resources and are usually time-consuming. Al-

though the two-temperature model (TTM) takes into account the electronic effects, it is

unable to describe thermoelastic stress and lattice density on the atomic level. Therefore, a

hybrid model combining these two methods is preferred. Coupling of the atomistic lattice

subsystem and the continuum electron subsystem was earlier introduced in many previous

works [ 38 ]–[ 40 ] and a further modified atomistic-continuum model was described by Ivanov

and Zhigilei [  27 ]. The modeling of target response to femtosecond laser irradiation can be

divided into two parts – the atomistic part which describes the lattice subsystem by MD,

and the continuum part which accounts for the processes in the electron subsystem based

on the classical TTM.

The general equations employed for the MD-TTM model are shown as follows:

Ce(Te)
∂Te

∂t
= ∇ · (Ke(Te, Tl)∇Te) − G(Te)(Te − Tl) + Qlaser (2.1)

mj
d~vj

dt
= −∇jU(~r1, . . . , ~rn) + ~F lang

j (Te − Tl) − ∇Pe

ni
(2.2)

In these equations, Te and Tl are the electron and lattice temperatures, Ke and Ce are

the thermal conductivity and thermal capacity of the electron subsystem, G is the electron-

phonon coupling factor, Qlaser is the laser source term. For the atom j in MD, mj is the

mass of the atom, ~vj is its velocity. The Langevin force reflecting the energy transfer from

the electronic subsystem is ~F lang
j and the last term on the right-hand side of equation  2.2 

denotes the electron blast force where Pe is the electronic pressure by free electrons and ni

is the local lattice number density. The internal force, −∇jU , is the force acting on atom j

due to the interatomic potential U .
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In simulations of bulk targets, it is practical to use TTM to describe the non-melting

part of the lattice subsystem because MD is computationally costly and TTM is sufficient

to describe the lattice subsystem without phase change. Therefore, in this study the lattice

in the deeper part of the bulk target is described by the equation from the classical TTM:

Cl(Tl)
∂Tl

∂t
= ∇ · (Kl(Tl)∇Tl) − G(Te)(Te − Tl) (2.3)

where Cl and Kl are the lattice heat capacity and thermal conductivity. In this work, we

use Cl = 3nikb and Kl = 0 since thermal conduction in lattice is much smaller than that in

electrons.

Figure  2.1 shows the schematic representation of the atomistic-continuum model used in

this study.

Figure 2.1. Schematic representation of the atomistic-continuum model. The
upper part shows the electron subsystem, and the lower part is the lattice sub-
system. MD is molecular dynamics and TTM is the two-temperature model.
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2.2 Pressure-transmitting boundary condition

A non-reflecting boundary condition is applied between the MD and TTM parts in the

lattice subsystem to produce more realistic stress change when thermoelastic waves approach

the interface. Pressure waves will be reflected at free and fixed boundaries, which should not

occur in realistic pressure transmission. Preventing this reflection requires mimicking the

action of the surrounding medium on the atoms close to the boundary. Therefore, a zone

at the part of the MD simulation volume adjacent to the boundary is defined with width

slightly larger than cutoff radius (depending on interatomic potential). As described by

Schäfer et al. [ 44 ], the atoms in the MD part neighboring the TTM part should experience

an extra boundary force, Fbc, to avoid reflection. Here, we only consider the force along the

laser irradiation direction which is perpendicular to the TTM-MD interface.

Fbc = F0 − fbαu (2.4)

α = minicsA

In the two equations, F0 is a static force due to atom interactions from the lower con-

tinuum part, u is the average velocity of the atoms in the boundary zone (note, artificial

cooling occurs when individual velocity is used), cs is the speed of sound in the material, and

A is the impact area, which is d2/2 for fcc materials and d2 for bcc materials (d is the lattice

parameter). The boundary constant fb depends on the interatomic potential and boundary

lattice temperature (0.4-0.5 for gold in our work) to further reduce the reflectivity. It is

predetermined by testing many different values in simple MD simulations and choosing the

one with minimum reflection of the pressure wave.

Another MD simulation was performed at room temperature (300 K) under the Nose-

Hoover thermostat to calculate the lattice boundary stress. After the system equilibrated,

we calculated the stress component normal to the interface of the atoms in the boundary

zone. F0 is used to cancel out the stress component from the boundary effect. The initial

thickness of the boundary (6.0 Å) is slightly larger than the cutoff radius of the potential (5.6
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Å). This thickness will increase dynamically with the simulation to make sure the number

of the atoms in the boundary zone will not be less than its original value. Note that the

boundary zone should not experience phase transition.

Figure  2.2 shows the stress profile for gold at laser absorbed fluence of 50 mJ/cm2 before

150 ps with and without the use of the boundary constant fb. Introducing the boundary

constant fb greatly reduces the strength of both compressive and tensile reflective waves and

this allows us to perform accurate melting and ablation studies.

Figure 2.2. Stress colormaps for gold at laser absorbed fluence of 50 mJ/cm2.
Left graph shows the results without the use of the boundary constant fb (or
fb = 1); right graph shows the results when fb = 0.4.

In this simulation, the absorbed laser fluence is 50 mJ/cm2, pulse duration is 100 fs,

electron heat capacity (Ce) is from Lin’s data [  22 ], electron thermal conductivity (Ke) is

form Anisimov and Rethfeld [  24 ], electron-phonon coupling factor (G) is from Lin’s data

[ 22 ], penetration depth is 10 nm, bulk material with 200 nm in MD simulation, the 5T

interatomic potential [ 43 ], [ 45 ] is used and the electron blast force vanishes at the surface.

The heat transfer at the boundary is only considered in the electron subsystem but not

in the lattice subsystem because the heat conductivity of electrons is much higher than that

of phonons.
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2.3 Langevin thermostat

In the atomistic part, the electron subsystem is still considered as a continuum body,

so for all the atoms in the MD simulation, this continuum body can be considered as a

heat bath. As a result, canonical ensemble is suitable in this case. Because in our model the

temperature of the electron subsystem (heat bath) is changing every timestep and the energy

transfer to the lattice subsystem is predefined by the coupling factor and the temperatures

of both subsystems, Langevin thermostat is well-suited for this situation. In this work, the

Langevin force is used to describe electron-phonon coupling in a stochastic way, modified

based on Duffy and Rutherford’s works [ 46 ], [ 47 ], given by

~Flang = −γg~vT + ~Fstochastic (2.5)

γg = miG(T e)
3nikb

~Fstochastic =
√

2kbTeγgδt~β

~vT = ~v − ~vc

In these equations, ~v is the velocity of the atom, ~vc is the center of mass velocity in the

corresponding cell, kb is the Boltzmann constant, δt is the timestep used in MD and ~β is a

vector in three dimensions whose components are independent random variables, each with

an average 0 and a standard deviation 1. Even though uniform distribution can be used to

describe the effects of electrons as white noise, we used Gaussian distribution in the study.

The choice of different distributions has no effects on our simulation results. The first term

in equation  2.5 describes the friction force on the atom due to its thermal velocity, and the

second term is the white noise force from the electron heat bath.

2.4 Electron blast force

The electron drift velocity caused by the electric field and the pressure from hot elec-

trons will exert forces on the atoms and cause lattice deformation. This force was originally
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mentioned by Falkovsky and Mishchenko [  48 ], and a modified expression is derived by Chen

et al. [ 49 ], [ 50 ] for the nonlinearity of electron heat capacity with respect to electron tem-

perature. Further studies [  43 ], [  51 ] explained that the electron blast force was caused by

delocalized/free electrons.

Falkovsky and Mishchenko [  48 ] used the Boltzmann equation for the nonequilibrium

electronic partition function and dynamical theory of elasticity to study lattice deformation

due to nonequilibrium electron state. They concluded that the force is proportional to ∇T 2
e

for low electron temperature.

Chen, Tzou and Beraun [  50 ] proposed a semiclassical two-temperature model. They used

three equations from the first three moments of the Boltzmann transport equation to govern

the conservation of number density, momentum, and energy of the electron subsystem. A

force called the hot-electron blast force coming from the nonequilibrium electrons can also

be derived as 2/3∇CeTe. This can also explain the results by Falkovsky and Mishchenko

because Ce is proportional to Te at low temperatures (T e < 0.1TF ):

∂Pe

∂k
= γ

CeTe(k + δk) − CeTe(k)
δk

(2.6)

where k represents the directions x, y, or z, and γ is set to 0.667 for gold.

Starikov and Norman et al. mentioned that using equation  2.6 on the surface where

Te(x) = 0 will cause large electron pressure gradients at the surface will occur in numerical

simulations. Therefore, they suggested a modified equation for the component along the

laser direction to avoid this, given by

∂Pe

∂x
= γ[CeTe(x)λe

(x + λe)2 + x

x + λe

CeTe(x + δx) − CeTe(x)
δx

] (2.7)

where λe represents the effective electron mean free path and x is the laser incident direction.

They also refer to the first term in equation  2.7 as the surface blast force.

From our analysis, the blast force is only responsible for the deformation inside the lattice,

so the pressure should vanish at the target surface as hypothesized by Falkovsky and Chen

[ 48 ], [ 50 ]. Therefore, we manually set this force to zero at the target surface when still using

equation  2.6 to study the ablation process.
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2.5 Flux-limited diffusion model

When dealing with steep electron temperature gradient, we will normally overestimate

the electron heat flux calculated with classical Fourier’s law as in equation  2.1 . Malone et al.

[ 52 ] proposed a flux-limited diffusion phenomenological model. By comparing experimental

results with their model, the authors found that the energy transferred to atoms in the

fast part of the distribution was much larger than expected, indicating that the electron

temperature in the same part should be larger and therefore the electron thermal conductivity

was overestimated. They introduced a scale called electron temperature gradient length,

LT = |Te/(∇Te)|, to determine whether to correct the heat transfer calculated from Fourier’s

law.

In this work, we assigned when LT ≤ 10λe (the electron mean free path λe is taken as 4

nm in our study), the following correction should be applied for the electronic heat transfer:

q = − Ke∇T e
1 +

∣∣∣Ke∇Te
fLqfs

∣∣∣ (2.8)

qfs = ZniTe

√
kbTe

me

where qfs is the free-stream flux indicating the maximum value of the electronic heat flux

and the flux-limiter fL is an empirical parameter which is normally set to 0.03 to 0.1.

2.6 Other effects

The ballistic electron effect is not considered because ballistic transport can be included

in electron heat conduction when the collision time of the nonequilibrium electrons is com-

parable to the timescales of nonequilibrium electron heat transport [  4 ], [ 53 ]. According to

Suslova and Hassanein [  53 ], in the fluence regimes we considered in the studies, the ballistic

electron range decreases down to around 30 nm which is close to the prediction in our simu-

lation results obtained by utilizing the same idea to compute the ballistic range, around 20

nm.
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Our model does not consider the effects of Coulomb explosion caused by strong electric

field from electron emission. According to Schmidt et al. [ 54 ], no Coulomb explosion should

occur in metals due to effective screening by metal electrons. Bulgakova et al. [ 55 ] utilized a

drift-diffusion approach and showed that efficient neutralization prohibits Coulomb explosion

in semiconductors and metals. However, emission of electrons would remove the excess stored

energy in the form of plasma [ 56 ] and it should be considered at the high fluence regime

(higher than the scope of our studies).

We did not consider redeposition in our studies, which is an important factor to consider

in micromachining. The main reason for redeposition of the ablated matters back on the

target surface is gravity. However, our studies only considered the target response earlier

than 1 ns when gravitational force is negligible compared with other forces acting on the

atoms.

2.7 Femto3D

The Femto3D is a LAMMPS fix function based on the ‘Fix ttm/mod’ function [  57 ]. An

example line used in the LAMMPS input file is “fix fttm all femto3D 123456 1000 Au_pa-

rameters_test.txt Au_tablelist.txt Outlist.txt”. ‘fttm’ is the fix ID, ‘all’ means all atoms in

MD is affected by this fix function, ‘femto3D’ is the Femto3D fix function name, ‘123456’

is a seed for random numbers, ‘1000’ means output temperature files every 1000 timesteps,

file ‘Au_parameters_test.txt’ contains the input parameters for the fix, ‘Au_tablelist.txt’

contains the list of files for the input parameters, and ‘Outlist.txt’ contains the list of output

files. More details are in Appendix B.
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3. COLLISION THEORY

3.1 Previous works

This chapter extends the work done by Polek [  58 ] and Suslova [  16 ] and the results are

further used in calculating the thermodynamic and optical parameters in the next chapter.

3.2 Average/free charge

This parameter determines the free electron density and the abilities to store and transfer

energy in the electronic subsystem. Free electrons are electrons in conduction band.

3.2.1 Fermi distribution

At the temperature range below 50,000 K, Lin et al. performed ab initio electronic

structure calculations by considering d band electrons in Au to obtain the electron density of

state and chemical potential [ 22 ], [  59 ] with the Vienna Ab-initio Simulation Package (VASP).

We considered that the electrons follow Fermi distribution f(ε, µ, Te) = (e(ε−µ)/kbTe + 1)−1

and and we defined the average/free charge as the number of electrons per atom which can

pass energies by colliding with other particles (electrons/atoms). The average/free charge Z

calculated by summing all the electrons with energy higher than the chemical potential at

given temperature is given by

∫ ∞

εl

D(ε)
exp( ε−µ(Te)

kbTe
) + 1

dε = Z(Te) (3.1)

where εl is the lowest value of conduction band (3.54 eV for gold), h̄ is the reduced Planck

constant, µ is the temperature-dependent chemical potential, and D(ε) is the density of state

in units of states/eV/atom.
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One important parameter while using Lin’s data to calculate Z is the Fermi energy (EF )

which is also related to Fermi temperature EF = kbTF , which can be calculated by the

following equation:

EF = h̄2

2me
(3π

2ne)
2
3 (3.2)

Since this energy is only defined at absolute zero temperature, the electron density in

conduction band (ne) is equal to the lattice number density (ni = 5.90 × 1028 m−3) for gold.

The calculated Fermi temperature is 64,064 K which is very close to 64,200 K from other

sources [ 60 ].

However, Z calculation using Lin’s data is valid only up to 50,000 K. Obtaining the

average charge for a broader range of electron temperatures requires data from other sources.

3.2.2 HULLAC and NLTE

At higher temperatures (up to 100 eV), the average charge is calculated by using the

HULLAC code [ 61 ]. The code is designed to calculate the atomic and optical characteris-

tics of plasma in non-local thermodynamic equilibrium (NLTE) state and uses collisional

radiative model. Therefore, these calculations are not suitable for the regimes when the ma-

terial is still in solid state. Therefore, the HULLAC code was used for the range of electron

temperature from 40 eV to 100 eV.

3.2.3 Interpolation method

For electron temperature between 4.3 eV (50,000 K) and 40 eV, the average/free charge

was calculated using linear interpolation of the charges at those two end points.

3.2.4 Total average charge

To obtain the average charge in the whole range from room temperature to 100 eV, we

combined and interpolated the results from the above two methods. The ABINIT results
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by Fourment et al. [ 62 ] were used for benchmarking of our calculations. The comparison

results are shown in Figure  3.1 .

Figure 3.1. The average charge of gold from combining and interpolating
Lin’s data and HULLAC calculation. The results from ABINIT code is from
Fourment’s work [ 62 ]

3.3 Electron participation factor

To take the degeneracy effect into consideration, Polek [  58 ] introduced the electron par-

ticipation factor fp to modify the Spitzer’s formula for temperature below 40 eV, given by

fp = 1
Z(Te)

∫ ∞

µ(Te)

D(ε)
exp( ε−µ(Te)

kbTe
) + 1

dε (3.3)

For electron temperatures higher than 40 eV, fp = 1.
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Since we only have data for the chemical potential up to 4.3 eV (50,000 K) electron

temperature, we need to determine the chemical potential above 4.3 eV (50,000 K). For

temperature range, we assume the free gas model for electron distribution, where the inter-

actions between electrons are neglected.

The following equation is used to calculate the chemical potential:

√
2m3

e

π2h̄3

∫ ∞

0

√
ε

exp( ε−µ(Te)
kbTe

) + 1
dε = Z(Te)ni (3.4)

Figure  3.2 shows the chemical potential, consisting of Lin’s data for temperatures below

50,000 K and the calculated results by our model when temperature above 50,000 K. After

around 10 eV, the calculated chemical potential is below 0, so we fix it to 0 to avoid non-

physical results.

Figure 3.2. Chemical potential of gold for electron temperatures up to 100 eV.
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Figure  3.3 shows the participation factor in the whole temperature range. The electron

participation factor varies between 0 and 1, so we use 1 to cap any higher values.

Figure 3.3. Participation factor of gold for electron temperatures up to 100 eV.

3.4 Collision frequencies

3.4.1 Electron-atom collision frequency

In cold solid state, the interactions between the two subsystems are mainly the scattering

of electrons by phonons. For this type of collision mechanism, the collision frequency can be

estimated by

νe−ph = ν0
e−ph

Tl

300 (3.5)
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where ν0
e−ph is the electron-phonon collision frequency at room temperature. This value is

usually calculated by fitting the permittivity formula from Drude model to the experimental

values. According to Rakić et al. [ 63 ], the permittivity for gold at room temperature is

ε1 + iε2 = −22.104 + 1.78i. Using Drude’s dielectric function  4.19 and laser frequency ω, we

can obtain

ν0
e−ph = ω ∗ ε2

1 − ε1
(3.6)

In hot plasma state, the collisional interactions in the two subsystems are through long-

range Coulomb forces between charged particles, ions and electrons. However, the range of

this force is short due to electric-field screening caused by mobile charged particles. The

maximum length of such an interaction is called Debye length, beyond which the interaction

or “collision” may be neglected. Debye length can be calculated as λD =
√

ε0kbTe/(Znie2).

However, when temperature gets higher, there are physical limits for the distance of interac-

tions. In the view of classical physics, the minimum distance is a classical minimum impact

parameter, bcl
min. In quantum mechanics, the minimum impact parameter denotes as bqm

min.

bmin = max (bcl
min = 2e2

4πε0meθ2 , bqm
min = h̄

2meθ
) (3.7)

θ =
√

2
me

(kbTe + µ(Te))

The θ in equation  3.7 is also called impacting velocity. To sum up all the interactions

ranging from bmin to λD, we use a parameter called the Coulomb logarithm, ln Λ.

ln Λ =
∫ λD

bmin

1
b

db = ln λD

bmin
(3.8)

Because we need to use the formula for the Coulomb logarithm for a wide temperature

range, it is possible to have conditions when the calculated bmin is larger than λD. Therefore,

when this happens, we must let ln Λ = 1 to avoid nonphysical behavior [ 58 ].
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Using Spitzer’s formula [  64 ], [  65 ] modified by the participation factor [  16 ], [  58 ], we can

obtain the electron-ion collision frequency considering the electron degeneracy effect.

νe−i = 4
3
√

π

Z2e4ni

4πε2
0

fp√
me(2kbTe + 2µ(T e))3

ln Λ (3.9)

Here ε0 is the vacuum permittivity, e is the electron charge and ln Λ is the coulomb loga-

rithm. Its higher limit is calculated based on the hard sphere model νvs =
√

2kbTe/me + v2
F /r0,

where vF =
√

2EF /me is the electron Fermi velocity and r0 is the atomic radius. Note the

atomic radius r0 for gold taken in this study is 2.14 Å according to Suslova [ 35 ], but according

to Robinson et al. [ 66 ], this value is 1.44 Å.

To account for the transition from solid state to plasma state, we need to evaluate

the lattice temperature. It is well known that in the femtosecond laser-metal interactions,

overheating happens, so we define a transition temperature Ttran which is slightly above

or equal to the boiling point of the metallic material. For gold, we choose 3000 K as Ttran.

Using this Ttran, we introduce a lattice weight factor in calculating total interactions between

atoms and electrons, given by

Wl = 2
eTl/Ttran + 1 (3.10)

Figure  3.4 shows the transition weight changes with lattice temperature.

Using the lattice weight factor to combine collision frequency in solid state and warm

dense matter state, the total collision frequency between atoms and electrons (electron-atom

collision frequency) is calculated by

νe−a = (1 − Wl) × νe−i + Wl × νe−ph (3.11)

Figure  3.5 compares the electron-ion collision frequency and the electron-atom frequency

calculated for room temperature, 300 K.
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Figure 3.4. Lattice transition weight changes with lattice temperature. The
dotted red line indicates the transition temperature.

3.4.2 Electron-electron collision frequency

The electron-electron collision frequency is calculated similarly as the electron-ion fre-

quency, given by

νe−e = 4
3
√

π

Ze4ni

4πε2
0

f 2
p√

me(2kbTe + 2µ(T e))3
ln Λ (3.12)

Introducing the participation factor makes this frequency much lower than the electron-

phonon collision frequency. Therefore, equation  3.12 can also be used in the low electron

temperature regime.
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Figure 3.5. Electron-ion collision frequency and electron-atom collision fre-
quency when the lattice is at room temperature for electron temperatures up
to 100 eV for gold.

Figure  3.6 shows the electron-electron collision frequency of gold for electron temperatures

up to 100 eV.

3.4.3 Electron effective collision frequency

The overall electron effective collision frequency is the combination of electron-atom

frequency and electron-electron collision frequency, giving

νeff = νe−a + νe−e (3.13)
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Figure 3.6. Electron-electron collision frequency of gold for electron temper-
atures up to 100 eV.

Fourment et al. [ 62 ] conducted a time and polarization resolved reflective interferometry

measurement on femtosecond laser heated gold and deduced the effective electron collision

frequency in the electron temperature range of 0.6-5 eV. In their experiments, the maximum

lattice temperature reaches 880 K. The results are shown with our calculated effective

collision frequencies in Figure  3.7 .
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Figure 3.7. Electron effective collision frequencies of gold at 300 K and 880 K
lattice temperature. The scatter points are results deduced from experimental
data [ 62 ]
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4. IMPORTANT PARAMETERS

4.1 Introduction

This Chapter discusses the parameters that are used in our simulations. After laser

irradiation, the material will be in the state of warm dense matter. Warm dense matter

is characterized as a condensed matter having electron temperatures between 1−100 eV.

Since warm dense matter correlates with other well-defined states as shown in Figure  4.1 , its

thermodynamic properties are difficult to obtain compared to other states. There are three

approaches to get these properties. One is interpolation method utilizing values from other

states, but this method might oversimplify the complexity of warm dense matter. Another

way is to calculate these properties from first principle using ab initio calculations which

are commonly time-consuming. The last approach is to use analytical expressions. Also,

constant value is sometimes used especially in early research. Note, the electron temperature

regime that we are interested in for phase change and ablation study is below 50000 K.

Two interatomic potentials were used in our study, which are electron temperature in-

dependent and dependent interatomic potentials. Optical parameters, including reflectivity

and laser penetration depth, are calculated based on Drude model and Fresnel equations.

4.2 Electron heat capacity

According to Kirkwood et al. [ 68 ], which later used by Suslova and Hassanein [  35 ], [  69 ],

the electron heat capacity can be calculated by a smooth interpolation between the heat

capacity in solid state (Cs
e ) and hot plasma state (Cp

e ). The derivations of these expressions

are shown by Polek [ 58 ] and Suslova [ 16 ].

Cs
e = 1

2π
2 Te

TF

nekb (4.1)

Cp
e = 3

2nekb (4.2)
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Figure 4.1. Phase diagram for warm dense matter. Figure is adopted from
Los Alamos National Lab dense plasma theory website [ 67 ].

The overall electron heat capacity (Ce) by smooth interpolation is then given by

Ce = 1√
( 1

Cs
e
)2 + ( 1

Cp
e
)2

= Znikb
3π2Te√

36T 2
F + 4π4T 2

e

(4.3)

where ne = Zni and TF is Fermi temperature.

To improve the accuracy of interpolation method for the transition between solid state

and plasma, we introduced an electron transition factor (We) for the interpolation. This

electron transition factor is very similar to the lattice transition faction as in equation  3.10 .

The electron heat capacity Ce calculated by our modified interpolation method is given by
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We = 2
eTe/TF + 1

Ce = (1 − We) × Cp
e + We × Cs

e (4.4)

From the definition, the electron heat capacity can be calculated by taking the derivative

of the total electron energy density with respect to the electron temperature [ 60 ]:

Ce =
∫ ∞

−∞

∂f(ε, µ, Te)
∂Te

D(ε)ε dε (4.5)

where D(ε) is the electron density of states at the energy level ε, and the Fermi distribution

f(ε, µ, Te) = (e(ε−µ)/kbTe + 1)−1. This value is obtained from Lin’s ab initio calculations [  22 ].

Apparently, Lin’s calculation results are more accurate than the other two interpolation

methods.

The electron heat capacity calculated by these three different methods are shown in Fig-

ure  4.2 . Our modified interpolation method performs better than the smooth interpolation

method in both low and high electron temperature regimes by comparing with Lin’s calcula-

tion. Note that the ordinate is in log scale. However, the phase change and ablation results

could be very sensitive to the electron heat capacity; therefore, we choose the more accurate

calculation by Lin et al. for further study.

4.3 Lattice heat capacity

Lattice heat capacity will only be used in the continuum part since this parameter is

implicitly described by interatomic potential in the atomistic part. In the continuum part,

the lattice should normally stay in solid state for bulk materials and the temperatures in this

part are much lower than the temperatures in the atomistic part. Therefore, we can assume

the metal here stays in solid state and have 6 degrees of freedom in statistical mechanics.
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Figure 4.2. Electron heat capacity of gold calculated by three different methods.

Therefore, the heat capacity can be estimated by the equation below. For gold, the lattice

heat capacity is 2.44 J/cm3/K.

Cl = 3nikb (4.6)

Also, we can use the experimental data at room temperature from the CRC Handbook

[ 70 ], the lattice heat capacity is 2.49 J/cm3/K for gold. This parameter weakly depends on

the lattice temperature, therefore it is reasonable to treat it as a constant [ 16 ].
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4.4 Electron thermal conductivity

Similar to heat capacity, the overall electron thermal conductivity of metals can also be

calculated by interpolating the thermal conductivities in cold solid state (Ks
e ) [  71 ] and in

hot plasma state (Kp
e ) from the plasma Spitzer heat conductivity expression [ 68 ].

Ks
e = Cs

e v2
F

3νe−ph

= Cs
e h̄2(3π2ne)2/3

3m2
e

1
νe−ph

(4.7)

Kp
e = 128(0.24 + Z)ZniTek

2
b

3π(4.2 + Z)me

1
νe−i + νe−e

(4.8)

where ne = ni for the calculation of gold in solid state.

The smooth interpolation method (equation  4.9 ) was proposed by Kirkwood et al. [ 68 ],

and was later used by Suslova and Hassanein [ 35 ], [  69 ]. The calculated conductivity is shown

in Figure  4.3 .

Ke =
√

Kp
e

2 + Ks
e

2 (4.9)

We suggest that the lattice state should be considered when interpolating the electron

thermal conductivity at the two extremes, similar to the calculation of electron-atom collision

frequency as in equation  3.11 . Our modified interpolation method is expressed by equation

 4.10 and the corresponding electron thermal conductivity is shown in Figure  4.4 .

Ke = (1 − Wl

Kp
e

+ Wl

Ks
e
)−1 (4.10)

The weight factor (Wl) here is the same as the transition weight shown in equation  3.10 .

Anisimov and Rethfeld showed a widely used expression for electron thermal conductivity

[ 24 ] based on similar calculations from previous works [ 72 ], [ 73 ], as shown in Figure  4.5 .

Ke = C
(θ2 + 0.16)5/4(θ2 + 0.44)θ
(θ2 + 0.092)1/2(θ2 + bθi)

(4.11)

where θ = kbTe/EF , θi = kbTi/EF and for gold, C = 353 W/K/m and b = 0.16.
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Figure 4.3. Electron thermal conductivity of gold calculated by smooth in-
terpolation method at different lattice temperatures.

A more recent work in calculating the electron thermal conductivity was done by Petrov

et al. [ 23 ]. The electron-electron collision contribution is calculated by kinetic equations

[ 74 ] with the use of the electron energy spectrum [  75 ] calculated by the density functional

theory in the package VASP [ 76 ]. Petrov et al. considered both solid and liquid phases in

calculating the electron thermal conductivity. In our simulations, we use the expression of

the liquid phase if number density is lower than 88% of its original value.

The analytic approximation for the electron-electron collision contribution in the electron

thermal conductivity for gold is given by

Ke
e = 104 × 1 + 0.03

√
t − 0.2688t + 0.9722t2

9.294x−4/3t
(4.12)
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Figure 4.4. Electron thermal conductivity of gold calculated by modified
interpolation method at different lattice temperatures.

where the normalized density x = ρ/ρ0, the normalized temperature t = 6kbTe/(xEF ) and

ρ0 is 19.5 g/cm3. We fixed a typo in the equation from the original paper [ 23 ]. Note the

Fermi energy here and below is taken as 9.2 eV according to Petrov et al..

The electron-lattice collision contribution to the electron thermal conductivity is con-

sidered based on the phase of the material. Therefore, Ks
e is the thermal conductivity in

solid state and K l
e is the thermal conductivity in liquid state. The following expressions for

thermal conductivity of gold are in the units of W/m/K and the temperatures are in the

units of K.
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Figure 4.5. Electron thermal conductivity of gold calculated by equation
 4.11 from Anisimov and Rethfeld [ 24 ] at different lattice temperatures.

Ks
e = 318( x

xrt

)4/3 y(x)
y(xrt)

300
Ti

κ(t)
κ(trt)

(4.13)

y(x) = 1.6678x8.84

1 + 0.6678x4.92

κ(t) = 131t(1 + 3.07t2)
1 + 1.08t2.07
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K l
e = κ(t) 3254

rl(Ti)
x( x

χl(Ti)
)2 (4.14)

rl(T ) = 148.5 + 0.1193T
15337

14000 + T

κ(t) = 131t(1 + 3.07t2)
1 + 1.08t2.07

χl(T ) = 0.887179 − 3.28 × 10−5(T − 1337)

− 3.0982 × 10−9(T − 1337)2 − 1.64884 × 10−13(T − 1337)3

In the above two expressions, the normalized density x = ρ/ρ0, the normalized temper-

ature t = 6kbTe/(xEF ), ρ0 is 19.5 g/cm3 and the subscript rt means room temperature.

Therefore, the overall electron thermal conductivity can be expressed as follows:

Ke = ( 1
Ke

e
+ 1

Ksl
e

)−1 (4.15)

where Ksl
e is either Ks

e or K l
e depending on the current state of the material.

Figure  4.6 and Figure  4.7 show the electron thermal conductivity of solid and liquid state

based on Petrov et al. [ 23 ].

Comparing with the results above, we can easily notice the overestimation in the high

electron temperature regime and the inability to predict a peak at low lattice temperature

by the two interpolation methods. Therefore, for more advanced simulations, we used the

two analytical expressions from Petrov et al. [ 23 ] and Anisimov and Rethfeld [ 24 ].

4.5 Lattice thermal conductivity

The lattice thermal conductivity can be derived from kinetic theory [ 77 ], given by

kl =
Cl

√
2kbTl/mi + c2

s

12niπr2
0

(4.16)

where r0 is the atomic radius.
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Figure 4.6. Electron thermal conductivity of solid gold calculated by expres-
sion from Petrov et al. [ 23 ] at different lattice temperatures. The material
density is 19.3 g/cm3.

However, we only need to use the lattice thermal conductivity in the continuum part

where the lattice temperature is usually smaller than the melting temperature. Taking

into account that the electron thermal conductivity is much higher than the lattice thermal

conductivity for metals, we can assume this value to be zero in the simulations, as in many

other studies [ 27 ], [ 41 ], [ 42 ].

4.6 Electron-phonon coupling factor

Excluding constant values, we used two expressions for electron-phonon coupling factor

in our simulations. One is calculated by Lin et al. [ 22 ] and the other one is an approximate
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Figure 4.7. Electron thermal conductivity of liquid gold calculated by ex-
pression from Petrov et al. [ 23 ] at different lattice temperatures. The material
density is 17.0 g/cm3.

expression proposed by Ashitkov et al. [ 25 ]. Lin’s data are adopted from a table of values

calculated using ab initio simulations. The approximation function of the coupling factor by

Ashitkov is in the unit of W/K/m3 and is shown as follows:

G = (0.2 + 4.3(kbTe)3.6

4(1 + (kbTe)3.5 + 0.9(kbTe)4.1))( ρ

ρ0
)5/3 × 1017 (4.17)

where temperature is in the unit of K and ρ0 is 19.3 g/cm3.
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Figure 4.8. Electron-phonon coupling factor of gold by Lin et al. [ 22 ] and
Ashitkov et al. [ 25 ].

For electron temperatures higher than 50000 K, the value of coupling factor can be

calculated by

G = 3me

mi
νe−aZnikb (4.18)

which Polek [ 58 ] showed may overestimate the coupling factor.

Table  4.1 summaries the different approaches for obtaining the electron heat capacity

(Ce), electron thermal conductivity (Ke), and electron-phonon coupling factor (G) as men-

tioned above.
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Table 4.1. Different approaches to calculate the electron heat capacity (Ce),
electron thermal conductivity (Ke), and electron-phonon coupling factor (G)

Ce Ke G

Smooth Interpolation (Eq.  4.3 ) Smooth Interpolation (Eq.  4.9 ) Lin’s data [ 22 ]
Modified Interpolation (Eq.  4.4 ) Modified Interpolation (Eq.  4.10 ) Eq.  4.17 [ 25 ]

Lin’s data [ 22 ] Eq.  4.11 [ 24 ]
Eq.  4.15 [ 23 ]

4.7 Effects of electron thermal conductivity and electron-phonon coupling fac-
tor

To study the effects of electron thermal conductivity and electron-phonon coupling factor,

we used two sets of electron thermal conductivity and two sets of electron-phonon coupling

factor. The higher electron thermal conductivity (”large” in the figures) is from Petrov’s

study [  23 ] and the lower one (”small” in the figures) is from Anisimov and Rethfeld’s work

[ 24 ]. Similarly, the larger electron-phonon coupling factor (”large” in the figures) is from

Lin’s data [  22 ] and the smaller one (”small” in the figures) is from Ashitkov’s approximation

equation [ 25 ], as shown in equation  4.17 .

In this simulation, we used 500 nm gold with 100 mJ/cm2 absorbed fluence to show

the level of deviations when using different approaches in the calculation of the two major

parameters. The lattice temperature profiles at 1 ps and 10 ps obtained with different values

of electron thermal conductivity and electron-phonon coupling factor are shown in Figure

 4.9 .

As shown in Figure  4.9 , at 10 ps, both large value of electron-phonon coupling factor G

and small value of electron thermal conductivity Ke lead to high temperatures in the region

close to the surface. However, at earlier times, large value of G has a broader impact area,

but a less severe effect on the surface compared with small Ke.

4.8 Adjustments

The electron thermal conductivity and the electron-lattice coupling factor are adjusted in

the simulation of material evolution when electron and lattice temperatures reach equilibrium
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Figure 4.9. Lattice temperature profiles at 1 ps (left) and 10 ps (right) for
different values of electron thermal conductivity and electron-phonon coupling
factor.

to avoid numerical oscillations in the hybrid model. The electron thermal conductivity will

be set to 20% of its calculated value and the electron-lattice coupling factor will be set to

500% of its calculated value after equilibrium.

4.9 Optical parameters

More details of this part are in Appendix A.

Relative permittivity is calculated by Drude dielectric function, given by

εr = 1 −
ω2

p

iωνeff + ω2 (4.19)

where the plasma frequency ωp =
√

Znie2/(ε0me) and laser angular frequency ω = 2πc0/λ,

where c0 is speed of light and λ is laser wavelength. We now introduce two parameters from

the relative permittivity, n1 = Re(√εr) and n2 = Im(√εr).
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The reflectivity R is calculated by Fresnel formula.

R =
∥∥∥1 − n1 − in2

1 + n1 + in2

∥∥∥2 (4.20)

The penetration depth is defined as the length when laser intensity being attenuated by

1/e as the laser travels through the materials.

lp = λ

4πn2
(4.21)

4.10 Interatomic potential

There are several interatomic potentials for gold used throughout our work. One is by

G.P. Purja Pun which is available on the NIST Interatomic Potentials Repository website.

The potential is easy and sufficient to study the melting of gold. However, it might over-

estimate the bond strength for high temperature according to our study, therefore it is not

suitable for studying the ablation mechanisms.

The other one is the so-called electron temperature dependent (ETD) interatomic po-

tential. The ETD interatomic potential for gold is adopted from Norman’s work [  43 ] and

verified by Daraszewicz et al. [ 78 ] and Stegailov and Zhilyaev [  79 ], which is also accessible

through the NIST Interatomic Potentials Repository. In the interatomic potential file, there

are five interatomic potentials for gold calculated with 0.1 eV, 1.5 eV, 3.0 eV, 4.5 eV, and 6.0

eV electron temperatures. In our work, we used two sets of interatomic potential data based

on the above values. One set is the “cold part” of the interatomic potentials calculated with

0.1 eV electron temperature, called the 1T potential, which was also used in previous work

[ 57 ]; the other set is the potential combining the five potentials, called the 5T potential. In

the case of the 5T potential, the interatomic potential is updated dynamically during the

MD simulations according to the local electron temperature.
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5. ANALYSIS

5.1 Temperature

The temperatures of the two subsystems in the continuum part and the temperature of the

electron subsystem in the atomistic part are obtained from the results of TTM calculations.

The temperature of the lattice subsystem is defined as the average kinetic energy due to

thermal vibration, therefore we have

Tl =
∑

cell mi~v
2
T

3kbNcell

(5.1)

where the sum is the sum for all atoms in a cell and Ncell is the total number of atoms in

that particular cell. Thermal velocity ~vT as in equation  2.5 is introduced to avoid the effect

of the collective movement of atoms on temperature calculation.

5.2 Density and Voronoi tessellation

The volume of each atom was calculated by LAMMPS ‘voronoi/atom’ function which cal-

culates the volume of the Voronoi cell around each atom. The density therefore is calculated

by inverting the average volume.

5.3 Pressure

Since we use the EAM inter-atomic potential, there are not any pairwise or bond contri-

butions to the stress. The only contribution will be from the kinetic energy and the internal

constraint forces of the atom. The calculation of the stress of an atom is calculated by

Sab = −[mvavb + Wab] (5.2)

Wab =
Nf∑

n=1
riaFib

where the first term shows the kinetic contribution, and the second term is coming from

the forces by other atoms and the electron subsystem. The total pressure can therefore be
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calculated by summing up the stress/atom value along laser coming direction for each cell.

The virial contribution Wab is calculated and recorded by running LAMMPS simulations.

The kinetic energy term will then be calculated from lattice temperature and atomic volume

and added to obtain the overall stress.

5.4 Entropy

The entropy for an atom i is computed by

si
S = −2πρkb

∫ rm

0
[g(r) ln g(r) − g(r) + 1]r2 dr (5.3)

gi
m(r) = 1

4πρr2

∑
j

1√
2πσ2

e−(r−rij)2)/(2σ2)

where r is the distance, g(r) is the radial distribution function of atom i, ρ is the density

of the system. The sum in j goes through the neighbors of atom i and σ is the smoothing

parameter.

5.5 Melting depth

Since the targets in our simulations are symmetric in the directions normal to laser

incident direction, we identify the melting depth by locating the solid-liquid interface. The

S-L interface is calculated from the entropy gradients. As shown in Figure  5.1 , the entropy

gradient will have a very narrow peak at the S-L interface. Therefore, we can easily use this

to find the S-L interface and use it to get the melting depth. This method is much easier

than calculating the local order parameter [ 27 ] to determine the material phase.

In this simulation, the laser intensity is 6.0 × 1012 W/cm2, the laser fluence is 600 mJ/cm2,

pulse duration is 100 fs, electron heat capacity (Ce), electron thermal conductivity (Ke)

are from interpolation methods, electron-phonon coupling factor (G) is from Lin’s data,

reflectivity and penetration depth are calculated by collision theory, bulk material with 200

nm in MD simulation, Purja Pun’s interatomic potential [ 80 ] is used and the electron blast

force vanishes at the surface.
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Figure 5.1. Entropy gradients in laser incident direction of gold at 10 ps, 30
ps and 50 ps.

Figure  5.2 shows the S-L locations predicted by entropy gradients from Figure  5.1 . This

shows that the method using entropy gradients to find the S-L interface has high level of

accuracy.

5.6 Ablation depth

The ablation depth is defined by the number of ablated atoms divided by the areal density

at room temperature. Atoms are considered ablated if they are separated by at least one

void layer from the bulk. A void layer is a layer with number density less than 10% of its

room temperature value in the target.
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Figure 5.2. Phase change locations (S-L interfaces) predicted by entropy
gradients at 10 ps (top), 30 ps (middle) and 50 ps (bottom), corresponding to
Figure  5.1 . The left and right latches correspond to the location of 40 nm and
80 nm in the target, and the middle latch shows the location of corresponding
entropy gradient peak.

5.7 Nanocluster production

LAMMPS ‘compute cluster/atom‘ function assigns for each atom a cluster ID. A cluster

here is defined as a group of atoms, within which the atoms are located at the distance

smaller than the specified cutoff distance; and any atom in one cluster has a distance greater

than the cutoff distance between the atoms in any other cluster. By applying this function,
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we can easily obtain the nanocluster size and spatial distribution from the LAMMPS output

files.

In the following simple simulation, we studied the spatial and size distribution of nan-

ocluster distribution for gold. Cluster size means the number of atoms consisting of the

cluster. In this simulation, the laser intensity is 1.75 × 1013 W/cm2, the laser fluence is 1.75

J/cm2, pulse duration is 100 fs, electron heat capacity (Ce), electron thermal conductivity

(Ke) are from the interpolation methods, electron-phonon coupling factor (G) is from Lin’s

data, reflectivity and penetration depth are calculated by collision theory, bulk material with

122.4 nm in MD simulation, Purja Pun’s interatomic potential is used and the electron blast

force vanishes at the surface.

Figure  5.3 shows the creation of more smaller clusters than larger clusters, because the

ablation mechanism for these clusters is vaporization and smaller clusters are easier to form

under vaporization.

Figure  5.4 shows the spatial distribution of nanocluster with 1 and 2 atoms. Size 2

clusters are more spatially confined than size 1 clusters because the average velocity away

from the surface of larger cluster is smaller.

However, these simple results cannot accurately reflect the nanoparticle production due

to several reasons. First, the used interatomic potential overestimates the bond strength at

the ablation temperature regime as mentioned before. Therefore, only vaporization can be

observed even with such high laser fluence. To obtain more accurate results, one need to use

a suitable interatomic potential, larger simulation lateral area and longer simulation time.

However, the latter two are limited under our current resources. Our work was concentrated

on detail studies of the interatomic potential effects and the qualitative ablation process.
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Figure 5.3. Number of clusters with different sizes at times of 10 ps, 20 ps,
30 ps, 40 ps, and 50 ps.

Figure 5.4. Spatial distribution of nanocluster with size 1 (left) and size 2
(right). Position 0 nm means the initial location of the target surface.
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6. PHASE CHANGE STUDY

6.1 Introduction

In this chapter, the simulated surface movement results were benchmarked with the

experimental data, Furthermore, we extensively studied the effects of target thickness on

temperature and phase change (melting). Three thicknesses, 200 nm, 500 nm, and 1500

nm (bulk), and two absorbed fluences, 100 and 150 mJ/cm2, were studied. The results for

the cases of 200 nm thick material are very different from the results for 500 nm and bulk

material. Homogeneous melting and surface shrinking were only observed in the case of 200

nm. Homogenous melting occurs when the electron subsystem reaches thermal equilibrium

before lattice-electron equilibrium and melting happens simultaneously in a large area of the

material with absorbed fluence 100 mJ/cm2 and above.

Even though we believe the electron blast force should vanish at the surface, we studied

the blast force which peaks at the surface and found this blast force would cause short

ablation.

6.2 Simulation setup

For the simulated cases, the target material gold is initially at room temperature (300

K). The MD simulation box with a lateral area of 4.08 nm × 4.08 nm has periodic boundary

conditions in the directions perpendicular to the incident laser, and a fixed boundary condi-

tion in the laser incident direction. The cell sizes for lattice and electron temperatures are

4.08×4.08×4.08 nm3 and 4.08×4.08×20.0 nm3 in the MD and TTM parts, respectively. The

laser pulse is 80 fs with a Gaussian shape. The timestep in MD is 1 fs. Laser penetration

depth is 13 nm and absorbed laser fluence is considered. The electron blast force peaks at

the surface as described in equation  2.7 .

The electron heat capacity (Ce) is adopted from Lin’s data [ 22 ], electron-phonon coupling

factor (G) is calculated from Ashitkov’s approximation equation (equation  4.17 ) [  25 ], the

electron thermal conductivity (Ke) is adopted from work by Petrov et al. [ 23 ] as described

in previous chapter. The interatomic potential for gold is from Purja Pun’s work [  80 ].
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6.3 Surface movement benchmarking

Initially, we modeled recent experiments to determine the range of parameters which will

allow us to reproduce the experimental results. A laser pulse with absorbed fluence of 100

mJ/cm2 and 80 fs duration is used in these simulations. The target is 500 nm gold.

Figure  6.1 shows our simulation results as well as the experimental data from Ashitkov

et al. [ 25 ]. Laser incident fluences are given for the experimental results while laser absorbed

fluence was used in the simulation.

Our results very well reproduce experimental data at earlier time before 50 ps obtained for

the laser fluence of 1.56 J/cm2. However, the surface movement velocity in our results after

100 ps fits well with the experimental data of lower laser fluence of 1.3 J/cm2. Deviation of

our results from the measurements of surface displacement at later time can be explained by

the sensitivity of surface measurement near laser ablation threshold and the inaccuracy in the

methods and parameters for modeling of material in the metastable phase. Therefore, it is

reasonable to state that the input laser fluence in accordance with our simulation is between

1.3 J/cm2 and 1.56 J/cm2. By simple calculation, we can predict the overall reflectivity of

the gold surface as 91.67% to 93.59% for the 1240 nm lasers.

6.4 Phase change simple study

Further analysis of our simulation results explained changes in the surface displacement

curve. We studied the phase change in the target during the first 300 ps. Figure  6.2 shows

the shift of solid-liquid position and melted layer thickness as functions of time. The entropy

gradients were used to determine the location of the Solid-Liquid interface as described in

previous chapter.

The roughness in the two graphs of Figure  6.2 is due to the fact that we neglect the

coexistence region of liquid and solid, and the S-L interface is not a 2D cross-section, but a

3D region. However, our method is simple and sufficient enough to study the trend of phase

change. The melting process starts at around 5 ps and reaches its peak at about 100 ps.

After 100 ps, although the melted region is growing slowly due to thermal conduction, the

S-L interface is moving back towards to the original surface position because of the thermal

66



Figure 6.1. Displacement of gold surface obtained in the simulation for ab-
sorbed fluence 100 mJ/cm2 and experimental data [  25 ] with laser fluences 1.56
and 1.30 J/cm2.

expansion of the solid region. Therefore, relatively high rate of surface movement at first

100 ps results from both the growing of melted layer and the thermal expansion of the solid

layer. Here we can exclude the effect of evaporation because the highest lattice temperature

after 100 ps is still far below the boiling point of gold (3000 K) as shown in Figure  6.3 .
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Figure 6.2. Solid-liquid interface position (left) and melted thickness (right)
profiles for 500 nm gold target with absorbed laser fluence 100 mJ/cm2. Melted
thickness is calculated from number of atoms in the melted layer with lattice
density correspondent to room temperature.

6.5 The effects of target thickness on temperature and phase change

Three different thicknesses of materials, which are 200 nm, 500 nm, and 1500 nm (bulk),

are simulated to study the effects of target thickness with the determined effective ther-

modynamic parameters. The bulk material in our simulation consists of 500 nm atomistic

part and 1000 nm continuum part in the direction of laser irradiation. The other two cases

correspond 200 nm and 500 nm gold layers deposited onto a thermal insulator substrate,

and therefore we use a fixed boundary condition on the rear surface of the target.

Comparison of the cases between 500 nm and bulk in Figure  6.4 shows that although

the layer thickness does not have outstanding effect on the surface temperature, it can

significantly affect the temperatures at the deeper part of the material, because the part

deeper than 500 nm in the bulk material acts as an extra heat sink compared to the 500

nm target. The temperature evolution on the surface is limited by the electron thermal

conductivity, which is an increasing function of electron temperature, therefore the electron

temperatures are comparable for these two cases. Unlike 500 nm and bulk material, thin
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Figure 6.3. Lattice temperatures at 100 ps, 200 ps and 300 ps with ab-
sorbed fluence 100 mJ/cm2. The peaks in the middle indicate the solid-liquid
interface.

gold film with 200 nm on the substrate has a much higher temperature than the previous

two. When the bulk material is considered as a surface layer with an additional heat sink,

this heat sink has much greater effect on heat dissipation in the thinner surface layer.

Figure  6.5 and Figure  6.6 show the temperature profiles of the lattice at 10 ps and 300

ps after laser irradiation, respectively.
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Figure 6.4. Electron temperatures at 10 ps after laser irradiation for two
different absorbed laser fluences (100 mJ/cm2 and 150 mJ/cm2) and three
different target thicknesses (200 nm, 500 nm, bulk)

In Figure  6.5 , there are two peaks in the middle for the cases of 150 mJ/cm2. The one

at around 15 nm represents the S-L interface and the one at around 50 nm is an overheating

peak following the strong compressive stress wave.

At 300 ps, as shown in Figure  6.6 , the electron temperature profiles are the same with

their corresponding lattice temperature profiles since the lattice and electron subsystems
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Figure 6.5. Lattice temperatures at 10 ps after laser irradiation for two
different absorbed laser fluences (100 mJ/cm2 and 150 mJ/cm2) and three
different target thicknesses (200 nm, 500 nm, bulk)

have already reached equilibrium. Equilibrium between the two subsystems should not be

broken by the heat dissipation after the initial equilibrium without further energy input.

Therefore, electron thermal conductivity is set to be a smaller value in the region of thermal

equilibrium in our model to maintain the equilibrated state.
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Figure 6.6. Lattice temperatures at 300 ps after laser irradiation for two
different absorbed laser fluences (100 mJ/cm2 and 150 mJ/cm2) and three
different target thicknesses (200 nm, 500 nm, bulk)

In the case of 200 nm target, the shapes of electron temperature profiles change from

level lines at 10 ps in Figure  6.4 to tilted lines at 300 ps in Figure  6.6 under both absorbed

fluences because the part near to the surface reaches high-temperature equilibrium state

earlier by electron phonon coupling which leads to earlier low electron thermal conductivity

and less heat dissipation.
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Figure 6.7. Melted thicknesses during the first 300 ps after laser irradiation
for two different absorbed laser fluences (100 mJ/cm2 and 150 mJ/cm2) and
two different target thicknesses (500 nm, bulk)

Layer thickness has small impact on the temperatures in the case of 500 nm and bulk

samples, and therefore the melted layers have similar thicknesses, as shown in Figure  6.7 .

The growth of the melted layer significantly slows down starting at 60 ps and 130 ps for

the cases of absorbed fluences 100 mJ/cm2 and 150 mJ/cm2, respectively. After 150 ps, the

melted layers become stable, and the thickness now is considered the overall melted thickness
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caused by the laser pulse with this absorbed fluence. The simulated melted thicknesses for

bulk material are compared with the simulation results given in the work by Starikov and

Pisarev [  57 ], as shown in Figure  6.8 . Smaller predicted values in our simulation mainly result

from the higher electron thermal conductivity.

Figure 6.8. Melted thicknesses of gold bulk material for absorbed fluences
from 100 mJ/cm2 to 200 mJ/cm2.

However, in the case of 200 nm, the melting process is notably different. After continuing

linearly increasing of the melted layer during the first 80 ps for absorbed fluence 100 mJ/cm2

74



as shown in Figure  6.9 and the first 10 ps for absorbed fluence 150 mJ/cm2, melting occurs

in the entire region of the gold layer. This is because the electron-lattice energy transfer

rate is similar across the entire area when thermal equilibrium inside the electron subsystem

was achieved at early time as shown in Figure  6.4 . Consequently, as shown in Figure  6.10 ,

the non-melted layer is superheated and that leads to homogenous nucleation of the liquid

phase [ 81 ]. The whole 200 nm layer is melted at 110 ps and 90 ps for the cases of absorbed

fluences 100 mJ/cm2 and 150 mJ/cm2, respectively. The timing of melting for the whole

target material here is based on the observation of the MD snapshots of all atoms.

From the surface movement profiles for absorbed fluence 150 mJ/cm2, as shown in Figure

 6.11 for 500 nm and bulk and Figure  6.12 for 200 nm, there is an abrupt change of surface

velocity at around 75 ps for all gold thicknesses. This is due to the blast force expression

used in our simulations and it will be further discussed in the next section.

In the case of 200 nm thin film, because homogeneous melting happens in the entire

layer, surface movement has very different behaviors in comparison with thicker targets. As

shown in Figure  6.12 , for both absorbed laser fluences, the target expands by the melting

process during the first 200 ps after laser irradiation but then shrinks and the surface moves

backwards. Before 200 ps, the target grows with more intense energy transfer to the lattice

subsystem in comparison with the cases of thicker targets. However, the energy is not large

enough to fully separate the surface from the target to cause ablation. Then after 200 ps,

the interatomic force described by EAM potential in our simulation overcomes the effects of

thermal expansion, therefore the material shrinks. At the same time, the target’s potential

energy converts to its thermal energy which causes the increase in lattice temperature, as

shown in Figure  6.13 .

6.6 The effects of the electron blast force

As we mentioned before, the Purja Pun’s interatomic potential is not suitable due to

overestimation of band strength at high temperatures. The study here is just to analyze the

effects of the electron blast force which peaks at the surface as described in equation  2.7 .
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Figure 6.9. Melting profile for 200 nm gold during the first 80 ps with
absorbed fluence 100 mJ/cm2.

In Figure  6.14 , a void area is created due to the velocity difference of the atoms on the

two sides of the area. The atoms on the left initially has higher velocity caused by the strong

electron blast force from the surface electrons. However, this force is not strong enough to

fully separate these atoms from the rest of the target. Later, the left side is slowed down by

the drag force while the right side speeds up through thermal expansion and therefore the

void shrinks and disappears.
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Figure 6.10. Lattice temperatures at 80 ps with 100 mJ/cm2 absorbed laser
fluence for three different target thicknesses (200 nm, 500 nm, bulk).

However, when the absorbed laser fluence increases, surface ablation occurs as shown in

Figure  6.15 . This ablation is mainly caused by the blast force of the nonequilibrium surface

electrons. Our simulation results show that the ablation does not occur if the blast force is

not included. In the paper by Starikov and Pisarev [  57 ], this type of ablation is called the

short type. This short ablation is mentioned elsewhere by Norman et al. [ 82 ] and Chimier

et al. [ 83 ]. The long type, caused by rarefaction wave is not shown in our study, because
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Figure 6.11. Surface movement profiles of gold during the first 300 ps after
laser irradiation for two different absorbed laser fluences (100 mJ/cm2 and 150
mJ/cm2) and two different target thicknesses (500 nm and bulk)

the interatomic potential is not suitable to predict such ablation mechanism. The absorbed

fluence thresholds for the short type of ablation in the cases of 200 nm, 500 nm, and bulk

gold are 170 mJ/cm2, 160 mJ/cm2, and 160 mJ/cm2 respectively, which are much higher

than those predicted by Starikov and Pisarev because of the much higher electron thermal

conductivity in our study. The threshold for 200 nm is slightly larger than those in the case
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Figure 6.12. Surface movement profiles of 200 nm gold during the first 300
ps after laser irradiation for two different absorbed laser fluences (100 mJ/cm2

and 150 mJ/cm2).

of thicker targets because the thermal expansion is faster and the velocity difference of atoms

with different depth is smaller, and the potentially ablated part are more difficult to separate

from the rest of the material. However, this effect is very small and can be neglected in other

studies. At each of their thresholds, the ablated thicknesses are 4.43 nm, 3.42 nm, and 4.00

nm for 200 nm, 500 nm, and bulk gold respectively as shown in Figure  6.15 .
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Figure 6.13. Lattice temperatures of 200 nm gold thin film at 200 ps and 300
ps after laser irradiation for two different absorbed laser fluences (100 mJ/cm2

and 150 mJ/cm2).

Similar temperatures of nonequilibrium electrons on the surface at early times result in

similar ablated thicknesses for the three cases, as shown in Figure  6.16 . Small deviations are

from the uncertainty caused by the randomness of the void formation.

However, our results and discussions in the next chapter will show the short ablation can

be predicted by the nonequilibrium effects of the electron temperature dependent (ETD) in-
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Figure 6.14. Snapshots of the surfaces of 500 nm gold film at 40 ps (top)
and 70 ps (bottom). The red regions indicate the 30 nm surface layers. Note
that these snapshots are taken at different locations in the simulation box.

teratomic potential developed by Norman et al. [ 43 ], indicating that the blast force vanished

at the surface (equation  2.6 ) should be used.

6.7 Summary

We benchmarked our hybrid modeling of femtosecond laser interaction with gold target

with both experiments and other simulation studies. Our simulation results showed good

agreements with the experiments [  25 ] of surface movement of 500 nm gold irradiated by 80

fs laser with fluence 1.3 J/cm2 and 1.56 J/cm2. From the analysis of the absorbed fluence

effects, we estimated the total laser reflectivity in the study is between 92% and 94%. We

also showed similar results of melted thickness for bulk material with the work by Starikov

and Pisarev [ 57 ] for the absorbed laser fluence from 100 mJ/cm2 to 200 mJ/cm2.

We also studied the effects of target thickness on material heating and ablation and

showed that 500 nm or thicker gold layer have very similar response to the laser pulse below
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Figure 6.15. Snapshots of the ablated atoms in the cases of 200 nm (top),
500 nm (middle) and bulk (bottom) at their own ablation thresholds (170
mJ/cm2, 160 mJ/cm2, and 160 mJ/cm2, respectively) at 70 ps. Note that
these snapshots are taken at different locations in the simulation box.

the ablation threshold, especially on the surface. However, thinner layers, for example 200

nm target, showed different tendency in material expansion. The electron subsystem reaches

thermal equilibrium in the entire target before lattice-electron equilibrium and that causes

melting simultaneously in a large area of the material with absorbed fluence 100 mJ/cm2

and above.

Lastly, we showed the effects of nonequilibrium electron blast force on void formation and

even short ablation in the surface area. This type of ablation happens at very early time and

greatly depends on the electron temperature on the surface. Therefore it is not affected by

the thickness of the target but greatly influenced by the electron thermal conductivity. The

ablated thickness for gold was calculated around 4 nm at the threshold around 160 mJ/cm2

of the absorbed laser fluence.

However, our further studies indicated that the blast force should vanish at the surface

and, therefore, is not responsible for the short ablation. The short ablation could be instead

caused by the nonequilibrium electron effect (electronic pressure by localized electrons) in-
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Figure 6.16. Electron temperatures on the surface at 1 ps in the cases of
200 nm, 500 nm and bulk at their own ablation thresholds (170 mJ/cm2, 160
mJ/cm2, and 160 mJ/cm2 respectively). The profiles of 500 nm and bulk
overlap in the graph.

cluded in the electron temperature dependent (ETD) interatomic potential as described in

the next chapter.
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7. SINGLE PULSE ABLATION STUDY

7.1 Introduction

In this chapter, we studied the effects of electronic pressure by localized electrons using

the electron temperature dependent (ETD) interatomic potential. Melting and ablation

studies over a wide range of absorbed laser fluences, 40-150 mJ/cm2, were performed.

We showed two ablation regimes as a function of laser fluence and three ablation mech-

anisms including nonthermal ablation by electronic pressure, spallation by thermal stress,

and phase explosion. The electronic pressure induced by the ETD potential can cause ab-

lation of thin layers in the low fluence regime. The onset of spallation is responsible for

the increase of ablation growth rate with laser fluence. However, the appearance of phase

explosion/explosive boiling does not produce significant effects on the ablation depth. This

mechanism suppresses the effects of electronic pressure at higher laser fluences and ablates

the target surface into single atoms and small clusters.

Our results agreed well with the experiments on ablation depth and velocities of ablated

matter in the high ablation regime. The ETD potential continuously updated in accordance

with electron temperature allows production of both the U shape profile of plume atomization

degree and better ablation depth profiles in low and intermediate fluence regimes as shown

in the experiments.

This section is reprinted from Yuan and Sizyuk (2021) Ablation study in gold irradiated

by single femtosecond laser pulse with electron temperature dependent interatomic potential

and electron–phonon coupling factor. Laser Physics, 31(3), 036002. [  45 ]. ”© Astro Ltd.

Reproduced with permission. All rights reserved”.

7.2 Simulation setup

For the simulated cases, the target material gold is initially at room temperature (300

K). The MD simulation box with a lateral area of 12.2 nm × 12.2 nm and a thickness of

407.8 nm has periodic boundary conditions in the directions perpendicular to the incident

laser, and a fixed boundary condition in the laser incident direction. With the same lateral
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size, the target is 203.9 nm thick in the MD part and 1800.0 nm thick in the TTM part. The

cell sizes for lattice and electron temperatures are 4.1×4.1×4.1 nm3 and 4.1×4.1×10.0 nm3

in the MD and TTM parts, respectively. There are approximately 1.8 million atoms in the

MD simulation. The laser pulse is 100 fs with a Gaussian shape. The timestep in MD is 1

fs. Laser penetration depth is 10 nm and absorbed laser fluence is considered. The electron

blast force vanishes at the surface as described in equation  2.6 .

The electron heat capacity (Ce) and electron-phonon coupling factor (G) are adopted

from Lin’s data [  22 ], the electron thermal conductivity (Ke) is calculated by the expression

developed by Anisimov and Rethfeld [  24 ] as described in previous chapter. The electron

temperature dependent (ETD) interatomic potential for gold [ 43 ] is used and two potentials,

1T and 5T, are derived from it.

7.3 Melting study with ETD interatomic potential

We studied material melting using two different values of electron-phonon coupling factor

G to compare with the results in Starikov and Pisarev’s work [  57 ]. One is a function of elec-

tron temperature from Lin’s data [  22 ] and the other is a constant value, 3.0 × 1016 Wm−3K−1.

We performed our simulations using both the 5T and the 1T potentials with both sets of

electron-phonon coupling factor G and found that melting and maximum electron temper-

ature profiles are not sensitive to the potentials used in our simulations (difference is lower

than 1%), so only results with the 1T potential are shown in Figure  7.1 . Note that the

potential used in the 1T simulations is the same as the one in Starikov and Pisarev’s work

[ 57 ], but the blast force and the lattice temperature are defined differently.

The melting thickness profiles of gold and maximum electron temperature are shown in

Figure  7.1 for various absorbed fluences from 40 mJ/cm2 to 150 mJ/cm2. Comparison of

results obtained with different G factors shows that the simulations with constant G value

underestimate melting thickness in low fluence regime, because of the underestimation of

the coupling effect. These simulations also overestimate melting thickness in high fluence

regime due to thicker heat-affected zones by slower electron-lattice relaxation.
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Figure 7.1. Melting thicknesses and maximum electron temperature for dif-
ferent absorbed fluences in gold: (*) is the data from Starikov and Pisarev’s
results [ 57 ]. The 1T potential was used in these simulations. The lines are
drawn to guide the eye.

7.4 Energy conservation with the 5T potential

Since the 5T potential will change the energy in the lattice subsystem without considering

the corresponding energy change in the electron subsystem, the total energy of the system

will not be conserved. However, with Lin’s G, this nonconservation is negligible. During

the first 10 ps , when potential change only occurs and the coupling between subsystems

is significant, the energy gain due to the 5T potential with changing electron temperature

(also the energy change of the whole system) is no more than 2.2% of the energy gain from

lattice-electron coupling. While using the constant G (3.0 × 1016 Wm−3K−1), due to its
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small value, the energy change from the 5T potential is much more substantial compared

to the lattice-electron coupling, and this results in a value of more than 10% in the same

comparison. Therefore, it is necessary to study the effects of the 5T potential with an

electron temperature dependent G in terms of energy conservation.

7.5 Comparison of the 5T and the 1T potentials

Figure  7.2 shows the density profiles after laser irradiation at the absorbed fluence 45

mJ/cm2 for both the 5T and the 1T potentials. In the case of the 5T potential, a thinner

layer of 10 nm was fully ablated, and a void of 10 nm diameter was formed and stabilized in

the subsurface of the target. However, a thicker layer of 18 nm was ablated in the simulation

of the 1T potential. To exclude the effects of the electron blast force on fast ablation, we

performed other simulations with the 5T potential without taking into account the electron

blast force, and similar ablation phenomena were observed.

Figure 7.2. Colormaps of target normalized density in gold at the absorbed
fluence 45 mJ/cm2. Left – the 5T potential; right – the 1T potential.

As shown in Figure  7.3 , the target surface responses to a single 45 mJ/cm2 laser pulse are

very different between the 5T and the 1T potentials. In the lattice temperature distribution

shown in Figure  7.3 (a), there is a heat center on the expanding surface at around 8 ps in the

case of the 5T potential, which is not seen in the case of the 1T potential. The process of

surface expansion corresponds to the transformation of potential energy into kinetic energy
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due to larger lattice parameters/constants in equilibrium at higher electron temperatures

according to the 5T potential. It was mentioned by Daraszewicz [  78 ] that with higher electron

temperature, the equilibrium lattice parameter becomes larger which causes bond softening

on the surface where the target can expand freely under electronic pressure. This electronic

pressure is caused by the localized electrons and these effects are implicitly expressed by

the 5T potential [ 43 ], [  51 ]. Note that the 5T potential is a discrete function of election

temperature in our simulations, and with a more accurate ETD potential which continuously

changed with electron temperature, the surface could be ablated in the form of individual

atoms.

In Figure  7.3 (b), simulations with the 5T potential showed strong compressive stress

caused by electronic pressure occurring in the subsurface area before 3 ps after laser irradi-

ation. Consequently, this strong compressive stress is followed by a strong unloading tensile

stress at around 8 ps, as shown in Figure  7.3 (c). This tensile stress is responsible for the

ablation of the thin liquid layer in the case of the 5T potential illustrated in Figure  7.2 .

In the case of the 1T potential, the compressive stress wave (Figure  7.3 (b)) induced by the

rapid heating of lattice under a nearly constant volume condition leads to the ablation as

shown in Figure  7.2 . The simulations with the 1T potential predict that photomechanical

cavitation due to rapid lattice heating, called spallation, is responsible for the ablation at

low laser fluence. Comparison of above results shows that in the case of the 5T potential,

the electronic nonthermal ablation removes hot thin layers, suppressing spallation under low

fluences.

7.6 Ablation mechanisms

To compare with experimental results, we converted the laser fluences in the experiments

into absorbed fluences by utilizing the absorptance measured by Vorobyev and Guo [ 28 ].

Figure  7.4 shows the ablation depth profile with respect to various absorbed laser fluences.

Two ablation regimes are seen because of the effects of electronic pressure in the case of the

5T potential. Predicted in our simulations, the transition fluence between two regimes is

around 60 mJ/cm2, which agrees well with the experimental results from works by Noël et
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Figure 7.3. Colormaps of target surface properties within 20 ps after 45
mJ/cm2 laser irradiation with the 5T potential (Left) and the 1T potential
(Right). These properties are lattice temperature (a), compressive stress (b),
and tensile stress (c). The black dashed lines in (b) indicate the electron
temperature in eV.
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al. [ 12 ] and Hermann et al. [ 29 ]. However, even with the 5T potential, we overestimated the

ablation threshold and the ablation thickness at low absorbed fluences in comparison with the

experimental results. The discrepancy results from the discrete nature of the 5T potential.

In reality, an interatomic potential, continuously changed with electron temperature, would

have a greater effect on the surface and be able to cause single atoms and thin layers to be

ablated in lower fluence regimes. The energy removal from the surface by these single atoms

and thin layers ablated by electronic pressure will subdue the effects of thermal pressure

as indicated in Figure  7.2 . Therefore, with an interatomic potential continuously changed

with electron temperature, one can predict a lower ablation threshold and shallower ablation

depth caused by spallation in the intermediate fluence regime, and the results will agree very

well with the experimental data. Figure  7.5 shows the ablation process by target density

colormaps with different absorbed fluences in simulations with the 5T potential.

With the fluence higher than 120 mJ/cm2, our simulation results with both the 5T and

the 1T potentials agree well with the experiments. At these fluences, the effects of electronic

pressure caused by the 5T potential are dominated by the rapid thermal expansion due

to phase change. The diminishment of the tensile stresses caused by electronic pressure is

shown in Figure  7.6 , suggesting the ablation of single atoms and small amorphous clusters

from the surface is now due to explosive boiling/phase explosion.

Note that our prediction of the physical processes is based mainly on the change of

ablation depth with different absorbed laser fluences. The previous papers [  12 ], [  29 ] did

not include confidence intervals and the 5T potential is an approximation of the continuous

function of electron temperature. Therefore, it might be not accurate to compare the exact

ablation depth when its value is already small (tens of nm).

Experimental results [  12 ], [  29 ] also showed a large ratio of atomized ablated matter to

overall ablated material at low fluences that can be explained by the electronic pressure

caused by the ETD potential. The sudden decrease of the atomization degree of the ablated

matter with increasing fluence is due to the onset of ablation by spallation and the slow

increase in high fluence regime results from the production of single atoms or small clusters

through phase explosion.
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With the absorbed fluence of 150 mJ/cm2, we can roughly divide the ablated matter

into two groups, one close to the surface is ablated by phase explosion and the other one

is ablated by spallation appearing as gold layers. Comparison with the velocity of ablated

matter measured in experiments [ 12 ] showed that our highest velocity of ablated single atoms

or small clusters by phase explosion is on the same order of 103 m/s and the slowest velocity

of ablated layer by spallation is about 100 m/s matching with the nanoparticle velocity

(around 100 m/s) in the experiments.

Figure 7.4. Ablation depth for different absorbed fluences in gold: (*) is
the data measured by Hermann et al. [  29 ] with absorptance from work by
Vorobyev and Guo [  28 ]. The circled point indicates the transition of the two
ablation regimes. The lines are drawn to guide the eye.

We also briefly performed the same study with electron thermal conductivity taken from

work by Petrov et al. [ 23 ] which is much larger than the one mainly used in this chapter.
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Figure 7.5. Colormaps of target density in gold at absorbed fluences from 40
mJ/cm2 to 150 mJ/cm2 with the 5T potential. The black lines indicate the
solid-liquid interface.

No ablation is seen even with absorbed fluence up to 150 mJ/cm2. The potential reasons

for this might be the discontinuity of the 5T potential or the overestimation of the electron

thermal conductivity by Petrov et al..

7.7 Summary

We studied melting and ablation dynamics in gold irradiated by a femtosecond laser

based on our hybrid MD-TTM simulations with the 5T potential and temperature dependent

electron-phonon coupling factor G. It was found that the overall melting thickness is not

affected by the nonthermal effects from the 5T potential with the studied absorbed fluence
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Figure 7.6. Colormaps of target tensile stress in gold within 20 ps after laser
irradiation at absorbed fluences from 40 mJ/cm2 to 150 mJ/cm2 with the 5T
potential.

(40 mJ/cm2 - 150 mJ/cm2), but it is very sensitive to the electron-phonon coupling factor G

used in the simulations. Two ablation regimes in accordance with laser fluence were predicted

in our simulations in the case of the 5T potential.

Three different ablation mechanisms, namely nonthermal ablation caused by electronic

pressure, spallation caused by thermal pressure, and phase explosion, were observed at differ-

ent absorbed fluences. We also pointed out that continuously changing ETD potential with

respect to electron temperature can cause direct ablation of surface atoms by high electronic

pressure. In the low fluence regime, ablation is mainly caused by electronic pressure from

localized electrons implicitly described by the ETD potential. While in the intermediate

fluence regime, spallation from the nucleation and growth of void in the subsurface layer
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caused by thermal stress occurs and leads to the ablation of thick layers. The onset of this

spallation is the transition point between the two commonly recognized ablation regimes.

In the high fluence regime, phase explosion/explosive boiling starts to take over the effects

of electronic pressure and becomes the dominant ablation mechanism for the surface atoms.

Single atoms and small clusters are ablated by phase explosion in the high fluence regime.

Although we correctly predicted the ablation thickness and the velocities of ablated mat-

ter in the high fluence regime with experiments by Noël et al. [ 12 ] and Hermann et al. [ 29 ], a

more accurate ablation picture for lower fluences could be obtained with the implementation

of more accurate ETD potential, continuously changed with electron temperature. Then,

the U shape profile of the plume atomization degree with respect to laser fluence found in

the experiments can be better explained.
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8. DUAL PULSE ABLATION STUDY

8.1 Introduction

In this chapter, we studied the effects of delay time of double laser pulses on ablation

process with both low and high absorbed fluences. Very different phenomena are observed for

the two absorbed fluences. With low absorbed fluence, longer delay time reduces the effects

of nonthermal ablation and has an optimal value for spallation. While with high absorbed

fluence, spallation becomes weaker and phase explosion becomes stronger with increasing

delay time.

8.2 Simulation setup

For the simulated cases, the target material gold is initially at room temperature (300

K). The MD simulation box with a lateral area of 12.2 nm × 12.2 nm and a thickness of

407.8 nm has periodic boundary conditions in the directions perpendicular to the incident

laser, and a fixed boundary condition in the laser incident direction. With the same lateral

size, the target is 203.9 nm thick in the MD part and 1800.0 nm thick in the TTM part. The

cell sizes for lattice and electron temperatures are 4.1×4.1×4.1 nm3 and 4.1×4.1×10.0 nm3

in the MD and TTM parts, respectively. There are approximately 1.8 million atoms in the

MD simulation. The laser pulse is 100 fs with a Gaussian shape. The timestep in MD is 1

fs. Laser penetration depth is 10 nm and absorbed laser fluence is considered. The electron

blast force vanishes at the surface as described in equation  2.6 .

The electron heat capacity (Ce) and electron-phonon coupling factor (G) are adopted

from Lin’s data [  22 ], the electron thermal conductivity (Ke) is calculated by the expression

developed by Anisimov and Rethfeld [ 24 ]. The electron temperature dependent (ETD)

interatomic potential for gold [ 43 ], also called the 5T potential, is used.

For the cases of double pulse irradiation, the two pulses are the same in pulse shape and

pulse duration with the single pulse. The intensities of the two individual pulses are the

same. For convenience, we considered the experiments using double pulses with 0 ps delay
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time are the same as the experiments using a single pulse of double intensity. Therefore, the

overall absorbed fluences of those two cases are the same.

8.3 Low overall absorbed fluence

We first studied double pulse each of absorbed fluences 25 mJ/cm2 with different delay

times. The overall absorbed fluence is 50 mJ/cm2. From previous study in the last chapter

[ 45 ], with this absorbed fluence, only nonthermal ablation caused by electronic pressure

implicitly described by the 5T potential occurs. Therefore, only a very thin surface layer

is ablated by a single pulse. However, as shown in Figure  8.1 , delay time will greatly alter

the ablation process while it does not have much effect on the overall melting depth. With

increasing delay time from 0 ps to 50 ps, the ablation mechanism changes from nonthermal

ablation in the case without delaying to spallation when delay time is 10 ps;and no ablation

was observed with delay time longer than 20 ps. Nonthermal ablation of thin layers and

spallation are both ablation mechanisms of liquid layers. They require the tensile stress at

the ablation point to be greater than 3.5 GPa (4 GPa predicted by Schäfer et al. [ 40 ]),

and fast surface expansion. The surface expansion in nonthermal ablation is mainly due

to the interatomic force from the changing of interatomic potential caused by the rapidly

increasing electron temperature. While the surface expansion in spallation is due to melting

and thermal expansion of liquid material caused by rapid heating of the lattice.

The decreasing of electronic effects from the ETD potential causes the transition from

nonthermal ablation, corresponding to delay time up to 5 ps in Figure  8.1 , to spallation in

the case of 10 ps delay time. The electronic effects are reflected by the compressive stress

and the electron temperature, as shown in Figure  8.2 . Stronger compressive wave, higher

electron temperature, and closer hot electron centers represent stronger electronic effects.

Figure  8.3 shows the lattice temperature and surface movement during the first 50 ps

after first laser pulse irradiation. Comparison of the cases with delay times of 10 ps and 20

ps shows the surface temperature is higher, and the surface expands faster in the case of 10

ps. This difference is the reason for the transition from spallation to no ablation.
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Figure 8.1. Colormaps of target density in gold irradiated by two identical
pulses each of absorbed fluences 25 mJ/cm2 with different delay times. The
black lines indicate the solid-liquid interface.

Figure 8.2. Colormaps of target compressive stress in gold irradiated by
two identical pulses each of absorbed fluences 25 mJ/cm2 with different delay
times. The black dashed lines indicate the electron temperature in eV.
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The tensile stress following the compressive stress wave is shown in Figure  8.4 . Unlike

the compressive stresses, the tensile stresses are of similar values across different delay times.

The delay time only changes the time when the tensile stress peak occurs. The tensile stress

in solid in the case of 50 ps delay time has different shape of that in liquid in the cases of

other delay times.

Figure 8.3. Colormaps of target lattice temperature in gold irradiated by
two identical pulses each of absorbed fluences 25 mJ/cm2 with different delay
times. The black lines indicate the solid-liquid interface.

8.4 High overall absorbed fluence

In this section, we studied double pulse each of absorbed fluences 50 mJ/cm2 with dif-

ferent delay times. The overall absorbed fluence is 100 mJ/cm2. We made sure the second

pulse hit the target before the ablation caused by the first pulse, therefore we only studied

the cases with delay time up to 10 ps.

Figure  8.5 shows the density of the gold target irradiated by double pulses with different

delay times. With increasing delay time up to 10 ps, the effects of spallation become weaker.

This is reflected by the thinner and slower layers ablated by spallation. At the same time,

the effects of phase explosion become stronger, this can be observed in Figure  8.5 and it is
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Figure 8.4. Colormaps of target tensile stress in gold irradiated by two
identical pulses each of absorbed fluences 25 mJ/cm2 with different delay times.
The black lines indicate the solid-liquid interface.

also reflected by the lattice temperature as shown in Figure  8.6 . With longer delay time, the

surface electron temperatures before the second pulse become lower, and this leads to lower

electron thermal conductivity. Therefore, heating of the surface electrons by the second pulse

results hotter lattice through electron-lattice coupling. Phase explosion is strongly affected

by the rapid heating of the lattice causing rapid boiling. Therefore, with higher surface

temperature in the cases of longer delay time, phase explosion is stronger.

However, the overall ablation depth in the case of longer delay times is smaller due to

weaker spallation, as shown in Figure  8.5 .

8.5 Summary

We performed simulations with low and high absorbed fluences to study the effect of

delay time between two pulses on the ablation process. With low absorbed fluence, ablation

mechanism changes from nonthermal ablation with 0 ps delay time to spallation with 10 ps

delay time and to no ablation with delay time longer than 20 ps. While with high absorbed

fluence, longer delay time enhances phase explosion and hinders spallation.
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Figure 8.5. Colormaps of target density in gold irradiated by double identical
pulses each of absorbed fluences 50 mJ/cm2 with different delay times. The
black lines indicate the solid-liquid interface.

As mentioned in the previous chapter, nonthermal ablation and phase explosion will ab-

late more single atoms and small clusters, while spallation will ablate thick liquid layers which

will disintegrate and form nanoparticles. Therefore, for better production of nanoparticles,

low absorbed fluence with 10 ps delay time is optimal according to our study.
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Figure 8.6. Colormaps of target lattice temperature in gold irradiated by
two identical pulses each of absorbed fluences 50 mJ/cm2 with different delay
times.
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9. SUMMARY AND FUTURE WORK

9.1 Summary

The dissertation reports the development of a numerical method combining molecular

dynamics (MD) and the two-temperature model (TTM) considering the electron temperature

dependence of all thermodynamic parameters and the interatomic potential to study phase

change and ablation of gold after femtosecond laser irradiation. The electron blast force

caused by the free electron pressure has two different equations. One shows that the electron

blast force vanishes at the surface and the other shows that it peaks at the surface. We

conjecture that this force should cause only lattice deformation in the material; therefore,

the expression that vanishes at the surface should be used. The flux-limited model was also

included to account for the inaccuracy of Fourier thermal conduction law when the electron

temperature gradient is steep. A pressure transmitting and heat conducting boundary is used

between the atomistic and the continuum parts for bulk materials. Introducing continuum

parts to replace atomistic parts in the bulk greatly reduces the computational work without

affecting the accuracy of the calculations.

Collision theory was used to obtain the electron collision frequencies, which are required

in the calculation of electron thermal conductivity. However, the interpolation between the

solid state and plasma state using collision theory underestimates the complexity of warm

dense matter and therefore, the corresponding heat capacity and thermal conductivity differ

significantly from the ab initio calculations and analytical expressions from other studies.

Melting of gold was extensively studied with an electron temperature independent (ETI)

interatomic potential. Even the ETI potential overestimates the bond strength at high

electron temperatures, melting is rarely affected since the temperature at the solid-liquid

interface is relatively low. Especially, the effects of the target thickness on melting were

investigated. Homogeneous melting was found in the case of thin films and melting growing

with the movement of the solid-liquid interface was seen in the case of thick film and bulk.

The ablation process was studied with the electron temperature dependent (ETD) inter-

atomic potential. Three ablation mechanisms were found in our simulations with different

laser fluence. Short nonthermal ablation was only observed at the ablation threshold. Non-
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thermal ablation was caused by the electronic pressure from localized electrons implicitly

described by ETD potential. With increasing laser fluence, spallation occurred. Spallation,

which is the ablation of liquid layers, was caused by thermal expansion of surface and tensile

stress following the strong compressive stress wave. In the high laser fluence regime, phase

explosion occurred on the surface and coexisted with spallation. Phase explosion is also

called explosive boiling which occurs when the strong rapid heating of lattice causes rapid

phase change.

The effects of the delay time in double pulse irradiation were also studied. It is shown

that delay time has a minimal effect on melting depth and mostly affects processes on the

surface. In the low laser fluence regime, nonthermal ablation was observed for single pulse

irradiation, which is considered double pulse irradiation without delay between the pulses.

Spallation occurs with increasing delay time; however, increasing the delay time too much

causes spallation to disappear, resulting no ablation. In the high laser fluence regime, phase

explosion gets stronger with longer delay time while spallation becomes weaker. Therefore,

for better nanoparticle production (more and thicker ablated layers from spallation), low

ablation regime with an optimal delay time is preferred.

9.2 Future work

To extend this work, one simple way is to study other metals, semiconductors, and

dielectrics using our Femto3D code. The difficulty for all these simulations is to obtain

material thermodynamic parameters. Coulomb explosion does not influence much in metals

since there are enough free electrons to cause effective screening [ 54 ]. However, it will not

be the case for semiconductors and dielectrics. Therefore, for these two kinds of materials,

an extra force from the electric field caused by nonequilibrium electrons should be added to

the model. The surrounding of the target has a great influence on the melting and ablation

of the material. The effects of noble gases of different pressures or liquid, such as water [ 84 ],

are worth to investigate.

If the computational power is allowed, simulations in larger temporal and spatial scales

can study the formation of nanoparticles and their spatial, size, and velocity distribution.

103



Defects in materials and their effects of material properties can be studied as well. Moreover,

without expanding the lateral area in the MD simulations, a finite element (FE) method can

be used to describe the surrounding area of the MD region. A seamless coupling (handshakes)

method connecting the FE and MD regions was proposed by Broughton et al. [ 85 ].

As mentioned in Chapter 7, a more accurate ETD potential, which is continuously

changed with the electron temperature, can give more insights in the nonthermal abla-

tion process. Experiments measuring the thermodynamic parameters, especially Ke and G,

would contribute much to the quantitative results.

At much higher laser fluence regime (beyond the studies in the dissertation), electron

emission [  56 ] and melt expulsion mentioned by Zhigilei et al. [ 41 ] should be considered.

The latter process can be studied by replacing the classical TTM model by a hydrodynamic

two-temperature hybrid model (HD-TTM) in the continuum part for bulk materials.

Decomposition of the ablated layers and redeposition of the ablated matter are important

in the study of nanoparticle production and micromachining, respectively. Since both happen

at much later times (> 1 ns) and require greater temporal and spatial scales, hydrodynamic

model may be a good option to study these processes.

Our simulations showed that preheating the target to a temperature below the melting

point has similar effects on the ablation process as the double pulse simulations at low

fluences, which can convert nonthermal ablation to spallation to achieve better nanoparticle

production. Preheating the target, however, is a much less expensive way in terms of laser

energy input compared with double pulse irradiation. Experiments to verify these simulation

results are needed.
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A. PHYSICS

A.1 Theory of electromagnetic wave-material interaction

In our study, we considered the normally incident laser as a plane-polarized electromag-

netic wave and our materials as non-magnetic medium. For simplicity, we considered the

laser travels in x direction (~n = (1, 0, 0)), ~E = (0, E(x), 0), ~B = (0, 0, B(x)), and the target

surface is at x = 0. For plane waves, we also have

∂E

∂t
= −iωE (A.1)

To study of this electromagnetic wave propagation, we first start with Maxwell’s equa-

tions, given by

∇ ~E = ρ

ε1ε0
(A.2)

∇ ~B = 0

∇ × ~E = −∂ ~B

∂t

∇ × ~B = µ1µ0σ ~E + µ1µ0ε1ε0
∂ ~E

∂t

where ρ is charge density, which is a constant for simplicity, ε0 is vacuum permittivity, µ0 is

vacuum permeability, while ε1 is the real part of the relative permittivity and µ1 is the real

part of the relative permeability.

Then to obtain the expression for the electric field, we used the following transformation

given by

∇ × (∇ × ~E) = ∇(∇ · ~E) − ∇2 ~E (A.3)

where ∇ · ~E = 0 for plain waves.

We now have
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∇2 ~E = −∇ × (∇ × ~E) (A.4)

= −∇ × (−∂ ~B

∂t
)

= ∂

∂t
(∇ × ~B)

= ∂

∂t
(µ1µ0σ ~E + µ1µ0ε1ε0

∂ ~E

∂t
)

= µ1µ0σ(−iω ~E) + µ1µ0ε1ε0(−ω2 ~E)

= −µ1µ0(i
σ

ω
+ ε1ε0)ω2 ~E

= −µ1µ0(iε2ε0 + ε1ε0)ω2 ~E

= −µ1µ0εrε0ω
2 ~E

where we define σ/ω = ε2ε0 and the relative permittivity εr = ε1 + iε2. µ1 = 1 for most

metals and µ0ε0 = 1/c2
0 where c0 is the speed of light in vacuum. Therefore, the solution to

E in equation  A.4 is given by

E = E0ei(n1+in2)ωx/c0 = E0ein1ωx/c0e−n2ωx/c0 (A.5)

where E0 is the electric field at the surface and √
εr = n1 + in2.

According to equation  A.5 , the electric field attenuation length ls is c0/(n2ω) = λ/(2πn2).

Knowing that the laser intensity is proportional to the second power of the electric field, the

intensity attenuation length (penetration depth) lp is half of the electric field attenuation

length ls, given by

lp = ls
2 = λ

4πn2
(A.6)

As for the calculation of surface reflection, we need to consider the boundary condition

at the surface. Normally, at an interface, we will have
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~n × ( ~E1 − ~E2) = 0 (A.7)

~n · ( ~D1 − ~D2) = ρs

~n × ( ~H1 − ~H2) = ~Js

~n · ( ~B1 − ~B2) = 0

For normal incidents, equation  A.7 can be simplified as

Ei + Er = Et (A.8)

Bi + Br = Bt

where the subscripts i, r, and t represent incident, reflection, and transmission. The incident

laser propagation direction ~n = (1, 0, 0), so is the transmitted wave, while the reflected

direction ~nr = (−1, 0, 0). For plane waves, the relationship between the electric field and

the magnetic field is given by ~B = √
µε~n × ~E, which can transform Bi + Br = Bt into

Ei − Er = √
εrEt. Therefore, the Fresnel formula of reflectivity for normally incident light is

R =
∥∥∥Er

Ei

∥∥∥2 =
∥∥∥1 − √

εr

1 + √
εr

∥∥∥2 =
∥∥∥1 − n1 − in2

1 + n1 + in2

∥∥∥2 (A.9)

where √
εr = n1 + in2.

A.2 Drude Model for relative permittivity

In order to calculate the penetration depth and reflectivity at the surface, we need to

know the value of the relative permittivity εr. In an electric field, the force on electrons has

two parts. One is the electric force and the other is a friction force due to collision, showing

as

me
d~v

dt
= e ~E − νeff~v (A.10)
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As mentioned above for plane waves, the time dependent term of the electric field is

the oscillation term e−iωt, the velocity will also inherit the same term and d~v/dt = −iωt.

Therefore, the solution to equation  A.10 is given by

~v = e ~E

me(νeff − iω) (A.11)

Using the definition of current density (j = enev) and Ohm’s law (j = σE), the conduc-

tivity σ of the material can be obtained as

σ = enev

E
= e2ne

me(νeff − iω) (A.12)

and the imaginary part of the relative permittivity ε2 is

ε2 = σ

ωε0
= e2ne

me(νeff − iω)ωε0
(A.13)

Therefore, the relative permittivity is

εr = ε1 + iε2 = ε1 + i e2ne

me(νeff − iω)ωε0
(A.14)

or

εr = ε1 −
ω2

p

ν2
eff + ω2 + i

ω2
pνeff

ω(ν2
eff + ω2) (A.15)

where the plasma frequency ωp =
√

nee2/(ε0me) and laser angular frequency ω = 2πc0/λ. In

our studies, we assumed ε1 = 1 for metals.
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B. CODES

All the codes mentioned below can be found at  https://github.com/DestinyOne/Femto-

Research .

B.1 Femto3D LAMMPS function

This is the modified LAMMPS function based on its two-temperature function. The

corresponding files include ’fix_femto3D.cpp’ and ’fix_femto3D.h’ in the ’ Femto3D ’ folder.

B.2 Preheating LAMMPS codes

These files are in the ’ Preheating ’ folder. A target generated in MD is preheated to a

wanted temperature and then relaxes to equilibrium. The output file for further use is a

LAMMPS restart file for further simulation.

B.3 Running LAMMPS codes

These files are in the ’  Common Runs ’ folder. The LAMMPS input file requires a restart

file which would be generated from the Preheating LAMMPS codes.

B.4 Analysis codes

These files are in the ’  Analysis ’ folder. The ’read.cpp’ and ’read2.cpp’ are to process the

dump files from LAMMPS outputs and they should run in order. The rest MATLAB files

are to generate figures using the temperature files from LAMMPS and the output files from

’read.cpp’ and ’read2.cpp’.
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