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ABSTRACT

Understanding the stance and bias reflected in the text is an essential part of achiev-

ing machine intelligence. Successful detection of them will not only provide us with a huge

amount of insights about public opinion and sentiment but also lay the foundation for serving

the most reliable and accurate information to meet people’s needs. Traditionally, this prob-

lem is often modeled merely as a text classification task. However, it is highly challenging

due to the huge variation involved in opinion expressions as well as the need for background

knowledge and commonsense reasoning. Meanwhile, just as we want to understand a word

based on its context, we also have social contexts for a piece of text, including its author, its

sharing pattern online, and its narrative about notable entities and events. These important

factors have been largely ignored in previous work. In this dissertation, we tackle this prob-

lem by proposing three novel neural network models. Each of them capturing one important

social context that can provide rich signals for the detection of stance and bias. The first

model aims at predicting the stance of posts from online debate forums. We proposed a

structured representation learning model that can make use of the authorship relation and

conversational structure in debates. It takes advantage of both collective relational classi-

fication methods and distributed representation learning. The performance boost after the

inference that is defined over the embedding space. The second model focuses on bias detec-

tion in news articles. We identify the social context available for many news articles, which

is the engagement pattern over social media. We construct the social information graph

involving news articles and apply GCN to aggregate local neighborhood information when

generating graph representations. A joint text and graph model is then used to propagate

information from both directions. Experimental results show even little social signals can

lead to significant improvement. Last but not least, we explore the situation where we cannot

obtain context information for test articles. In this case, we designed pre-training strategies

that can inject external knowledge about entities, frames, and sharing users into the text

model so that it can better identify relevant text spans for bias classification. We also show

larger performance gains can be achieved when the supervision is limited, demonstrating

the advantage of our model in such cases. Empirical results demonstrate that our models
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significantly outperform competitive baseline methods, by more accurately regularize the

text representation given additional signals available in the social context and by identifying

the portion of the text where stance and bias are most readily perceptible.
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1. INTRODUCTION

The last decade has witnessed a tremendous advance in the way information is generated and

disseminated. Instead of a few dedicated sources that collect and publish content for the mass

to consume, social platforms now provide the means for any user to distribute their content,

resulting in a sharp increase in the number of information outlets and articles covering news

events and controversial issues. As a direct result of this process, the information provided

by various sources is often shaped by their underlying perspectives, interests, and ideologies.

Understanding the stances, or the underlying ideologies, expressed in these articles is a highly

challenging but important task. It can help provide insight into current political discourse

and help gauge public sentiment on policy issues on a large scale. Meanwhile, identifying the

perspective difference and making it explicit can help strengthen trust in the newly-formed

information landscape and ensure that all perspectives are well represented. Moreover, It

can help lay the foundation for the automatic detection of false content and rumors so that

social platforms can take actions to prevent the spread of such information.

Among all kinds of online content, we focus on the politically related text, specifically

debates in online forums and online news articles. Unlike traditional document classification

tasks, documents on a controversial issue or a news event usually utilize highly similar

vocabulary. Moreover, texts from the opposite sides may even agree with each other to

some extent although different aspects of a topic may be emphasized [1 ], [2 ]. As a result,

despite the increasing capability of the current text model, existing approaches modeling

textual information alone still get limited performance in either stance or bias prediction

[3 ]–[6 ]. However, it is interesting to see that there is rich context information available in

these online environments. For example, CreateDebate1
 is an online debate forum. Figure

1.1 shows an example of debates on this website. Users express their opinion on a certain

topic (“Legalization of Marijuana” in this example) and reply to others to support or dispute

their arguments. The information of authors and conversational structures between posts

can definitely contribute to the prediction of the stance.
1↑ https://createdebate.com 
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Figure 1.1. Snapshot of a Debate about Marijuana Legalization on CreateDebate Forum.

Another case involves the propagation of news articles on Twitter. Many people nowadays

use Twitter as their major source of the news feed and retweet to share what they are

interested in. Fig. 1.2 shows two news tweets by Fox News and CNN respectively. We also

see the interaction statistics for these tweets at the bottom, like retweets. In fact, the sharing

pattern of news articles on Twitter provides knowledge in understanding the relationship

between different users and articles, thus can also help to determine their biases.

Based on these findings, we propose to model both the textual content and social context

of documents of interest. Every piece of text comes with its own context. Intuitively, we may

infer the label of text based on who is the author, how people with different backgrounds

react to it, and what entities and relations are mentioned, and how they are described. We

design models that take advantage of each of these social contexts and show empirically that

how they can help in understanding the stance and bias in the text better. The intuition

is to encourage information flow from relevant social context to text by representing them

in the corresponding embedding spaces. We briefly describe our proposed models in the

following paragraphs.

13



Figure 1.2. Snapshots of News Articles on Twitter.

The first context we consider is naturally the author. Usually, the content in the text

reflects the author’s opinion on a certain topic. We aim at predicting the stance of text on

controversial issues and evaluate our model over the Internet Argumentation Corpus [7 ]. This

is a dataset crawled from online debate forums where users voice their opinions and engage

with other users holding different views. We suggest viewing the stance prediction task as a

representation learning problem, and embed the text, authors, and attributes jointly based

on their interactions. This joint embedding strategy not only helps to regulate the text

vectors given the profile and interaction of authors but also makes inference possible as we

can also predict the stance of authors directly. Two sets of constraints are applied, namely

author constraints and consecutive constraints. Author constraints force agreement between

all the posts by the same author. Consecutive constraints are soft ones that encourage

disagreement in stances between neighboring posts in a debate thread, based on our findings

that people tend to disagree with the post they reply to. Global inference with the above

two constraints is utilized at both test and training time to further regulate the learned

14



representations. Experimental results show that our model can achieve significantly better

results compared to previous competitive collective classification approaches.

While it is great to make use of author profile and interaction to enhance the model’s

ability to predict preference, most of the time we have little information about the author,

especially for many online news outlets where we may not even know the author. However,

people nowadays often propagate what they like on social platforms, such as Twitter or

Facebook. This provides another source of supervision for text classification as people are

more likely to share articles whose opinions or stances they agree with. At the same time,

people may also follow or connect with notable political figures they are interested in on

social medias. To capture how information is disseminated in social networks. We use

Graph Convolutional Networks (GCN, [8 ], [9 ]), a recently proposed neural architecture for

representing relational information, to capture the documents’ sharing (retweet) pattern. We

show that social information can be used effectively as a source of distant supervision, and

when direct supervision is available, even little social information can significantly improve

performance.

The last factor we consider is the linguistic information, including entity mentions and

frame usage in the documents. News articles often cover real-world events that are related

to famous political figures. The same event can also be viewed from different angles and thus

completely opposite conclusions can be reached. In order to detect bias in news articles, we

believe it is important and effective to examine how entities and their relations are described

and which aspects of an event are emphasized. Given that the cost of obtaining supervision is

hard, we propose to utilize the social and linguistic information available as self-supervision

signals to pre-train the text models so that we can inject knowledge about entities, frames,

and biases into them. In the end, we can aggregate the text models pre-trained with various

information to make the prediction of the underlying ideologies of a news article through

an ensemble. Extensive experiments have been conducted to show that our proposed model

even outperforms more advanced textual baselines. Moreover, our proposed method is not

model-dependent and can be readily applied to other newly developed models.

The remaining of the dissertation is organized as follows. Chapter 2 presents prelimi-

naries and related technical background. Chapter 3 introduces a structured representation
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learning method for stance detection in the online debate setting. Chapter 4 covers text and

graph joint model for incorporating sharing pattern on social media for news bias detection.

Chapter 5 discusses the pre-training framework proposed to injecting knowledge about en-

tities, frames, and biases into the text model to generate better representation to identify

the perspective of news articles. Chapter 6 concludes this dissertation and discusses possible

directions for future work.
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2. BACKGROUND

In this chapter, we present some background knowledge that is useful in understanding the

models and frameworks proposed in this dissertation. This is intended to be a brief review

of relevant topics so that readers can quickly recall given that they have previous experience.

For further details about each topic, please refer to the corresponding materials that are

dedicated to them.

2.1 Representation Learning

Representation learning (or feature learning, we use them interchangeably in this dis-

sertation) refers to a set of techniques that automatically discover representations from raw

data for downstream tasks, including classification and clustering. This is in contrast with

traditional manual feature engineering where people design features based on domain knowl-

edge of the target task. Due to its efficiency and quality, Feature learning has now been

widely used in almost every domain in machine learning. People can feed raw data directly

to the models without putting effort into the tedious steps of feature engineering.

2.1.1 Unsupervised Representation Learning

To goal of unsupervised representation learning is often to discover low dimensional

features that capture the structures of the high dimensional raw data. Some of the classic

unsupervised learning approaches fall into this category as they try to identify the similarity

and differences between the features of all examples. K-means clustering [10 ] partition the

observations into k clusters in which each observation belongs to the cluster with the closest

mean (known as the cluster centroid). A one-hot indicator function for the nearest cluster

or the distance from a data point to all centroids can be used to generate new features.

Principal component analysis (PCA) [11 ], a widely used linear dimension reduction method,

provides another example. It finds the principal components of a collection of data points and

uses them to determine the orthonormal basis in which all individual dimensions are linearly

uncorrelated. The principal components are selected based on the amount of variation in the
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data captured in descending order. So we can project the data to a new space determined

by the first a few principal components to obtain lower-dimensional data with minimal loss

of information. A nonlinear dimensionality reduction technique, t-SNE, is useful to convert

high-dimensional data into a space of two or three dimensions for visualization. It is often

used to visualize representations learned by an artificial neural network, for example, the

hidden representations for classification tasks. In the field of natural language processing, it

is very popular to train word representation in an unsupervised way on a huge corpus. This

includes the traditional context-free representations, like word2vec[12 ] and glove [13 ], and the

recently proposed contextualized word representations, like ELMo [14 ] or BERT [15 ]. These

pre-trained representations are then used in various tasks ranging from text classification to

text generation, sometimes even get updated during the supervised training phase to adapt

to the specific task.

2.1.2 Supervised Representation Learning

Supervised representation learning can use the data label to provide feedback to the

feature learning process. It tries to reduce the error which captures how well the learned

representation can be used to produce the label. Artificial neural networks are the most

popular method in this category. The famous example comes from the computer vision model

for the face recognition task. A deep neural network model is shown to learn hierarchical

feature representations as shown in Fig., where each layer learns a distinct set of features

based on the previous layer’s output. The raw face image is fed as input to the network.

While the following hidden layers may learn to identify edges, corners, and contours, parts,

until the identity of the person. In natural language processing, we see the same trend

where deep models, like BERT, also encode a rich hierarchy of linguistic information, with

surface features at the bottom, syntactic features in the middle, and semantic features at

the top [16 ]. Deeper layers may be required when the long-distance dependency is needed

for the task, e.g. to track subject-verb agreement.
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2.1.3 Representation Learning for Graph Data

With the growing popularity of the word2vec model among text, the same technique is

borrowed to learn representations for graph data. One of the first attempts is DeepWalk

[17 ], which generates random walks starting from each node in the graph and considers

them as “sentences” in text. They are then fed to the word2vec model to obtain node

representations that capture the similarity between them based on the graph structure.

Node2vec [18 ] generalized prior work and designed a biased random walk procedure where

users can control the way to explore neighborhoods. This added flexibility leads to the

learning of richer node representations. More recently, a number of graph neural network

models are proposed to further push the capability to capture rich signals covered by a graph

structure. Graph Convolutional Network (GCN) is one of the most popular among them

due to its effectiveness and efficiency in message passing through neighborhood aggregation.

2.2 Integer Linear Programming

Linear programming (LP) is a special case of mathematical optimization which has linear

objective functions and linear constraints. The feasible set is a polytope, a convex, connected

set defined as the intersection of finitely many half-spaces. It is widely used to obtain the best

outcome in a variety of domains, such as transportation, manufacturing, and engineering.

In matrix-vector notation, a linear program in standard form [19 ] will be written as

minimize z = cT x (2.1)

subject to Ax = b (2.2)

x ≥ 0 (2.3)

with b ≥ 0. Here x and c are vectors of length n, b is a vector of length m, and A is

an m × n matrix called the constraint matrix. Note that although there are only equality
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constraints in the standard form, it is possible to have inequality constraints in a linear

program. For instance, given the constraint

ax ≤ b (2.4)

we can convert it to an equality constraint by including a slack variable s:

ax + s = b (2.5)

together with the constraint s ≥ 0.

For linear programming, all variables are continuous. However, in some situations, it

only makes sense for them to take on integer values. For example, the number of people

assigned to a job. We refer to the case in which all of the variables in a linear program are

restricted to be integers as integer linear programming (ILP). If only some of the variables in

the problem are restricted to be integers, they are called mixed integer programming (MIP).

Discrete problems are often harder to solve because the behavior of the objective and

constraints may change dramatically when we move from one feasible point to another, even

if these two points are very close in the space. In fact, ILP is NP-Complete. So it does

mean that we often need to use approximate algorithms for ILP to solve the problem within

a reasonable time. For instances with a small number of variables, exact algorithms can be

used.

2.3 Graph Neural Networks

Graphs are a kind of data structure that models a set of objects and their relationships.

Many real-world data can be modeled using graphs, including social networks, chemical

structures, and knowledge graphs. Due to its popularity and distinct characteristics involved

in the way information is presented, researches of graph analysis with machine learning have

been receiving more and more attention recently [20 ]. Among them, graph neural networks

(GNNs), deep learning based methods that operate on graphs are the most popular.
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GNNs work on a principle called message passing. At each time step, information is

propagated through the graph structure. This phase is defined in terms of message function

Mt and vertex update function Ut. At time t, each vertex v aggregate the messages received

to generate message representation

mt+1
v =

∑
w∈Nv

Mt(ht
v, ht

w, evw) (2.6)

where ht
v and ht

w are the hidden states for vertex v and w respectively at time step t, evw is

the features on the edge from node v to w, and Nv is the set of local neighbors of node v.

The hidden states are updated given the new messages

ht+1
v = Ut(ht

v, mt+1
v ) (2.7)

The final representations for nodes in the graph are the hidden states obtained after T

time steps, i.e. hT
v .

A graph convolutional network (GCN) is a special instance of the above abstraction. The

message function Mt is an average of hidden states of nodes in the local neighborhood

mt+1
v =

∑
w∈Nv

ht
w

|Nv|
(2.8)

While the vertex update function Wt is a linear transformation followed by an activation

layer

ht+1
v = σ(mt+1

v Wt) (2.9)

where Wt is the weight matrix for linear transformation and σ is the activation function, e.g.

ReLU.

2.4 Hierarchical Attention Networks

A hierarchical attention network (HAN, [21 ]) is a text representation model that is de-

signed for documents. It has two distinctive characteristics: (1) it has a hierarchical structure
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that mirrors the structure of documents; (2) it has two levels of attention mechanisms at the

word-level and sentence-level, enabling it to assign different weight to content when generat-

ing the sentence and document representations. We introduce the components in the design

of HAN in this section.

2.4.1 Recurrent Neural Network

Recurrent neural networks (RNNs) are a class of artificial neural network models that uses

sequential data or time-series data. RNNs can process variable-length sequences of inputs

with their internal state updated at each position to represent the sub-sequence already

processed. Therefore the computation takes into account historical information. It is very

suitable to process text data given that it has a sequence structure.

Recurrent neural networks leverage backpropagation through time (BPTT) algorithm

to determine the gradients and update their parameters. As the length of the sequence

increase, the problem of exploding gradients and vanishing gradients may occur since they are

computed as the multiplication of many values. When the gradient is too small, it continues

to become smaller through the sequence until they reach zero and become insignificant. The

model will stop learning at that time. Exploding gradients occur when the gradient is too

large. The model weights will grow too large and eventually be represented as NaN.

Long short-term memory (LSTM) networks are a popular RNN variant as a solution to

the vanishing gradient problem. They designed three gates, namely input gate, output gate

and forget gate to control the flow of information that is useful for the prediction. These ad-

ditions can help to capture long-term dependencies and also alleviate the vanishing gradient

problem. The original LSTM process the text in one direction, e.g. from left to right. In or-

der to capture the context from both directions, a bidirectional LSTM (BiLSTM) is proposed

by aggregating the hidden states from LSTM networks applied in opposite directions.

2.4.2 Hierarchical Structure and Attention Mechanism

In order to obtain representation for a sentence, one of the early methods is to compute

the average word embeddings for all words in the sentence. Similarly, one would think about
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averaging the sentence representation for a document. That is how the hierarchical structure

appears. However, instead of using the word embeddings directly, we can use BiLSTM to

model the context for a word or a sentence depending on the level. This enables the model

to adjust the meaning of the text given various contexts. Additionally, simple averaging

may not be the best choice since not all words or sentences are equally important, especially

when different tasks or objectives are considered. The attention mechanism can be a better

choice here as it can assign different weights automatically after training with supervision.
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3. CASE I: IMPROVING ONLINE DEBATE STANCE

PREDICTION WITH STRUCTURED REPRESENTATION

LEARNING

In this chapter, we consider the stance prediction problem in an online debate forum setting.

We first explain the importance of understanding the opinions expressed on these online dis-

cussion platforms. Then the social context available, including users’ profile information and

interactions, is discussed. We cast the stance prediction task as a structured representation

learning problem, in order to take advantage of both collective relational classification and

distributed representation learning methods. We report experimental results at the end to

show the effectiveness of our proposed model.

3.1 Introduction

In recent years, social media platforms play an increasingly important role in shaping

political discourse. Online debate forums allow users to voice their opinions and engage

with other users holding different views. Understanding the interactions between the users

on these platforms can help provide insight into current political discourse, argumentation

strategies, and can help gauge public sentiment on policy issues on a large scale. The

importance of understanding debate dialog has motivated significant research efforts [3 ], [4 ],

[22 ]–[27 ].

In this chapter, we focus on stance prediction, automatically identifying the stance ex-

pressed in debate posts on various issues. For example, Figure 3.1 describes a short debate

dialog about marijuana legalization between three users (denoted a1, a2, a3). The content

associated with each user is classified as supportive of legalization (Pro), or not (Con).

Early work took a text classification approach [22 ], [23 ], classifying individual posts using

a rich feature set. Since debate posts are not written in isolation, but rather express the

conversational interactions between users, modeling these interactions can help alleviate some

of the difficulty of this task. More recent work takes a collective classification approach [3 ],

[4 ], which models the dependencies between authors and their content and captures the
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“There are no deaths related to the actual 
use for marijuana this past year”

“There are many things that are harmful.    
Alcohol is more harmful than marijuana. 

“But that doesn't mean marijuana should be 
made legal because the other two are.“a2

a3

“Whether it kills people or not, it still is 
harmful to your body.”

a2

a1

“If we were to make everything illegal because 
it was harmful we would be living with nothing.“a3

Pro

Con

Pro

Con

Pro

Author Discussion Text Stance

Figure 3.1. Example of Excerpts from a Debate between Three Users about
Marijuana Legalization.

debate structure. For example, the interactions between users can express agreements (or

disagreements), which would entail a similar (or different) stance prediction associated with

their content. The stance decision can also be considered as a user-level decision, as users tend

to maintain the same stance throughout the debate, forcing stance agreement between all of

their posts. Unfortunately, despite these efforts, stance classification remains a challenging

problem.

In this chapter, we suggest a new approach for representing the structural dependencies

of debate dialogs, by taking a structured representation learning approach. Intuitively, our

system is designed to exploit the advantages of collective relational classification methods

(often discussed in the context of graphical models) and distributed representation learning

(often discussed in the context of deep learning and embedding). We suggest a method for

combining the two approaches in a single framework that can exploit their complementary

strengths.
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Our key intuition is that the embedding function can be trained to respect the relevant

structural dependencies. We jointly embed all the debate objects (i.e., authors, stances,

and textual posts), by considering the relationships between these objects. For example,

we model stance classification as a relationship between a post and a given stance label, by

measuring the similarity between their embedded representations. We can also model the

relationships between input objects; the similarity between the representations of two posts

would entail an agreement between the labels associated with them, thus allowing us to

perform collective classification over all the input instances. Specifically, we define the factor

graph corresponding to the dependencies between stance predictions in a debate thread and

use the similarity between the embedded representation of objects as a scoring function for

the factors. We explain this process in more detail in Section 3.3 .

The main strength of distributed representations is in their ability to share information

between the represented objects. We exploit this property and show that by adding addi-

tional information to the embedding space, the overall performance of the model improves,

even if this information is not directly relevant to the classification task. We demonstrate this

fact by comparing stance prediction performance, when trained over the multiple topics sep-

arately or jointly (thus allowing the model to share information between the representations

of multiple debate topics).

We evaluate our approach over the Internet Argument Corpus [7 ], [28 ], collected from

two debate websites,CreateDebate and 4Forums. We conduct several experiments, both

using in-domain data and out-of-domain data (when we train and test on different debate

topics). Our experiments show that formulating the problem as structured representation

learning indeed allows debate entities to share information and generalize better, resulting in

even larger improvements when multiple stances (corresponding to different output labels)

are trained jointly. Furthermore, we show that by using inference over the relationships

between the learned representations we can outperform traditional collective classification

methods.

Our contributions include (1) joint relational embedding for debate entities, allowing the

model to share information between related topics and underlying ideologies (2) suggest a

collective classification approach, defined over the embedding space, and using it to cast
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representation learning as a structured prediction problem, and (3) an extensive experimen-

tal study in which we evaluate several different modeling choices and information sharing

scenarios.

3.2 Related Work

Stance prediction in online debates is an important subjectivity classification task. Early

work viewed the problem as a binary classification task and focused on feature represen-

tations [22 ], [23 ], while later work took a collective approach [3 ], [4 ], [25 ]. Stance predic-

tion is not limited to online debates, as was also studied in the context of congressional

speeches [29 ], [30 ] and social media outlets, such as Twitter [31 ]–[33 ], including a recent

SemEval-16 task [26 ]. While most works view the task as supervised classification tasks,

several works suggest exploiting the interactions between users as a form of distant supervi-

sion [27 ], [31 ]. This task is broadly related to argumentation mining [24 ] and stance reason

classification [34 ].

Our technical work relies on exploiting distributed representations (i.e., embedding),

building on highly influential work on embedding words [12 ], [13 ], sentences [35 ] and even

full documents [36 ]. Our work explores the connections between text, users, and attributes,

attempting to create a common representation for them. The closest to our work is [37 ],

which jointly integrates different kinds of cues (text, attribute, graph) into a single latent

representation to get user embeddings.

Our work is also broadly related to deep learning methods that capture the structural

dependencies between decisions. This can be done either by modeling the dependencies

between the hidden representations of connected decisions using RNN/LSTM [38 ], [39 ], or by

explicitly modeling the structural dependencies between output predictions [40 ]–[42 ]. Unlike

these work, we formulate our problem as a structured representation learning problem, which

to our knowledge is the first work to identify the ties between the two problems.
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3.3 Model Overview

In this chapter, we suggest casting stance classification as a structured representation

learning task. Our approach revolves around two key ideas.

First, stance classification can be done by embedding both the input objects (i.e., posts)

and the output labels in the same space. The representations learned for text, users and

their attributes will reflect their semantic closeness. Therefore the actual classification can

be performed by comparing the similarity between the embedded representations of an input

object and the competing output labels.

Second, we can augment this representation with additional structural constraints, cap-

turing relevant domain information, such as the connection between posts by the same

author, and the disagreements between debate participants. These constraints can help to

correct some errors in the individual predictions by the model using the knowledge we have

on this task and dataset.

G
lobal M

AP 
Inference

Global Representation Learning

con

pro

pro

con

Debate  Data Relational Embedding Output Predictions

Joint
Representation

Learning

Figure 3.2. Overall Learning and Inference Processes.

To help clarify these ideas intuitively, consider the debate dialog in Figure 3.1 . Our

learning approach uses the structural and textual information in the dialog in three ways,

as shown in the process depicted in Figure 3.2 .

1. Joint Representation Learning The embedding learning objective is designed to

represent relevant relational information, allowing the representation of different input ob-

jects to share information. For example, stances on different topics may share a similar

ideology. Figure 3.3 demonstrates the joint embedding space. The relationship between
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authors and their posts is preserved by the proximity of their embedded representations.

Similar relationships between posts and their corresponding stances and underlying ideolo-

gies are also represented. To accomplish this goal we define a joint objective function over

different relations.

“..make everything 
illegal because it was 
harmful .. “

a1

a3

LT1:Con

LT1:Pro

“Yes, there are no deaths 

related to the actual use…”

“... Smoking cigarettes 
is harmful to the body 
and is still legal..”

“..that doesn't mean 
marijuana should be made legal because the other two are..“

“..To say something should 

be made legal because it is 

less harmful is ridiculous.”

a2

L:Liberal

L: Conservative

LT2:Con

“Marriage is between 
a man and a woman”

a4

“Love is love, no 
difference!

LT2:Pro

Figure 3.3. Relational Embedding Representing Authors, Stances and Posts
on Various Topics in the Same Embedding Space.

The model is trained to maximize the similarity between corresponding entity pairs (pos-

itive examples) compared to irrelevant ones (negative examples). We define the positive ex-

amples based on relational information and increase the similarity between their vectorized

representations during training. We explain this process in detail in Section 3.5 .

2. Global MAP Inference (Collective Classification) Representing the input objects

and their labels in the same embedding space allows us to reason about the relationships

between them. We view the prediction task as a collective classification, in which all the posts

in one or more given debate threads are decided together. We model inference required for
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the MAP assignment using a factor graph. For example, the graph described in Figure 3.4 ,

contains nodes corresponding to author level stance decisions (denoted Lai), and their posts

levels stance decision (denoted Lt(aj
i)
). We score these decisions using the learned embeddings.

For example, scoring the output assignment Pro to the post corresponding to Lt(aj
i)

will be

done by observing the similarity (dot product) between their vectorized representations vpro

and vt(aj
i)
.

…

La1
La2
La3

La1
La2
La3

La1
La2
La3

L
t(a13)

L
t(a12)

L
t(a22)

L
t(a11)

…

L
t(a13)

L
t(a22)

Figure 3.4. Collective Decision over Debate Thread Structure and Authors.

Factor nodes can either have a degree of 1 (e.g. scoring the similarity between an author

or post and an output label) or 2 (e.g. scoring the relationship between consecutive posts in

a debate discussion thread). We also allow hard constraints (light gray factors in Figure 3.4 ),

which force the model to produce consistent assignments. (for example, an author and the

text associated with it should have the same label). We explain this process in detail in

Section 3.4 .

3. Global Representation Learning A natural extension of the above model is to com-

bine the previous two steps and adopt a global training approach that uses joint prediction

during training. In this case, the loss function used when learning the embedding is defined

with respect to the structural dependencies imposed by the factor graph. This approach

is similar in spirit to deep structured learning approaches [42 ], however, in this case, the

structured learning process is defined directly over the embedding space. This process is

explained in Section 3.5.5 .
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3.4 Collective Classification

Our joint embedding model maps authors, attributes, and text into the same space. Thus

it allows us to compute the similarity between any pair of authors, texts, attributes, or their

combination. This is a very useful property, as information from all aspects can now be

used for predicting the target of interest. For example, more information is available for

identifying the stance of a post by using its author and neighboring posts comparing to the

post’s embedding alone. We exploit this property by defining the classification as a global

inference process, enforcing the constraints and preferences on all of the predictions.

ILP Formulation

We exploit the dependencies described above, using joint prediction over the different

aspects. We formulate the decision as an Integer Linear Programming (ILP) which allows us

to enforce the consistency of preferences between decisions. The ILP objective function is de-

fined over the similarity scores between objects’ vector representation in the joint embedding

space. Since integer linear constraints over 0-1 variables can represent logical constraints,

we define the ILP constraints using both representations to help improve readability.

In the stance prediction task, all the posts from multiple debate threads that potentially

share authors form a single ILP instance. The ILP global optimization objective is defined

over authors ai, the textual content (posts) {t0
i , ..., tk

i } associated with ai, and other textual

posts {tp
m, ..., tq

l }, responding to or responded by ai’s posts.

We create different types of boolean decision variables corresponding to the decision

tasks above. We assign a boolean variable AuthorLabel(ai,rj) to represent author ai has

attribute rj (i.e., its stance), and associate a score sim(eai , erj) with that variable. Similarly,

we assign a boolean variable TextLabel(tk
i ,rj) to represent that the text tk

i is labeled with

an attribute rj, and associate a score sim(etk
i
, erj) with that variable.

To ensure the consistency of the predicted variables, we define two types of constraints.

1. Single output value on a debate topic:

∀i ∑
j AuthorLabel(ai,rj) = 1

∀i, k
∑

j TextLabel(tk
i ,rj) = 1

2. Output consistency:
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∀i, j, k AuthorLabel(ai, rj) = TextLabel(tk
i , rj)

Note that in the debate domain, this constraint forces agreement between all the posts by

the same author.

We also add variables capturing the dependencies between connected posts. For debate

threads, a boolean variable Disagree(tp
i , tq

l ) is created for any two posts tp
i , tq

l when tq
l is a

response to tp
i , and associate a score disagree_parameter with that variable. This score is

a hyper-parameter for local models, capturing the preference towards disagreement between

consecutive posts in a debate. It is set according to the training set. When using global

learning, it is also included in the training, such that similarity scores of consecutive posts

will be adjusted appropriately (similar intuition as a margin constraint).

∀tp
i , tq

l Disagree(tp
i , tq

l )∧TextLabel(tp
i ,rj)

→ ¬TextLabel(tq
l ,rj)

The set of all possible decisions for the three set of variables are denoted as A for

AuthorLabel, B for TextLabel, Γ for Disagree.

Given these variables, our prediction function can be define as follows -

arg max
α,β,γ

∑
α∈A

α · score(α) +
∑
β∈B

β · score(β) +
∑
γ∈Γ

γ · score(γ)

Subject To C

Where C is a set of constraints defined above.

Constraints Demonstration

We demonstrate the impact of the two types of constraints introduced above.

The first type of constraint, regarded as author constraints, is a hard one that enforces

the labels assigned to an author and all posts by him are the same. We regard this Based

on the analysis of the dataset, we found this assumption holds true most of the time. It is

also intuitive since we know that people tend to keep the same attitude toward an issue and

seldom change that unless some life-changing event occurs. Looking at the example in Fig.

3.5 , aj
i stands for post j by author i. The orange line is the decision boundary of the local

model. The prediction for post a2
1 is not correct in this case. However, our inference module
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would likely correct this error by considering the decision of posts by the author 1 together.

If the aggregated score for all three posts associated with PRO is higher than CON , the

final prediction for all of them would be correct. It is also possible that the inference module

would misclassify more posts when the aggregated scores cannot reflect reality. However,

as long as the local model has a reasonably good performance itself, the inference module

would almost always lead to improvement.

𝑎ଵ
ଵ

𝑎ଶ
ଵ

𝑎ଵ
ଶ

𝑎ଵ
ଷ

𝑎ଶ
ଶ

𝑎ଶ
ଷ

Figure 3.5. Example of Author Constraints.

Another type of constraint is called consecutive constraints. It follows the intuition that

the stance for a post is usually different from the post it replies to. This assumption holds

true to a lesser extent than the previous one, which is why we do not enforce it. Instead,

we learn a score from the data to decide how much weight we want to assign to this rule.

We illustrate the effect of consecutive constraints with the example in Fig. 3.6 . Assume the
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five posts in this figure form a debate thread as shown in Table 3.1 . Again, the local model

makes a mistake for post a1
3. However, given the position of this post in the debate thread,

our inference module is likely to adjust the prediction to Pro since the posts it replies to

and replied to by both have the stance Con.

Table 3.1.
Debate Thread Example.

Post Stance
a1

1 Pro
a1

2 Con
a1

3 Pro
a2

2 Con
a2

1 Pro

𝑎ଵ
ଵ

𝑎ଶ
ଵ

𝑎ଵ
ଶ

𝑎ଷ
ଵ

𝑎ଶ
ଶ

Figure 3.6. Example of Consecutive Constraints.
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When these two types of constraints are used together, they complement each other and

enable the inference module to fix mistakes made by the local model better, leading to much

more consistent and meaningful predictions across debates.

3.5 Representation Learning

3.5.1 Embedding Perspectives

Let A and T denote the set of all authors and text respectively, let R denote the set of

all attributes for those authors and text. Stances on various topics are the major attributes

considered in this paper. For each topic, we have an embedding vector for the Pro stance

and another vector for the Con stance, such as Proabortion and Conabortion. We train our

embedding over multiple views of the data, each view connecting users and their content.

Author vs. Text: This objective is to predict text tj linked with author ai given the author

representation. Each post is a text unit in our experiments.

LAT = −
n∑

i=1

textai∑
j=1

logP (tj|ai) (3.1)

Author vs. Attribute: This objective is to predict attribute rj linked with author ai given

the author representation. Stance on different topics and user profile information form the

attributes set in debate datasets. Each user attribute value (e.g. male or female in gender

attribute) is represented by a vector.

LAR = −
n∑

i=1

attriai∑
j=1

logP (rj|ai) (3.2)

Text vs. Attribute: This objective is to predict attribute rj of the text given text ti. In

our experiments, we only used the stance label as attributes of text. However, it may also

be possible to inherit attributes from the author of the text.

LT R = −
m∑

i=1

attriti∑
j=1

logP (rj|ti) (3.3)
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Text vs. Text: This objective is to predict text tj given the text ti that share the same

attribute. It is used to promote similarity between posts sharing the same stance on a certain

topic.
LT T = −

m∑
i=1

textti∑
j=1

logP (tj|ti) (3.4)

All the conditional probabilities can be computed using a softmax function. Taking

P (tj|ai) as an example:

P (tj|ai) =
exp(eT

ai
etj)∑

k∈T exp(eT
ai

etk
) (3.5)

3.5.2 Embedding Initialization

In our model, the embedding for each author and attribute can be randomly initialized.

The text is a special case since there are complex structures involved. One way to capture

this is to use a pre-trained text embedding model to get an initial representation, and then

learn a neural network to map it to one in the shared space. Note that this also allows our

model to generate embedding for unseen text in the new space.

Specifically, for a text input x, we can compute its embedding e using M hidden layers

li, i = [0, M−1]. The first hidden layer l0 is computed from the input x:

l0 = f(W0x + b0) (3.6)

Subsequent layers are computed recursively:

li = f(Wili−1 + bi), i = 1, ..., M−1 (3.7)

Then the output from the final layer produces the embedding:

e = lM−1 (3.8)

f is the non-linear activation function. We used hyperbolic tangent (tanh) in our exper-

iments.
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Note that our model offers the flexibility to use more complex neural network structures,

including CNN and RNN, to learn a mapping from the initial word embedding sequences of

the text to an embedding in the joint space.

3.5.3 Joint Embedding Learning

Our objective is to learn a semantic embedding for authors, text, and attributes associated

with them so that they are close in the embedding space if they are semantically close to

each other.

Joint Embedding Loss Function: We can combine these embedding losses from Equa-

tions 3.1 -3.4 into a joint training objective:

LJoint(A, T, R) =
∑

i∈(AT,AR,T R,T T )
λiLi (3.9)

where λi is the coefficient for each view, indicating the relative importance in the loss

function. We set all λi to the default value 1 in all our experiments.

This is the general framework. Additional views may be added or removed for a certain

dataset. For example, we can add a term representing the author vs. author view in the loss

function if links between them are available.

3.5.4 Model Optimization

We train our model using a mini-batch Adam optimizer to minimize the loss in Eq. 3.9 .

However, computing gradient for Eq. 3.1 , and Eq. 3.4 is expensive due to the size of the

authors or text. To address this problem, we refer to the popular negative sampling approach

[43 ], which reduces the time complexity to be proportional to the number of positive example

pairs.
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3.5.5 Global Embedding Learning

Although different views of the data are captured in our joint loss function, it does not

ensure that the information they provide at inference time will be “cooperative”, i.e., it will

result in consistent global prediction over all the debate outputs. One potential problem is

that examples associated with one view will dominate the training and skew the prediction

when constraints are applied. To handle this issue, we included the inference procedure

during training. Instead of making sure the loss for each local view is minimized, the global

objective promotes the rank of all the gold predictions jointly. For instance, at training,

posts, together with their author and neighboring posts (if available) are used to infer their

stance based on the inference procedure described in section 3.4 . Then structured hinge loss

can be used to define the prediction loss as in Eq. 3.10 .

Lpred =
∑

i∈instances

max(0, maxy∈Y (∆(y, ti) + score(xi, y))− score(xi, ti)) (3.10)

where xi and ti are the problem instances and corresponding gold predictions, Y denotes

all possible predictions, and score(·) is the inference score function. ∆(·, ·) is the hamming

loss. It measures the difference between two predictions and is used to create a margin

between gold and other predictions.

The loss function used for updating the parameters in the global model is defined as

follows.

LGlobal = λpredLpred + λAT LAT + λT T LT T (3.11)

The coefficients for different terms in the global loss function can adjust the contribution

of the prediction objective (Lpred) versus the information sharing objective (LAT and LT T ).

Again, we set all λ to the default value 1 in the experiments of this paper. We leave the

exploration of different coefficient settings to future work. Since the inference is used during

global training, the scores for text stance and author stance are part of the inference scores.

So they will get updated according to Lpred. Therefore we do not include LAR and LT R

explicitly in the global loss function.
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In our experiments, a mini-batch of debate threads is regarded as an instance during

training. To reduce the computational cost, we used the parameters learned with the joint

embedding loss function as the starting point for the global training.

3.6 Experiments

To evaluate the different properties of our model and demonstrate their advantages, we

evaluate the quality of our structured embedding model on two datasets 4FORUMS and

CREATEDEBATE for stance classification tasks at the post level, consisting of eight

topics in total. The datasets are taken from the Internet Argumentation Corpus [7 ]. Table

3.2 shows statistics about these datasets.

Table 3.2.
Data Statistics for 4Forums and CreateDebate.

Dataset Topic Posts Users

CREATEDEBATE

Abortion 1741 340
Gay Rights 1376 370
Marijuana 626 258

Obama 985 278

4FORUMS

Abortion 7937 342
Evolution 6069 311

Gay Marriage 6897 296
Gun Control 3755 281

Experimental Design Our experiments are designed to evaluate the different properties

of our model. To accomplish that, we compare different variations of the model, correspond-

ing to (1) only the joint embedding (denoted Joint), (2) using inference at test time, over the

joint embedding (denoted Inference), and (3) using global training (denoted Global), which

also uses inference during training. We report the results of these experiments in the two

datasets in Tables 3.3 and 3.4 .

Our second set of experiments are designed to evaluate the joint embedding model’s

ability to share information between the representations of different objects. In this case, we

compare the performance of the Joint and Inference models when additional information is

available. We compare three settings (1) In-Domain, when the available training and testing
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data are from the same domain (2) In+Out Domain, where we augment the In-Domain

training data with additional debate threads from other topics. In this case, the model

can represent the relationships between stances on different topics and potentially generalize

better. Finally, (3) User-Attribute, where we augment the author attributes with profile

information extracted from the debate website. We conduct all of these experiments over

the CreateDebate dataset, and report the results in Table ??.

3.6.1 Experimental Settings:

We used PyTorch [44 ] to implement the embedding model and Gurobi [45 ] as our ILP

solver1
 . Each debate post is initially represented using the Skip-Thought Vectors [35 ], and

then mapped to an embedding in the shared space through one hidden layer. We do not

add more layers as both datasets are relatively small. Hyperbolic tangent (tanh) is used as

a non-linear activation function. All other embeddings are randomly initialized following a

normal distribution with variance 1/
√

dim. The embedding size dim for all experiments is

300. For the training of the neural network, we used a mini-batch Adam optimizer to update

parameters. Dropout with a probability of 0.7 is used as regularization. The termination

criteria are convergence on training loss. Five epochs of non-improvement on loss are consid-

ered as a convergence for joint models, and one epoch for global models. Other parameters

in our model include negative sample size k=5, mini-batch size b=10.

3.6.2 Results

Our results on stance classification are described in Table ?? and Table ??. The results

are computed using 5-fold cross-validation. For the CreateDebate dataset, We used the

same five data folds as in [3 ] to ensure our results are directly comparable with theirs. For the

4Forum dataset, we randomly divided debate threads into five folds since the data split is

not available in [4 ]. We regarded the same user in the training and test folds as different ones

to avoid leaking label information from training to test. NB and CRF stands for the best

local and collective models in [3 ]. Note that their system also uses the author constraints,
1↑ Please refer to https://github.com/BillMcGrady/StancePrediction for data and source code.
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as well as a highly engineered feature set and additional weakly-supervised data that we did

not use. Despite that fact, our global model significantly outperforms their model with the

exception of the Obama domain. In the 4Forum experiments we compare our models to

result with a PSL based model [4 ] which performs similar collective classification defined

over a feature-rich representation. In this case, our Global model achieves the best overall

performance as well.

Table 3.3.
Average Accuracy on CREATEDEBATE dataset.

Model Abortion Gay Marijuana Obama Average
Rights

Majority 56.2 64.5 72.0 56.1 62.2
NB [3 ] 73.3 67.0 72.4 67.0 70.0

CRF [3 ] 74.7 69.9 75.4 71.1 72.8
PSL [4 ] 66.8 72.7 69.1 63.7 68.1

Joint 62.1 63.1 69.2 57.4 63.0
Inference(AC) 70.4 62.7 66.3 62.2 65.4

Inference(Consecutive) 67.2 65.0 66.8 61.0 65.0
Inference(Both) 81.1 75.6 75.0 64.7 74.1

Global 81.0 77.2 77.6 64.8 75.2

Table 3.4.
Average Accuracy on 4FORUMS dataset.

Model Abortion Evolution Gay Gun Average
Marriage Control

Majority 56.8 65.8 66.0 67.8 64.1
PSL [4 ] 77.0 80.3 80.5 69.1 76.7
Joint 64.1 67.2 68.5 66.5 66.6

Inference(AC) 72.9 66.8 68.6 68.4 69.2
Inference(Consecutive) 67.5 67.7 72.3 69.6 69.3

Inference(Both) 85.9 80.9 88.1 81.6 84.1
Global 86.5 82.2 87.6 83.1 84.9

We evaluate the contribution of two constraint sets, Author constraints (AC ) enforce

author and their posts share the same stance. Consecutive will encourage disagreement

in stances between neighboring posts as introduced in section 3.3 . The addition of these

two constraints leads to a significant increase in performance when used together. This is
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because AC and Consecutive add agreement and disagreement constraints between test posts,

grouping them into clusters and making it easier to be predicted correctly. For instance,

given multiple posts from the same author, the model can make correct decisions on all

of them even if the prediction based on some individual posts may be wrong. Finally,

we observe that structured representation learning (i.e., Global) leads to a performance

improvement compared to inference over the joint embedding objective (Inference). This

shows the effectiveness of global learning.

Table 3.5 shows the result on CreateDebate when additional information is available.

We extracted user profile information (User-Attribute) from the website2
 , consisting of five

attributes (Gender, Marital Status, Political Party, Religion, and Education). Clearly richer

user information results in a better representation, both for users and as a result, also for

the text they author, leading to improved performance. A similar trend occurs when out-of-

domain data is available (In+Out Domain). Stances over different debate topics impact the

text and author representations. Interestingly, when this data is available, our model is able

to outperform the collective approach of [3 ] in all debate topics, showing that our model can

indeed exploit the information shared by the underlying ideologies.

3.7 Chapter Summary

In this chapter, we study the problem of stance prediction, a challenging text classification

problem, which requires taking into account textual content, conversational interactions,

and author information. People have tried to model it using a graphical model over a fixed

feature representation. We follow the observation that all of these problems are connected

and allow the model to capture these dependencies by learning representations for all these

aspects jointly. We show that by formulating the decision problem over the representation

directly and requiring the representation to respect the global dependencies between these

aspects, our model can generalize better and exploit additional information even when it is

not directly relevant.
2↑ www.createdebate.com 
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In the future, we can explore additional domains and evaluate whether including addi-

tional aspects, can help provide better generalization. Providing sufficient supervision is one

of the main bottlenecks of NLP, we intend to apply our approach in weakly and distantly

supervised settings, to help alleviate this difficulty.
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4. CASE II: IMPROVING BIAS DETECTION IN NEWS

ARTICLES BY ENCODING SHARING STRUCTURE ON

SOCIAL MEDIA

In this chapter, we consider the bias prediction problem for news articles. We first emphasize

the importance of identifying the underlying political perspective of news articles and the

challenge we are facing. Then we construct the social information graph by extracting

political and sharing Twitter users for the news articles in our dataset. We propose a joint

text and graph model that learn corresponding representations for news article based on

both textual and graph information, in order to propagate bias signal to flow between the

two sides. We report experimental results for both full supervision and distant supervision

to demonstrate the performance gain resulted from the sharing pattern information.

4.1 Introduction

Over the last decade, we witness a dramatic change in the way information is generated

and disseminated. Instead of a few dedicated sources that employ reporters and fact-checkers

to ensure the validity of the information they provide, social platforms now provide the

means for any user to distribute their content, resulting in a sharp increase in the number

of information outlets and articles covering news events. As a direct result of this process,

the information provided is often shaped by their underlying perspectives, interests, and

ideologies. For example, consider the following two snippets discussing the comments made

by a Democratic Senator regarding the recent U.S. government shutdown.

thehill.com (Center)

Sen. Mark Warner (D-Va.) on Sunday blasted President Trump for his “inept negotiation”

to bring an end to the ongoing partial government shutdown. Warner, the ranking member

of the Senate Intelligence Committee, lamented the effect the shutdown has had on hundreds

of thousands of federal workers who have been furloughed or forced to work without pay.
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infowars.com (Right)

Senator Mark Warner (D-Va.) is being called out on social media for his statement on

the partial government shutdown. Warner blamed the “suffering” of federal workers and

contractors on President Trump in a Sunday tweet framing Trump as an “inept negotiator”.

Twitter users pointed out that Democrats are attending a Puerto Rican retreat with over

100 lobbyists and corporate executives.

Despite the fact that both articles discuss the same event, they take very different per-

spectives. The first reporting directly about the comments made, while the second one

focuses on negative reactions to these comments. Identifying the perspective difference and

making it explicit can help strengthen trust in the newly-formed information landscape and

ensure that all perspectives are represented. It can also help lay the foundation for the au-

tomatic detection of false content and rumors and help identify information echo chambers

in which only a single perspective is highlighted.

Traditionally, identifying the author’s perspective is studied as a text-categorization prob-

lem [31 ], [46 ]–[49 ], focusing on linguistic indicators of bias or issue-framing phrases indicat-

ing their authors’ bias. These indicators can effectively capture bias in ideologically charged

texts, such as policy documents or political debates, which do not try to hide their political

leaning and use a topic-focused vocabulary. Identifying the authors’ bias in news narratives

can be more challenging. News articles, by their nature, cover a very large number of topics

resulting in a diverse and dynamic vocabulary that is continuously updated as new events

unfold. Furthermore, unlike purely political texts, news narratives attempt to maintain

credibility and seem impartial. As a result, bias is introduced in subtle ways, usually by

emphasizing different aspects of the story.

Our main insight in this chapter is that the social context through which the information

is propagated can be leveraged to alleviate the problem, by providing both a better repre-

sentation for it, and when direct supervision is not available, a distant-supervision source

based on information about users who endorse the textual content and spread it. Several

recent works dealing with information dissemination analysis on social networks focused on

analyzing the interactions between news sources and users in social networks [50 ]–[52 ]. How-
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ever, given the dynamic, and often adversarial setting of this domain, the true source of

the news article might be hidden, unknown, or masked by taking a different identity. In-

stead of analyzing the documents’ sources, our focus is to use social information, capturing

how information is shared in the network, to help guide the text representation and provide

additional support when making decisions over textual content.

We construct a socially-infused textual representation, by embedding in a single space

the news articles and the social circles in which these articles are shared so that the politi-

cal biases associated with them can be predicted. Figure 4.1 describes these settings. The

graph connects article nodes via activity-links to users nodes (share), and these users, in

turn, are connected via social links (follow) to politically affiliated users (e.g., the Republi-

can or Democratic parties twitter accounts). We define an embedding objective capturing

this information, by aligning the document representations, based on content, with the rep-

resentation of users who share these documents, based on their social relations. We use a

recently proposed graph embedding framework, Graph Convolutional Networks (GCN) [8 ],

[9 ] to capture these relationships. GCNs are neural nets operating on graphs, creating node

embeddings based on the graph neighborhood of a given node. In the context of our prob-

lem, the embedding of a document takes into account the textual content, but also the social

context of users who share it, and their relationships with other users with known political

affiliations. We compare this powerful approach with traditional graph embedding methods

that only capture local relationships between nodes.

Given the difficulty of providing direct supervision in this highly dynamic domain, we

study this problem both when direct supervision over the documents is available, and when

using distant-supervision, in which the document level classification depends on propagat-

ing political tendencies through the social network, which is often incomplete and provides

conflicting information.

To study these settings we focus on U.S. news coverage. Our corpus consists of over

10,000 articles, covering more than 2,000 different news events, about 94 different topics,

taking place over a period of 8 years. We remove any information about the source of the

article (both meta-data and in the text) and rely only on the text and the reactions to it on

social media. To capture this information, we collected a set of 1,600 users who share the
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news articles on Twitter and a handful of politically affiliated users followed by the sharing

users, which provide the distant supervision. We cast the problem as a 3-class prediction

problem, capturing left-leaning bias, right-leaning bias, or no bias (center).

Our experimental results demonstrate the strength of our approach. We compare direct

text classification or node classification methods to our embedding-based approach in both

the fully supervised and distant supervised settings, showing the importance of socially

infused representations.

Social Link (follow)
Activity Link (share) Politically

-Affiliated  
Sharing 
User  

Figure 4.1. Information Flow Graph.

4.2 Related Work

The problem of perspective identification is typically studied as a supervised learning

task [46 ], [53 ], in which a classifier is trained to differentiate between two specific perspectives.
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For example, the bitter-lemons dataset consisting of 594 documents describing the Israeli

and Palestinian perspectives. More recently, in SemEval-2019, a hyperpartisan news article

detection task was suggested1
 . The current reported results on their dataset are comparable

to ours when using text information alone, demonstrating that it is indeed a challenging

task. Other works use linguistic indicators of bias and expressions of implicit sentiment [46 ],

[48 ], [54 ], [55 ]. In recent years several works looked at indications of framing bias in news

articles [56 ]–[60 ]. We build on these works to help shape our text representation approach.

Recent works looked at false content identification [50 ], [61 ], including a recent challenge2
 

identifying the relationship between an article’s title and its body. Unlike these, we do not

assume the content is false, instead, we ask if it reflects a different perspective.

Using social information when learning text representations was studied in the con-

text of graph embedding [62 ], extending traditional approaches that rely on graph relations

alone [17 ], [18 ], [63 ] and information extraction and sentiment tasks [64 ], [65 ]. In this work,

we focus on GCNs [9 ], [66 ], a recent framework for representing relational data, that adapts

the idea of convolutional networks to graphs. Distant supervision for NLP tasks typically

relies on using knowledge-bases [67 ], unlike our setting that uses social information. Using

user activity and known user biases was explored in [68 ], our settings are far more challenging

as we do not have access to this information.

4.3 Dataset Description

We collected 10,385 news articles from two news aggregation websites3
 on 2,020 different

events discussing 94 event types, such as elections, terrorism, etc. The websites provide news

coverage from multiple perspectives, indicating the bias of each article using crowdsourced

and editorial reviewed approaches4
 . We preprocessed all the documents to remove any

information about the source of the article.

We collected social information consisting of Twitter users who share links to the col-

lected articles. We focused on Twitter users who follow political users and share news articles
1↑ https://webis.de/events/semeval-19/ 

2↑ http://www.fakenewschallenge.org 

3↑ Memeorandum.com and Allsides.com 

4↑ https://www.allsides.com/media-bias/media-bias-rating-methods 
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frequently (100 articles minimum). We found 1,604 such Twitter users. The list of polit-

ical users was created by collecting information about active politically affiliated users. It

consists of 135 Twitter users who are mainly politicians, political journalists, and political

organizations. The set of political users and Twitter users are disjoint. The summary of the

dataset is shown in Table 4.1 .

Table 4.1.
Dataset Statistics for Allsides.

Articles 10,385 Twitter Users 1,604
-Left 3,931 Pol. Users 135
-Right 2,290 Left Pol. Users 49
-Center 4,164 Right Pol. Users 51

Sources 86 Center Pol. Users 35
Types 94 Avg # shared per Article 23.29
Events 2,020 Avg # pol. users followed 20.36

Data Folds We created several data splits to evaluate our model in the supervised settings,

based on three criteria: randomly separated, event separated and time separated splits. In

the event-separated case, we divide the news articles such that all articles covering the same

news event will appear in a single fold. For the time-separated case, we sort the publication

dates (from oldest to latest) and divide them into three folds. Each time one fold is used as

training data (33%) and the other two combined as test data (66%). We use the same folds

throughout the experiment of supervised classification for evaluation purposes.

Constructing the Social Information Graph We represent the relevant relationships

as an information graph, similar to the one depicted in Figure 4.1 . The social information

graph G = {V, E}, consisting of several different types of vertices and edges, is defined as

follows:

• Let P ⊂ V denote the set of the political users. These are Twitter users with a

clear, self-reported, political bias. They may be the accounts of politicians (e.g., Sarah

Palin, Nancy Pelosi), political writers in leading newspapers (e.g., Anderson Cooper),

or political organizations (e.g., GOP, House Democrats). Note that even political users

that share a general political ideology can differ significantly in the type of issues and

agenda they would pursue, which would be reflected in their followers.
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• Let U ⊂ V denote the set of Twitter users that actively spread content by sharing news

articles. The political bias of these users is not directly known, only indicated indirectly

through the political users they follow and news articles they share on Twitter.

• Let A ⊂ V denote the set of news articles shared by the Twitter users (U).

The graph vertices are connected via a set of edges described hierarchically, as follows:

• EUP ⊂ E: All the Twitter users are connected to the political users whom they

follow. Note that a Twitter user may be connected to many different political users.

• EAU ⊂ E: All the articles are connected to the Twitter users who share them. Note

that an article may be shared by many different Twitter users.

4.4 Text and Graph Model

Our goal is to classify news articles into three classes corresponding to their bias. Since

we have both the textual and social information for the news articles, we can obtain rep-

resentations for them using either the text or graph models. In this section, we briefly go

through the text representation methods and then move to describe the graph-based models

we considered in this paper.

4.4.1 Text Representations and Linguistic Bias Indicators

To predict the bias of the news articles, we can consider it as a document classification

task. We use the textual content of a news article to generate a feature representation.

Deciding on the appropriate representation for this content is one of the key design choices.

Previous works either use traditional, manually engineered representations for capturing

bias [48 ] or use latent representations learned using deep learning methods [49 ]. We

experimented with several different choices of the two alternatives and compared them by

training a classifier for bias prediction over the document directly. The results of these

experiments are summarized in Table 4.2 . We provide a brief overview of these alternatives

and point to the full description in the relevant papers.
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Linear BoW Unigram features were used. The articles consist of 77,772 unique tokens.

We used TFIDF vectors as unigram features obtained by using scikit-learn [69 ].

Bias Features These are content-based features drawn from a wide range of approaches

described in the literature on political bias, persuasion, and misinformation, capturing struc-

ture, sentiment, topic, complexity, bias, and morality in the text. We used the resources in

[70 ] to generate 141 features based on the news article text, which were shown to work well

for the binary hyper-partisan task [71 ].

Averaged Word Embedding (WE) The simplest approach for using pre-trained word

embeddings. An averaged vector of all the document’s words using the pre-trained GloVe

word embeddings Pennington2014 is used to represent the entire article.

Skip-Thought Embedding Unlike the Averaged word vector that does not capture con-

text, we also used a sentence level encoder, Skip-Thought [72 ], to generate text representa-

tions. We regard each document as a long sentence and map it directly to a 4800-dimension

vector.

Hierarchical LSTM over tokens and sentences We used a simplified version of the

Hierarchical LSTM model [21 ]. In this case, documents are first tokenized into sentences,

then each sentence was tokenized into words. We used a word-level LSTM to construct a

vector representation for each sentence, by taking the average of all the hidden states. Then,

we ran another single layer unidirectional LSTM over the sentence representations to get the

document representation by taking an average of all the hidden states.

4.4.2 Graph-Based Representations

In addition to the textual information, the news articles are also part of the information

network defined in Section 4.3 . Intuitively, news articles shared by the same Twitter users

are likely to have the same bias, and users who share a lot of news in common are close in

their political preferences. A similar intuition connects users who follow similar politically

affiliated users. Capturing this information allows us to predict the bias of a news article,

given its social context. We design our embedding function to map all graph nodes into a low

dimensional vector space, such that the graph relationships are preserved in the embedding
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space. In the shared embedding space, nodes that are connected (or close) in the graph

should have higher similarity scores between their vector representations.

Directly Observed Relationships in Graph (DOR)

Our first embedding approach aims to preserve the local pairwise proximity between two

vertices directly. This is similar to first-order graph embedding methods [63 ]. There are

two different relations observed in the graph: Twitter user to political user (follow) and news

article to Twitter user (share). We construct our embedding over multiple views of the data,

each view w corresponds to a specific type of graph relation. We can then define an loss

function Lw for each view w as follows:

• Twitter User to Political User (UP): This objective maximizes the similarity of a

Twitter user, u and all the political users in the set Pu ⊂ P , where Pu is the set of

political users that u follows.

LUP = −
∑
u∈U

∑
p∈Pu

logP (p|u) (4.1)

• News Article to Twitter User (AU): This objective maximizes the similarity of a news

articles, a and all the Twitter users in the set Ua ⊂ U , where Ua is the set of Twitter

users who shared news article a on Twitter.

LAU = −
∑
a∈A

∑
u∈Ua

logP (u|a) (4.2)

All the conditional probabilities can be computed using a softmax function. Taking

P (p|u) as an example:

P (p|u) = exp(eT
u ep)∑

q∈P exp(eT
u eq)

(4.3)

where eu and ep are embeddings of twitter user u and political user p respectively.

Computing Eq. 4.1 and Eq. 4.2 can be expensive due to the size of the network. To

address this problem, we refer to the popular negative sampling approach [73 ], which reduces
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the time complexity to be proportional to the number of positive example pairs (i.e. number

of edges in our case).

The losses defined for the two views are summed with the classification loss defined in

Eq. 4.9 as the final loss function to be optimized in the DOR embedding model.

LDOR = Lclf + LUP + LAU (4.4)

Graph Convolutional Networks (GCN)

Graph Convolutional Networks is an efficient variant of convolutional neural networks

which operate directly on graphs. It can be regarded as special cases of a simple differentiable

message-passing framework [74 ]:

h
(l+1)
i = σ

 ∑
j∈N(i)

M (l)(h(l)
i , h

(l)
j )

 (4.5)

where h
(l)
i ∈ Rd(l) is the hidden state of node vi in the l-th layer of the neural network,

with d(l) as the dimensionality of representation at layer l. N(i) is the set of direct neighbors

of node vi (usually also include itself). Incoming messages from the local neighborhood are

aggregated together and passed through the activation function σ(·), such as tanh(·). M (l) is

typically chosen to be a (layer-specific) neural network function. Kipf and Welling [9 ] used

a simple linear transformation M (l)(ht
i , ht

j) = W (l)hj where W (l) is a layer-specific weight

matrix.

This linear transformation has been shown to propagate information effectively on graphs.

It leads to significant improvements in node classification [9 ], link prediction [8 ], and graph

classification [75 ].

One GCN layer can be expressed as follows:

H(l+1) = σ(ÂH(l)W (l)) (4.6)

Here, Â = D̃− 1
2 ÃD̃− 1

2 is the normalized adjacency matrix. Ã = A + IN is the adjacency

matrix of the undirected graph with added self-connections. IN is the identity matrix. D̃
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is a diagonal matrix with D̃ii = ∑
j Ãij. W (l) is the layer-specific trainable weight matrix.

H(l) ∈ RN×D(l) is the matrix of hidden states in the l-th layer. H(0) = X is the input vectors.

It can either be one-hot representations of nodes or features of the nodes if available. σ(·) is

the activation function.

Multiple GCN layers can be stacked in order to capture high-order relations in the graph.

We consider a two-layer GCN in this paper for semi-supervised node classification. Our

forward model takes the form:

V = tanh
(

Â tanh
(

ÂXW (0)
)

W (1)
)

(4.7)

where X is the input matrix with one-hot representations and V is the representation

matrix for all nodes in the graph.

Figure 4.2 shows an example of how our GCN model aggregates information from a

node’s local neighborhood. The orange document is the node of interest. Blue edges link to

first-order neighbors and green edges link to second-order neighbors.

Figure 4.2. Example of Unfolding of GCN Computational Graph.
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4.4.3 Document Classification

The representation v of a news article (obtained with text models or graph models)

captures the high level information of the document. It can be used as features for predicting

the bias label with a feed-forward network.

p = softmax(Wcv + bc) (4.8)

We use the negative log likelihood of the correct labels as classification training loss:

Lclf = −
∑

a

log paj (4.9)

where j is the bias label of news article a.

4.5 Joint Model

Text
Representations

𝑎ଵ

Graph-Based
Representations

𝑎ଶ

𝑎ଷ

𝑎ସ

𝑎ହ

𝑎଺

𝑢ଵ

𝑢ଶ

𝑢ଷ

𝑢ସ

𝑝ଵ

𝑝ଶ

𝑝ଷ

𝑎ଵ

𝑎ଶ

𝑎ଷ

𝑎ସ

𝑎ହ

𝑎଺

Classification
Module

Alignment

Figure 4.3. Overall Architecture: Representations are learned for news arti-
cles based on textual information and graph structure; these two representa-
tions are aligned in our joint model; only labels of political users are available
during training in distant supervision case.
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Given that we have two representations available for news articles, namely the textual

one and social one, it is natural to make the prediction combining both of them. We propose

to align the representations of the same document from graph and text models in a joint

training fashion as shown in Figure 4.3 . The objective function for the alignment is:

Lalign = −
∑
a∈A

log P (eG
a |eT

a ) (4.10)

where eT
a is the embedding for document a based on its content, and eG

a is the embedding

for document a based on graph structures. P (eG
a |eT

a ) is defined the same way as in Eq. 4.3 .

P (eG
a |eT

a ) = exp(eG
a eT

a )∑
d∈A exp(eT

a eG
d ) (4.11)

Negative sampling is again utilized to reduce time complexity.

Connecting the text and graph embedding of the same news articles, allows the bias

signal to flow between the two sides. Therefore the text model may learn from the social

signal and the graph model may use textual content to adjust its representation as well. This

is especially beneficial for examples where information from one source (text or graph) is

ambiguous or even misleading, which is common in real-world datasets where the examples

are influenced by countless different factors such that the model is not possible to capture all

of them. For example, an article that is leaning left may actually be shared by more center

users than left users due to the event type or source of origin. We describe the loss function

for the joint model in two settings - full supervision (i.e., labels associated with documents

directly) and distant supervision, when bias information is only provided for a handful of

political users, which do not actively share documents.

Full Supervision In the full supervision case, the loss consists of three parts, namely the

classification loss of text model (LT
clf ), the classification loss of graph model (LG

clf ), and the

loss for aligning the embeddings of the text and the graph models (Lalign).

Ljoint = αLT
clf + βLG

clf + γLalign (4.12)
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Here α, β, and γ are hyper-parameters to adjust the contribution of the three parts. We set

all of them to default value 1 in experiments in this paper.

Distant Supervision Unlike the full supervision case where we have training labels for

documents, we only have access to the labels of political users. However, since the text and

social representation use the same space, user bias information can be propagated to the

document representation, acting as a distant supervision source. Additionally, we can make

use of the predicted labels for documents obtained after the distant supervised training as

a guide for another round of training which compute loss for all documents as well. This

process can potentially be repeated in an EM style with the predicted labels updated after

each round. In practice, we found the model achieved the best performance on our dataset

after one round of such training with predicted labels serve as supervision for documents.

Inference Given the graph representation, decisions can be made in multiple ways. Each

document has a dual representation, as a text node and a social node. Also, given the social

context of a document, the decision can be defined over the users that share it (assuming

that users tend to share the information which agrees with their biases). To take advantage

of that fact, we define a simplified inference process. At test time, we can predict the bias

of a news article with the embeddings from the text model (Text), the embeddings from the

graph model (Graph), and the embeddings of sharing users who shared this article (User).

The last method (User) works by averaging bias prediction scores sb
u for all Twitter users that

shared an article a. The bias prediction score is computed in Eq. 4.8 before the softmax(·)

applied.

arg max
b

∑
u∈Ua

sb
u

|Ua|
(4.13)

Finally, two or three of the scores listed above can be combined to make the decision.

4.6 Experiments

We designed our experiments to evaluate the contribution of social information in both

the fully supervised setting, and when only distant supervision is available through the social

graph. We begin by evaluating several text classification models that help contextualize the
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social information. Finally, we evaluate our model’s ability to make predictions when very

little social information is available at test time.

4.6.1 Implementation Details

We used the spaCy toolkit for preprocessing the documents. All models are implemented

with PyTorch [76 ]5  . Hyperbolic tangent (tanh) is used as a non-linear activation function.

We use a feed-forward neural network with one hidden layer for the bias prediction task given

textual or social representation. The sizes of LSTM hidden states for both word level and

sentence level are 64. The sizes of hidden states for both GCN layers are 16. For the training

of the neural network, we used the Adam optimizer [77 ] to update the parameters. We use

5% of the training data as the validation set. We run the training for 200 epochs (50 epochs

for HLSTM models) and select the best model based on performance on the validation set.

Other parameters in our model includes negative sample size k=5, mini-batch size b=30

(mini-batch update only used for HLSTM models). The learning rate is 0.001 for HLSTM

models and 0.01 otherwise.

4.6.2 Experimental Results

Text Classification Results The result of supervised text classification is summarized

in Table 4.2 . We report the accuracy of bias prediction. Results clearly show that HLSTM

outperforms the other methods in the supervised text classification setting. Also, adding

the hand-engineered bias features with HLSTM representation does not help to improve

performance.

Network Classification Results We show the results of predicting bias using graph in-

formation alone, without text, in Table 4.3 . The GCN model outperforms DOR significantly

in each of the four settings. Similar to the text classification results, performance on random

and event splits are comparable. However, there is a sharp drop in performance for the time

split. This can be explained by the fact that temporally separated news events will discuss

different entities and world events and as a result will have very different word distributions.
5↑ Please refer to https://github.com/BillMcGrady/NewsBiasPrediction for data and source code.
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Table 4.2.
Supervised Classification Using Textual Features.

Model Split Text

Majority
Rand 40.10
Event 40.10
Time 40.50

Linear BoW
Rand 58.47
Event 59.88
Time 55.41

Bias Feat.
Rand 54.06
Event 53.51
Time 52.96

Avg WE
Rand 59.37
Event 59.37
Time 53.46

SkipThought
Rand 68.67
Event 66.35
Time 60.89

HLSTM
Rand 74.59
Event 73.55
Time 66.98

HLSTM + Bias Feat.
Rand 69.32
Event 69.87
Time 66.79

Event-separated splits are less susceptible to this problem, as similar figures and topics are

likely to be discussed in different events.

Table 4.3.
Classification Results Using Social Relations in Full Supervised and Distant
Supervised Setting.

Model Split Graph User G+U

DOR

Rand 74.74 72.02 74.57
Event 74.87 72.74 75.18
Time 65.65 65.07 65.36
Dist 56.45 56.95 56.54

GCN

Rand 88.65 78.83 88.89
Event 88.78 76.11 88.70
Time 81.14 71.31 82.00
Dist 63.72 40.08 67.03
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Table 4.4.
Results of Joint Model Combining Text and Graph Relations.

Model Split Graph User G+U Text G+T G+U+T

GCN + SkipThought

Rand 89.95 81.49 89.75 70.61 90.34 91.02
Event 89.40 79.06 89.64 69.16 90.15 90.78
Time 84.95 76.59 85.30 64.12 84.09 86.25
Dist 67.78 45.30 70.03 58.68 69.82 70.66

GCN + HLSTM

Rand 89.03 83.66 88.57 86.84 91.48 91.74
Event 89.34 80.22 88.62 88.39 91.69 91.72
Time 84.83 74.50 85.09 81.36 85.57 86.21
Dist 71.74 69.39 71.16 61.13 72.16 71.85

Table 4.5.
Results of Joint Model with Reduced Links for Test Documents.

Model Split Graph User G+U Text G+T G+U+T

GCN + HLSTM (50%)

Rand 86.73 78.62 86.24 85.62 89.31 89.35
Event 86.55 78.34 85.89 84.52 89.21 89.51
Time 82.25 70.93 81.45 80.05 85.57 85.48

GCN + HLSTM (10%)

Rand 76.13 57.76 75.55 78.61 81.35 81.49
Event 76.58 57.10 75.75 77.60 80.55 80.93
Time 73.24 54.09 72.48 72.92 76.52 76.75

Joint Model Results

Table 4.4 shows the results of our joint model. When aligning the text and graph em-

beddings using joint training, both show improvement, and prediction with text or graph

representations alone is better than those listed in Table 4.2 and 4.3 , especially for text.

Note that the increase in accuracy is much greater for the more expressive HLSTM model.

Making predictions with the aggregation of multiple scores usually leads to better accuracy.

Interestingly, the model’s distant supervision performance is almost comparable with fully

supervised text classification results. This demonstrates the strength of our joint model, and

its ability to effectively propagate label information from users down to documents.

We also evaluated our model when less social information was available at test time. We

tested our joint model with only 50% and 10% of the links for test articles kept. The results

are summarized in Table 4.5 . Clearly, the performance improves as more social links are

available. However, even with little social links provided in the latter case, our joint model
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propagates information effectively and results in an increase in performance compared to

text classification.

Qualitative Analysis In Table 4.6 , we compared the bias prediction by our text and joint

model on several news articles (only titles shown in the table). These examples demonstrate

the subtlety of bias expression in the text, which helps motivate social representations to

support the decision.

4.7 Chapter Summary

In this chapter, we follow the intuition that the political perspectives expressed in news

articles will also be reflected in the way the documents spread and the identity of the users

who endorse them. We suggest a GCN-based model capturing this social information, and

show that it provides a distant supervision signal, resulting in a model performing compara-

bly to supervised text classification models. We also study this approach in the supervised

setting and show that it can significantly enhance a text-only classification model.

Modeling the broader context in which text is consumed is a vital step towards getting

a better understanding of its perspective. We intend to explore other context information

available, especially content-related ones like how different entities are described and events

are framed.
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5. CASE III: IMPROVING BIAS DETECTION IN NEWS

ARTICLES BY PRE-TRAINING WITH SOCIAL AND

LINGUISTIC INFORMATION

In the previous chapter, the sharing pattern of a news article on social media is utilized to

improve bias prediction. However, it requires a lot of human effort to collect the sharing

and following networks for a large set of news articles. Moreover, such information may not

be available to all articles, in which case the joint model will fail to work for those articles

since the connections are missing. Therefore it is natural to look for ways to leverage such

social context signals through pre-training of the textual models. We can also explore other

rich signals available in the news text itself to enhance our model’s ability to detect bias.

To this end, we propose to pre-train text models to inject knowledge we have about various

social contexts, such as entities, sharing patterns, and frame usage. This information can

be considered as indirect supervision that can help the model to learn what kind of text

is related to certain entities, frames, or biases such that semantically close text will be

embedded closer. Take frame information as an example, news articles covering the same

real-world event often narrate the story with different frames, which can usually reflect

the underlying perspectives it has and the agenda it would like to push. The same event

can then be viewed from different angles and thus completely opposite conclusions can be

reached. For example, when covering a comment related to the US government shutdown,

one article states that “Senate Mark Warner blasted President Trump”, while the second one

emphasized the reaction of this comment, i.e. “Twitter users pointed out that Democrats are

attending a retreat”, implying they are not actively working toward a solution. This example

clearly shows that it is important and effective to examine how an event is described when

trying to identify the bias.

5.1 Introduction

The perspectives underlying the way information is conveyed to readers can prime them

to take similar stances and shape their worldview [78 ], [79 ]. Given the highly polarized
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coverage of news events, recognizing these perspectives can help ensure that all points of view

are represented by news aggregation services, and help avoid “information echo chambers”

in which only a single viewpoint is represented. It may also help to prevent the spread of

false information online by showing people news with different perspectives.

Past work studying the expression of bias in the text has focused on lexical and syntactic

representations of bias [46 ], [48 ], [55 ]. Expressions of bias can include the use of the passive

voice (e.g., “mistakes were made”), or references to known ideological talking points [56 ]–

[60 ] (e.g., “pro-life” vs. “pro-choice”). However, bias in news media is often nuanced and

very difficult to detect. Journalists often strive to appear impartial and use language that

does not reveal their opinions directly. Also, by their nature, news articles describing the

same real-world event will share many similar details of the event, regardless of their polit-

ical perspectives. Instead, bias is often expressed through informational choices [6 ], which

highlight different aspects of the news story and frame facts shared by all articles in different

ways. For example, the following articles capture different perspectives (Top left, Bottom

right), while discussing the same news event– the 2021 storming of the U.S. Capitol 1
 .

Adapted from NYTimes (Left)
How Republicans Are Warping Reality Around the Capitol Attack ... Jim Hoft, did

not reply to questions but did send along several of his own news articles related to claims of

antifa involvement in the Capitol attack — citing the case of a man named John Sullivan,

whom the right-wing media has dubbed an “antifa leader” in efforts to prove its theory of

infiltration.

Adapted from Fox News (Right)
BLM activist inside Capitol claims he was ’documenting’ riots, once said ’burn it all

down’. John Sullivan has previously called for ’revolution’ and to ’rip Trump’ out of his office.

An anti-Trump activist who once said he wanted to ”rip” the president out of office entered the

Capitol Building Wednesday alongside a mob of pro-Trump protesters, but he said he was just

there to ”document” it.

The two articles discuss the presentation of John Sullivan as an Antifa member2
 who

participated in the Capitol storming. However the story is framed in very different ways -
1↑ https://en.wikipedia.org/wiki/2021_storming_of_the_United_States_Capitol 

2↑ https://en.wikipedia.org/wiki/Antifa_(United_States) 
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while the bottom article frames the story directly as a discussion of Antifa involvement, the

top discusses it in the context of political messaging and journalism. Furthermore, we notice

that the difference is focused on a specific entity - John Sullivan.

Despite the fact that these distinctions are easily detectable by a human reader famil-

iar with the political divisions in the U.S., they are very difficult to detect automatically.

Recent success stories using large-scale pre-training for constructing highly expressive lan-

guage models [15 ] are designed to capture co-occurrence patterns, likely to miss these subtle

differences.

In this chapter, we suggest that bias detection requires a different set of self-supervised

pre-training objectives that can help provide a better starting point for training downstream

biased detection tasks. Specifically, we design three learning objectives. The first, captures

political knowledge, focusing on the embedding of political entities discussed in the text.

The second one captures external social context. Following the intuition that different social

groups would engage with documents expressing a different bias (e.g., left-leaning users are

more likely to read the NYTimes article compared to the Fox News article), we collect social

information contextualizing news articles and learn to predict the social context of each arti-

cle, based on its content, thus aligning the two representations. Finally, the third is based on

linguistic knowledge, focusing on the issue framing decisions made by the authors. Framing

decisions have been repeatedly shown to capture political bias [48 ], [80 ], and we argue that

infusing a language model with this information can help capture relevant information. Note

that this information is only used for pre-training. Other works using social information to

analyze political bias [81 ], [82 ] augment the text with social information, however since this

information can be difficult to obtain in real-time, we decided to investigate if it can be used

as a distant supervision source for pre-training a language model.

These pre-training tasks are then used for training a Multi-head Attention Network

(MAN) which creates a bias-aware representation of the text.

We conducted our experiments over two datasets, Allsides [81 ] and SemEval Hyperparti-

san news detection [83 ]. We compared our approach to several competitive text classification

models and conducted a careful ablation study designed to evaluate the individual contribu-
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tion of pre-training through knowledge from various contexts. Our results demonstrate the

importance of all aspects, each contributing to the model’s performance.

5.2 Related Work

The problem of perspective identification is originally studied as a text classification

task [46 ], [49 ], [53 ], in which a classifier is trained to differentiate between specific perspec-

tives. Other works use linguistic indicators of bias and expressions of implicit sentiment [48 ],

[56 ], [59 ].

Recent work by [6 ] aims to characterize content relevant for bias detection. Unlike their

work which relies on annotated spans of text, we aim to characterize this content without

explicit supervision.

In the recent SemEval-2019, a hyperpartisan news article detection task was suggested3
 .

Many works attempt to solve this problem with deep learning models [84 ], [85 ]. We build

on these works to help shape our text representation approach.

Several recent works also started to make use of concepts or entities appearing in the

text to get a better representation. [86 ] treats the extracted concepts as pseudo words and

appends them to the original word sequence which is then fed to a CNN. The KCNN model

by [87 ], used for news recommendation, concatenates entity embeddings with the respective

word embeddings at each word position to enhance the input. We take a different approach

and instead try to inject knowledge of entities into the text model through the masked entity

training. [88 ] also uses entity-level masking for training. However, they predict the tokens

for the masked entity instead of relying on meaningful representations for entities like ours.

Political framing, due to its relation with ideology and perspective, is studied in the NLP

communities [59 ], [89 ], [90 ]. There is also growing interest in utilizing framing differences

to identify bias in news articles [80 ].

Pre-trained models are widely used in numerous NLP tasks, from the early word2vec

representation [91 ] to the generic language models like ELMo [14 ] and BERT [15 ]. Recently,

people also started to work on task-specific pre-training that tries to bring task and domain-
3↑ https://pan.webis.de/semeval19/semeval19-web/ 
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related knowledge into the model. [92 ] is similar to our work as it proposes to enhance the

BERT model through training on review data and sentiment classification tasks so that it

can obtain better performance across multiple review-based tasks.

5.3 Political Perspective Identification Task

The problem of political perspective identification in news media can be formalised as

follows. Given a news article d, where d consists of sentences si, i ∈ [1, L], and each sentence

si consists of words wit, t ∈ [1, T ]. L and T are the number of sentences in d and number

of words in si respectively. The goal of this task is to predict the political perspective y of

the document. Given different datasets, this can either be a binary classification task, where

y ∈ {0, 1} (hyperpartisan or not), or a multi-class classification problem, where y ∈ {0, 1, 2}

(left, center, right).

The overall architecture of our model is shown in Figure 5.1 . It includes two sequence

encoders, one for word level and another for sentence level. The hidden states from an

encoder are combined through a multi-head self-attention mechanism. With pre-training

on various social and linguistic information, the generated sentence and document vectors

will consider not only the context within the text but also the knowledge about the entities

(e.g. their political affiliation, or stance on controversial issues), sharing users, and frame

indicators. We explain the structure of our model and the rich social and linguistic context

we consider in detail below. Note that our pre-training strategies proposed in Section 5.4 is

not tied with any specific model structure and can be easily applied to other text models.

5.3.1 Multi-Head Attention Network

The basic component of our model is the Hierarchical LSTM model [21 ]. The hierarchi-

cal structure can enable us to get both sentence and document representations. With the

addition of the attention mechanism at both levels that will be described in detail below, it

can provide meaningful explainability for the model behavior, where the most attended to

text span contributed more to the model prediction. What’s more, this model is lightweight

compared to other recent textual representations models, like BERT, with much fewer pa-
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Figure 5.1. Overall Architecture of MAN Model.

rameters that need to be trained. This is suitable in our situation where the computation

resource is limited. The goal of our model is to learn document representation vd for political
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perspective prediction. It consists of several parts: a word sequence encoder, a word-level at-

tention layer, a sentence sequence encoder, and a sentence-level attention layer. We describe

the details of these components in this section.

LSTM Networks Long Short Term Memory networks (LSTMs) [93 ] are a special kind

of RNN, capable of learning long-term dependencies. Many recent works have demonstrated

their ability to generate meaningful text representations. For each element in the input

sequence, the hidden state h is computed by a LSTM cell with the following functions:

it = σ(Wixt + Uiht−1 + bi) (5.1)

ft = σ(Wfxt + Ufht−1 + bf ) (5.2)

gt = tanh(Wgxt + Ught−1 + bg) (5.3)

ot = σ(Woxt + Uoht−1 + bo) (5.4)

ct = ft · ct−1 + it · gt (5.5)

ht = ot · tanh(ct) (5.6)

where ht is the hidden state at time t, ct is the cell state at time t, xt is the input at time

t, ht−1 is the hidden state at time t− 1 or the initial hidden state at time 1, it, ft, gt, ot are

the input, forget, cell and output gates, respectively. σ is the sigmoid function, and · is the

Hadamard product (element-wise product).

To capture the context in both directions, we use bidirectional LSTM in this work. The

final hidden state h at each position of a sequence is a concatenation of the forward hidden

state
−→
h and backward hidden state

←−
h computed by the respective LSTM cells.

Word Sequence Encoder Given a sentence with words wit, t ∈ [1, T ], each word is first

converted to its embedding vector xit. We can adopt pre-trained Glove [13 ] word embeddings

or deep contextualized word representation ELMo [94 ] for this step. The word vectors are

then fed into a word-level bidirectional LSTM network to incorporate contextual information

within the sentence. The hidden states hit from the bidirectional LSTM network are passed

to the next layer.
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Word Level Attention In [21 ], a self-attention mechanism is introduced to identify

words that are important to the meaning of the sentence, and therefore higher weights are

given to them when forming the aggregated sentence vector.

pitw = tanh(Wwhit + bw) (5.7)

αitw = exp(pT
itwpw)∑

t exp(pT
itwpw) (5.8)

siw =
∑

t

αitwhit (5.9)

pitw encodes the importance of a specific word according to its context, which is compared

with the word level preference vector pw to compute a similarity score. The scores are then

normalized to get the attention weight αitw through a softmax function. A weighted sum

of the word hidden states is computed based on the attention weight as the sentence vector

siw.

Inspired by the multi-head attention scheme in [95 ], we propose multi-head attention in

our model to extend its ability to jointly attend to information at different positions. The

sentence vector si is computed as an average of siw obtained from different attention heads.

Note that we learn a separate copy of the parameters Ww, bw and pw for each attention head.

si =
∑

w siw

NHW

(5.10)

where NHW is the number of word-level attention heads.

Sentence Sequence Encoder and Sentence Level Attention Given the sentence

vectors si, i ∈ [1, L], we can generate the document vector vd in a similar way. Sentence

vectors si are fed into a sentence level bidirectional LSTM network to propagate context

information along sentences. The hidden states hi from the sentence bidirectional LSTM are

passed to the sentence level attention layer. Bias is usually not expressed in every sentence

in a document, especially for news articles that generally cover real-world events and try to

seem impartial. To this end, we again use the attention mechanism to highlight sentences
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that are useful to determine the bias of an article. Similar to word-level attention, the

hidden states hi are used to compute the attention weight for each sentence. After that, the

document vector vds is obtained as a weighted average of hidden states hi. vds obtained from

different attention heads are averaged to generate entity oriented document representation

vd.

pis = tanh(Wshi + Usve + bs) (5.11)

αis = exp(pT
isps)∑

t exp(pT
isps)

(5.12)

vds =
∑

t

αishi (5.13)

vd =
∑

s vds

NHS

(5.14)

where NHS is the number of attention heads at the sentence level.

Document Classification The document representations vd captures the bias-related

information in news article d. They can be used as features for predicting the document bias

label.

fd = Wcvd + bc (5.15)

pd = softmax(fd) (5.16)

We use the negative log likelihood of the correct labels as classification training loss:

L = −
∑

d

log pdj (5.17)

where j is the bias label of d.
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5.3.2 Political Entities

News articles, especially the ones we are interested in in this work, are mainly covering

real-world events involving political entities and their relations. To better understand the

stance over controversial issues and the underlying ideology reflected in the text, it is very

important to have extensive world knowledge about these entities, including their traits,

opinions, and relevant events. We obtain the entity knowledge representations through

learning on Wikipedia data.

Wikipedia2Vec [96 ] is a model that learns entity embeddings from Wikipedia. It learns

embeddings of words and entities by iterating over the entire Wikipedia pages and maps

similar words and entities close to one another in a continuous vector space. It jointly

optimizes the following three submodels:

1. Wikipedia link graph model, which learns entity embeddings by predicting neighboring

entities in Wikipedia’s link graph, an undirected graph whose nodes are entities, and

edges represent links between entities in their Wikipedia pages.

2. Word-based skip-gram model, which learns word embeddings by predicting neighboring

words given each word on a Wikipedia page.

3. Anchor context model, which aims to place similar words and entities near one another

in the vector space. The objective here is to predict neighboring words given each entity

referred to on a Wikipedia page.

The learned entity embeddings encode the background knowledge about these entities

in Wikipedia, such as gender, ideology, among others. We use them to initialize our entity

embeddings in Section 5.4.1 which enables us to inject background knowledge of entities to

the text model through pre-training.

5.3.3 Social Information Graph

With the great popularity of social media platforms, many people nowadays tend to

share their personal interests and opinions and exchange ideas about social events with
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others online. This also applies to the sharing of news articles on social media. Intuitively,

news articles shared by the same user are likely to have the same bias, and users who share

a lot of news in common are close in their political preferences as well. Hence, we can use

this information to guide the pre-training of our text model.

We follow the work in [81 ] to learn the embeddings through the structure of the social

information graph for users who share articles. The graph consists of three types of vertices,

namely political users, sharing users, and news articles. Political users are famous politicians

or journalists with a clear, self-reported political bias. Sharing users are Twitter users who

shared news articles in the dataset. There are two types of edges: 1) following edge between

a sharing user to a political user and 2) sharing edge between a sharing user to a news

article). Graph Convolutional Networks (GCN) is used to model the graph structure to

predict the bias of political users. It aggregates information from the local neighborhood

for each node in the graph. Therefore the training of GCN helps to propagate political

preference information from political users to sharing users. We use the learned embeddings

to guide the pre-training in Section 5.4.2 so that our text model can use this as distant

supervision to map the representation of news articles shared by the same user to be close

in the vector space since they are more likely to have the same perspective.

5.3.4 Frame Indicators

Political framing, studied by political scientists, provides a useful way to study different

political perspectives. The frames surrounding an issue can change the reader’s perception

without having to alter the actual facts as the same information is used as a base. It is

a political strategy that used to bias the discussion on an issue toward a specific stance.

For example, regarding the topic of abortion, the liberal side will highlight the freedom of

choice for women to decide whether to terminate a pregnancy while the conservative side

may emphasize the morality aspect instead, arguing the right of the fetus.

Previous work [80 ] shows that frame indicators can be used to identify the political

perspectives effectively for different topics. These are words that have high pointwise mutual

information with a specific frame. They can be considered to represent a more detailed point
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within a frame. Therefore we propose to use these frame indicators to guide the pre-training

of the text model so that it can learn to distinguish the nuance between different frames and

talking points.

5.4 Pre-training

As discussed in the introduction, the supervision on news bias requires a lot of human

effort to get. Moreover, the text model trained only on the political perspective labels can-

not benefit from the rich knowledge we have from the various social and linguistic contexts

presented in the previous section. To enhance the performance of political perspective iden-

tification, we may need to bring external knowledge and signals from the aforementioned

context to enable the text model to take them into account when processing the news arti-

cle. Eventually, we want to show that the model works best by exploiting all different kinds

of knowledge and signals related to the task.

5.4.1 Entity Guided Pre-training

The goal of entity-guided pre-training is to inject knowledge about entities into our text

model to help solve the political perspective identification problem. We first extract entities

from the data corpus and then learn knowledge representations for them using Wikipedia2Vec

introduced in 5.3.2 . We then use the learned entity representations to pre-train the text

model such that it is able to predict the masked entity given the context in a sentence.

We utilize the entity linking system DBpedia Spotlight [97 ] to recognize and disam-

biguate the entities in news articles. We use the default configuration of DBpedia Spotlight,

including the confidence threshold of 0.35, which helps to exclude uncertain or wrong entity

annotations. We keep only entities with Person or Organization types that appear in the

corpus since they are usually the main agents in the news articles and the characteristics

involved in the discussion of them can often reveal the perspective of those articles.

Inspired by the masked language modeling objective used in BERT [15 ], we propose an

entity-level masking task for injecting background knowledge of entities into the text model

based on the news articles in which they are mentioned. The objective is to predict the
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masked entity based on the context provided by the other words in a sentence. Specifically,

the entity mentions (regardless of the number of tokens in text) are replaced with a special

token “[MASK]” during preprocessing. We use a bidirectional LSTM (sentence level encoder

described in 5.3.1 ) to encode the sentence, and the hidden state of the mask token will be used

for prediction. We use negative sampling to randomly generate negative entity candidates

from all entities in our dictionary uniformly. The prediction can be done by comparing the

similarity score between the hidden state and the embedding of candidate entities mapped

to the same space through a hidden layer.

hT
it · (Weve + be) (5.18)

where hit is the hidden state for the masked token, ve the embedding of entity e, We and

be the parameters for the mapping hidden layer. We use the multi-class cross-entropy loss

for all pre-training tasks.

The learned sentence encoder will then be able to highlight the context in the news

articles that is more related to the properties and traits of the mentioned entities.

[mask] lashed out Mitch McConnell acknowledging Joe Biden won the election

Text Model

Donald Trump

for

Figure 5.2. Example of Entity Guided Pre-training.

5.4.2 Sharing User Guided Pre-training

As we discussed in Section 5.3.3 , the sharing behavior by Twitter users can be regarded

as signals to guide the pre-training of our text model. In order to benefit from the social

information available, we propose to predict the sharing user given a news article. Similar
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to the previous part, we use negative sampling to generate negative sharing user candidates

uniformly. The prediction is based on similarity scores defined below

vT
vd
· (Wsvs + bs) (5.19)

where vd is the document vector for d, vs the embedding of sharing user s, Ws and bs the

parameters for the hidden layer.

Sharing User u

Trump lashed out Mitch McConnell acknowledging Joe Biden won the election

Text Model

for

Figure 5.3. Example of Sharing User Guided Pre-training.

5.4.3 Frame Indicator Guided Pre-training

The frame indicator guided pre-training is almost identical to the entity-guided one except

that the masked tokens are frame indicators instead of entity mentions.

The House Thursday passed bills that would protect [mask] immigrants

Text Model

undocumented

Figure 5.4. Example of Frame Indicator Guided Pre-training.

5.4.4 Ensemble of Multiple Models

Given the entity and user embeddings are not in the same space, we use them to pre-train

separate models. All pre-trained models are then trained with the supervision of political
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perspective labels in the same way. We also explore an ensemble of the three models, which

makes predictions based on a weighted sum of unnormalized scores fd in equation 5.15 from

these models at test time.

∑
m

fdm ∗ βm (5.20)

where m denotes a trained prediction model, fdm the unnormalized scores for document d

by model m and βm the weight given to model m which can be tuned based on the data.

5.5 Experiments

We aim to answer the following research questions (RQs) in the experiment:

RQ1: what is the performance gain of pre-training the text model with each social and

linguistic information, with respect to the baseline models?

RQ2: what is the respective contribution by the individual pre-trained models to the full

ensemble model?

RQ3: how will the performance gain change given the different amount of labeled data

available for training?

5.5.1 Datasets and Evaluation

We run experiments on two news article datasets: Allsides and SemEval. The statistics

of both datasets are shown in Table 5.1 .

Allsides This dataset [81 ] is collected from two news aggregation websites4
 on 2020 dif-

ferent events discussing 94 event types. The websites provide news coverage from multiple

perspectives, indicating the bias of each article using crowdsourced and editorial reviewed

approaches. Each article has a political perspective label left, center, or right. We used the

same randomly separated splits in [81 ] for evaluation in this chapter so that our results are

directly comparable with theirs.
4↑ Allsides.com and Memeorandum.com 
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SemEval This is the official training dataset from SemEval 2019 Task 4: Hyperpartisan

News Detection [83 ]. The task is to decide whether a given news article follows a hyper-

partisan argumentation. There are 645 articles in this dataset and each is labeled manually

with a binary label to indicate whether it is hyperpartisan or not. Since the test set is not

available at this time. We conducted 10-fold cross-validation on the training set with the

exact same splits used in [84 ] so that we can compare with the system that ranked in the

first place in the competition.

Table 5.1.
Datasets Statistics.

Dataset Center Left Right Avg # Sent. Avg # Words
Allsides 4164 3931 2290 49.96 1040.05

Hyperpartisan
SemEval 407 238 27.11 494.29

5.5.2 Baselines

We compare our model with several competitive baseline methods.

BERT is a language representation model based on deep bidirectional Transformer ar-

chitectures [95 ]. It was pre-trained with the masked language model and next sentence

prediction tasks on a huge corpus. As a result, it can achieve state-of-the-art results on a

wide range of tasks by fine-tuning with just one additional output layer.

CNN_Glove (CNN_ELMo) is the model from the team that ranked first in hyper-

partisan news detection task in SemEval 2019 [84 ]. It uses the pre-trained Glove (ELMo)

word vectors, which are then averaged as sentence representations. The sentence vectors

are fed into 5 convolutional layers of different kernel sizes. The outputs for all convolution

layers are combined to form the input to a fully connected layer, which maps to the final

text representation. Some extra improvements include batch normalization and ensemble of

multiple models.
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5.5.3 Implementation Details

We use the spaCy toolkit for preprocessing the documents. All models are implemented

with PyTorch [76 ]5  . The 300d Glove word vectors [13 ] trained on 6 billion tokens are used

to convert words to word embeddings. The ELMo model we used is the medium one with

output size 512. They are not updated during training. The sizes of LSTM hidden states

for both word level and sentence level are 300 for both Allsides and SemEval dataset. The

number of attention heads at both word and sentence levels is set to 4 for the Allsides

dataset, while it is set to 1 for the SemEval dataset due to its size. For the training of

the neural network, we used the Adam optimizer [77 ] to update parameters. On Allsides

dataset, 5% of the training data is used as the validation set. We perform early stopping

using the validation set. However, same as [84 ], we use the evaluation part of each fold

for early stopping and model selection due to the limited size of the SemEval dataset. The

patience for early stopping p is equal to 10, meaning that the training stops when there is

no improvement in validation performance for ten consecutive epochs. The learning rate lr

is set to 0.001 for all models except BERT for which 2e − 5 is used. The mini-batch size

b = 10 for bias prediction.

Regarding pre-training data sources, we use the training set for Allsides, and extract

100,000 news articles for SemEval from the large dataset provided by SemEval 2019 Task

4 respectively. The entity and user embeddings used for pre-training are obtained through

external resources described in Section 5.3.2 and 5.3.3 . The embeddings for frame indicators

are randomly initialized. All of them were updated during the pre-training to better adapt

to the text model. The optimizer and most hyper-parameters stay the same as the training

of bias prediction. The mini-batch size is set to 2000 and 300 for models using Glove and

ELMo respectively since the training is at the sentence level. The number of examples for

each type of pre-training and dataset is shown in Table 5.2 . Note that the entity-guided and

frame-guided pre-training is at the sentence level and sharing guided pre-training is at the

document level. Therefore there is an order of magnitude higher number of examples for the

first two pre-training strategies.
5↑ Please refer to https://github.com/BillMcGrady/NewsBiasPretraining for data and source code.
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Table 5.2.
Pre-training Statistics.

Dataset Entity-Guided Sharing-Guided Frame-Guided
Allsides 122665 75488 1038864
SemEval 1561823 - 21628494

5.5.4 Results

Results on Allsides

We report the average accuracy and macro F1 scores on test sets for Allsides dataset in

Table 5.3 . The results are divided into two groups based on whether contextualized word

representations are used. To answer RQ1, we observed that, in most cases, models with pre-

training outperform the MAN baseline. It demonstrates our pre-training step can effectively

utilize signals in social and linguistic context to enhance the text model to identify bias

expressed in more subtle ways. Therefore it generates high-quality document representation

for political perspective prediction. The sharing guided pre-training did not lead to much

improvement by itself. This is mainly because the sharing users in our dataset often share

news articles with various perspectives. Our ensemble model achieves the best result in terms

of both accuracy and macro F1 scores no matter whether contextualized word embeddings are

used or not. It shows the signals from various sources are complementary with each other such

that even a simple combination of prediction scores can lead to significant improvement. The

gaps between our model and baselines decrease when contextualized word representations

are used since local context is better captured in this setting.

Results on SemEval

The performance of various models on the SemEval dataset can be found in Table 5.4 .

Note that there is no sharing user guided result in this table since we do not have social

graph information available in this dataset. Again the results are grouped based on word

representation used. CNN_Glove and CNN_ELMo are results reported by the winning team

in the SemEval competition. They proposed an ensemble of multiple CNN models where
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Table 5.3.
Test Results on Allsides Dataset.

Model Accuracy Macro F1
MAN_Glove 78.29 76.96
+ Entity-Guided 80.50 79.50
+ Sharing-Guided 78.93 77.84
+ Frame-Guided 81.26 80.15
Ensemble 83.74 82.84
BERT 81.55 80.13
MAN_ELMO 81.41 80.44
+ Entity-Guided 82.27 81.23
+ Sharing-Guided 81.37 80.48
+ Frame-Guided 82.56 81.66
Ensemble 85.00 84.25

each CNN takes sentence representation generated by average ELMo embedding as input.

It is worth noting that our model with Glove as word representation is comparable with the

winning team’s model with ELMo, showing the advantages of pre-training. The other trends

hold as well in the SemEval dataset. In both datasets, our pre-trained models beat BERT

easily since they are tuned specifically for the task.

Table 5.4.
Test Results on SemEval Dataset. † indicates results reported in [84 ].

Model Accuracy Macro F1
CNN_Glove † 79.63 -
MAN_Glove 81.58 79.29
+ Entity-Guided 82.65 80.75
+ Frame-Guided 83.27 81.73
Ensemble 84.03 82.42
CNN_ELMO † 84.04 -
BERT 84.03 82.60
MAN_ELMO 84.66 83.09
+ Entity-Guided 85.59 84.15
+ Frame-Guided 85.27 83.32
Ensemble 86.21 84.33

82



Ablation Study

To answer RQ2, we show the results for ablations of our ensemble model based on

MAN_Glove in Table 5.5 . The performance drops when removing each one of the pre-

trained models from the ensemble, showing that the information obtained from different

sources is complementary with each other. To make a fair comparison with the baseline

model, we also report the performance of an ensemble of multiple baseline models (denoted

as -Pre-training) with different seeds from random initialization. This shows the absolute

gain through pre-training to adapt the text representations for political perspective identifi-

cation.

Table 5.5.
Ablation Study on Allsides Dataset.

Model Accuracy Macro F1
Ensemble 83.74 82.84
- Entity-Guided 82.57 81.65
- Sharing-Guided 82.78 81.78
- Frame-Guided 82.39 81.40
- Pre-training 81.54 80.40

Results with Limited Training Data

One of the obstacles in obtaining good performance in political perspective identification

tasks is the lack of supervision data. We compare the performance of the MAN_Glove

model with and without entity-guided pre-training with different levels of training examples

available in Figure 5.5 . These results can help to answer RQ3. It shows that the performance

gain obtained from our pre-training strategy increases as the size of the training set decreases.

This is a very useful property as it can greatly improve model performance when there is

limited training data. It is worth noting that the Sharing-Guided Pre-training achieves much

higher performance when supervision is limited. This is because the signals from the sharing

users can be considered as noisy bias labels and it is trained at document level instead

of sentence level like the other two. However, since the other two pre-training methods
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introduce extra knowledge to the text model, they can lead to better performance when the

supervision is abundant to provide enough bias information for training.

20% 60% 100%
Training Data

60

65

70

75

80

85

M
ac

ro
 F

1

63.2

71.71

76.96

66.64

74.74

79.5

72.77

76.25
77.39

67.42

75.56

80.2

MAN_Glove
Entity Guided Pretraining
Sharing Guided Pretraining
Frame Guided Pretraining

Figure 5.5. Test Results with Different Number of Training Examples.

Qualitative Results

Human Annotation Comparison

The BASIL dataset [6 ] has human annotations of bias spans. It contains 300 articles

on 100 events with 1727 bias spans annotated. On the sentence level, spans of lexical and

informational bias are identified by annotators by analyzing whether the text tends to affect a

reader’s feeling towards one of the main entities. We compute the average attention assigned

by our model to the annotated bias spans. Table 5.6 shows the results of the baseline model

(MAN) and the same model pre-trained with entity information (+Entity). The attention

84



scores assigned to the human annotation spans are higher across training, validation, and

test sets.

Table 5.6.
Average Attention Scores on Basil Annotations.

Model Training Validation Test
MAN 0.706 0.701 0.652
+ Entity 0.737 0.728 0.666
Improvement 4.36% 3.76% 2.13%

5.6 Chapter Summary

In this chapter, we propose a pre-training framework to adapt text representation for

political perspective identification. Empirical experiments on two recent news article datasets

show that an ensemble of pre-trained models achieves significantly better performance in

bias detection compared to competitive text baselines. It is also shown that our pre-training

model can achieve even larger performance gain when the supervision is limited.

In fact, these various context information are not independent. We intend to extend

this work to pre-train better text models by incorporating information from various sources

together.
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6. CONCLUSION

In this dissertation we study the problem of stance and bias detection in text, a challenging

classification problem, which requires connecting textual content analysis with relevant social

contexts. In particular, we consider three social contexts that can be helpful in understanding

the stance and bias expressed in text.

• Firstly the author profile information and conversational structure between text are

used to predict stance of posts on online debate forums. We design structured repre-

sentation learning model to embed all items in the shared space over which inference

can be applied to constrain the decisions.

• Secondly the sharing patterns of text on social media is considered to analyze the po-

litical perspectives of news articles. We design joint text and graph model to propagate

information between text and graph models.

• Thirdly we propose to pre-train the text representation model using linguistic and

social information available. We believe, by injecting these related knowledge about

entities, frames, and biases into the text model, the model can learn to distinguish

different perspectives better. Models pre-trained with various information can also

complement each other when combined.

We summarize our findings here, and discuss potential continuations of this research.

Stance prediction of online debate posts requires connecting textual content analysis

with conversational interactions and author information. Traditionally, this is done using

a graphical model, which learns a scoring function for each aspect, over a fixed feature

representation. We follow the observation that all of these problems are connected, and

allow the model to capture these dependencies by allowing it to learn a representation for all

these aspects jointly, rather than using a fixed representation. We show that by formulating

the decision problem over the representation directly, and requiring the representation to

respect the global dependencies between these aspects, our model can generalize better and

exploit additional information even when it is not directly relevant. To the best of our
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knowledge, this work is the first to cast representation learning as a structured prediction

problem, we believe that this approach is applicable to many other domains where the input

has complex inter-connected structure. Such domains include other conversation analysis

tasks, shared representations of text and images and information networks such as citations

graphs and social network analysis.

In the case of detecting the political perspectives expressed in news articles, we realize

that biases will also be reflected in the way the documents spread and the identity of the

users who endorse them. We suggest a GCN-based model capturing this social information,

and show that it provides a distant supervision signal, resulting in a model performing

comparably to supervised text classification models. We also study this approach in the

supervised setting and show that it can significantly enhance a text-only classification model.

The use of GCN here enable us to remove inference at both test and training time. This is

because the embedding procedure for each node in the graph already takes the neighborhood

information into consideration, similar to what will be done at inference time. Empirical

study demonstrates the power of our joint text and graph model. The prediction performance

of document representation from text and graph model both excels that of trained separately.

Moreover, by adding the prediction scores of two representations, we can obtain the best

overall performance.

Although the sharing pattern on social media reveal much information about biases of

news articles, it still requires time and human effort to collect, and sometimes no such

information is available at all. Therefore, we want to consider some contexts that is readily

available, which leads to narrative of entities and events in news articles. News articles,

unlike purely political texts, usually attempt to maintain credibility and seem impartial.

As a result, bias is introduced in subtle ways, usually by emphasizing different aspects of

the story. Therefore, if we can bring knowledge about entities and frames into the model,

either implicitly or explicitly, there is a higher chance we can correctly identify the bias

of an article. With that in mind, we propose to pre-train the text model with rich social

and linguistic information available, including entity mentions, sharing pattern, and frame

usages. During the pre-training, the text model would incorporate external knowledge and

learn to embed sentences and documents which discuss the same topic similarly close to each
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other. This enable the text model to better associate parts of text with the respective entities

or frames. Empirical Results show that our pre-training approach achieves significant better

performance than existing text models. The improvement increases when the supervision is

reduced, which is a great advantage since the supervision is expensive to get for this task.

With models designed to make use of the various social contexts available in different

settings for the stance and bias detection tasks, one future direction is naturally to come

up with a general framework that can integrate these models and social contexts. Such

integration has the potential to provide a better background for the understanding of the

text and ideas reflected in it. This is not trivial though since we need to be careful about

controlling the impact of different information when they are aggregated during the learning

the text representations. Another interesting direction is to consider the combination of

task-specific pre-training and language model based pre-training (e.g. BERT). The latter has

been used in many tasks with great success. However, we have shown that task-specific pre-

training can provide signals that are not captured in the more general LM-based approach.

The LM-based pre-training on huge corpus augmented with task-specific pre-training with

social context information may lead to a better text model, which takes advantage of both

worlds, for identifying stance and bias.
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