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ABSTRACT

Today, autoinjectors are developed for more viscous drug solutions, which require larger

forces for actuating the syringe and impose larger stresses on the drug solution during the

administration of autoinjectors. We developed experimentally validated high-fidelity simula-

tions to investigate the liquid jet formation, liquid slosh and cavitation during the insertion

process of an autoinjector.

The jet formed due to an acceleration-deceleration motion of syringe is found to be

governed by the interplay between inertial, viscous, surface tension and gravitational forces.

A scaling for the jet velocity and a criterion for the jet breakup in a simplified geometry are

proposed.

When the syringe accelerates and decelerates during the insertion, liquid slosh occurs

and there is a vehement motion of the air-liquid interface. Here, we quantified the area

of air-liquid interface and hydrodynamic strain rate, which increase with the air gap size,

syringe velocity, tilt angle and inner wall hydrophobicity, and decrease with the solution

viscosity and hardly change with the liquid column height and surface tension. The strain

rate is not sufficient to unfold the protein and the air-liquid interface is more likely to cause

protein aggregation.

In a spring-driven autoinjector, the plunger is actuated by the impact of a driving rod,

which generates a strong pressure wave and can cause cavitation inception. The cavtiation

bubbles can be impeded by the syringe walls and form a re-entrant jet shooting toward

the syringe wall. During the process, the protein molecules are focused in the jet, pushed

toward the syringe wall and spread across the wall, which can be the reason for the protein

aggregation and adsorption on the syringe walls. The impedance effects of the wall decreases

with the wall distance and increases with the maximum bubble size. The maximum bubble

radius also increases with the liquid column size and nucleus size and decreases with the air

gap pressure. Since inertia effects dominate in the cavitation process, the liquid viscosity and

surface tension hardly changes the cavitation bubble dynamics. Small bubbles can also form

in the bulk, which may generate aggregates in the bulk solution. Bubbles in the cavitation

bubble cloud may coalesce with nearby bubbles and induce a higher pressure at the collapse
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(up to 1000 bar). This high pressure can potentially generate hydroxyl radicals that oxidize

the protein molecules.

The current study presents a detailed picture of fluid flows in autoinjectors and provide

recommendations for mitigating the liquid slosh and cavitation generated in syringes. The

results can be combined with future experiments to understand the implications of fluid

flows on protein drugs and the performance of autoinjectors.
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1. INTRODUCTION

Autoinjectors and pens are devices designed for the self-administration of a fixed small dose,

typically less than 2mL, of pharmaceuticals for patients. Today, most of the autoinjectors

are designed for subcutaneous injection with very simple administration procedures that

prevent needle stick injury and alleviate needle phobia among patients. The administration

of autoinjectors does not require the patient to visit hospitals and reduces their dependencies

on healthcare professionals. Auto-injectors have become the gold-standard in the treatment

of various indications including diabetes, anaphylaxis, sclerosis, rheumatoid arthritis and

others due to their simplicity, convenience and low prices [1 ] (fig. 1.1 ).

Figure 1.1. Self-injection therapies and devices reproduced with the permis-
sion from ref. [2 ]

1.1 Motivation: trends of autoinjectors

The global market of autoinjectors and their sales have seen a dramatic growth in recent

years [2 ], [3 ]. A market research in 2017 has indicated that the Compound Annual Growth

Rate (CAGR) of the autoinjector industry is anticipated to be 15.1% between 2016 and
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2026 and the projected value of autoinjector market is over $7billion by the end of 2026 [4 ].

One reason for the fast-growing demand of autoinjectors is the trend toward the parenteral

drugs that cannot be administered orally, such as the insulin for diabetes and epinephrine for

anaphylaxis [5 ]. On the other hand, as more generic versions of autoinjectors are approved,

the prices of autoinjectors have decreased in the recent years, making them more accessible

to the patients [4 ].

Figure 1.2. (a) Structure of a spring-driven autoinjector. (b) The motion
of each component during the subcutaneous administration. The figures are
produced with the permission from ref. [6 ]

Today, most autoinjectors in the market are disposable with a prefilled syringe actuated

by a preloaded spring [7 ]. A common structure for the spring-driven autoinjectors is illus-

trated in Fig. 1.2 (a). The subcutaneous administration of the autoinjector typically consists

of three parts (Fig. 1.2 (b)): Upon trigger, the preloaded spring is released and propels the

driving rod until the rod hits the plunger (activtation process). Then the syringe together

with the plunger is accelerated to a high velocity and then decelerated by the mechanical

stop. Here, the needle goes outside the device and penetrates the human skin (insertion

process). Later, the plunger is slowly pushed by the spring, emptying the drug products

into the target place of the subcutaneous tissue (injection process). In some autoinjectors,

pressurized gas may be used for the propulsion of the syringe [8 ]. In some designs, the needle

can be detached from the glass body, which is called cartridge [8 ]. In the cartridge system,
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needle is pushed toward the needle with its seal penetrated by the needle. Then the catridge

together with the needle are inserted into the patients’ tissue.

The drug dose in subcutaneous injection is usually constrained by the absorption ability

of tissues. Therefore, most syringes carry a liquid volume less than 2 mL. A larger volume is

more likely to cause discomfort and pain [7 ], [9 ]. Furthermore, the increase of the injection

volume usually requires a longer injection time and a needle of larger diameter, which can in-

duce more pains for the patient. Due to the constraint of the injection volume, biologics with

low potency, notably monoclonal antibodies, need to be administered in high concentrations.

As the drug concentration increases, the solution viscosity increases more than linearly [10 ],

[11 ], and larger forces are needed for actuating the syringes. This can lead to more vehement

motion of the syringes and drug solutions during the insertion process. On the other hand,

when the highly viscous solution is pushed into the needle, higher pressure can be built up

inside the syringe. The reliability of the device and the stability of the drugs during the

administration process are a great concern in the development of new autoinjectors, which

is also of vital importance to the patients’ health and safety.

1.2 Concern of protein aggregation in autoinjectors

As a product to deliver parenteral drugs, the autoinjectors are subject to strict require-

ments set forth by the United States Pharmacopeia (USP) [12 ], which entails that the drug

solutions should be protected against the contamination of particulate particles, including

protein aggregates, fibers, glass shards, metals, etc. Violent motions of the drug solution

such as shaking, stirring [13 ] and dropping [14 ] are notoriously known as the sources of pro-

tein aggregation in the manufacture, formulation, filling, storage and delivery of therapeutic

proteins [5 ]. These protein aggregates are responsible for eliciting adverse immunogenic re-

sponses in patients [15 ]–[18 ], leading to potential health and safety issues of the autoinjector

products.

Denaturation or damage of proteins are attributed to various reasons. In early days, it

was reported that the enzymes exhibit an activity loss after experiencing a shear flow in a

cylindrical viscometer [19 ]. Later on, it turns out that the hydrophobic interfaces, including
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the air-liquid [5 ], [20 ], solid-liquid [21 ] and oil-liquid [22 ], [23 ] interfaces, accompanied with

the shearing flow are usually the predominant reason for protein denaturation, while the

hydrodynamic shear required for unfolding the protein molecules is relatively high [24 ] so

that pure shear flow rarely contribute to the damage or losses [5 ]. On the other hand, some

other reasons are also proposed for protein denaturation, including flow extensional stress

[25 ], local concentration difference [26 ], radical generation due to cavitation bubbles and

motion of contact lines [27 ]. Therefore, it is of vital importance to understand the fluid flows

inside syringes to find the role of flow on the damage and aggregation of the drug molecules.

The violent flows during the administration process and the associate damage to proteins

are important considerations in the development of autoinjectors. Even though the mech-

anism of protein denaturation and aggregation formation has been extensively studied by

pharmaceutical, chemical and biotechnological researchers, there are only a limited number of

studies that investigate and characterize the fluid flows inside the syringe. This dissertation

works on the high-fidelity numerical modeling of the fluid flows during the administration

of autoinjectors. To recognize the potential reason for protein aggregation, we evaluate the

hydrodyanmic stress in the solution and also analyze the motion of air-liquid interface and

the strain rates. Our results shed light on the effects of different design parameters, such

as the syringe kinematics, fill volume, air gap size, drug viscosity and syringe lubrication,

which provide insights for researchers and engineers in pharmaceutical industry to improve

the design of autoinjectors.

We identify two fluid dynamics phenomena that are most relevant to the protein aggre-

gation formation and autoinjector reliability: (a) the liquid slosh caused by the acceleration

and deceleration during the insertion process, and (b) the cavitation bubble formation in-

duced by the rod impact at the start of the insertion process. The first process occurs in

20∼40 ms, while the time scale for the second process is on the order of 0.1 ms. Due to the

large difference of the time scale, the two problems are investigated and discussed separately

in the next two sections.
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1.3 Jet formation and liquid slosh induced during the insertion process

During the insertion process, the syringe together with the drug solution is accelerated by

the driving rod and then decelerated by the mechanical stop (Fig. 1.2 ). A liquid jet can form

in the center of the air-liquid interface, which strikes the plunger and breaks. The formation

of the liquid jet and its velocity dependence on syringe kinematics and fluid properties are

important to understand the liquid motion inside the auto-injector. Chapter 2 focuses on the

liquid jet formation process for a initially concave meniscus interface undergoing a constant

acceleration-deceleration motion. To lay a foundation for the fluid mechanics of the jet

formation process, we investigate the scaling of the jet velocity and the breakup criteria of

the liquid jet.

In chapter 3, we investigate the liquid slosh and the motion of air-liquid interface during

the insertion process of the syringe. We validated our simulation results by comparing the

interface shape with those observed in the experiments. To evaluate the risk of denaturation

for proteins, we measured the interfacial area and strain rate in the drug solution for different

air gap size, syringe velocity, liquid viscosity and so on. The distribution of the strain rate

are also analyzed, which helps to find the most possible regions for protein aggregation.

1.4 Cavitation at the start of the insertion process

At the start of the insertion process (Fig. 1.2 ), the driving rod strikes the plunger, leading

to an abrupt acceleration of the syringe. This sudden acceleration generates pressure waves

propagating in the liquid column and cavitation occurs whenever the pressure drops below a

certain point. The collapse of the cavitation bubble can release a high speed re-entrant jet,

potentially leading to the aggregation of protein molecules and the pitting or even breakage of

syringe wall [3 ], [28 ]. The gas contents in the cavitation bubble is compressed in a short time,

where the high temperature and pressure can potentially induce the hydroxyl radicals that

oxidizes the protein molecules. In Chapter 4, we investigate the caviation bubble dynamics in

an auinjectors using one-dimensional analysis as well as high-fidelity numerical simulations.

Passive tracers are used to illustrate the migration of protein molecules during the cavitation
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process. The effects of flow strain rate and interfacial effects, including air-liquid and oil-

liquid interface, are also discussed in this chapter.

22



2. VELOCITY SCALING AND BREAKUP CRITERIA FOR

JETS FORMED DUE TO ACCELERATION AND

DECELERATION PROCESS

This chapter is reproduced with permission from:

Zhang, Y., Guo, T., Vlachos, P. and Ardekani, A.M., 2020. Velocity scaling and breakup

criteria for jets formed due to acceleration and deceleration process. Physical Review Fluids,

5(7), p.074003. The experiments are conducted by Tianqi Guo.

2.1 summary

We investigate the formation of a liquid jet due to an impact. The fluid contained in

a completely wettable tube undergoes a constant acceleration-deceleration motion with the

acceleration time being much smaller than the deceleration time duration. During the im-

pact, the fluid near the wall rises up. For a small deceleration time and liquid viscosity, the

velocity of the contact line between the liquid and the wall approximates the tube velocity.

Later, the tube deceleration causes the flow to focus at the center of the tube forming a

liquid jet. The velocity of liquid jet is mainly characterized by five dimensionless numbers:

the Weber number (We), the Ohnesorge number (Oh), Bond number (Bo) and dimension-

less acceleration (τa) and deceleration time (τd). We investigate the cases with very small

acceleration time. The jet velocity and the liquid kinetic energy increase with acceleration

time and reach a maximum value for a certain deceleration time. For zero Bond numbers,

our numerical simulations show that the jet velocity Vj scales with Oh−1/4We1/8τ
−2/3
d for

large Oh. For a wide range of Bond numbers, the kinetic energy reduction due to viscous

dissipation in jet tip [1 − V 2
j /V 2

j,0] scales with Oh2/3f(We, Bo)2/3 for small Oh, where Vj,0 is

the inviscid jet velocity, f(We, Bo) is an empirical function of We and Bo obtained from least

square fit of numerical results. At small Bo, the jet forms due to the focusing flow and the

jet velocity decreases with surface tension. On the other hand, at large Bo that the initial

interface is flatter, the collapse of surface wave enhances the jet formation and jet velocity

increases with surface tension. For the Bond number in experiments, we also investigate the
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breakup criteria for the liquid jets. By denoting the critical Weber number for breakup as

Wec, we find that f(Wec, , Bo)−2/3 linearly increases with Oh2/3 for a wide range of Oh, and

has a non-monotonic dependence on τd.

2.2 Introduction

A liquid jet forms when the liquid-gas interface is subject to an impact [29 ]. One of the

most fundamental jet formation problem is the one generated by a bursting bubble [30 ], [31 ],

where a bubble laying right beneath a liquid-gas interface bursts and a liquid jet forms as

the consequence of the collapse of the gas cavity. The problem is only dependent on two

nondimensional numbers, the Bond number (Bo) and the Ohnesorge number (Oh). Recently,

Ganan-Calvo [32 ] investigated the published experimental data and proposed a scaling for

both the velocity and radius of the first ejected droplet after the bubble bursting in the limit

of zero Bond number. The scaling is then extended to a wide range of Bond numbers [33 ],

[34 ] and applied to find a self-similar shape of cavity and jet profiles [35 ]. More discussions on

the bursting bubble problem can be seen in the works of Gordillo and Rodríguez-Rodríguez

[36 ], [37 ] and Ganan-Calvo and López-Herrera [38 ].

Aside from the collapse of a bursting bubble, a sudden movement of the container can

also generate liquid jets and droplets. This problem is of vital interest in the injection

of pharmaceuticals, propellant sloshing in spacecrafts, and the transportation of unstable

liquids. In the drug industry, therapeutic proteins can be damaged or denatured by the

hydrodynamic shear involved in the motion of liquid-air interface [5 ], [13 ]. Therefore, an

understanding of jet and droplet formation during the motion of drug container is helpful

for minimizing the loss of protein activity. Propellant slosh can occur during launch of

spacecrafts, where the violent motion of liquid can introduce uncertainties in spacecraft

attitude [39 ]. When flammable and combustible liquids are transported, the liquid slosh

can generate substantial amount of heat. The flammable temperature is reduced and more

cautions are required for shipping these liquid.

One of the most fundamental example of the jet induced by a sudden motion is Pokrovski’s

experiment. In the experiment, the tube containing the liquid falls freely due the gravity
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and then impacts a rigid wall. The sudden change of the tube velocity induces a pressure

impulse, in turn generating liquid velocity inside the tube. The analytical solution for the

velocity and pressure field at the start of the impact has been found by Antkowiak et al.[40 ].

Kiyama et al. [41 ] extended the study into a wider range of accelerations and liquid column

heights. They categorized the liquid jet into three types: normal type, splash type and

cavitation type. For splash type jets, liquid curtains are formed from the liquid-gas interface

due to the presence of the pressure wave. While for cavitation type, there are cavitation

bubbles forming due to the pressure drop in the bulk. Onuki et al. [42 ] proposed a new

experimental setup. In their experiments, a thin tube is added to be partially submerged

in the liquid so that highly viscous microjets can be generated. In short time, during the

impact interval, the jet velocity agrees well with the physical model based on the pressure

impulse theory, suggesting that the viscous effects are negligible during the impact. After

the impact, during the flow focusing process, fluid viscosity decreases the jet velocity, which

can be described by the Reynolds number.

In this paper, we investigated the jet induced by a sudden motion using a different exper-

imental setup, where the tube is hit by a spring-driven rod and then gradually decelerates

due to friction and stops. The motion of the tube can be approximated with a constant

acceleration motion followed by a constant deceleration motion. Our problem resembles the

Pokrovski’s experiment, since in both cases, in the reference frame of the tube, the liquid jet

is generated due to the downward body force induced by deceleration. While, in our case,

the liquid also gains an initial velocity due to the acceleration process. The magnitude of

acceleration and deceleration is much smaller than those in Pokrovski’s experiment, so that

the water hammer and fluid compressibility do not affect the jet formation for a wide range of

impact speed studied in this work. Besides, the magnitude of acceleration and deceleration

is more controllable and easier to measure. To understand the jet velocity dependence on

fluid properties and tube kinematics, we focused on the liquid that is completely wetting to

the tube wall, i.e., the contact angle between the liquid-gas interface and wall is zero.
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2.3 Method

2.3.1 Experimental Setup

Figure 2.1. (a) A schematic of the experimental setup. The working fluid
(Sigma-Aldrich 317667 silicone oil, viscosity 5 cSt, surface tension 20 mN/m,
density 913 kg/m3) is completely wetting with the glass tube.

As illustrated in the schematic drawing shown in Fig. 4.1 , a stainless-steel impact rod is

released by the electromagnet (5893K96, McMaster Carr) and accelerated by a driving spring

until it impacts on the plastic cap on the test tube (borosilicate glass, with inner radius of

R =5.7 mm and length of 100 mm), which contains 2 mL of silicone oil. Subsequent to the

impact, the tube is suddenly accelerated and then gradually stopped due to the friction of

the guiding rails. The guiding rails are made of two parallel 25 mm × 25 mm T-slotted

profiles (25-2525, 80/20 Inc), which keep the tube slide along the T-slots without blocking

the view of the surface jets. Uniform background illumination is achieved by using an LED

light source (Flashlight 300, LaVision) with a light diffuser (DG100X100-1500, ThorLabs,

Inc.). The motion of the tube and the liquid-gas interface are captured in a shadowgraph
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configuration by a high-speed camera (Phantom v2640, Vision Research) with a frame rate

of 10,000 per second.

For each frame, the displacement of the glass tube is determined by locating the bottom

of the tube after image binarization. For most of our experiments, the tube motion can be

approximated by a constant acceleration-deceleration process where tube velocity increases

linearly from 0 to a maximum velocity U at time ta, and then decreases linearly to zero

after time td. The maximum tube speed U depends on the spring compression, which varies

between test cases. With one guiding rail mounted on a precision linear stage (X-LRQ075AL-

E01-KX13C, Zaber Technologies Inc.), deceleration time td is controlled by adjusting the

distance between the rails. In most of our experiments, the acceleration time ta (∼0.5 ms)

is much smaller than the deceleration time td (∼5 ms).

2.3.2 Numerical Method

The flow field inside the tube is governed by Navier-Stokes equations since the impacts

are in the incompressible flow regime. From the previous study by Antkowiak et al.[40 ], the

flow field is not affected by the wall at the tube bottom for a long enough liquid column.

Therefore, we do not consider the role of the height of liquid column on the jet dynamics.

To have a manageable parameter space, we focused on the liquid that is completely wetting

to the tube wall, i.e., the contact angle between the liquid-gas interface and wall is small

After scaling lengths by the tube inner radius R, velocity by U , and time by R/U , the jet

dynamics in our problem is characterized by five dimensionless numbers: the Weber number

We = ρU2R/σ, the Ohnesorge number Oh = µ/
√

ρσR, the Bond number Bo = ρgR2/σ, the

dimensionless acceleration time τa = taU/R and dimensionless deceleration time τd = tdU/R,

where g is the gravitational acceleration, ρ, σ, µ are the liquid density, surface tension, and

viscosity, respectively.

We performed axisymmetric simulations by using a two-phase flow solver Gerris with

an adaptively refined mesh near the liquid-gas interface [43 ]. A body force term is added

to include the effects of the acceleration and deceleration of the tube since we move in the

tube frame of reference. Initial liquid-gas interface is calculated from a separate simulation
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Figure 2.3. The interface velocity at the tube center is independent of (a)
the max CFL in the simulation, (b) the density ratio between the liquid and
gas ρl/ρg and (c) the viscosity ratio between the liquid and gas µl/µg. Here,
Bo = 0, Oh = 0.001, We = 1000, τd = 2, τa = 0.1.

where the interface deforms from a flat interface into the hydrostatic equilibrium state in

the absence of tube movement. The contact angle is 1◦ corresponding to the completely

wetting fluid used in the experiments and the interface shape in the hydrostatic equilibrium

is only determined by the Bond number. For Bo = 0, the initial interface shape is close to

a semi-sphere. The simulation domain is a 1 × 15 box, with y ∈ [0, 5] initially occupied by

liquid while y ∈ [5, 15] occupied by gas. No-slip boundary conditions are applied for the tube

walls, and a symmetry boundary condition is applied for the axis. The contact line between

the interface and tube wall is described by the constant contact angle model in Gerris [44 ],

which allows for numerical slip in the vicinity of the contact line. During the simulation, the

grid points near the liquid-gas interface are refined to a grid size of ∆x = 1/210, and the grid

points in regions with high velocity and stress are refined to 2∆x. The density and viscosity

ratio between liquid and gas are 1000 and 50, respectively. Since the density and viscosity

of the liquid are much larger than those of gas, the simulation results are hardly modified

by the density and viscosity of gas (Fig. 2.3 ). The density and viscosity ratio are based on

the water-air properties. In experiments, density ratio is around 1000 and viscosity ratio is

about 250. The air viscosity in our simulation is 5 time smaller than the experiments, but

it does not affect the simulation results. In all the simulations, time step is controlled by

setting the maximum CFL as 0.5, and the simulation results are independent of the max

CFL (Fig. 2.3 ). The simulations are performed in parallel with 16 processors, which takes

around 10 hours to finish.
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2.4 Results

2.4.1 Experimental validation of numerical simulations
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Figure 2.4. (a) Comparison of surface profiles between experimental and
numerical (red line) results for two Weber numbers. The jet breaks up for
We = 799, but does not for We = 505. Dimensionless time τ = tU/R is
denoted at the top of each frame. (b) Time evolution of the jet height hj
from simulations and experiments. hj is defined as the interface height at the
center of the tube, and the initial jet height is set to zero. The experimental
data for small jet height is missing because the jet is inside a cavity and is
not visible in images. For We = 348, 505, and 799, τd are 1.57, 1.47 and 1.46,
respectively, and τa are 0.21, 0.25 and 0.33, respectively. Bo = 14.5. Viscosity
ratio between inner and outer outer fluids in simulations is 50 which is about
5 times smaller than that in experiments. Here, Oh = 0.014.

We first validated our simulations with the experimental results. To get the acceleration

needed for the numerical simulations, we measured the displacement of the bottom of the

tube. The displacement data, the calculated velocity and acceleration profiles for three

experimental tests are shown in Fig. 2.2 . We first fit the displacement data points with a

smoothing spline, which represents the tube displacement as a continuous and differentiable

function of time. Then, the 1st and 2nd order derivative of the smoothing spline are calculated

as the temporal velocity and acceleration. For the calculation of dimensionless numbers, we

approximated the tube motion with a constant acceleration-deceleration process, where the

tube velocity increases to the maximum velocity with a constant acceleration and then

decreases to zero. For experiments of We = 348 and 505, the rod hits the tube cap multiple
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times. For larger spring compression and higher We (We = 799), the deceleration is constant

and the tube motion is close to the constant acceleration-deceleration motion. Simulations

for validation purposes use a smoothing spline as the input kinematics.

Our simulations show a very good agreement with experimental results when comparing

the surface profiles (Fig. 2.4 (a)). There is small differences between the simulation and

experimental results, which may stem from the errors in measurement of tube acceleration

and the discrepancy of the initial interface shape. The numerical results of jet height (Fig.

2.4 (b)) also shows a quantitative agreement with experimental measurement throughout the

entire life time of the jet. For smaller We (We = 348 and 505), the jet does not break, and

the jet height is continuous. While for larger We (We = 799), the jet breaks up. The first

droplet is ejected from the jet at τ ≈ 10 and the second droplet at τ ≈ 20, where τ = tU/R

is the dimensionless time in the simulation. At the instant of jet pinch-off, a new jet forms

underneath the ejected droplet and there is a sudden decrease in the jet height. Here, the

impact interval, which is τa + τd ≈ 2, is much smaller than the time scale of the liquid

jet. The impact results in an initial jet velocity, then the jet velocity gradually decreases

mainly due to gravity. When the jet velocity decreases to zero, the jet reaches the maximum

height. Later, the jet height decreases to zero, and a cavity can form at the center of the

tube. For larger We, the jet gains more initial momentum due to the impact. The liquid

shoots higher and is more likely to break up. In the following sections, we first investigate

the interface dynamics during the jet formation process, where the interface center gains an

initial velocity and a liquid jet forms, and then the long term behavior of the liquid jet which

is characterized by the breakup and droplet ejection.

2.4.2 Jet formation process

The interface profiles and the velocity field (Fig. 2.5 (a)(b)) demonstrate the jet formation

process: since the liquid is completely wetting to the wall, the interface starts from a shape

close to a semi-sphere. Upon the impact, the interface near the wall moves upwards due

to inertia. At τ = 1, the fluids near the wall are lifted and have an upward velocity. At

τ = 2, due to the deceleration of the tube, the fluids near the wall move downward. The
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Figure 2.5. (a) The time evolution of the liquid-gas interface. Dashed lines
show the streamlines at τ = 3. The color bar indicates the time corresponding
to different profiles. (b) The corresponding time evolution of the velocity field
in the liquid jet. The time is annotated at the top of each frame. The scale
of the velocity vector is denoted by the arrow on the right. Here, Oh = 0.014,
We = 2000, τd = 2, τa = 0.1 and Bo = 0. (c) The interface velocity at the tube
center V is independent of the refined grid size near the liquid-gas interface
∆x. Here, Oh = 0.014, We = 1000, τd = 2, τa = 0.1 and Bo = 14.5. (d)
The velocity of the interface near the tube wall in the tube reference frame Vcl

follows the tube velocity in the laboratory reference frame (dashed line) for
small τd and Oh, corresponding to the inviscid limit for the motion of contact
line. Vcl is slightly lower than the tube velocity for larger τd and Oh due to
the effect of fluid viscosity. Here, We = 2000, τa = 0.1 and Bo = 14.5.

flow focuses at the center of the tube with a vortex forming near the interface. The liquid

jet forms as the fluid in the center of the tube rises, which is subsequent to the deceleration

motion of the tube.

Fig. 2.5 (c) shows the interface velocity at the tube center for different grid size ∆x near

the liquid-gas interface in our simulations. The interface velocity is independent of the grid

size ∆x for ∆x < 1/210. The center of the interface gains a downward velocity during the
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tube acceleration, and then reverts to upward after the tube deceleration. A liquid jet forms

at the center. Jet pinch-off occurs at τ ≈ 13 and introduces a singular interface velocity at

the center of the tube. The interface velocity presented here is measured at 1/64 away from

the axis to avoid this singularity. The simulation results are independent of the grid size

for ∆x < 1/210. For grid size larger than 1/210, there is a slight difference in the interface

velocity near the jet pinch-off points, where the characteristic length scale of the flow is

small.

The velocity of the contact line between the liquid and the wall in the reference frame of

the tube, which is denoted as Vcl, is compared with the tube velocity in Fig. 2.5 (d). Here,

The acceleration induces a pressure impulse in the liquid. The liquid near the corner formed

by the interface and the wall gains an initial velocity. The acceleration is applied in a very

short time so that the liquid in the corner is dominated by inertia. In our problem, where

the contact angle between the wall and the interface is 1 degree, we observe that for small τd

and Oh, the velocity of contact line approximates the same magnitude of the tube velocity

but of the opposite direction. Thus, the contact line is almost stationary in the laboratory

reference frame. This is because for the small acceleration and deceleration times in the

simulation, the flow near the contact line approximates to an inviscid flow and there is a

slip on the wall near the contact line [44 ]. This agrees with the pressure-impulse theory [40 ]

and the analysis of sessile drop [45 ] where the inviscid flow theory is used. For larger τd and

Oh, this velocity is slightly lower than the tube velocity due to the viscous effects, since the

viscous effects usually increase with the elapsed time and the fluid viscosity. This agrees

with the experimental findings by Onuki et al. [42 ] that the viscous effects are negligible

during the impact interval but are important for the jet generation.

2.4.3 Effects of the time of acceleration and deceleration process

The interface velocity at the center of the tube slightly increases with the acceleration

time τa (Fig. 2.6 (a)). In the limit of very small acceleration time, the pressure-impulse theory

implies that the initial fluid momentum induced by acceleration is proportional to the impact

velocity [40 ]. In the original work of pressure-impulse theory, both the impact and the fluid
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Figure 2.6. (a) The interface velocity at the tube center and (b) the total
kinetic energy of the liquid for different acceleration time τa at τd = 2. In
our experiments, the time of the acceleration induced by the rod impact is
much smaller than the deceleration time, which corresponds to the limit of
very small acceleration time τa < 0.2. (c) The interface velocity at the tube
center V and (d) the total kinetic energy of the liquid for different deceleration
time τd at τa = 0.1. Here, Oh = 0.014, We = 1000, and Bo = 14.5.

momentum are upwards. Because the equations solved in the pressure-impulse theory are

linear, the theory also works for our case where both impact and the fluid momentum are

downwards. The ratio between the magnitude of fluid momentum and the impact velocity is

a constant only depending on the interface geometry even if the impact direction is reversed.

For τa → 0 and Bo = 14.5, the interface velocity at the tube center after acceleration is

about 0.22 times the impact velocity. For zero Bond number in Fig. 2.7 (a), this value is

around 0.75, which is close to the analytical result for a hemisphere [40 ]. When acceleration

time increases, the interface velocity at the tube center after the acceleration process slightly

decreases. The maximum interface velocity occurs during the jet formation process at τ ≈ 3.
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The maximum interface velocity increases with the acceleration time. The acceleration time

in experiments corresponds to τa ≈ 0.2, which is small compared to the deceleration time.

The time evolution of the liquid kinetic energy for different acceleration time is shown

in Fig. 2.6 (b). The liquid gains the most kinetic energy during the short-time acceleration

process. The kinetic energy gained by the liquid increases with the acceleration time τa,

because during the acceleration process, the interface is deformed and the curvature of the

interface increases with the elapsed time. The body force due to acceleration exerted on

the deformed interface induces more kinetic energy in the liquid. Then during the tube

deceleration, the kinetic energy decreases and then increases. The kinetic energy reaches

its local maximum when the jet starts forming and the interface velocity at tube center

reaches the maximum. The local maximum kinetic energy increases with the acceleration

time, which explains why the maximum interface velocity increases with the acceleration

time in Fig. 2.6 (a). Here, the kinetic energy is calculated by integrating u2Vc, where u is

the local fluid velocity and Vc is the cell volume that is occupied by the liquid.

Fig. 2.6 (c)(d) demonstrate that the jet velocity and kinetic energy of the liquid have a

non-monotonic dependence on the deceleration time τd. Both the jet velocity and the liquid

kinetic energy increase with τd and then decreases. The jet velocity reaches the maximum

value at τd = 1 while the kinetic energy reaches the maximum value at τd = 2. The non-

monotonic τd dependence for the jet velocity and kinetic energy stems from the deformation

of the interface. After the tube acceleration, the fluids near the tube wall is rising and the

interface curvature increases with time. The body force due to the deceleration is more

effective in generating a focusing flow if it is acting on a curved interface. Therefore, for

small τd, the interface velocity and liquid kinetic energy increases with τd. In an extreme

case where both acceleration and deceleration times are very small, the pressure impulse

theory [40 ] indicates that the momentum changes of the liquid due to acceleration and

deceleration balance each other, leading to zero interface velocity after the tube motion. On

the other hand, when τd is large, deceleration is mostly acting on a fully deformed interface.

Larger deceleration exerted on the fully deformed interface is more effective in generating the

focusing flow. Since the deceleration magnitude is inversely proportional to τd, the interface

velocity and the kinetic energy decrease with τd. The tip of the liquid jet make up only a
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small volume of the whole liquid, therefore, the interface velocity and kinetic energy reach

the maximum value at different τd. The maximum interface velocity can be very different

for the same value of kinetic energy. For τd = 0.5, the maximum interface velocity is large,

meaning that the momentum of the liquid is more focused at the tube center, while for

τd = 4 the maximum interface velocity is smaller, where the momentum of the liquid is less

focused at the tube center. Here, only the jet at τd = 1 pinches off, which also has the largest

maximum interface velocity. To reduce the parameter space, we focuse on the simulations

in small τa regime and τa = 0.1 is used for the following simulations.

2.4.4 Scaling laws for the jet velocity

Here, we investigate the dependence of the jet velocity on the fluid viscosity (Oh), surface

tension (We) and deceleration time (τd) without gravitational effects (Bo=0). The time

evolution of the interface velocity for different Ohnesorge numbers are shown in Fig. 2.7 (a).

For τ < 2, the interface velocity is independent of Oh, suggesting that the viscous effects

do not influence the jet dynamics before the flow is focusing at the center of the tube. For

τ > 2, the interface velocity decreases with Oh. The liquid jet forms when the interface

velocity reaches the maximum value. The time for reaching the maximum velocity evaluates

the time for the jet formation process, which show a slight decrease with Oh and a strong

increase with τd. When τd increases, it takes longer time for the interface velocity to reach

the maximum value and the maximum interface velocity decreases.

We define the maximum value of the interface velocity as the jet velocity Vj. The depen-

dence of Vj on Oh, We and τd are shown in Fig. 2.7 (b). When Oh → 0 , Vj approaches the

inviscid jet velocity Vj,0, which is proportional to the momentum gained by the center of the

interface during the tube acceleration-deceleration motion. Vj,0 decreases with τd for τd > 2

and slightly increases with We. In simulations for the inviscid jet (Oh = 0), surface waves of

small wavelengths persist after the impact and introduce oscillations in the interface velocity.

The inviscid jet velocity Vj,0 is approximated by the jet velocity at Oh = 0.001. For a viscous

jet, the jet velocity Vj is always smaller than Vj,0 due to viscous dissipation in the liquid.
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Figure 2.7. Jet velocity without gravity effects (Bo=0, τa = 0.1). (a) The
interface velocity at the tube center for different Oh and τd. When the jet
forms (τ ≈ 2.6 for τd = 2, and τ ≈ 3.2 for τd = 4), the interface velocity
reaches a maximum value, which is defined as the jet velocity Vj. (b) The jet
velocity Vj versus Oh for different We and τd. (c) The jet velocity for small Re
collapses on a single curve when Vjτ

2/3
d is plotted versus Oh−1We1/2. (d) For

large Oh, [1 − (Vj/Vj,0)2] scales with [Ohf0(We)]2/3, where f0(We) evaluates
the effect of We to the viscous dissipation at Bo = 0. (b-d) shares the same
legend in (d). The red dashed lines show the 10% error away from the scaling
(black dashed line).

We then collapsed the jet velocity data in two different ways. For highly viscous fluids,

the jet velocity can be expressed as

Vj ∼ τ−0.6448
d Oh−0.2264We0.1239, (2.1)

where the exponents are obtained from the multivariate least squares fitting for data within

Oh−1We1/2 < 100. By approximating the exponents with the nearest fractional numbers, we
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collapse the data on the plot of Vjτ
2/3
d versus Oh−1We1/2 (Fig. 2.7 (c)) with the jet velocity

scaling expressed as

Vj ∼ τ
−2/3
d Oh−1/4We1/8, forOh−1We1/2 < 100. (2.2)

This scaling describes the small jet velocity at large Oh and small We. Most of the liquid

kinetic energy obtained during the acceleration-deceleration process is dissipated due to

viscous effects, thus the jet velocity Vj can directly scale with Oh−1/4. In the small Oh

regime, the jet velocity data does not fully collapse because of the surface tension effects

during the jet formation. As Oh decreases, the jet velocity data Vjτ
2/3
d approaches Vj,0τ

2/3
d ,

which shows a dependence on We.

For a small Oh regime, we investigate the normalized reduction of the kinetic energy

in jet tip [1 − V 2
j /V 2

j,0], which approaches zero for Oh = 0. As is shown in Fig. 2.7 (d),

[1 − V 2
j /V 2

j,0] is hardly dependent on the deceleration time τd, thus can be collapsed on a

single curve when it is plotted against Ohf0(We),

1 − (Vj/Vj,0)2 ∼ [Ohf0(We)]2/3 , forOhf0(We) < 0.1, (2.3)

where f0(We) ≡ f(We, Bo = 0) = 7.17We−0.406 + 0.2 with f(We, Bo) being a function of We

and Bo and f0(We) is the value at zero Bond number. The formula of f(We, Bo) is discussed

in the next section.

2.4.5 Effects of gravity

Gravity affects the jet formation process in two ways: it flattens the liquid-air interface at

the initial state and the gravitational force acts as a source term in the momentum equation.

Fig. 2.8 shows the velocity at the center of the interface V and the liquid kinetic energy

Ek when the initial interface is flattened by gravity. The shape of the initial interface is

determined by the Bond number. To separate the effects of the gravitational force from the

effects of the initial interface perturbation caused by gravity, we also calculated the results

with the same initial interface shape but without the gravitational force. When the initial
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Figure 2.8. The time evolution of (a) the velocity at the center of the inter-
face and (b) the liquid kinetic energy when the initial interface is modified by
gravity, whose magnitude is indicated by Bo. The solid line includes the grav-
itational force, while for the dashed line, the gravitational force is excluded.
Here, Oh = 0.014, We = 1000 and τd = 2 and τa = 0.1.
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interface is flattened by gravity, the focusing flow is enhanced and the fluid velocity at the

center of the interface can reach larger maximum value. The jet velocity is hardly affected

by the gravitational force term for Bo < 20. Here, the ratio between the body force term of

gravity over deceleration gtd/U = Boτd/We is less than 0.04. The gravitational force is very

small compared to the body force due to the tube deceleration, but when the tube is stopped,

the liquid jet is still subject to the gravitational force and its velocity decreases. After the

jet is formed, the flow velocity inside the jet is decreased by the gravitational force, and the

effect of gravity increases with time. During the jet formation process, the jet velocity is only

slightly decreased by gravitational force, but for the jet pinch-off, which occurs later in time,

the gravitational force is important in decreasing the jet velocity. Among all the presented

cases, the jet only breaks up for Bo = 20 whether the gravitational force term is included or

not. This suggests that the gravity affects the jet pinch-off mainly by modifying the initial

interface shape. When the initial interface is flattened by gravity, the inviscid jet velocity

increases, which enhances the breakup of liquid jet. The corresponding kinetic energy of

the liquid is shown in Fig. 2.8 (b). When the initial interface is flattened by gravity, the

liquid gains less kinetic energy from the tube acceleration. Even thought the total amount

of kinetic energy is smaller in the bulk of the liquid, the interface velocity at the center is

larger. This suggests that gravity helps liquid momentum to be more focused at the tip of

the liquid jet.

The inviscid jet velocity Vj,0 and jet formation time tj,0 for different Bo and We are

demonstrated in Fig. 2.9 . When Bo increases, both Vj,0 and tj,0 increases, and their de-

pendence on We is dependent on Bo. An example of the time evolution of the interface

shape is shown in Fig. 2.9 (c). When Bo increases, the initial interface is flattened. Only the

interface near the wall is perturbed. At τ = 2, the initial perturbation evolves into a surface

wave after the acceleration-deceleration motion of the tube. The surface wave propagates

towards the center of the tube and then collapses, facilitating the formation of the liquid

jet. The formation of the surface wave is more obvious for Bo = 100, where the initial

interface is flattened by gravity and the flow focusing effects is suppressed. Here, the surface
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Figure 2.9. (a) The inviscid jet velocity Vj,0 and (b) the dimensionless time
when the maximum interface velocity occurs for different We, Bo and τd. (c)
The time evolution of the interface for Bo = 16 (left) and Bo = 100 (right).
A slight surface wave occurs at τ = 2 for Bo = 16 and this surface wave is
more obvious for Bo = 100. Here, We = 2000, Oh = 0.014, τd = 2, τa = 0.1.
(d) The jet velocity Vj as a function of Oh for different Bo, We. (e) The jet
velocity data are collapsed on a single curve in the plot of

[
1 − V 2

j /V 2
j,0

]
versus

Ohf(We, Bo), where f(We, Bo) = (Bo1.48 +7.17)We−0.406 +0.20 is an empirical
function that evaluates the focusing effect of the flow and is obtained by using
a least square fit. Red dashed lines indicate 10% error from the scaling. Here,
τd = 2, τa = 0.1.
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wave is generated by the acceleration-deceleration process due to the body force term. The

dispersion relationship reads as

ω̃2 = ãdk̃ + σ

ρ
k̃3, (2.4)

where ω̃ is the dimensional phase angular speed, k̃ is the dimensional wave number, and

ãd is the dimensional acceleration due to the body force exerted on the liquids. During the

deceleration process, ãd = U/td + g. After deceleration, only gravity is present ãd = g.

By using the scaling ω̃ = ωU/R and k̃ = k/R, the non-dimensional form of the dispersion

relation is

ω2 = adk + We−1k3, (2.5)

where ad = τ−1
d + Bo/We during deceleration and ad = Bo/We after deceleration. For Bo =

100 in Fig. 2.9 (c), the half wavelength normalized by the tube radius is about 0.65, thus, k =

π/0.65 = 4.8. The peak of the wave moves with the phase velocity. The steady-sate phase

velocity is c = ω/k, which is 0.34 during deceleration process and 0.11 after deceleration.

This means that the wave propagates with speed 0.34 during deceleration process and then

decreases to 0.11 after the deceleration process. In Fig. 2.9 (c), the deceleration stops at

τd + τa = 2.1. The average wave velocity is measured 0.24 for time between 2 and 3 and 0.14

for time between 3 and 4, which agree with the calculation above.

The inviscid jet velocity and jet formation time are larger than those at Bo = 0, where

the jet formation process is dominated by the flow focusing effect. At Bo = 16, when the

surface tension increases, i.e., We decreases, the inviscid jet velocity Vj,0 increases and the

jet formation time tj,0 decreases, which contrasts with the jet induced by the focusing flow at

Bo = 0, where Vj,0 decreases and tj,0 slightly decreases. The dependence of the jet velocity

on We depends on the initial interface shape and the Bond number. When the Bond number

increases, the jet formation process is enhanced by the collapse of surface wave. The Oh

dependence of the jet formation time tj can be informed from Fig. 2.7 (a). tj slightly decreases

with Oh for most of our investigated cases, but this decrease can become important for large

τd, where the viscous effects are dominant. Similarly, a contact angle close to 90◦ also flattens
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the initial interface shape and reduces the flow focusing effects. For a contact angle slightly

less than 90◦ or very large Bond numbers, only a small part of the interface near the wall is

initially perturbed. We can expect that the focusing flow is suppressed and the jet formation

process is dominated by the collapse of surface wave.

The jet at large Bond numbers (Fig. 2.9 (c)) is thinner than the jet at Bo = 0 (Fig.

2.5 (a)), suggesting that the interface velocity is more focused at the center. The flow is

more susceptible to the viscous dissipation in the liquid. In Fig. 2.9 (d), the jet velocity

Vj decreases more rapidly with Oh when Bo increases and We decreases. Here, the surface

wave stores more kinetic energy, and more liquid momentum is focused at the center of the

tube. For a large Oh, the jet velocity increases with Bo and decreases with We. While for

a more viscous liquid with large Oh, the fluid viscous effects are important, the jet velocity

decreases with Bo and increases with We. For intermediate Oh, the jet velocity can display

a non-monotonic dependence on Bo and We.

In Fig. 2.9 (e), we successfully collapsed the data on a single curve in the plot of[
1 − V 2

j /V 2
j,0

]
versus Ohf(We, Bo), where f(We, Bo) = (Bo1.48 + 7.17)We−0.406 + 0.20 evalu-

ates the effects of Bo and We on the viscous dissipation. The form of the equation is based

on the observation that
[
1 − V 2

j /V 2
j,0

]
increases with Bo and decreases with We. At large

Bo,
[
1 − V 2

j /V 2
j,0

]
decreases more rapidly with We, thus we come up with this formula for

f(We, Bo). The constants and exponents are obtained through a least-square fit. The results

here extend the scaling in Fig. 2.7 (c) to nonzero Bond numbers,

1 − (Vj/Vj,0)2 ∼ [Ohf(We, Bo)]2/3 , forOhf(We, Bo) < 0.09. (2.6)

At small Oh, the normalized reduction of kinetic energy in the jet tip [1 − V 2
j /V 2

j,0] scales

with Oh2/3 regardless Bo, We and τd. At large τd and Bo, the gravitational force can be

comparable to the body force from deceleration motion, causing the jet velocity to deviate

from the scaling. f(We, Bo) evaluates the focusing effects of the flow, which increases with

Bo and decreases with We. When Bo increases, the jet formation process is more dominated

by the collapse of the surface wave, where f(We, Bo) decreases more rapidly with We. The

scaling of the jet velocity applies to all the cases in our problem regardless of Oh, We and
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τd except for τd < 1.5, where the jet behavior is different and the corresponding explanation

is offered later.

2.4.6 Criteria for jet breakup
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Figure 2.10. Study of breakup criteria at Bo = 14.5 and τa = 0.1. (a) Phase
diagram of jet breakup at τd = 2. Insets are two snapshots of the jet shape
before breakup for Oh = 0.014, We = 400 (left) and Oh = 0.14, We = 1800
(right). (b) Phase diagram at Oh = 0.014. Insets show the jet shape before
breakup for τd = 1, We = 350 (left) and τd = 4, We = 1200 (right). (c) The jet
velocity shows a non-monotonic dependence on τd at We = 1000.

The liquid jet can break up due to the Rayleigh-Plateau instability. As is illustrated in

Fig. 2.4 , the jet breaks up above a critical Weber number Wec. We also find that the time

instant of pinch-off is postponed with decreasing We. At Wec, the jet pinches off right before

the jet disappears into the bulk liquid. The critical Weber number Wec in Fig. 2.4 is a little

above 505, since the jet is about to pinch off at τ = 15.26 for We=505. The time scale of the

jet pinch-off is about one order of magnitude larger than that of the jet formation process.

As we discussed previously, the effects of viscous dissipation and gravitational force increase

with the elapsed time. The viscous dissipation and gravitational force are usually important

in the jet pinch-off process.
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Given the jet velocity scaling in Eq. (2.6 ), we plotted the phase diagram of jet breakup in

space between f(We, Bo)−2/3 and Oh2/3 (Fig.2.10 (a)). For Oh2/3 less than 0.3, the breakup

and non-breakup regions can be separated by a straight line expressed as

f(Wec, Bo)−2/3 − f(Wec,0, Bo)−2/3 ∼ Oh2/3, (2.7)

where Wec,0 is the critical Weber number at Oh = 0, and f(Wec,0, Bo)−2/3 is the y-intercept

of the line, which is nonzero because the liquid jet has to overcome the gravitational force

before it pinches off. f(Wec, Bo)−2/3 linearly increases with Oh2/3. For larger Oh, the slope

between f(Wec, Bo)−2/3 and Oh2/3 increases. The insets show the interface shape for the jet

just above the critical Weber number. For the jet of small Oh, the radius of the interface

at the bottom of the jet decreases and there is a tendency for the formation of a satellite

droplet. While for the jet of large Oh, the shape of the liquid jet is close to a cylinder.

Phase diagram for jet breakup in the space formed by f(We, Bo)−2/3 and τd shows

two different regimes: for τd < 1.5, f(Wec, Bo)−2/3 decreases with τd, while for τd > 1.5,

f(Wec, Bo)−2/3 increases with τd (Fig. 2.10 (b)). The breakup of the jet is related to the jet

velocity in the jet formation process. In Fig. 2.10 (c), the jet velocity at τd = 1 is larger than

τd = 0.5 and 2 for Oh < 0.05, suggesting that the jet velocity increases with τd first and then

decreases. The jet velocity has the maximum value for τd ≈ 1, which agrees with the results

in the phase diagram where the critical We is minimum at τd ≈ 1.5. The non-monotonic

dependence of Vj on τd has also been discussed in Fig. 2.6 . In Fig. 2.10 (c), the flow of

τd < 1.5 are more susceptible to liquid viscous dissipation. The jet velocity Vj decreases

more rapidly with Oh. For large Oh, the jet velocity at τd = 2 can become larger than that

at τd = 1. We also find that Vj,0 reaches its maximum value at τd = 1, which means that the

traveling distance of the tube is 1/4 of the tube diameter. The maximum Vj,0 is larger than 1,

meaning that the jet velocity measured in the reference frame of the tube is larger than the

maximum moving speed of the tube. As we previously discussed, this velocity can further

increase if τa increases or We decreases. The combination of focusing flow and collapse of

surface wave effects help the flow momentum to focus at the center of the interface. The

maximum jet velocity can be larger than the maximum moving speed of the tube.
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Figure 2.11. The neck radius at the breakup point rb plotted versus the time
before breakup τb−τ , where τb is the time when the jet breaks. At Oh=0.014, rb

scales with (τb −τ)2/3, corresponding to the scaling for inviscid pinch-off where
liquid inertia (I) is balanced by surface tension (ST) [46 ], [47 ]. At Oh=0.05,
rb scales with (τb − τ), corresponding to the scaling for viscous pinch-off where
inertia (I), surface tension (ST) and viscous (V) effects balance each other
[48 ]. At Oh=0.14, rb scales with (τb − τ)1/2 where gravity (G) is balanced by
viscous (V) effects [49 ]. The panels on the right shows the interface profile
before pinch-off. Here, Bo = 14.5, We = 2000, τd = 2, and τa = 0.1.
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The breakup of the liquid jet is a singular phenomenon where the flow length scale

approaches zero. The flow field near the breakup point is usually described by similarity

solutions [29 ] that are independent of the flow in the outer regions. In Fig. 2.11 , we investi-

gate the radius at the breakup point as a function of the dimensionless time before breakup

(τb − τ). The value of τb is estimated by extrapolating the last three data points before

breakup using a spline fit, and is 11.83, 22.07, and 51.68 for Oh=0.014, 0.05, and 0.14. At

Oh = 0.014, the radius scales with (τb − τ)2/3, which agrees with the scaling in the inviscid

breakup [46 ], [47 ]. Here, the liquid inertia is balanced by the surface tension effects and

fluid viscosity is negligible. As Oh increases to 0.05, the viscous effects increase to the same

magnitude with inertial and surface tension effects, the radius scales with (τb − τ), which

corresponds to the scaling in viscous breakup [48 ]. As Oh increases to 0.14, the radius scales

with (τb − τ)1/2 right before the breakup, which agrees with the solution for the dripping of

a viscous liquid [49 ]. Here, liquid viscous effects is balanced by gravity. The panel on the

right shows the interface profile before breakup for the three different Oh. The droplet size

increases with Oh and the thin thread beneath the droplet elongates with increasing Oh.

The length scale of the breakup regime is increasing with Oh. At large Oh, gravity starts to

play an important role in this regime.

2.5 Conclusion

We investigated the jet formation process when a tube is subject to a sudden acceleration

motion and is then gradually decelerated to stop. The numerical simulations are validated

using experiments. We find that rise of the contact line is dominated by inertia and the vis-

cous effects only play a role in the jet formation and pinch-off process, because the time scale

of these processes is larger than the deceleration time. For liquid jet with the acceleration

time being much smaller than the deceleration time, we collected the jet velocity data for

different Oh, Bo, We, and τd and obtained the scaling law of the jet velocity for both low Oh

and high Oh regimes by fitting the numerical results. The scaling is also extended to non-zero

Bond numbers. For large Bond number, a surface wave collapses during the jet formation

process. The We dependence of jet velocity is associated with Bo, while the viscous dissipa-
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tion in the flow scales as Oh2/3. For the breakup of the liquid jet, f(Wec, Bo)−2/3 shows a

linear increase with Oh2/3 for a wide range of Oh. But f(Wec, Bo)−2/3 has a non-monotonic

dependence on τd, where the liquid jet is more likely to breakup for τd ≈ 1.5.

The present study lays the foundation for understanding the jet dynamics induced by a

sudden movement, and the conclusions here can be applied to analyze the droplet formation

and sloshing dynamics in pharmaceutical, aerospace and transportational industries. For

example, in the administration of autoinjectors, the syringe is usually impacted by a high

tension spring, generating liquid droplets that potentially affect the functionality of the

pharmaceuticals. Our breakup phase diagrams imply that the droplet formation can be

reduced if we allow the syringe to decelerate in a longer time or if the liquid has a higher

viscosity. Furthermore, liquid jets induced by a sudden movement is a very complicated

problem and many aspects of this problem are still underexplored, such as the effects of the

contact angle, and fluid compressibility. In the near future, we expect more experimental

and theoretical works in this area regarding the jet scaling analysis, jet breakups, and the

formation of secondary structures such as splash and crown.
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3. THE INTERFACE MOTION AND HYDRODYNAMIC

SHEAR OF THE LIQUID SLOSH IN SYRINGES

This chapter is reproduced with permission from:

Zhang, Y., Han, D., Dou, Z., Veilleux, J.C., Shi, G.H., Collins, D.S., Vlachos, P.P. and

Ardekani, A.M., 2021. The Interface Motion and Hydrodynamic Shear of the Liquid Slosh in

Syringes. Pharmaceutical Research, pp.1-19. The experiments are conducted by Zhongwang

Dou.

3.1 Summary

Interface motion and hydrodynamic shear of the liquid slosh during the insertion of sy-

ringes upon autoinjector activation may damage the protein drug molecules. Experimentally

validated computational fluid dynamics simulations are used in this study to investigate the

interfacial motion and hydrodynamic shear due to acceleration and deceleration of syringes.

The goal is to explore the role of fluid viscosity, air gap size, syringe acceleration, syringe tilt

angle, liquid-wall contact angle, surface tension and fill volume on the interface dynamics

caused by autoinjector activation. A simplified -autoinjector platform submerged in water

is built to record the syringe and liquid motion without obstruction of view. The syringe

kinematics is imported to the simulations based on OpenFOAM InterIsoFoam solver, which

is used to study the effects of various physical parameters. The simulations agree with ex-

periments on the air-liquid interface profile and interface area. The interfacial area and the

volume of fluid subject to high strain rate decreases with the solution viscosity, increases

with the air gap height, syringe velocity, tilt angle and syringe wall hydrophobicity, and

hardly changes with the surface tension and liquid column height. The hydrodynamic shear

mainly occurs near the syringe wall and entrained bubbles. For a given dose of drug solution,

the syringe with smaller radius and larger length will generate less liquid slosh. Reducing

the air volume and syringe wall hydrophobicity are also helpful to reduce interface area and

effective shear. The interface motion is reduced when the syringe axis is aligned with the

gravitational direction.
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3.2 Introduction

Autoinjectors are pen like devices designed for delivering a bolus dose, typically no more

than 2 ml, of drug product solution to patients via subcutaneous injection. As a safe,

convenient and cost-effective way to deliver pharmaceuticals into the human bodies, self-

administered subcutaneous (SQ) injection using autoinjectors has become the gold standard

in the treatment of many indications, such as anaphylaxis, multiple sclerosis, rheumatoid

arthritis [50 ]. Most of the drug delivered by autoinjectors are proteins and amino acid deriva-

tives, i.e. monoclonal antibodies (mAb), interferon and epinephrine [51 ]. A schematic of a

spring-driven autoinjector is shown in Fig. 1a. The administration process of autoinjec-

tors can be divided into three parts: activation, insertion and injection (Fig. 1b). When

a spring-driven autoinjector is activated, the compressed spring is released, propelling the

driving rod to hit the plunger (activation process). The syringe together with the plunger

are moved by the driving rod and then stopped when the needle has extended outside the

device sufficiently for the needle to penetrate the human skin and subcutaneous tissue and

reach the target depth (insertion process). As the spring continues to lengthen, it pushes

the plunger, injecting the drug product into the subcutaneous tissue of the patient (injection

process). The insertion process can generate abrupt acceleration and deceleration of the

syringe, inducing vehement motion of air-liquid interface and may impose mechanical and

hydrodynamic stresses to drug molecules (Fig 1c). The protein drug molecules are suscepti-

ble to the loss of biological activities due to the perturbation of the native conformation and

aggregation formation. The protein aggregates are a potential concern to product quality

and patient safety, since the particles can elicit immunogenic responses [15 ]–[18 ]. It is, thus,

important to understand the role of the liquid sloshing upon autoinjector activation on the

mechanical and hydrodynamic stresses acting on the drug molecules, which is the focus of

the current manuscript.

The formation of subvisible particles including protein aggregates and silicone oil during

SQ injection and the corresponding mechanisms are still poorly understood. In the current

work, we use the computational method to quantify the air-liquid interface motion and

the hydrodynamic stress distributions in syringes during the insertion process of the auto-
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injectors. Even though high values of shear rates occur during the sloshing motion, the time

duration is relatively short ( 40ms). Future experiments using methods such as dynamic

light scattering under similar hydrodynamic stresses, shear conditions, and time duration

would help to understand whether the proteins aggregate under these conditions.

Figure 3.1. (a) Schematic of a spring-driven autoinjector and (b) the motion
of each component during administration. (c) Experimental images of the
liquid slosh during the insertion process. Here, the liquid in the syringe is
water. t=0 is set to the beginning of insertion process when the driving rod
hits the plunger.

As an important factor concerning the quality of therapeutic proteins in manufacturing,

filling, storage and delivery processes, the effects of mechanical stresses on proteins in so-

lutions have been studied for decades. Experiments by Kiese et al. [13 ] demonstrate that

the mechanical stress during stirring and shaking can cause aggregation of mAb molecules.

The protein solutions after hours of stirring are of high turbidity, containing many insoluble,

visible and sub-visible particles whilst shaking induces a higher amount of soluble particles.

For shaking, the formation of aggregates depends on the air gap height. The surfactants

reduce the susceptibility of the protein aggregation, suggesting that protein aggregates are

formed due to the molecular interactions and exchange at the air-liquid interface.
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Effects of hydrodynamic shear on protein molecules are complicated, depending on the

concentration and molecular structure of proteins, the type and duration of shear applied,

the strain history and so on. Many recent works have demonstrated that the air-liquid

interface is the most deleterious reason for protein denaturation, while the hydrodynamic

shear alone is rarely the main cause of the damage for enzymic and therapeutic proteins [5 ],

[24 ], [52 ]. On the other hand, some argue that the protein aggregation and unfolding may

occur at relatively small shear rates (102∼105 s−1) [53 ]. Protein damage can also occur due

to the solid-liquid interface [24 ], [54 ], oil-liquid interface [55 ], extensional flow [25 ] and the

local concentration change [26 ]. The dilatational compression of the air-liquid interface is

shown to be more important than the constant-area shear in terms of mAb aggregation [20 ].

Analysis of the aggregated antibody molecules suggests that the particle formation leads to

minimal structural changes but is capable of exposing free cysteines to solvent to form the

nonnative intramolecular disulfate bonds, which plays a significant role in the particulate

formation reaction [56 ].

It is challenging to experimentally measure the air-liquid interface area and hydrody-

namic stress for the liquid slosh inside an autoinjector due to the confinement of syringes

inside autoinjector that prevents direct measurement. Experimentally validated computa-

tional fluid dynamics (CFD) simulations are used in this paper to investigate the slosh

dynamics in syringes. Numerical simulations have been validated against the published re-

sults of Rayleigh-Taylor instability (see the supplemental material). The numerical results

of the interface shape are in quantitative agreement with experimental results for a simpli-

fied autoinjector platform. The interface area and hydrodynamic shear are calculated and

their dependences on the syringe kinetics, properties of the drug solution (viscosity, surface

tension) and syringe configuration and properties (fill volume, air gap height, tilt angle, wall

wettability) are revealed.
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3.3 Method

3.3.1 Experimental Setup

The experimental setup is described in detail in [6 ] and only a brief summary is given

here. To mimic the operating procedures of a single-spring actuated autoinjector, a simplified

autoinjector platform is implemented to study the key kinematics during the insertion and

injection of autoinjector device. The driving rod, spring, and syringes are mounted on a

3D-printed fixture, submerged in a transparent water tank and imaged using an ultra-high-

speed camera (Phantom V 2640, Vision Research Inc). An LED light source (Flashlight 300,

LaVision) accompanied by a light diffuser (DG100X100-1500, ThorLabs, Inc.) are used to

achieve uniform background illumination of the pre-filled syringe. The motion of the driving

rod, plunger, and syringe is captured at a rate of 20,000 frame/s. Resolution of each frame

is 15.6 µm/pixel and 1960×656 pixels. The experiments use a 2.25 mL long glass syringe

(BD Neopak) with inner diameter of 8.5 mm.

3.3.2 Numerical model

The interIsoFoam, a geometric VOF Volume of Fluid (VOF) solver [57 ] in the Open-

FOAM package, is used to simulate the motion of air and liquid inside the syringe. The

OpenFOAM package has been used widely for simulating multi-phase flow problems, such

as the breakup of liquid jet [58 ], capillary effects in porous media [59 ], and collapse of cavi-

tation bubbles [60 ]. In the Volume of Fluid (VOF) technique, the two phases are separated

by a sharp interface implicitly represented via the volume fraction α of the reference phase.

Here, volume fraction α is a Heaviside step function with α = 1 representing the liquid phase

and α = 0 representing the gas phase. As a common practice in VOF, tThe interface is the

contour surface of α = 0.5 [58 ]–[60 ]. The geometric Volume of FluidVOF method improves

the precision for calculating the interface advection by using an explicit reconstruction of the

interface from the volume fraction compared to an algebraic Volume of Fluid(VOF) method.

The air and liquid are modeled as incompressible Newtonian fluids. Here, we are only inter-

ested in the flow inside the liquid and the motion of the air-liquid interface, which are subject
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to the stress from the liquid. Besides, the air velocity is on the order of 1 m/s and the Mach

number is less than 0.01. The role of air compressibility on the hydrodynamic stresses formed

during sloshing motion is negligible. Since the frame of reference moves with the syringe,

acceleration and deceleration motion of the syringe is included as an additional body force

term. Rheological experiments on BSA and mAb solutions have shown that the solution

has constant viscosity for shear rates larger than 100 s−1 [61 ], [62 ]. For surfactant-laden

mAb solutions without aggregation, the viscosity is constant, but protein aggregation and

adsorption on interfaces can induce shear-thinning viscosity for shear rate smaller than 100

s−1. Rheological measurements suggest that the shear thinning behavior of globular protein

solutions stems from the protein aggregation in the air liquid interface present in the cone

and plane geometry, and the bulk viscosity measurements show a constant viscosity value

independent of shear rate [63 ]. In our problem, protein aggregation is only a small portion

of the solution and most regions have shear rates larger than 100 s−1, thus, we assume the

viscosity to be constant. The motion of fluid is described by the two-phase incompressible,

variable-density Navier-Stokes equations. Mass conservation:

∇ · u = 0, (3.1)

Advection of volume fraction:
∂α

∂t
+ ∇ · (αu) = 0, (3.2)

Momentum conservation:

ρ

(
∂u

∂t
+ ∇ · uu

)
= −∇p + µ∇2u + σκδsn + ρ(g − a), (3.3)

Here, u is a 3D vector representing the fluid velocity, ρ is the density of the mixture

defined as ρ = αρl + (1 − α)ρa, with ρl, ρa being the density of liquid and air, respectively. µ

is the viscosity of the mixture defined as µ = αµl + (1 − α)µa, with µl, µa being the viscosity

of the liquid and air, respectively. σκδsn is the surface tension force, where σ is the surface

tension, κ is the interface curvature, δs is the delta function at the interface, and n is the

unit normal vector of the interface. The surface tension term is calculated based on the
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Continuum Surface Force model κ = −∇ · n where the unit normal n = ∇α̃
|∇α̃| and α̃ is the

smoothed volume fraction [64 ]. α is the acceleration of syringe.

3.3.3 Simulation setup for slosh dynamics in syringes

The syringe is modeled as a cylinder with one end approximately represented to be

smoothly connected to the needle for simplicity. The geometry of the needle entrance is

shown in Fig. 2(a). To construct the mesh for the syringe, the snappyHexMesh utility in

OpenFOAM was utilized, which starts with a large cuboid with a uniform mesh, removes

the redundant cells and morphs the boundaries to the syringe geometry. The final mesh

is shown in Fig. 2(b), where the cell size is uniform inside the domain, but the cells near

the boundaries are morphed to the syringe shape. The grid size in the simulations are

∆x = 1/12 mm (102 cells in barrel diameter, 4 cells in needle diameter), the effects of grid

size are discussed in the supplemental material.

In the simulation, no-slip/penetration boundary conditions are applied on all the syringe

walls. The no-slip/penetration boundary condition is justified at the outlet of the needle

because the needle has high resistance to the flow. During the acceleration process of the

syringe, the liquid is not pressurized and there is no liquid coming out of the needle. The

liquid pressure increases abruptly during the deceleration process and sustains a pressure

around 6 bar when the drug solution is pushed into SQ tissues. The injection time of

drug solution is ∼2 s, which can result in a flow velocity ∼0.01 m/s in the syringe. This

is very small compared to the flow velocity in our simulations, thus we consider the no-

slip/penetration boundary condition is valid for the needle outlet. For simplicity, the contact

angle between the air-solution interface and the syringe wall, which is defined as θc, is

assumed to be constant. The combined effects of surface tension and gravity govern the

initial shape of the interface. To get the initial interface shape, a separate simulation is

conducted to get the hydrostatic interface shape. In this simulation, the final interface shape

is independent of the liquid viscosity. Liquid viscosity of 1000 cp (density 1000kg/m3) is used

in this simulation to suppress the motion of the interface before reaching hydrostatic state.

Since the syringe acceleration is excluded here, the interface is only deformed due to the
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Figure 3.2. (a) The geometry of the needle entrance of the syringe. Dimen-
sions are given in millimeter. The length of the syringe L1 can range from
20mm to 40mm, corresponding to the syringe volume from 1mL to 2mL. (b)
The bottom (left) and top (right) view of the mesh in the simulations. (c) The
displacement, velocity and acceleration of the syringe measured from experi-
ments for two different spring strengths. The acceleration used as an input to
the simulations is a simplified form of the experimentally measured kinematics
caused by a 30 N spring with spring stiffness of 409 N/m.

interplay between gravity and surface tension. The magnitude of gravitational acceleration

g is 9.8 m/s2. Given that the equations are solved in the syringe frame of reference, the

direction of gravitational force is determined by the tilt angle of the syringe θt, where θt is

the angle between the axis of the syringe and the gravitational acceleration. The volume

fraction data produced by this simulation is used as the initial state for the slosh dynamics

simulations.
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Figure 3.3. Schematics of (a) the initial interface setup and (b) the slosh
dynamics in the syringe frame of reference for a non-zero tilt angle.

During the insertion of autoinjector, the syringe is first accelerated due to the collision

of the driving rod with the plunger and then is decelerated by a mechanical stop. In numer-

ical simulations, the syringe is assumed to go through a constant acceleration-deceleration

process, where the magnitude of acceleration is described as follows.

a =


Us/ta, t ≤ ta

−Us/td, ta < t ≤ ta + td

0, t > ta + td

(3.4)

where Us is the maximum syringe speed, which is usually several m/s. ta and td are

the acceleration and deceleration time, respectively. In the current study, ta = 1.8 ms, and

td = 1.2 ms. The resulting syringe velocity resembles that of an autoinjector driven by a 30 N

spring (Fig. 2c), indicating that the kinetic energy and momentum change of the syringe are

similar as that in experiments. For all the simulations, the time step is controlled by setting

the max Courant-Friedrichs-Lewy (CFL) number to 0.4. For post-processing, the air-liquid

interface is calculated as a contour surface where the volume fraction is α = 0.5. The area of

the contour surface is then integrated to find the total area of the air-liquid interface. The
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Reynolds number in this problem is defined as Re=ρUsR1/µl, where R1 = 4.25 mm is the

inner radius of the syringe. The Reynolds number is between 400 and 10,000 in our problem.

3.4 Results and discussions

3.4.1 Validation against Rayleigh-Taylor instability

Figure 3.4. (a) The interface evolution due to Rayleigh-Taylor instability
at time 0, 1, 1.25, 1.5, 1.75, 2, and 2.25 s. The present results (left panel,
yellow and cyan) is compared with those computed using a diffusive interface
method [65 ] (right panel, red and blue). Only half of the simulation domain
is showed. (b) The center of the interface goes down while the interface near
the boundary goes up. The transient behavior of the tip position agrees with
the published numerical results by Ding et al.[65 ], Guermond and Quartapelle
[66 ] and Tryggvason [67 ].

We first validated our numerical simulations with the published results for the Rayleigh-

Taylor instability, where the interface is perturbed with a small amplitude of sinusoid function

with the top liquid (density ρl) being heavier than the bottom liquid (density ρa). In the

benchmark study, ρl = 3 kg/m3, ρa =, µl = µa = 1 cp. The simulation domain is a 1m

by 4m rectangle discretized by 200 x 800 cells. No-slip/penetration boundary condition is

used for the top and bottom boundary and periodic boundary conditions for the two lateral

boundaries. The gravitational acceleration here is g = 1 m/s2.
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Figure 3.5. (a) The cross section of the liquid-air interface, (b) the total
interfacial area and (c) volume fraction of liquids with strain rate |D| > 104

for three different mesh resolutions δx = 1/8,, 1/0, 1/12 mm.

3.4.2 Simulation results for different mesh resolutions

The interface motion in the slosh dynamics involves rupture/coalescence of droplets and

bubbles, where the length scale of the flow is very small and difficult to be captured by

simulations. The interface is also highly unstable, since a small perturbation of the interface

can grow abruptly in the later stage and have an important influence in the final interface

shape. To assure the reliability of our numerical results, we investigated the interface shape

for three different mesh resolutions (Fig. 3.5 ). As the mesh refines, the simulation produces

similar interface shape, while the details of bubble rupture and coalescence varies for different

mesh resolutions. In Fig. 3.5 (b), the area interface for different mesh resolution follows

similar trend. The volume fraction of liquids whose strain rate is larger than 104 s−1 is

shown in Fig. 3.5 (c). As the mesh refines, the rupture/coalescence of bubble and droplets

are better resolved by the simulations, where the fluids are usually subject to high strain
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rate. Therefore, the volume fraction for |D| > 104 s−1 slightly increases with decreasing grid

size.

3.4.3 Comparison with experiments

The simulations are first validated against experimental results. In experiments, the ini-

tial spring force of the compressed drive spring is 12 N. The ensemble-averaged displacement

for the syringe (Fig. 4) is obtained by using the cross-correlation method. Then, the veloc-

ity and acceleration are calculated from the 1st and 2nd derivatives of the spline fit of the

displacement. The acceleration profile is then used as the input in the numerical simulation.

The interface profile is also extracted from the experimental snapshots using an in-house

edge detection algorithm. The ensemble-averaged interface area is calculated based on the

extracted interface profile, which is compared with the simulation results (Fig. 5). In the

experiments, the initial air gap height is 8mm but because of the air gap compression due

to plunger motion inside the syringe, the air gap height changes at the start of the impact

(Fig. 5b). The air-liquid interface comes into contact with the plunger after 4 ms when

the air gap height reaches the steady state. The steady-state air gap height of 4 mm is

used in simulations. The contact angle between the air-liquid interface and syringe wall is

10 degrees for both simulations and experiments. The initial interface in the simulation is

obtained from a separate simulation where the free interface reaches the equilibrium state

due to the influence of gravity and surface tension effects. In both experiments and simu-

lations, the syringe inner diameter is 8.5 mm, liquid column height is 32mm. Silicone oils

(Sigma-Aldrich) with four different kinematic viscosities (1, 5, 20, 50 cSt and density 822,

913, 950, 960 kg/m3, which correspond to viscosities 0.822, 4.565, 19 and 48 cp) are used

to mimic drug product solutions of different concentrations. The experiments are repeated

6 times for each viscosity, where the camera recorded 50ms of the syringe motion after the

activation. Other details of simulation setup are discussed in the section Method - Numerical

Model.

The interface area calculated from numerical simulations shows a good agreement with

that measured from experiments for different liquid viscosities (Fig. 5c). The interface area
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Figure 3.6. The kinematics (a)displacement, (b)velocity and (c)acceleration
of the syringe measured in experiments for different fluid viscosities (a) 4.565
cp, (b) 19 cp and (c) 48 cp.

increases when the liquid viscosity decreases. The snapshots for critical frames are shown

in Fig. 6. The interface shape predicted in the simulation agrees relatively well with the

experimental results. In both numerical and experimental results, the interface near the wall

rises when the syringe accelerates. The liquid comes into contact with the plunger and the

air volume forms a large bubble. Then the syringe decelerates and a round liquid column

forms at the center of the syringe. In the experiments, the air-liquid interface is rougher than

that in the simulation. This is possibly because the simulations neglect fluid compressibility,

which can cause Richtmyer–Meshkov instability at the interface. On the other hand, due to

the limitation of the grid resolution, some small bubbles and droplets that are observed in

experiments are not fully resolved by the simulations. Due to numerical diffusion, some fine

features of the interface are not captured in simulations. Additionally, the syringe in the

experiments can be subject to slight horizontal motion, which breaks the axial symmetry of

the interface dynamics. In the experiments, the interface area for the first 5 ms is quantified,

because the small droplets and bubbles formed in later stages cannot be captured by the

current edge detection method.

3.4.4 Investigation of interface area and strain rate

Experiments on the interfacial rheology has indicated that protein aggregation can occur

at the interface [20 ]. Therefore, the time evolution of the interfacial area is investigated

for different liquid viscosity µl (Fig. 3.9 ), air gap height ha (Fig. 3.10 ), maximum syringe
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Figure 3.7. The ensemble-averaged interface area calculated using the edge
detection method for 4.565 cp. Error bar indicates the standard deviation.
Snapshot for one run is shown in the bottom panel. (b) Air gap height in the
experiments. (c) The interfacial area in the simulation shows a good agreement
with experimental results.

velocity Us (Fig. 3.11 ), tilt angle of the syringe θt (Fig. 3.12 ), contact angle between wall

and the interface θc (Fig. 3.13 ), surface tension σ (Fig. 3.14 ), and liquid fill volume Vf (Fig.

3.15 ). To investigate the effect of each parameter, the other parameters are set to be the

same as the baseline simulation, whose parameters are listed in Table 1. Here, tilt angle θt is

defined as the angle formed between the axis of the syringe and the gravitational direction.

The contact angle is set to θc = 100◦, because in most of prefilled autoinjectors, the syringe

wall is coated with a thin layer of silicone oil, making the syringe wall non-wetting to the

drug solutions [68 ], [69 ].

Given the fluid velocity v, the rate-of-strain tensor in the liquid phase D = ∇v + ∇vT is

calculated. The magnitude of rate-of-strain tensor |D| =
√∑

i
∑

j D2
ij/2 quantifies the rate

of deformation of fluid particles. In the current work, the strain rate threshold of D0 = 104

s−1 for denaturation of drug protein is used to quantify the volume fraction of the liquid at
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Figure 3.8. The interface shape in simulations (labeled by “sim”) and exper-
iments (labeled by “exp”) for different liquid viscosities.

which |D| > D0 s−1 in the syringe. We report the results for a specific syringe configuration,

however, the results are independent of the exact syringe geometry. Additionally, non-

dimensionalization can be used to generalize the results to a broader parameter space. The

definition and value of the dimensionless numbers for the baseline simulation can be found

in Table 3.1 .

Table 3.1. Parameters for the baseline simulation
Liquid viscosity µl 1 cp

Tilt angle θt 0◦

Fluid density ρl 1000 kg/m3

Air gap height ha 2 mm
Surface tension σ 40 dyn/cm

Max. Syringe velocity Us 5.4 m/s
Air viscosity µa 0.012 cp
Fill volume Vf 1 mL
Air density ρa 1 kg/m3

Contact angle θc 100◦

Liquid column height 18 mm
Syringe inner diameter 2Rl 8.5 mm

Reynolds number Re = ρUsR1/µl 22,950
Weber number We = ρU2

s R1/σ 3098
Ohnesorge number Oh =

√
We/Re 0.0024

Bond number Bo = ρgR2
1/σ 4.4
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Figure 3.9. (a) The cross section of the air-liquid interface, (b) the total
interfacial area and (c) volume fraction of liquids with strain rate |D| > D0
for different liquid viscosities µl.

The slosh dynamics for liquid viscosity of 1 cp in Fig. 7a shows a qualitative agreement

with the experimental observations in Fig. 1b. The motion of the air-liquid interface for

zero tilt angle and non-wettable syringe wall can be characterized by the following process:

the air-liquid interface starts with a convex meniscus where the interface at the center is

higher than the interface near the wall. When the syringe is accelerated, the center of the

interface gains a vertical speed and rises relative to the syringe wall (t=2 ms). Then the

syringe decelerates and the interface near the wall rises along the syringe wall, reaches the

plunger and focuses at the center. The air entrainment deforms into a toroidal shape (t=6

ms), leading to a large strain rate. Then, the air-liquid interface deforms and may rupture

into smaller bubbles (t=14 ms). After the liquid slosh, small air bubbles may reside on the

syringe wall due to the wall hydrophobicity.
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When the liquid viscosity increases, there is less droplet and bubble formation during

the slosh process (Fig. 3.9 ). Therefore, the interfacial area for t<10 ms decreases with the

solution viscosity. For viscosity less than 10 cp, the final interface shape is similar and is an

elongated toroid. The interface area only decreases when liquid viscosity exceeds 10 cp. As

the fluid becomes more viscous, irregular flows that break the axial symmetry are suppressed

by viscous dissipation and the interface motion becomes more axisymmetric. When the liquid

viscosity increases, more kinematic energy is dissipated so that fluid is also subject to smaller

strain rate. The volume fraction of fluids with |D| > D0 decreases with the liquid viscosity.

Some drug solutions exhibit shear-thinning viscosity. In other words, the viscosity of the

solution decreases with the local shear rate. Therefore, the interface area and strain rate are

expected to be larger than the results at the zero-shear viscosity for those shear-thinning

drug solutions.

Figure 3.10. (a) The cross section of the interface, (b) the total interfacial
area and (c) volume fraction of liquids with strain rate |D| > D0 for three
different air gap heights ha = 2,4,6 mm.
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Figure 3.11. (a) The cross section of the interface, (b) the total interfacial
area and (c) volume fraction for liquids with strain rate |D| > D0 for three
different maximum syringe velocities Us =2.7,5.4,8.1 m/s.

When the air gap height increases, more air volume will be trapped inside the liquid

(Fig. 3.10 ). The toroidal interface is elongated, resulting in an increase of the interfacial

area for t>5ms. More fluids are also subject to high strain rates. When the maximum syringe

velocity increases, the fluids gain more kinetic energy during the slosh motion (Fig. 3.11 ),

enhancing bubble and droplet formation. The interfacial area increases with syringe velocity

for t<10 ms. For t>10 ms, the interface shape and interfacial area are hardly changed when

syringe velocity is larger than 5.4 m/s. However, for the syringe velocity of 2.7 m/s, the

interface is symmetric and has a smaller area. The strain rate experienced by the fluid also

increases abruptly when increasing syringe velocity.

The motion of the air-liquid interface is modified when the syringe is tilted (Fig. 3.12 ).

The interface area increases for t<15 ms for increasing tilt angle, suggesting that the tilt
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Figure 3.12. (a) The cross section of the interface, (b) the total interfacial
area and (c) volume fraction for liquids with strain rate |D| > D0 for three
different tilt angles θt = 0◦, 30◦, 60◦. Here, the air gap height is 4 mm, while
the other parameters are the same as Table 3.1 

angle can enhance the bubble and droplet formation during slosh. Since the air volume

entrapped in the liquid is the same, the interfacial area is similar for t>15 ms. The volume

fraction of liquid subject to high strain rate increases abruptly with tilt angle. The strain

rate also lasts for larger time durations.

The slosh dynamics is dependent on the wettability of the syringe wall. Here, θc smaller

than 90◦ means the wall is wettable and hydrophilic while θc larger than 90◦ means the

wall is non-wettable and hydrophobic. Compared to the baseline simulation, the interface

motion is different for hydrophilic syringe walls θc = 80◦ (Fig 11). The interface near the wall

rises along the syringe wall during the syringe acceleration because of interfacial instability

caused by the Rayleigh Taylor instability. On the other hand, syringe deceleration causes

the center of the interface to move upwards, leading the interface to become flatter due to its

stabilizing effect. The final air entrainment is trapped near the plunger, and there are fewer

small bubbles forming in the solution. The resulting interfacial area is smaller than that for

θc = 100◦, however, there is no obvious decrease in the strain rate experienced by the liquid.
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Figure 3.13. The cross section of the interface, (b) the total interfacial area
and (c) volume fraction for liquids with strain rate |D| > D0 for three different
contact angles between the air-liquid interface and the syringe wall θc = 80◦,
100◦, 130◦.

For hydrophobic syringe walls, when θc increased from 100◦ to 130◦, the liquid gains more

kinematic energy due the larger curvature of the initial interface. As contact angle increases,

more bubbles are seen attached to the wall. More air bubbles that are attached to the wall

are generated by the liquid slosh due to the increasing hydrophobicity of the syringe wall.

The interfacial area increases, and more liquids are subject to high strain rates.

Surface tension (Fig. 3.14 ) and the fill volume of the liquid (Fig. 3.15 ) have small effects

on motion of the air-liquid interface. The surface tension of a drug product solution often

containing a surfactant is usually in a narrow range between 40 and 60 dyn/cm [70 ]. When

the surface tension increases, the motion of the interface is hardly changed for t<10 ms, where

the interfacial area and the volume fraction of liquid subject to high strain rates are almost
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Figure 3.14. (a) The cross section of the interface, (b) the total interfacial
area and (c) volume fraction for liquids with strain rate |D| > D0 for surface
tensions σ = 40, 50, 60 dyn/cm.

independent of the surface tension. Larger surface tensions cause the interface to rupture

after 25 ms and the interfacial area decreases accordingly. Protein and surfactant molecules

may not have enough time to reach equilibrium adsorption at the air-liquid interface due

to the short time scale of the sloshing dynamics. This can lead to formation of Marangoni

stresses and non-uniform surface tension on the interface, which we neglect in this work.

However, our results show that the results are insensitive to the surface tension values.

Thus, we expect the results for interface dynamics in the absence of equilibrium adsorption

to be very similar to what we have reported. In simulations, fill volumes of 1, 1.5, and

2mL correspond to liquid column heights of 18, 27, and 36mm, which are much larger than

the air gap height (around 2∼6 mm). Since the slosh dynamics only occurs at the top of

the liquid column and is not affected by the bottom wall, the motion of interface is almost
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Figure 3.15. (a) The cross section of the interface, (b) the total interfacial
area and (c) volume fraction for liquids with strain rate |D| > D0 for three fill
volumes Vf = 1,1.5,2mL.

independent of the fill volume. The interfacial area is not changed. The same amount of

liquid is subject to high strain rates, therefore, the volume fraction decreases with the fill

volume. Besides, the interface motion occurs mainly at the top of the syringe, and the liquid

slosh is independent of the geometry of the syringe bottom.
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Figure 3.16. The spatial distribution of strain rate (left), vorticity (middle)
and flow type (right) on the cross section at t = 6 ms for (a) baseline, (b) high
viscosity µf = 20 cp, (c) large volume gap ha = 6 mm, (d) large tilt angle
thetat = 60◦ and (e) large contact angle thetac = 130◦. The air-liquid interface
is indicated by the white line.

3.4.5 Distribution of the strain rate and the flow type

To better understand where the drug molecules are most susceptible to hydrodynamic

stress, the strain rate, vorticity and flow type field are calculated (Fig. 14). Here, flow type

is defined as

ξ = |D| − |Ω||
|D| + |Ω| , (3.5)
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Figure 3.17. Fig. 15. Continuation of Fig. 14.

where ξ varies from -1 to 1. ξ = 1 corresponds to pure extensional flow, ξ = 0 corresponds

to pure shear flow and ξ = −1 is solid-like rotation flow [71 ]. From the study by Dobson et

al. [25 ], the pure extensional flow is more likely to cause damage to the protein molecules

than the pure shear flow. Thus, flow regions with high strain rate and ξ = 1 could be more

detrimental to protein molecules. For the baseline simulation (Fig. 3.16 a), large strain rate

and vorticity values are observed near the plunger and the centerline of the toroid. Both

regimes are dominated by the shear flows (ξ = 0). When the liquid viscosity increases (Fig.

14b), the strain rate and vorticity near the plunger and the centerline of the toroid decreases.

The flow in the centerline of the toroid is dominated by an extensional flow (ξ = 1). Despite
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the fact that higher solution viscosity induces lower strain rates, the transition from shear

flow to extensional flow may induce more protein denaturation. For larger air gaps (Fig.

3.16 c), the fluid near the top and side walls are subject to strong shear flows. When the

syringe velocity increases (Fig. 3.17 d), the spatial distribution of strain rate and vorticity

are similar to the baseline simulation. Increasing the tile angle has significant effects on the

spatial distribution of strain rate and vorticity (Fig. 3.17 e), where many bubbles are formed

at the bottom of the syringe and strong shear flows are present near the bubbles. Here,

large regions of the liquid are subject to a strong shear flow. For larger contact angles (Fig.

3.17 f), more bubbles are attached to the walls, around which the fluids are experiencing a

strong shear flow. In general, most regions under high strain rates show flow type ξ close

to zero, suggesting that the hydrodynamic shear is more important than the hydrodynamic

extension. Strong shear flows are usually present near the syringe wall and near the moving

bubbles in the bulk fluid or attached on the wall. For solution with higher viscosity, the

shear flow is more suppressed than the extensional flow, and the extensional flow becomes

more important. The drug molecules may be subject to the same amount of damage due to

the presence of extensional flow.

3.4.6 Analysis of invariants of the rate-of-strain and rate-of-rotation tensors

Given the fluid velocity v, the rate-of-strain tensor D = ∇v + ∇vT and rate-of-rotation

tensor Ω = ∇v − ∇vT are also calculated, where ∇v is the gradient of the velocity vector.

The magnitude of rate-of-strain tensor |D| =
√∑

i
∑

j D2
ij/2 evaluates the rate of deformation

of fluid particles. The magnitude of rate-of-rotation tensor |Ω| =
√∑

i
∑

j Ω2
ij/2 evaluates the

rate of rotation of fluid particles. The fluid vorticity, which is defined as ω = ∇ × v, can

be related with rate-of-rotation tensor as |ω| = 2|Ω|. In the current work, the strain rate

threshold of D0 = 104 s−1 for denaturation of drug protein is used to quantify the volume

fraction of the liquid at which |D| > D0 s−1 in the syringe. The drug molecules are only

present in the liquid phase, where volume fraction α is 1. Thus, the final results of D and

Ω have been multiplied by the volume fraction α before calculating the volume fraction for

which the strain rate exceed the above mentioned threshold. The invariants of the rate-
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of-strain and rate-of-rotation tensors can imply the geometry and topology of the flow in

complicated flows [72 ], [73 ]. Here, three invariants are considered: the second invariants

of rate-of-strain tensor Qs = −|D|2, which is proportional to the local viscous dissipation

of kinematic energy; the second invariants of rate-of-rotation tensor Qw = |ω|2, which is

proportional to the local enstrophy (kinetic energy due to turbulence) density; the third

invariant of rate-of-strain tensor Rs = ∑
i
∑

j
∑

k DijDjkDki/3, where Rs > 0 implies that the

fluid particles are expanding and the associated flow is in a sheet-like structure, while Rs < 0

implies a contraction flow and a tube-like flow structure.

During protein aggregation, the protein molecules can be partially unfolded by the

stretching force applied on the protein molecules. Larger Qs indicates that more energy

is adsorbed by the protein molecules, which may be detrimental to drug molecules. Larger

Qw indicates that the strain rate in the fluids contribute to the rotation rather than the

deformation of the drug molecules, which alleviate the damage to protein molecules. Rs < 0

means contraction flow where the molecules are stretched in one dimension, which is more

detrimental than Rs > 0, where the expansion flow causes molecules to be stretched in two

directions To sum up, the most detrimental flow is large Qs, zero Qw, and negative Rs, which

correspond to the pure extensional flow.

Figure 3.18. (a) (Qw, -Qs) and (b) (Rs, Qs) map with the physical meanings
for each zone. Pure extensional flow with large Qs, zero Qw, and negative Rs

is considered most possible to unfold protein molecules.
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A common way to investigate the invariants above is to plot the joint PDFs on maps of

(Qw, -Qs) and (Rs, Qs). In the map of (Qw, -Qs) (Fig. 3.18 (a)), x-axis represents solid-

like rotation motion with high enstrophy and zero viscous dissipation. On the other hand,

y-axis represents pure extensional flow with a high viscous dissipation and zero enstrophy.

The line of Qw=-Qs represents a vortex sheet or a pure shear flow. In the map of (Rs, Qs)

(Fig. 3.18 (b)), the left dashed red line represents the axisymmetric contraction flow. The

red dashed line represents the axisymmetric expansion flow. The middle red dashed line

represents 2D flows.

Figure 3.19. Joint PDFs on maps of (Qw, −Qs) and (Rs, Qs) at t = 4 ms
for (a) baseline simulation, (b) higher viscosity µ = 5 cp, and (c) large tilt
angle θt = 60◦. The contour levels from blue to yellow are 2 × 10−5, 6 × 10−5,
1.4 × 10−4, 2 × 10−4, 4 × 10−4, 6 × 10−4, 10−3. 〈Qw〉 is the average Qw for all
the fluids, and is 3.43 × 105, 2.73 × 105, 7.72 × 105 s−2 for plot (a) (b) and (c),
respectively.
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For the baseline simulation (Fig. 3.19 a), the joint PDF on (Qw, −Qs) map suggests

that the dominant flow patterns in the liquid slosh are extensional flow and a flow close to

pure shear flow. On the other hand, in the joint PDF on (Rs, Qs) map, the axisymmetric

contraction and 2D flows are dominant. During the slosh dynamics, pure shear 2D flow can

be generated near the syringe wall and moving bubbles. Extensional flow, axisymmetric

contraction flows can be generated during the rupture of the air-liquid interface. The other

types of strain rate are less prevalent in the fluid and high strain rates only occurs near the

wall and bubbles.

When liquid viscosity increases (Fig. 3.19 b), pure shear and pure extensional flows

become more important while other types of flow are less important. Here, the contour

level for pure extensional and axisymmetric contraction flow is similar as those in baseline

simulation, suggesting that more viscous solutions experience similar strength of extensional

flow.

When the syringe is tilted, the joint PDF of invariants is quite different (Fig. 3.19 c).

In the (Qw, −Qs) map, various types of strain rate are prevalent in the liquids with pure

extensional and shear flow showing a slight predominance. The distribution is similar to that

of the isotropic turbulent [73 ], where the liquid motion is characterized by the chaotic changes

in pressure and flow velocity. The joint PDF on (Rs, Qs) map suggests the axisymmetric

contraction is more important. Here, the stretching forces on drug molecules are more likely

to be exerted in one dimension, which may be more detrimental to the stability of proteins.

The time evolution of strain rate can be investigated by analyzing the conditional mean

values of the invariants. Here, 〈Qs〉, 〈Qw〉, 〈Rs〉 are calculated, which are the mean values

of Qs, Qw, Rs for fluids with Qs > (D0/2)2, respectively. The time evolution of the mean

invariants for θt = 60◦ are shown in Fig. 3.20 . At state 1, the upper edge of the interface rises

along the upper syringe wall, where the fluid motion is dominated by pure extensional flows.

Then at state 2, the liquids near the wall is elongated and a large bulb forms at the top of

the interface. The fluid strain rate and vorticity increase. The axisymmetric contraction flow

is more important. At state 3, the strain rate and vorticity reach their maximum values.

A strong shear flow is generated when the liquid on the top penetrates the liquid at the

bottom. Here, 〈Rs〉 < 0, suggesting that the tube-like contraction flow structure is more
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Figure 3.20. The trajectories of conditional mean on maps of (a) (Qw, −Qs)
and (b) (Rs, Qs) for tilt angle θt = 60◦. The cross-sectional strain rate field
for states 1∼4 are shown in (c).

important in the liquid slosh. Then at state 4, the fluid kinematic energy is dissipated due

to the viscous effects. The flow is dominant by the shear flow and contraction flow.

3.5 Discussion: effects of slosh on drug

From our calculation, typically ∼1% of protein solutions are subject to strain rate up

to 104 s−1. This value is on the same order of magnitude as the strain rate created by the

pumping and filtration process, where the shear forces on the protein molecules is on the order

of 0.1 pN. This shear force is very small compared to the forces required to unfold proteins,

approximately 20∼150 pN [24 ], [74 ]. However, protein molecules have the propensity to be

adsorbed by the air-liquid, solid-liquid and oil-liquid interfaces, where forces on molecules

can be as large as 140 pN, which is within the range for unfolding [24 ], [74 ]. In most cases,

the pure hydrodynamic shear is not the reason for denaturation, and the adsorption to the

interfaces is a more important factor. Studies by Lin et al. suggest that the change of the
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interface area is an important factor in protein aggregate formation [20 ]. In the experiment,

air is pumped into a microbubble, where subvisible particles near the bubble surface is

detected. The scaled interfacial area change ∆A/A0 is 0.7 and the process occurs in ∼70 s,

where ∆A is the difference of the interfacial area and A0 is the initial interfacial area. In our

case, ∆A/A0 is 4∼10, and the process occurs in 40 ms. The time scale may seem too small

for protein and surfactant molecules to be adsorbed by the air-liquid interface. However, the

advective transport is dominant in our problem, meaning that the protein and surfactant

molecules are moving with the flow and may still adsorb on the interface. Additionally, some

of the formed bubbles may last long after the insertion process.

The time scale of insertion process is very short (∼40 ms). However, there is still a

possibility for subvisible particle formation including protein aggregation and silicone oil

droplets. Our simulations investigate the insertion process where the air bubbles form, of

the overall SQ injection process. Most of the bubbles still exist after the insertion process

and may last until the drug solution is injected into the tissue. The lifetime of the bubbles is

up to several seconds. In addition, the fluid motion can substantially enhance the adsorption

of protein molecules on air-liquid interface, which is the main reason for protein aggregation.

The Péclet number, which describes the ratio between advective, and diffusive transport can

be used to describe the transport of protein and surfactant molecules. The Péclet is defined

as Pe = UsR1/Dt, where Dt is the diffusivity of solute molecules on the order of 10−10 m2/s

[75 ]. In our problem, the Péclet number is on the order of 108, suggesting that the advective

transport is dominant. As the protein molecules are transported by the bulk motion of the

liquid, they are more likely to be adsorbed by the air-drug product interface and may form

aggregates. There are strict requirements on the acceptable number of subvisible particulates

in the drug product (USP<788> particulate matters in injections) as such particles created

through protein aggregation or washing of silicone oil from the syringe wall may lead to

undesirable immune response.

Cavitation can occur inside syringes during SQ injection [28 ], where the air-liquid inter-

faces can be detrimental to protein molecules, but its impact is not in-scope of this paper.

Cavitation forms when the local pressure drops below the vapor pressure and the fluid va-

porizes. Cavitation may happen during insertion process, when the syringe experiences the
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largest acceleration and the liquid pressure at the bottom of the syringe can drop to low

pressure values. The cavitation time scale ( 1 ms) is very small compared to the liquid slosh

( 40 ms). The smallest length scale in a turbulent flow can be estimated by the Kolmogorov

length η =
(

ν3

ε

)1/4
, where ν = µl/ρl is the the kinematic viscosity of the liquid and ε ∼ v|D|2

is the average kinetic energy dissipation per unit mass. In our problem, the magnitude of

rate-of-strain tensor |D| is on the order of 103 s−1, and the Kolmogorov length is 0.03∼0.14

mm. The grid size of our simulation (1/12 mm) is in the middle of this range, suggesting that

the simulations can fully resolve the turbulence for large viscosity solutions. However, some

turbulence in low viscosity solutions has small length scale and may not be fully resolved

due to the limitation of grid size.

Figure 3.21. The summary of dependence of (a) the maximum interfacial area
and (b) the volume fraction of liquids with |D| > D0 on the liquid viscosity
mul, the air gap height ha, the maximum syringe velocity Us, the tilt angle θt,
contact angle θc, surface tension σ, and the fill volume Vf .

Our results are summarized in Fig. 3.21 and the corresponding dimensionless results are

in Fig. 3.22 . The definition of the dimensionless numbers (Oh, We) can be found in Table 1.

Here, the Ohnesorge number (Oh) is proportional to the fluid viscosity. The Weber number

(We) is proportional to the square of syringe velocity. We do not use Reynolds number here

because Reynolds number depends on both fluid viscosity and syringe velocity. Both the

79



Figure 3.22. The summary of dependence of (a) max interfacial area and
(b) the volume fraction of liquid with |D| > D0 on dimensionless numbers. In
(a), the interfacial area is scaled by the square of syringe inner radius.

interfacial area and the volume fraction subject to high strain rate decreases with Oh and

increases with We. Increasing in surface tension decreases both Oh and We, thus, we see

small effects of changing surface tension. The interfacial area and the volume fraction also

change with the dimensionless air gap size ha/R1, contact angle and the syringe tilt angle.

Other than the parameters above, the liquid slosh also depends on the acceleration and

deceleration time, which can compose two dimensionless numbers. The gravity effects are

evaluated by the Bond number. The definition of the Bond number is in Table 1 and its value

is relatively small in the current study. In sum, the slosh dynamics can be fully characterized

by 8 dimensionless numbers. Five of them (Oh, We, ha/R1, θt and θc) are investigated in the

current study and their effects are presented in Fig. 3.22 . A detailed dimensionless study

on axisymmetric liquid jet formation process can be found in our previous study [76 ].
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3.6 Conclusions

The area of air-liquid interface and the strain rate experienced by the liquid during

the liquid slosh caused by autoinjector insertion is investigated, generating insights that

may help in assessing the potential impact on protein molecules inside the syringe during

autoinjector activation. The simulation results suggest that the interfacial area and amount

of liquid subject to high strain rates decrease with the increase in solution viscosity, the air

gap height, syringe velocity, tilt angle or wall hydrophobicity, but hardly change with the

surface tension or fill volume for a fixed air gap height. Besides, the interface motion occurs

mainly at the top of the syringe, and the liquid slosh is independent of the geometry of

the needle. Analysis of the rate-of-strain tensor suggests that the increase in the solution

viscosity is more effective in reducing the shear flow than the extensional flow, indicating

the similar likelihood of damage due to extensional flow. Axisymmetric stretching of protein

molecules is enhanced in tilted syringes, leading to more potential damage.

For a given volume of the protein drug solution, a slenderer syringe shape (smaller cross

section radius and longer length) is helpful to reduce the interfacial effects and hydrodynamic

stress in the liquid slosh, although it is constrained by the standardized design of prefilled

syringes. The damage of protein molecules from liquid slosh can also be theoretically de-

creased by reducing the air gap height, surface hydrophobicity of the lubrication coating

on inner wall. The orientation of syringe with respect to gravitational direction also plays

an important role in the surface slosh. The least interface area is observed when the axis

of syringe is aligned with the direction of gravity. Based on the current results, the tilted

insertion with large air gap size and impact speed dictates the worst case in the insertion

of auto-injectors, which generates the largest amount of interfacial area and hydrodynamic

stress. Future studies on determining the impact of liquid slosh must encompass this worst

case to guarantee the reliability of auto-injectors. Some of the findings from this study to

reduce sloshing may not be practical for implementation. Please note that the orientation of

autoinjector cannot be always in the vertical position in line with gravity due to ergonomic

and human factor considerations. The air gap size is imposed by fill-finish equipment, injec-
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tion dose requirements, syringe plunger glide force limitations, injection time requirements,

and other factors.

Three types of strain rate experienced by the drug solutions are also explored. Strong

shear flows occur near the syringe wall, the air-liquid interface and the small bubbles, while

only a small volume of fluids is subject to extensional flow. The analysis of the invariants

of the rate-of-strain and rate-of-rotation tensors shows (provided in the supplementary ma-

terial) that for zero tilt angle, the flow is dominant by extensional flow and pure shear flow.

While for large tilt angle, the flow patterns are closer to isotropic turbulence, indicating that

the hydrodynamic stress environment is more complicated. The contraction tube-like flow

structure is more important in the liquid slosh, suggesting that the protein molecules are

more likely to be stretched than compressed by the hydrodynamic stresses.
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4. MODELING CAVITATION BUBBLE DYNAMICS AND ITS

IMPLICATION TO PROTEIN MOLECULES

This chapter will be submitted to International Journal of Pharmaceuticals. The experiments

are conducted by Zhongwang Dou.

4.1 Summary

The collapse of cavitation bubbles induced by the acceleration of syringe in an autoin-

jector device can lead to protein aggregation. The detailed bubble dynamics is investigated

using axisymmetric and three-dimensional simulations with passive tracers used to illustrate

the transport of protein molecules. When a bubble near the syringe wall collapses, protein

molecules are concentrated in the re-entrant jet, pushed toward the syringe wall and then

spread across the wall, potentially leading to the protein adsorption and aggregation on

walls. This phenomenon is more prominent for bubbles positioned close to the wall and lead

to a large maximum radius. The bubble maximum radius decreases with the bubble distance

to the syringe wall and air gap pressure and increases with the liquid column height and

nucleus size. The strain rate induced by the bubble collapse is not large enough to unfold

the proteins. When the re-entrant jet impacts the bubble surface or syringe wall, the bubble

breaks up, generating small bubbles with high surface concentration of protein molecules,

potentially inducing aggregation in the bulk. The bubble dynamics is influenced by the

dimensionless distance of the nucleus from the wall normalized by the maximum bubble ra-

dius (γ). The re-entrant jet velocity increases with γ. While the maximum liquid pressure,

typically 100∼1000 bar, first decreases and then increases with γ. This high pressure may

potentially generate hydroxyl radicals. The coalescence of bubbles in the clouds can occur

for bubbles that are very close to each other, leading to a higher pressure at the collapse.

4.2 Introduction

Autoinjectors are widely used for subcutaneous injections (SQ) due to their simplicity,

reliability, and the ability to be used directly by the patients [50 ]. Typically, autoinjectors
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are designed to deliver a small dose of drug (usually 2.0 mL or less), which are proteins,

peptides, oligonucleotides, and amino acid derivatives, e.g., monoclonal antibodies (mAb),

epinephrine and interferon [51 ]. In today’s market, most autoinjectors are actuated by a

pre-compressed spring. The administration of the drug product is primarily comprised of

three phases: device activation, needle insertion and liquid injection (Fig. 4.1 (a)) [6 ], [77 ].

At the start of needle insertion, the driving rod actuated by the spring strikes the plunger,

leading to an abrupt acceleration of the syringe. The liquid pressure near the bottom wall

of the syringe decreases and cavitation occurs. The propensity of cavitation depends on the

kinematics of the syringe, the presence of nucleation sites (such as microbubbles, debris and

surface roughness) and the geometry of the syringe. These cavitation bubbles appear for a

very short time (typically on the order of 0.1 ms), where the cavitation bubbles grow and

collapse rapidly. Upon the bubble collapse, high temperature and pressure can lead to the

thermal dissociation of water into OH- radicals and H atoms. The hydroxyl radicals [14 ],

[78 ], [79 ], vapor/air-liquid and oil/solid-liquid interfaces [5 ], [80 ] and the hydrodynamic stress

[24 ] in the cavitation process are suggested as the potential causes for the denaturation and

aggregation of therapeutic proteins. After the cavitation event, there is a liquid slosh inside

the syringe, which can further enhance protein aggregation [77 ], [81 ]. The protein aggregates,

as a potential trigger of the immunogenic responses in patients, are a great concern to product

quality and patient safety [15 ], [17 ], [18 ]. Furthermore, for some autoinjectors, the pressure

transient generated by cavitation can be large enough to break the glass and lead to the

failure of the devices [3 ]. This study focuses on the computational fluid dynamics (CFD)

simulations of the bubble dynamics and migration of proteins during the cavitation process

and quantifies the pressure, air-liquid interface and shear stress to evaluate the effects of

cavitation on drug molecules, such as proteins, peptides, oligonucleotides and etc.

Cavitation has been recognized as an important reason for the formation of protein

aggregates [14 ], [78 ]–[80 ], [82 ], [83 ]. When a glass vial is dropped from a height as low as

10 inches to the ground, a mechanical shock is generated due to the impact, and that is

sufficient to induce cavitation, potentially causing protein aggregation in the drug product.

By using a high-speed camera, Randolph et al. [14 ] reported that these cavitation bubbles

form within 30 µs and then go through growth-collapse cycles periodically over a millisecond
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Figure 4.1. (a) The administration process is comprised of 3 stages: the
activation, the insertion and the injection. The figure is reproduced with
permission from [6 ]. (b) Schematic showing the structure of an autoinjector
and the name of each components. (c) Cavitation at the start of the insertion
process recorded by a high-speed camera for two different autoinjectors. The
lifetime of cavitation bubbles is on the order of 0.1 ms.

time span. Subvisible particle counts increased in the solution and proteinaceous particles

were found on the vial walls. The protein particles on the glass vial wall showed an increased

level of oxidation, presumably by cavitation induced hydroxyl radicals. In the experiments

by Torisu et al. [81 ], larger amount of subvisble particles were observed after repeated

cycles of dropping and shaking at 50 rpm for 100 min and 400 min. The combined effects of

dropping and shaking is more remarkable than shaking alone. They proposed that cavitation

is important in unfolding the proteins. After unfolding, the denatured protein molecules have
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a propensity to adsorb to the inner surface of the vial wall and then desorb into the solution

during shaking [84 ], [85 ], which can lead to the formation of micron-sized particles. Pure

shaking is less likely to generate protein aggregates since the shaking stress is not sufficient to

unfold the proteins. However, no significant chemical degradation, including oxidation due to

hydroxyl radicals, was detected in the protein aggregates or proteins in solution. Cavitation

can be divided into two categories: acoustic cavitation that is generated by an ultrasound,

and hydrodynamic cavitation that is generated due to the local pressure drop in a flowing

liquid. There are several studies investigating the damaging effects of acoustic cavitation,

where the free radicals and hydrodynamic shear can damage different types of protein [79 ],

[86 ] and DNA molecules [87 ]. On the other hand, the hydrodynamic cavitation generated by

a micro-orifice is characterized by slower dynamics and less hydrodynamic stress. This type

of cavitation may not produce sufficient hydroxyl radicals, and the vapor-liquid interface was

found there as the main reason for protein aggregation [80 ], [88 ].

The interaction between the cavitation bubble and boundaries, such as rigid walls, air-

liquid interface and etc., has been extensively studied in the fluid mechanics community,

which also provides some insights to understand the cavitation damage. When a bubble

collapses in a quiescent fluid near a rigid wall, a re-entrant jet, directed toward to the wall,

can form on the bubble surface. The jet attains a high speed in the early stage of the

bubble collapse and long before the volume reaches the minimum size [89 ]. The re-entrant

jet can penetrate the other side of the bubble surface and strike the wall if the distance from

the wall is sufficiently small. The bubble deforms into an toroidal cavity moving towards

the wall while shrinking in volume and may break into small bubbles afterwards [90 ], [91 ].

The induced pressure decreases with the distance to the wall for small distances and then

increases for large distances, and the highest pressure on wall is detected when the nucleus

is attached to the wall [90 ]. A convex boundary induces a more intense bubble collapse than

a flat boundary [92 ]. Numerical studies also investigate the particle pathlines on the bubble

surface. Interestingly, almost all the particles on the bubble surface are transported into the

re-entrant jet at the bubble collapse [89 ], [91 ], [93 ]. For protein and surfactant molecules near

a cavitation bubble, we expect the same behavior because the time scale of the collapse of

cavitation bubble is so small that advection is much more important than diffusion. When
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a cloud of cavitation bubbles are generated, the bubble dynamics is also modified by the

bubble-to-bubble interactions. The natural frequency of micro-bubble clouds can increase

with the bubble concentration, leading to the suppression of the bubble collapse except at

the resonant condition [94 ].

Cavitation bubbles inside the syringe within an activated autoinjector occurs over a

very short time (∼ 0.1ms), which is comparable to the time needed for pressure waves to

travel through the liquid column - from the bottom wall of the syringe to the top surface of

liquid near the syringe plunger [3 ]. During this small time scale, the pressure in the liquid

column is non-uniform, resulting in cavitation formation in some regions of the syringe.

Because of its potential impact to the drug products, the mitigation of cavitation damage

should be an important consideration in the design of autoinjectors, where the geometry

of the syringe, the materials of construction of the syringe components (barrel/plunger)

and the method of actuation are crucial to the product reliability and patient safety. In

this work, we use computational fluid dynamics simulations of multi-phase, compressible

flows to investigate the bubble dynamics in an autoinjector with passive tracers inserted

to understand the migration of protein molecules on the bubble surface. In Section 4.4.1 ,

we validate our numerical model by comparing the predicted bubble shape with results of

ex-situ experiments (barebone auto-injector removing components that prevent imaging of

syringe and solution via block of view). In Section 4.4.2 , a one-dimensional (1D) calculation

is performed to estimate the bubble radius under the assumption of spherical collapse, which

can be used to understand the bubble dynamics away from syringe walls. In Section 4.4.4 ,

axisymmetric simulations are used to investigate the distance of the nuclei from the wall,

liquid column height, air gap pressure and nucleus size on the maximum bubble radius

and peak pressure. In Section 4.4.5 , three-dimensional (3D) simulations are performed to

quantify the fully resolved bubble shape and pressure for a single cavitation bubble and for

a cluster of bubbles.
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Figure 4.2. A schematic of pressure wave propagation in the syringe after
the driving rod strikes the plunger.

4.3 Method

4.3.1 Problem Definition

Fig. 4.2 shows the shock transmission in the syringe barrel and the propagation of

pressure waves in the liquid column after the driving rod strikes the plunger. After the

driving rod strikes the plunger, a mechanical shock is generated and transmitted through

the syringe barrel. Since the sound speed in the glass is ∼ 5km/s, the time for this process

is only ∼ 7µs. Because we are only interested in the pressure variation in the liquid column,

we set time to zero when the syringe bottom starts to move. The syringe bottom gains a

downward velocity of magnitude ∆V at T = 0 and friction is neglected. The propagation of

pressure waves has a period of 4L/c [95 ], where L is the liquid column height and c is the

wave speed, approximating the sound speed in water. For 0 < T < L/c, the expansion wave

(the pressure behind the expansion wave is lower than that in front of the wave) originated

from the syringe bottom travels to the top with the wave speed c. The liquid behind this

wave has a flow velocity ∆V and pressure change −ρc∆V . At T = L/c, the wave reaches

the top air-liquid interface, where the pressure on the air side is zero while the pressure on

the liquid side is −ρc∆V . Due to the pressure difference, the velocity of the liquid near
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the interface changes from ∆V to 2∆V and a compression wave (the pressure behind the

compression wave is higher than that in front of the wave) travels from the top toward the

syringe bottom. At T = 2L/c, the compression wave is reflected by the syringe bottom

and travels toward the top, where the liquid behind the wave has the pressure P = ρc∆V .

At T = 3L/c, the wave is reflected by the top air-liquid interface and travels towards the

syringe bottom. The liquid behind the wave has zero velocity. At T = 4L/c, the velocity

in the liquid column is zero. The conditions of the liquid column are the same as those at

T = 0 and the wave propagation continues as these events repeat with a period of 4L/c. For

autoinjectors, the time of acceleration is larger than 4L/c, and we can consider that a series

of pressure waves are generated from the syringe bottom at different times. The resulting

pressure is the sum of the pressure change induced by the pressure waves. For longer times,

the friction becomes important and the pressure waves damp out.
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Figure 4.3. (a) Schematic of cavitation generation in the syringe. When the
bottom syringe wall (near the needle) gains speed, the pressure variation due
to pressure waves leads to the bubble growth and collapse. The geometry setup
in axisymmetric and 3D simulations are shown in (b) and (c), respectively.

This study focuses on the dynamics of a gas bubble in a container that is partially filled

with the drug product leaving a small air gap on the top and is subjected to a sudden

motion (Fig. 4.3 (a)). The motion generates pressure waves propagating inside the liquid

column that are reflected by the top air-liquid interface and the bottom wall, resulting in

multiple reverberations of the pressure waves. The acceleration of the syringe bottom wall,
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Table 4.1. Parameters and fluid properties in the current work.
Parameters Symbol Value

liquid column height L 20∼50 mm
nucleus radius R0 0.01∼0.2 mm

nucleus location xb 0∼1
syringe inner diameter D 8 mm

air gap size Lg 2 mm
air gap pressure Pg 1∼2 bar
surface tension σ 72 mN/m

liquid sound speed c 1463.8 m/s
liquid density ρl 103 kg/m3

liquid kinematic viscosity νl 10−6 m2/s
liquid dynamic viscosity µl 10−3 Pa·s

gas density ρg 1.2 kg/m3

gas dynamic viscosity µg 10−5 Pa·s

which is used as an input in the simulations, is measured using an accelerometer in ex-

situ experiments described in Sec. 4.3.2 , where the syringe is set in motion in the same

way as in an autoinjector. We consider the wall to be fully rigid and neglect the elastic

deformation of the glass syringe wall (heat resistant borosilicate glass, Young’s Modulus

64GPa, thickness 1.11mm) resulting from the propagation of stress waves and the changes

in liquid pressure. The nucleus is located at the centerline of the cylindrical syringe with a

distance xb(L+Lg) away from the bottom wall, and far away from the side walls. We include

the effects of the liquid viscosity, the surface tension and the liquid compressibility, but we

neglect heat diffusion, phase change and mass transfer effects due to the short time scale of

the bubble collapse. In the 1D calculation, the bubble is assumed to remain spherical, thus

the loss of symmetry during collapse due to the presence of the wall is not included. This

situation is representative of a bubble collapsing in an unconfined domain, which is a good

approximation of the physics when the bubble is sufficiently far from the walls. Asymmetric

and 3D simulations investigate the non-spherical bubble collapse, where the presence of the

bottom wall impedes the bubble growth and collapse and breaks the symmetry of bubble

dynamics. The list of parameters are shown in table 4.1 .
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4.3.2 Ex-situ experiment

Figure 4.4. Experimental setup for simultaneous measurement of displace-
ment and acceleration of syringe using a high-speed camera and accelerometer,
respectively. (a) Snapshot of ex-situ autoinjector setup with an accelerometer
mounted at the bottom of the syringe. (b) and (c) show the example data of
displacement (from the camera) and acceleration (from the accelerometer) of
the syringe, respectively.

To validate the numerical model, we conduct ex-situ experiments to obtain the bubble

shape and compare it against the numerical results for the same syringe kinematics. To

accurately measure the displacement and acceleration of the syringe in an autoinjector, we

employ a high-speed camera and an accelerometer in this study. A detailed description of

the setup for obtaining the displacement of the syringe using an ex-situ autoinjector char-

acterization setup is given in the previous work [6 ], [77 ]. Briefly, to mimic the operating

procedures of a single-spring actuated autoinjector, a simplified autoinjector platform is im-

plemented to study the key kinematics during the insertion and injection of the autoinjector
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device. The driving rod, spring, and syringe are mounted on a 3D-printed fixture and im-

aged using an ultra-high-speed camera (Phantom V 2640, Vision Research Inc). An LED

light source (Flashlight 300, LaVision) accompanied by a light diffuser (DG100X100-1500,

ThorLabs, Inc.) is used to achieve uniform background illumination of the pre-filled syringe.

The motion of the driving rod, plunger, and syringe is captured at a rate of 20,000 frame/s.

The resolution of each frame is 15.6 µm/pixel and 1960 × 656 pixels.

To measure the acceleration of the syringe in the autoinjector, an ultra-miniature Inte-

grated Electronics Piezo-Electric (IEPE) accelerometer (Dytran 3224A2) is employed. The

experiment uses a 2.25 mL long glass syringe (BD Neopak) with an inner diameter of 8.5

mm. The spring force before release is 12N. The needle of the syringe is removed and the

bottom of the syringe is polished to flat using a 320 grid sandpaper so a flat bottom of the

syringe can be utilized to mount the accelerometer (Fig. 4.4 a). We further block the syringe

outlet using glue so that the accelerometer is not pushed by the liquid. Note that this study

is mainly focused on the needle insertion phase of actuation of the autoinjector, when no

liquid flows through the needle yet. Therefore, the blockage of the syringe outlet does not

affect the syringe kinematic. Besides, since the mass of the accelerometer and the syringe

with the drug product is 0.2 g and 8 g, respectively, the accelerometer causes only a 2.5%

weight increase of the ex-situ autoinjector system. We therefore neglect the effect on the

inertia of the system caused by adding the accelerometer. The accelerometer is sampled at

17,066 Hz via a modular data acquisition (DAQ) system (NI 9174, 9250, 9260) via the Data

Acquisition Toolbox in MATLAB (R2018b, MathWorks, Inc.). To ensure the same time zero

for measurement using the high-speed camera and accelerometer, we synchronize them via

the same DAQ system [96 ]. When the recording of the accelerometer signal starts, the DAQ

system also sends a trigger signal to the high-speed camera to initialize the image recording.

The data of displacement and acceleration is given in Fig. 4.4 (b) and (c). All the testing

instrumentations are calibrated and carefully tested before each experiment. In the current

study, we are not able to control the number of nuclei and the location of nuclei. For the

purpose of validation, we only use the experimental runs where only one cavitation bubble

forms. Then, the distance between the bubble and the bottom syringe wall is measured and

used as an input for the simulations.
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4.3.3 One-dimensional equation for bubble dynamics

One-dimensional (1D) equations are used to estimate the pressure wave propagation in

the syringe and the dynamics of a spherical bubble collapse. The propagation speed of the

pressure wave in the liquid is assumed to be the speed of sound in water. For real syringes,

the wave speed can be slightly lower than the sound speed due to the elasticity of the syringe

wall [95 ]. If air bubbles exist in the liquid, the air contents can also decrease the wave speed.

To simplify the problem, we make the variables dimensionless by dividing by the scales listed

in table 4.1 .

Table 4.2. Non-dimensionalization in the 1D calculation.
Dimensionless variables Symbol Scale

Distance x L
Fluid velocity v c

Time t L/c
Pressure p ρlc

2

kinematic viscosity ν cL
surface tension σ ρlc

2L

When the syringe is subjected to a sudden acceleration, a water hammer or pressure wave

is generated. The pressure change caused by the pressure wave is a function of location and

time, denoted as pw(x, t) and governed by the following equation set [95 ]

Continuity: ∂pw

∂t
= −∂v

∂x
, (4.1)

Momentum: ∂v

∂t
= −∂pw

∂x
− mf , (4.2)

Initial Conditions: pw(x, 0) = 0, v(x, 0) = 0, (4.3)

Boundary Conditions: v(0, t) = −vs(t), pw(1, t) = pg, (4.4)

where x = 0 is located at the bottom wall, and x = 1 is located at the air-liquid interface

on the top, mf = fL
2D

|v|v accounts for the friction between the liquid and the syringe wall,

f is the Darcy–Weisbach friction factor [95 ], vs(t) is the syringe velocity, measured from our

experiments (Fig. 4.5 ), pg is the air gap pressure and v is the fluid velocity in the laboratory

reference frame. The role of gravity is negligible and the pressure wave is hardly damped by
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the wall friction, thus mf is neglected in our calculation. The absolute pressure of the liquid

is

p = pw + pr, (4.5)

where pr is the reference pressure, which is the atmosphere pressure (1 bar) in the current

calculation.

Assuming the nucleus to be a small gas bubble, we use the liquid pressure p to calculate

the time evolution of the bubble radius using the Keller-Miksis equation, which describes

the dynamics of a cavitation bubble in a compressible liquid [97 ], [98 ]:

(1 − ṙ) rr̈ + 3
2 ṙ2 (1 − ṙ) = (1 + ṙ) [pB(t) − p(t)] + r

dpB

dt
(4.6)

where r(t) is the dimensionless bubble radius as a function of time and dots indicate the time

derivative, p is the liquid pressure from Eq. 4.5 evaluated at the nucleus site. The initial

condition on the bubble radius is r(0) = R0/L and ṙ(0) = 0. The pressure on the liquid side

of the bubble interface is

pB(t) = p(0)
(

r

r(0)

)−3k

− 2σ

r
− 4ν

ṙ

r
, (4.7)

where p(0) = pr + 2σ/r(0) is the gas pressure inside the bubble at t = 0, k = 1.4 is the

polytropic exponent for an adiabatic process. The effects of surface tension and viscosity are

usually negligible for large bubbles and only affect the dynamics of very small bubbles. When

the rate of change of bubble radius is much smaller than the sound speed, i.e. ṙ � 1, this

equation reduces to the Rayleigh-Plesset equation, which accounts for the bubble dynamics

in an incompressible liquid.

The equation set (Eq. 4.1 -4.4 ) for wave propagation is solved using the finite difference

method on a staggered grid. The liquid column is discretized into 50 cells with the pressure

data stored at the cell center and the velocity stored on the cell face. Derivatives with respect

to space are calculated using the central difference scheme and the explicit Euler method is

used for the time integration. The convergence of the equation set is subjected to the CFL

condition Coacoustic = ∆t/∆x ≤ 1, where Coacoustic is the acoustic Courant number, ∆t is
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the time step, ∆x is the cell size. The time step is ∆t = ∆x = 1/50. Equation 4.6 is an

ordinary differential equation and the bubble radius is integrated with respect to time using

an explicit 3rd-order Runge-Kutta method [99 ].

4.3.4 Axisymmetric and 3D simulations of bubble collapse

The compressible multiphase flow solver in Basilisk [100 ] is used, which is an extension

of the all-Mach semi-implicit solver using the Volume-of-Fluid method [101 ] to resolve the

gas-liquid interface. The solver supports adaptive mesh refinement and utilizes the inter-

face reconstruction method to improve the accuracy of the volume fraction fields. Liquid

compressibility is considered so that acoustic waves are captured in the solver. The thermal

diffusion and mass transfer inside the bubble are neglected due to the short time scale of

interest. The non-dimensionalization introduced in 1D calculation is not used in this section.

The governing equations, which are derived from the continuity and momentum equations,

are

∂C

∂t
+ ∇ · (vC) = C∇ · v, (4.8)

∂ρv

∂t
+ ∇ · (ρvv) = −∇P + ∇ · τ + σκ∇C − ρas, (4.9)

where C is the liquid volume fraction, which is 1 for the liquid phase and 0 for the gas, v

is the flow velocity vector, P is the pressure, and τ = µ
(
∇v + ∇vT

)
− 2

3µ(∇ · v)I is the

viscous stress tensor with I being the identity matrix, κ is the curvature of the interface, ∇C

calculates the gradient of C and is normal to the interface, as is the syringe acceleration. The

mixture density and viscosity are ρ = Cρf + (1 − C)ρg, µ = Cµf + (1 − C)µg, respectively.

Because the cavitation occurs in a very short time, the fluid is assumed to undergo an

adiabatic process. The equation of state for both the liquid and gas is

P + Π
ρk

= constant, (4.10)

where for gas Π = 0 and k = 1.4, for liquid water Π = 3 × 108 Pa and k = 7.14 [102 ], [103 ].

The numerical schemes are the same as in the work by Fuster et al. [101 ] except that we
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do not solve the energy equation and assume both liquid and gas to undergo an adiabatic

process.

Both axisymmetric and 3D simulations (Fig. 4.3 ) are conducted in the reference frame

of the syringe. For axisymmetric simulations, the domain is a square of size L + Lg and for

3D simulations, it is a cube of size L + Lg. The nucleus bubble is initially placed at the

origin and the lower boundary of the domain, which is positioned at x = −xb(L + Lg), is the

bottom syringe wall. An air gap of height Lg with the initial pressure Pg is added on the

top of the simulation domain. The initial gas pressure inside the bubble is pr + 2σ/R0. We

assume that the acoustic impedance of the top and bottom walls is infinite and neglect the

coupling of the air gap and the plunger motion. No-slip no-penetration boundary conditions

are applied for the bottom and top boundaries and side boundaries are free-slip walls. The

maximum bubble diameter is typically less than 0.1 of the domain size so the bubble can be

considered unbounded in y and z directions. The parameters and fluid properties are shown

in Table. 4.1 .

An adaptive mesh refinement is used in the simulations and the grid is refined by limiting

the error on the volume fraction, the fluid flux, the density and the pressure to be smaller

than a predefined threshold. The error on each variable for each cell is calculated based on

the absolute change of the variable after the cell is refined by one level. The grid size far away

from the bubble surface is large, 1/26 of the system size, while the grid size near the bubble

surface and in regions of large pressure variation is small with the minimum size ∆x, which

is 1/213 for axisymmetric simulations, and 1/211 for 3D simulations. The time step size is

controlled by constraining the maximum acoustic Courant number Coacoustic = c∆t/∆x ≤ 5

and the maximum Courant number Co = vmax∆t/∆x ≤ 1, where vmax is the maximum flow

velocity in the simulation. The solver requires the Courant number to be less than or equal

to 1, but allows the acoustic Courant number to be larger than 1. A large acoustic Courant

number can cause numerical dissipation resulting in the smoothing of sharp wave-fronts, but

this effect has been mitigated by refining the mesh in the vicinity of the wave front [101 ].

Surfactants and protein molecules have a propensity to adsorb to gas-liquid interfaces.

To investigate the migration of surfactants and protein molecules near the bubble surface,

we add inertia-less passive tracers on the bubble interface at t = 0. Due to small errors in the
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Volume of Fluid method, some tracers may depart from the interface. In the simulation, we

correct the tracer position at each time step by adding a small displacement normal to the

reconstructed interface to make sure the tracers remain attached to the gas-liquid interface.

The tracers are initialized at (R0 cos φ, R0 sin φ) for axisymmetric simulations, and (R0 cos φ,

R0 sin φ cos θ, R0 sin φ cos θ) for 3D simulations, where φ is the azimuthal angle uniformly

spaced in the range [0, π], and θ is the polar angle uniformly spaced in the range [0, 2π].

4.4 Results

4.4.1 Validation against experiments using axisymmetric simulations
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Figure 4.5. (a) Displacement of the plunger and the syringe bottom recorded
by the camera in ex-situ experiments. When the driving rod impacts the
plunger, the plunger is pushed and the air on top of the solution is compressed.
Later, the plunger and syringe move together with the same speed. (b) The
syringe displacement, velocity and acceleration upon impact.
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Fig. 4.5 (a) shows the displacement of the plunger and the syringe bottom during the

start of the spring-driven needle insertion process. We set the time zero at the instant when

the driving rod strikes the plunger. Here, the plunger has a larger displacement than the

syringe, indicating the plunger is moving relative to the syringe and the air gap on the

top is being compressed. Shortly afterwards, the syringe accelerates and moves together

with the plunger. The air gap is around 2.8 mm at the start and then decreases to 2.2

mm as the driving rod pushes on the plunger. Given that the initial air gap pressure is

the atmosphere pressure (1 bar) and the air gap undergoes an adiabatic process, we derive

the air gap pressure after the impact, which is (2.8/2.2)1.4 = 1.4 bar. This value is used

as the initial air gap pressure in the simulations validated against experiments. Here, the

compression of the air gap occurs in ∼0.2ms. In the simulations, this process is assumed

to occur instantly after the impact and the air gap pressure undergoes a step change. This

pressure change can induce a pressure wave inside the liquid column, competing against the

expansion waves originating from the bottom, reducing the bubble growth and contributing

to an early collapse of the cavitation bubbles. In simulations, the wave front of pressure wave

generated by the top air gap is sharper than that in the experiments. But since the pressure

magnitude of this wave is much weaker than that generated by the bottom wall, the increase

of sharpness has a small effect on the pressure field and bubble dynamics. In Fig. 4.5 (b), we

measured the displacement using the camera and the acceleration using the accelerometer.

Because cavitation occurs over a very short time and only a limited number of data points

are collected within the interested time frame, we use cubic smoothing spline fitting in

MATLAB to recover the displacement and acceleration curve. For data points (xi, yi), the

resulting spline function f(x) is obtained by minimizing ∑i(f(xi) − yi)2 + λ
∫

f(x)2dx, where

λ is the smoothing parameter and is 10−6 and 10−8 for displacement and acceleration spline

curves, respectively. By taking the 1st and 2nd order derivatives of the displacement curve,

we get the velocity and acceleration based on the camera. By integrating the acceleration

data, we get the velocity and displacement based on the accelerometer. The simulations use

the smoothing spline fit of the acceleration measured with the accelerometer as an input.

Parameters used in the simulations are: the liquid column height L =34 mm, air gap size is

Lg = 2 mm. The center of the nucleus bubble is 0.648 mm away from the bottom syringe
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wall, i.e., xb = 0.018. The experiments cannot provide a measurement of the nuclei size

and we use very small nuclei size R0 = 0.05mm in simulations. The simulation results

suggest that nucleus size smaller than this value hardly changes the bubble dynamics. Other

parameters are listed in Table. 4.1 .

Figure 4.6. Experimental images of a cavitation bubble compared with the
simulation results (green line). Passive tracers (green dots) are added in the
simulations to illustrate the protein migration on the bubble surface.

The cavitation bubble shape observed in the experiments is compared with the simulation

results in Fig. 4.6 . Even if the fluid used in the experiments is water, we still add the passive

tracers in simulations to indicate the proposed protein migration on the bubble surface.

The rod strikes the plunger at t = 0 and the syringe starts to accelerate after ∼ 10µs. At

t = 100µs, the cavitation bubble appears and grows until t = 330µs. After t = 330µs, the

syringe acceleration oscillates with a smaller amplitude and the pressure inside the syringe

can increase due to wave reflection or the decrease of syringe acceleration at some instant,

which causes the bubble to collapse. The lower side of the bubble is bounded by the syringe

wall and tracers are focused into the re-entrant jet formed on the upper side of the bubble

surface. The bubble collapses in a very short time (∼10µs). The details of bubble collapse

will be discussed in section 4.4.4 and 4.4.5 .
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4.4.2 1D calculation of bubble dynamics

(a) (b)

(c)

Figure 4.7. (a) The dimensionless syringe velocity vs normalized by the
dimensionless atmosphere pressure pr. vs/pr = 1 corresponds to the velocity
change to induce a pressure drop of one atmosphere pressure. (b) The pressure
variation in the liquid column with height L = 34mm due to the propagation
of the pressure wave. (c) The pressure change at the syringe bottom, x = 0.
The maximum acceleration occurs at t = 4.6, inducing the strongest pressure
drop (red dashed line). The oscillation of pressure wave causes the pressure
inside the syringe to oscillate with a period of 4L/c. Pressure wave induced
by the first acceleration peak can be reflected by the syringe bottom inducing
subsequent pressure drops (green dashed line).

Fig. 4.7 (a) shows the syringe velocity vs(t) obtained by integrating the acceleration

measured with the accelerometer. Fig. 4.7 (b) shows the spatial distribution of pressure

in the liquid column at different times obtained using Eq. 4.1 -4.4 . Values are reported

in dimensionless form following Table 4.2 . The change of syringe velocity can generate

expansion pressure waves that travel inside the liquid column and is reflected by the bottom

syringe wall and air-liquid interface on the top. As we discussed previously, the oscillation of
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the pressure wave has a period of 4 (time unit is L/c). In Fig. 4.5 (b), the maximum syringe

acceleration occurs at T = 84 ms, which is t = 3.6 after scaling. At the same moment,

the pressure at the syringe bottom reaches its minimum, which is about 4 bar below the

atmosphere pressure. The expansion wave induced by this acceleration impulse travels from

the bottom syringe wall towards the top air-liquid interface and is reflected as a compression

wave traveling back to the bottom syringe wall. Thus, the syringe bottom experiences

high pressure at t = 5.6, 9.6, 13.6, etc (Fig. 4.7 (c)). Then, the pressure wave is reflected

by the bottom syringe wall and travels back to the bottom wall, inducing low pressure at

t = 7.6, 11.6, 15.6, etc. The low pressure values enhance the cavitation bubble growth, while

the high pressure values hinder the bubble growth and contribute to the bubble collapse.

When the pressure variation is large enough, the bubble becomes unstable and collapses to

very small sizes. Typically, cavitation bubbles are dominated by inertia and they are more

likely to collapse after a high pressure and before a low pressure, which is the time interval

[9.6, 11.6], [13.6, 15.6], etc. At around t = 20.6, there is a secondary peak in the acceleration

profile (Fig. 4.5 (b)), where the pressure further decreases and the bubble can experience a

second growth.

Fig. 4.8 shows the pressure experienced by the bubble and the corresponding time

evolution of the bubble radius. Due to the propagation of pressure waves, the pressure

experienced by the bubble oscillates with a period of 4L/c. Meanwhile, the bubble also

undergoes growth-collapse cycles, whose frequency is dependent on the wave magnitude and

bubble size. Under certain conditions, the two processes can resonate, resulting in a stronger

collapse and higher pressure. Bubbles positioned further away from the bottom syringe wall

experience smaller pressure variations (Fig. 4.8 ), therefore, the maximum bubble size and

the duration of the growth-collapse cycle decreases. This is because the pressure at the top

air-liquid interface is always the same as the air gap pressure, so that bubbles closer to the

top experience smaller pressure variations. This result is consistent with the experiments of

Kiyama et al. [41 ], where cavitation bubbles were generated in a free falling tube that hit

the ground. The maximum bubble size in the experiments decreased with the distance from

the tube bottom. When the liquid column height L increases, the magnitude of pressure

variation increases (Fig. 4.8 (b)). The pressure variation can be considered as a sum of
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(a) (b) (c) (d)

Figure 4.8. Pressure variation experienced by the nucleus, radius and the
maximum radius for different (a) nucleus location xb, (b) liquid column height
L, (c) air gap pressure Pg and (d) nucleus size R0. The second row shares
the legend with the first row. Default parameters are xb = 0.2, L = 34 mm,
Pg = 1.4 bar, R0 = 0.1 mm. The pressure is greatly underestimated here,
because 1D calculation assumes the bubble to be spherical. Scaling of the
dimensionless variables are listed in Table 4.2 . r and rmax are dimensionless
radii normalized by R0.
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pressure induced by a series of pressure waves described in Fig. 4.2 . The pressure drop at

the syringe bottom is −ρc∆V , where ∆V is the velocity change of the syringe bottom in a

half period 2L/c. When the liquid column height increases, ∆V increases and the syringe

bottom experiences a larger pressure drop. The bubble size and the time of bubble growth-

collapse cycle also increases with the liquid column height. When the air gap on the top is

compressed, a compression pressure wave is generated at the top and propagates towards

the syringe bottom, contributing to some pressure peaks (Fig. 4.8 (c)). When the air gap

pressure increases, the maximum bubble size and the duration of bubble growth-collapse

cycle decreases abruptly. The nucleus size R0 does not affect the pressure variations (Fig.

4.8 (d)). When the size of nucleus bubble is smaller than 0.05mm, the maximum bubble

size does not depend on the nucleus size. While for larger nucleus bubbles, the maximum

bubble size increases with the nucleus size. Here, the bubbles are assumed to be spherical.

The proximity to the walls and the presence of pressure waves can break the spherical

symmetry, leading to the formation of re-entrant jets. The calculations using 1D equations

provide an insight on the bubble collapse in the bulk liquid far away from walls caused

by a smooth acceleration, where the spherical symmetry is not violated. For non-spherical

bubble collapse, this 1D calculation greatly underestimates the pressure and the results of

axisymmetric simulations are applicable which are discussed in the next section.

4.4.3 Mesh dependence of axisymmetric simulations

An adaptive mesh refinement is used in our simulations, where the grid is refined based

on the error of the volume fraction, fluid flux and density. Away from the bubble, the grid

size is large and is 1/26 of the system size, while near the bubble the grid size is small

with the minimum size ∆x. To assure the results are independent of the grid resolution,

we conducted axisymmetric simulations for ∆x = 1/212 , 1/213, 1/214. In Fig. 4.9 (a), the

interface shape and the location of passive tracers are similar for three different grid sizes

before the first collapse of the toroidal bubble (t ≤ 439.2µs). After the bubble collapse,

small bubbles are generated and bubble dynamics may slightly changes with the minimum

grid size. The bubble radius, jet velocity and the maximum liquid pressure for ∆ = 1/212,

103



(b) (c) (d)

(a)

Figure 4.9. Mesh dependence of the axisymmetric simulations. (a) The inter-
face shape and tracer locations for different grid sizes and (b) the corresponding
bubble radius, (c) jet velocity and (d) maximum liquid pressure.
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1/213 and 1/214 also show a good agreement. This indicates that our results converge with

the grid size and the current simulations with the grid resolution ∆ = 1/213 are independent

of the grid size.

4.4.4 Axisymmetric simulation for a non-spherical collapse

(b)

(c)

(d)

(e)

(a)

Figure 4.10. Time evolution of the bubble surface and tracers (indicated by
dots) for (a) baseline simulation, (b) larger distance of the nucleus from the
wall, xb = 0.05, (c) larger liquid column height L = 44 mm, (d) larger air gap
pressure Pg = 2 bar and (e) larger nucleus size R = 0.2 mm. The bottom
syringe wall is indicated by the horizontal dashed line, which is x = −0.648 in
(a) and (c-d), and x = −1.8 in (b). Length is in unit of millimeter. Default
parameters are xb = 0.018, L = 34mm, R = 0.05mm.

Axisymmetric simulations are conducted to investigate the effects of the re-entrant jet

formation due to the impedance of the wall and the formation of the pressure waves. We

start with a baseline simulation with the same setup as the validation simulation (xb = 0.018,
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L = 34 mm, R = 0.05 mm), and vary only one parameter at a time to study the effect of

each variable. Here, 40 tracers are uniformly placed on the bubble surface at the start of

simulation to illustrate the migration of protein molecules on the bubble surface.

When a cavitation bubble collapses near the syringe bottom wall, a re-entrant jet forms

on the bubble surface that is far away from the wall (Fig. 4.10 (a)). The tracers follow

the flow and are concentrated in the re-entrant jet, suggesting that the protein molecules

near the cavitation bubble are entrained by the re-entrant jet. The increase in the local

concentration of protein molecules can potentially induce protein aggregation [20 ]. Then the

re-entrant jet impacts the syringe wall, where the protein molecules can be adsorbed by the

syringe wall or silicone oil layer on the syringe wall [5 ], [104 ]. The bubble deforms into a

toroid with part of it broken into smaller bubbles. The toroid continues to collapse. As the

re-entrant jet strikes the syringe wall, a stagnation point arises in the flow, which rotates

the toroid and spreads tracers and bubbles across the syringe wall. These phenomena of

protein migration due to the collapse of cavitation bubbles may explain the formation of

a proteinaceous film on the syringe or vial walls observed in various experiments [14 ], [81 ],

[84 ].

For bubbles with a larger distance to the bottom syringe wall (Fig. 4.10 (b)), the re-

entrant jet may not directly hit the syringe wall but can penetrate the other side of the

bubble surface. The bubble collapses to its minimum size and then rebound bubble becomes

a toroid. Part of the bubble is broken into smaller bubbles with a surface covered by highly

concentrated protein molecules. When the liquid column height increases (Fig. 4.10 (c)),

the duration of the bubble growth-collapse cycle increases and the bubble becomes more

sensitive to the subsequent secondary peaks in the acceleration profile. The secondary peaks

in the acceleration profile cause the bubble shape to deform into an irregular shape at

T = 680µs. When the air gap pressure increases (Fig. 4.10 (d)), the pressurization of the air

gap results in the formation of a stronger compression wave propagating from the top surface

to the bottom wall. This compression wave overcomes the expansion wave generated by the

syringe acceleration at the start of the rod impact, causing the nucleus to shrink and lose

its spherical symmetry. Later on, the syringe acceleration increases and bubble grows. The

protein molecules are concentrated in the concave regions of the bubble surface at T = 260µs.
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The nucleus size has relatively small effects on the bubble shape and migration of protein

molecules (Fig. 4.10 (e)).

Figure 4.11. The pressure, flow and strain rate fields at the instant when
the pressure peaks are generated: (a) The jet impacts the bubble surface for
a large distance to the wall xb = 0.05 at 428.4 µs, (b) The jet impacts the
bottom syringe wall in the baseline simulation at 432 µs and (c) the toroidal
bubble collapses into the minimum size in the baseline simulation at 450 µs.
Streamlines are indicated by black curves.

For bubbles far away from the wall, a high pressure is generated when the re-entrant

jet impacts the bubble surface (Fig. 4.11 (a)). Here, the high-speed re-entrant jet suddenly

impacts the other side of the bubble surface, generating a strong pressure wave on the order

of ρcvj/2 ∼ 100 bar, where vj is the jet velocity at the impact [105 ]. The impact also

generates a strain rate on the order of 106 s−1. For the baseline simulation, where the bubble

is closer to the bottom wall, there are two pressure peaks. The first pressure peak occurs

when the re-entrant jet impacts the syringe wall (Fig. 4.11 (b)). The generated pressure

wave is on the order of ρcvj. The second pressure peak occurs when the toroidal bubble

collapses to its minimum size (Fig. 4.11 (c)). There is a stagnation point in the flow at the
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center of the toroid. The toroidal bubble rotates with a high speed and spreads across the

syringe wall. High pressure is generated in the inner rim of the toroidal bubble. Here, the

strain rate is on the order of 106s−1 and only lasts for ∼10 µs. It has been reported that the

pure strain rate required for unfolding protein molecules is as high as 5 × 107 s−1 [24 ]. Given

that the strain rate lasts for a very short time and does not reach the required value for

protein unfolding, the hydrodynamic shear near the cavitation bubbles may not be sufficient

for protein denaturation.

(a)

(b)

(c)

(d)

Figure 4.12. Time evolution of equivalent bubble radius, re-entrant jet veloc-
ity, maximum liquid pressure for different values of (a) distance to the bottom
syringe wall, (b) liquid column height, (c) air gap pressure and (d) nucleus
size. The first and third columns share the same legend as the second column.
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The time evolution of the bubble radius is similar to those from the 1D calculation (Fig.

4.12 ), which is characterized by the bubble growth-collapse cycle superimposed with the

oscillation induced by the change of acceleration and pressure wave propagation. In the

axisymmetric simulations, an increase of bubble distance to the bottom syringe wall reduces

the impedance effects of the wall (fig. 4.12 (a)), leading to an increase of the re-entrant jet

velocity. For a bubble far away from the wall (xb > 0.01), the highest pressure is generated

when the re-entrant jet impacts the bubble surface. This pressure peak increases with the

jet velocity, and thus increases with the distance to wall. While for a bubble close to the

wall (xb < 0.01), the maximum pressure increases with a decrease in bubble distance to the

bottom syringe wall. This agrees with the experimental results of laser-induced bubble near

rigid walls, where the pressure first decreases with the distance to the wall and then increases

[90 ].

When the liquid column height increases (Fig. 4.12 (b)) or the air gap pressure decreases

(Fig. 4.12 (c)), the bubble can grow to a larger size and the time of bubble growth-collapse

cycle increases. It takes a longer time for the bubble to collapse and during the bubble

collapse, the re-entrant jet can be slowed by the low pressures generated by the pressure

waves reflection and noises in the syringe acceleration. The re-entrant jet velocity decreases

and the first pressure peak, which is generated due to the jet impact on the bottom syringe

wall, also decreases. However, a high pressure can still be generated in the subsequent

pressure peaks, when the toroidal bubble or smaller bubbles collapse to their minimum size.

Therefore, a high pressure is also observed for a high liquid column height and low air gap

pressure. The bubble size and the time of growth-collapse cycle increase with the nucleus

size for large nuclei (Fig 4.12 (d)). The jet velocity and maximum pressure also decrease.

Here, the equivalent bubble radius is defined as R = (3V/4π)1/3, where V is the bubble

volume. The re-entrant jet velocity is measured from the flow velocity on the axis at the

bubble surface that is away from the wall. We only measure the jet velocity until it impacts

with the bubble surface or the bottom syringe wall.

The results of the maximum bubble radius, jet velocity and maximum liquid pressure

for different parameters are summarized in Fig. 4.13 . The maximum bubble radius slightly

increases with the distance of the bubble from the bottom syringe wall for a very small
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Figure 4.13. The dependence of bubble radius Rmax, jet velocity vj, and
liquid pressure Pmax on the nucleus location xb, liquid column height L, air
gap pressure Pg and nucleus size R0. Other parameters are the same as the
baseline simulation (xb = 0.018, L = 36 mm, Pg = 1.4 bar, R0 = 0.05 mm).

distance and then decreases. The bubble radius also increases with the liquid column height

and nucleus size but decreases with the air gap pressure. These trends agree with the results

calculated using the 1D model. The jet velocity decreases with the maximum bubble radius,

but a high liquid pressure is present for both small and large bubbles. The first pressure

peak is usually generated by the re-entrant jet impacting on the bubble surface or syringe

wall, which is more prominent for smaller bubbles. Subsequent to the first peak, the toroidal

bubble can collapse and break into smaller bubbles that also undergo growth-collapse cycles.
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The pressure due to the bubble collapse is more prominent for large cavitation bubbles.

The results can also be described by a dimensionless variable γ = xb(L + Lg)/Rmax, which

is defined as the ratio of the distance of bubble center from the bottom syringe wall over

the maximum bubble radius. Here, larger γ indicates that the bubble is far away from the

bottom wall and its growth and collapse are less affected by the wall. The variable γ is

proportional to xb. Thus, the jet velocity increases with γ and pressure decreases with γ for

γ < 0.4 and increases with γ for γ > 0.4. When the liquid column height increases, Rmax

undergoes a stronger increase, thus γ slightly decreases and the jet velocity decreases. When

the nucleus size R0 increases, the maximum bubble radius Rmax slightly increases, thus, γ

slightly decreases and the jet velocity also decreases.

4.4.5 3D simulations of bubble dynamics

To study the fully-resolved bubble shape near the bottom wall, we conduct 3D simulations

with 400 tracers (20 for the azimuth and 20 for polar angles) added on the initial interface.

Here, we use a larger nucleus size (R0 = 0.2mm) due to the limitation of grid resolution and

other parameters are the same as the validation simulation. The bubble shape is similar to

our axisymmetric simulation results but also includes non-axisymmetric instabilities on the

bubble surface. At T = 454 µs, the re-entrant jet starts to form on the bubble surface that

is away from the wall with the tracers concentrated at the jet tip. Then the jet strikes the

bottom syringe wall at T = 468 µs, and the bubble collapses into a small toroid at T = 497

µs. After the collapse, small bubbles with high protein concentrations are generated at the

outer rim of the toroidal bubble. Then, the toroidal bubble grows with its bottom surface

carrying passive tracers to rapidly spread across the wall. Some small bubbles are advected

to the top of the toroidal bubble. The bubble shape shows a qualitative agreement with

those of axisymmetric simulations and experimental observations. The results suggest that

the collapse of cavitation bubbles near the wall pushes the protein molecules toward the wall

and spreads them across the wall surface. Small bubbles with a high protein concentration

on the surface may also be generated during the process.
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Figure 4.14. The interface shape and passive tracers (black dots) for a bubble
collapse in a 3D simulation. The face color of the interface indicates the
magnitude of the flow velocity. Length is in the unit of millimeter. Here,
xb = 0.018, L = 34mm, Pg = 1.4bar, and R0 = 0.2mm.

In most of cases in our experiments, there are multiple nuclei inside the liquid and a

cloud of cavitation bubbles occur near the syringe bottom. We also investigated the bubble

dynamics of a bubble cloud consisting of 4 nuclei initialized at random locations. We added

400 tracers (20 for azimuth and 20 for polar angles) on each bubble. The shape of each

bubble is different and dependent on the the bubble-bubble and bubble-wall interactions.

In Fig. 4.15 , the left three bubbles are close to their nearby bubbles compared to the one

on the right. The growth and collapse of the left three bubbles are more impeded by the

nearby bubbles, exhibiting longer duration of the growth-collapse cycle. For a bubble cloud,

the proximity of nearby bubbles can generate re-entrant jets pointing toward the nearby

bubbles, and thus towards the cloud center [106 ]. Here, the bubble cloud is close to the
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Figure 4.15. The interface shape and passive tracers (black dots) for a bubble
cloud consisting of 4 nuclei of size R0 = 0.2 mm. The face color of the interface
indicates the magnitude of the flow velocity. Length is in unit of millimeter.

bottom syringe wall, the re-entrant jets shoot towards somewhere between the cloud center

and the wall. The passive tracers, or protein molecules, are concentrated in the jet and

pushed toward the nearby bubbles and the wall. When two bubbles are very close to each

other, coalescence can occur during the bubble growth. This results in a larger bubble and

a higher pressure at the bubble collapse. Here, the liquid column height is L = 34 mm. The

air gap size is Lg = 2 mm with pressure Pg = 1.4 bar. The four nuclei are of the same radius

0.2 mm and location xb ∈ [0.01, 0.04]: (0.42, -1.49, -0.047), (0.80, -2.08, 2.70), (0.54, -1.98,

0.60), (0.66, 2.15, 2.44) in unit of millimeter. The wall is positioned at x = −0.36 mm.

In comparison to the collapse of a single nucleus bubble, the bubble clouds generate more

pressure peaks, thus high liquid pressures are sustained for a longer time period (Fig. 4.16 ).

The highest pressure is generated due to the collapse of the large bubble resulting from the
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Figure 4.16. The maximum liquid pressure for a single nucleus and a bubble
cloud of 4 nuclei.

bubble coalescence. The highest pressure is approximately 1000 bar and is larger than that

of a single nucleus bubble.

4.5 Discussion

4.5.1 Implication to drug molecules

The syringe configuration such as the liquid column height, air gap size and the accel-

eration when the driving rod impacts the plunger are important factors in the cavitation

inception in autoinjectors. The simulation suggests that the bubble size increases with the

liquid column height and decreases with the air gap pressure. From ideal gas law, the air

gap pressure is inversely related to the air gap size. For a given plunger displacement during

the rod impact, a smaller air gap leads to a stronger pressure, mitigating the cavitation

formation in the liquid. For the syringe acceleration investigated in the current study, the

cavitation bubble growth is mainly determined by both the magnitude and timing of the

first acceleration peak that occurs about 85 µs after the driving rod hits the plunger. Subse-

quent acceleration peaks have relatively small influence on the bubble dynamics, but can still

enhance the bubble growth, especially for large bubbles with a long growth-collapse time.

The dynamics of cavitation bubble is dependent on the dimensionless variable γ = xb(L+

Lg)/Rmax. During the administration of drug product with an autoinjector device, the liquid

in the vicinity of the syringe bottom wall are subjected to the largest pressure variation, thus,
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Figure 4.17. Schematic demonstrating the proposed protein aggregation pro-
cess during the collapse of a cavitation bubble near the syringe wall.

most cavitation bubbles are described by a small γ. On the other hand, an increase in the

maximum cavitation bubble size Rmax also decreases γ, thus, the impedance effects of the

wall are more prominent for large cavitation bubbles. Based on the simulation results, we

propose the following pathway for protein aggregation induced by the collapse of cavitation

bubbles near the syringe wall (Fig. 4.17 ): the acceleration of the bottom syringe wall creates

an expansion wave propagating inside the liquid column and reflected by the top air-liquid

interface and the syringe wall. The bubble grows under expansion waves and collapses when

a strong enough compression wave reaches the bubble. The re-entrant jet forms on the

bubble surface that is away from the wall with protein molecules focused inside the jet and

pushed toward the syringe wall. The re-entrant jet also induces a stagnation point in the

flow and spreads the protein molecules across the wall. Since for pre-filled glass syringes,

the wall is usually coated with a thin layer of silicone oil for lubrication between the plunger

and syringe, the protein molecules can adsorb to the silicone oil-liquid interface and form a

protein adsorption layer on the syringe wall, leading to potential protein aggregation [22 ],

[23 ], [27 ]. The silicone oil-free polymer-based syringes have been reported to be more resilient

to protein aggregation compared to the silicone oil-lubricated glass syringes [22 ]. On the other

hand, small bubbles with a high surface concentration are also released at the outer rim of

the toroidal bubble, where the surface concentration may reach the saturation concentration

and result in the formation of protein aggregates in the bulk [20 ]. High pressure on the

order of 100 bar is generated when the toroidal bubble collapses to the minimum size, where

hydroxyl radicals can be produced, which may oxidize the protein molecules.

For bubbles positioned away from the wall, cavitation bubbles are usually smaller and

it also takes less time for the bubble to grow and collapse. The re-entrant jet has higher
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velocity and the highest pressure is generated due to the jet impact on the bubble surface

or the syringe wall. Protein molecules are also concentrated inside the jet and pushed

toward the syringe wall but may not reach the syringe wall. The small bubbles with high a

protein surface concentration are generated, which may lead to the protein aggregation in

the bulk. The strain rate, or hydrodynamic shear, involved in the cavitation bubble collapse

is typically in the order of 106 s−1 and lasts for ∼ 10 µs, which may not be sufficient for

protein aggregation.

In most of our simulations, cavitation bubbles do not touch the wall and there is a thin

liquid film between the toroidal bubble and the syringe wall. But for very small γ (xb ≤ 0.005

or γ ≤ 0.13), the toroid bubble touches to the wall and the bubble dynamics is also dependent

on the three-phase (silicone oil-water-air) contact line. The motion of the contact line, which

is dependent on the hydrophobicity and roughness of the surface, is also a possible source

of protein aggregation [22 ], [27 ]. The number of nuclei and pre-existing bubbles are also

important in the cavitation formation. The flow near the short-time cavitation bubbles is

dominated by inertia. The bubble dynamics is hardly modified for varying liquid viscosity

and surface tension. However, the presence of surfactant molecules will suppress the protein

adsorption on the interfaces and reduce the chance of protein aggregation [107 ]. Furthermore,

our simulations assume that an air gap is present on the top of the syringe and the syringe

is placed vertically. If the top air gap is removed, or if the syringe is placed horizontally

with air entrained at the center of the syringe, the plunger motion can potentially induce a

compression pressure wave propagating from the syringe top. This pressure wave is usually

stronger than the wave generated by the top air gap and can prevent the cavitaion bubble

formation [3 ].

4.6 Conclusion

We conducted 1D calculations as well as axisymmetric and 3D simulations to investigate

the cavitation bubble dynamics during the needle insertion process that occurs upon activa-

tion of a spring-driven autoinjector device. The 1D calculations provide a good estimation

of the bubble size but cannot include the effects of non-spherical collapse. The axisymmetric
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simulation is validated against the bubble shape observed in experiments. The migration

of protein molecules are demonstrated by using passive surrogate tracers positioned on the

bubble surface. The effect of bubble distance from the wall, liquid column height, air gap

pressure and nucleus size is investigated. The bubble size first slightly increases with the

distance and then decreases, and it also increases with the liquid column height, decreases

with the air gap pressure and increases with the nucleus size.

The strain rate in a cavitation bubble is ∼106 s−1 and lasts for ∼10 µs, which is insufficient

to induce protein aggregation. The main reason for aggregation is probably the migration of

proteins toward the syringe wall surface and its adsorption to the silicone oil interface[23 ],

which can be alleviated by adding surfactants [107 ]. The bubble collapse also releases small

bubbles with high concentrations of proteins, potentially leading to protein aggregation in

the bulk. A high pressure between 100 and 1000 bar is also observed, where hydroxyl radicals

can be generated which may oxidize the protein molecules [78 ], [79 ]. The protein migration,

re-entrant jet velocity and maximum liquid pressure are dependent on the dimensionless

variable γ, which is the ratio of the distance of bubble center to the wall over the maximum

bubble size. The jet velocity increases with γ, while the maximum pressure first decreases

and then increases with γ. For bubble clouds, bubble coalescence can occur for bubbles that

are very close to each other, leading to a larger cavitation bubble and generation of a larger

peak pressure upon collapse.

Filling the syringes with lower liquid column height can reduce the pressure variation

during the rod impact on the plunger, thus decreasing the likelihood of generation of large

cavitation bubbles. When the driving rod hits the plunger, the pressure increase in the

air gap impedes the cavitation bubble growth. Thus, the cavitaion effects may be more

prominent if the initial air gap size increases or the air gap is less compressed during the

rod impact. The acceleration profile of the syringe features a large peak followed by an

oscillatory acceleration of lower amplitudes. The pressure wave generated by the first peak

is the cause for cavitation. Therefore, the cavitation can also be prevented by reducing

the magnitude of the initial acceleration during the insertion process of the needle. Since

protein aggregation induced by cavitation may be exacerbated by protein adsorption to

the syringe wall, the properties of syringe wall (e.g., surface energy) are also important.
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Thus, removing the silicone oil coating or changing the syringe inner wall surface material

may also be helpful to reduce cavitation-induced protein aggregation. On the other hand,

adding surfactants into the drug solution can mitigate the adsorption of protein molecules

on air-liquid and silicone oil-liquid interfaces [107 ]. The motion of tracers in our simulation

suggests that the protein molecules on the bubble surface can be concentrated on the re-

entrant jet, subjected to adsorption on the syringe walls. The addition of surfactants can

reduce the protein concentration on the bubble surfaces and thus decreases the amount of

protein aggregation.

118



5. SUMMARY AND FUTURE WORK

5.1 Overview

We conducted experimentally validated high-fidelity simulations to study the liquid jet

formation, liquid slosh and cavitation in an autoinjector. The study of the liquid jet is

mostly focused on the fluid dynamics in a simplified geometry, providing limited information

regarding to the autoinjectors. But the simulations of liquid slosh and cavitation are based

on a syringe geometry and focus on the problems most relevant to pharmaceuticals. Because

our study is based on analysis and simulations, the results do not directly address whether or

not the protein aggregates are formed in the autoinjectors. However, these results provides

insights on the most unfavorable conditions, where violent liquid slosh and cavitation are

generated in syringe. The results can also guide future experiments to build controllable

systems that emulate the flow of liquid slosh and cavitation in syringes.

5.2 Liquid jet due to acceleration-deceleration motion

Our study of the liquid jet mainly focuses on the fluid dynamics aspects. We investigated

the liquid jet deformed from an initially concave meniscus inside a test tube that is impacted

by a moving rod and slowly stopped by friction. For small deceleration time and liquid

viscosity, the velocity of the contact line between the liquid and the wall is dominated by

inertial effects and approximates the tube velocity. The jet velocity is mainly dependent

on five dimensionless parameters: the Weber number (We), the Ohnesorge number (Oh),

the Bond number (Bo), dimensionless deceleration time (τd) and acceleration time (τa). We

proposed a scaling law for the jet velocity without gravity effects, and provided a modified

form to address the gravity effects in the small Bond number regime. The jet formation

mechanism is different for small and large Bond numbers: at small Bo, the jet forms due to

the focusing flow, while at large Bo, the jet is induced by the collapse of capillary waves. We

use the critical Weber number Wec to evaluate the critical velocity for jet breakup, which

exhibit a scaling with the Ohnesorge number and deceleration time.
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5.3 Liquid slosh

The liquid slosh during the insertion process is investigated using 3D simulations. The

simulations are validated against the ex-situ experiments, where the syringe kinematics and

geometry emulates those of an autoinjector except that the drug solution is replaced by

silicone oil. We carried out a parameter study by performing high-fidelity three-dimensional

simulations with a similar setup to the real syringes. Typically, about ∼0.3% of liquids

are subject to strain rate over 104 s−1 for ∼30 ms, which is not sufficient for substantial

unfolding of proteins. The motion of air-liquid interface is considered the most possible

reason for protein denaturation. The interfacial area and fluid volume subject to high strain

rate decreases with the solution viscosity, increases with the air gap size, syringe velocity,

tilt angle and syringe inner wall hydrophobicity, and hardly changes with the surface tension

and liquid column height. High hydrodynamic strain rate usually resides near the syringe

wall and bubbles.

5.4 Cavitation

Axisymmetric simulations are built to study the bubble dynamics at the start of the

insertion process. The simulations show good agreement with the bubble shape observed

in ex-situ experiments. When a cavitation bubble near the syringe wall collapses, protein

molecules are focused in the re-entrant jet and then pushed toward the syringe wall. The

stagnation flow after the bubble collapse also helps to spread the protein molecules across

the wall, potentially leading to the protein adsorption and aggregation on the syringe inner

wall. This migration of drug molecules is considered the most possible cause for protein

denaturation and is more predominant for large bubbles with a small distance to the syringe

wall. The maximum bubble radius decreases with the wall distance and air gap pressure

and increases with liquid column height and nucleus size, while the jet velocity shows an

opposite trend. High pressures can be generated when the re-entrant jet impacts the bubble

surface or syringe wall, or when the bubble collapses to the minimum volume. The pressure

generally shows non-monotonic dependencies on wall distance, liquid column height, air gap
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pressure and nucleus size. Cavitation is an inertia-dominated process, therefore the liquid

viscosity and surface tension hardly change the bubble dynamics.

The strain rate near a collapsing bubble is on the order of 106 s−1 and only lasts for

∼10 µs, which is not sufficient to unfold a substantial amount of protein drugs. During the

bubble collapse, small bubbles are also released, where the surface concentration of protein

molecules can reach the saturation, inducing protein aggregates in the bulk.

We also build 3D simulations to study the bubble dynamics in a cavitation bubble cloud.

The bubble-bubble interaction can impede bubble growth and collapse, However, bubbles

too close to each other can coalescent and form a larger bubble, which can elicit a stronger

pressure at the collapse. The highest pressure for a cavitation bubble cloud is up to 1000

bar, which is possible to generate hydroxyl radicals and oxidize the protein molecules.

5.5 Mitigation

Decreasing the air gap size can both mitigate the liquid slosh and cavitation formation.

When the driving rod hits the plunger, the plunger can be slightly displaced and the pressure

increases in the air gap can impede the cavitation bubble growth. Reducing the air gap

size help to increase the pressure in air gap and thus prevent the cavtiation generation.

Similarly, the plunger displacement due to the impact of the driving rod can increase the

air gap pressure and impede the cavitation formation. For a fixed dose, the effects of liquid

slosh is reduced for larger liquid column height and smaller radius, while the mitigation of

cavitation prefers syringes with smaller liquid column height. Thus, the optimal syringe

radius and the liquid column height may depend on whether liquid slosh or cavitation is

more important. The syringe kinematics plays a vital importance in both liquid slosh and

cavitation. Cavitation formation can be mitigated by smoothing the first acceleration peak

induced by the impact of the driving rod, which occurs about 0.1 ms after the rod impact.

While the effects of liquid slosh can be reduced by decreasing the maximum speed of the

syringe, which occurs about 2 ms after the rod impact.

The property of the syringe inner wall is also important for both liquid slosh and cavita-

tion bubble dynamics. An increase of the wall hydrophobicity or an increase of the contact
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angle can enhance the motion of the air-liquid interface during the liquid slosh. Wall hy-

drophobicity also stabilizes the bubbles attached to the wall and may introduce more nuclei

for cavitation inception. On the other hand, when cavitation bubble collapses, protein

molecules are pushed toward the wall and may interact with the silicone oil layer on the

wall, where the effects of silicone oil lubrication need further investigation. The silicone oil

droplets may be released due to the strong flow near the wall during the cavitation or liquid

slosh process. Since the interfacial effects are considered an important reason for denat-

uration for both liquid slosh and cavitation, surfactants in the drug solution can help to

mitigate the damage on protein molecules. Furthermore, the tilt angle of the syringe during

the administration can enhance the liquid slosh. We recommend to administer the syringe

vertically in line with gravity but this may be impractical due to ergonomic and human

factor considerations.

5.6 Future work

In our simulations of cavitation bubble dynamics, we used passive tracers for illustrat-

ing the migration of protein molecules. But for better accuracy, the future work on both

liquid slosh and cavitation can use certain transport equations to model the concentration

of protein molecules and surfactants both in the bulk and on the interfaces. Most syringes

in autoinjectors are lubricated with a thin silicone oil film, which is not considered in our

current model. The thickness of silicone layer is much smaller than the flow length scale,

which makes the computations challenging. Our current cavitation study only investigates

the syringes placed vertically, which is easier to control. Further studies may work on syringe

administered horizontally or tilted with a certain angle. The shape of the needle entry can

also affect the cavitation bubble dynamics [3 ], which can be a topic for future research. The

effects of heat transfer and mass transfer, such as vaporization, for cavitation bubbles can

also be investigated in the future studies.

Our simulations provide insights on building and setting up future experiments. For

example, our studies have suggest that the liquid slosh mainly occurs on the top of the

syringe, while the cavitation occurs at the bottom of the syringe. Thus, if protein particles
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attached to the syringe bottom are found, these particles are more likely to be generated

by the cavitation bubbles. If more protein aggregates are found on the top region of liquid

solution or the syringe wall, then liquid slosh may be the primary reason for the protein

aggregation. Future experiments may also reproduce a similar flow environment, such as the

shear condition and flow patterns, to determine whether protein molecules are denatured in

autoinjectors and the corresponding mechanism.
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