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ABSTRACT 

Automated video interviews (AVIs) use machine learning algorithms to predict 

interviewee personality traits and social skills, and they are increasingly being used in industry. 

The present study examines the possibility of expanding the scope and utility of these approaches 

by developing and testing AVIs that score ability from interviewee verbal, paraverbal, and 

nonverbal behavior in video interviews. To advance our understanding of whether AVI ability 

assessments are useful, I develop AVIs that predict ability (GMA, verbal ability, and interviewer-

rated intellect) and investigate their reliability (i.e., inter-algorithm reliability, internal consistency 

across interview questions, and test-retest reliability). Then, I investigate the convergent and 

discriminant-related validity evidence as well as potential ethnic and gender bias of such 

predictions. Finally, based on the Brunswik lens model, I compare how ability test scores, AVI 

ability assessments, and interviewer ratings of ability relate to interviewee behavior. By exploring 

how ability relates to behavior and how ability ratings from both AVIs and interviewers relate to 

behavior, the study advances our understanding of how ability affects interview performance and 

the cues that interviewers use to judge ability.  
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INTRODUCTION 

A revolution is occurring in pre-employment assessment. The emergence of big data 

approaches, including machine learning (ML) algorithms, has opened up new ways of screening 

job candidates and assessing their knowledge, skills, abilities, and other characteristics (KSAOs; 

Chamorro-Premuzic et al., 2017). Specifically, vendors are marketing, and organizations are 

adopting tools that use games, virtual reality, and computer-extracted interviewee behaviors to 

assess KSAOs automatically (Raghavan et al., 2019). Collectively, these tools tend to use applicant 

in situ behaviors as inputs to supervised ML algorithms to score KSAOs. These new approaches 

hold promise for advancing pre-employment assessment science and practice in two primary ways. 

First, by increasing the efficiency and decreasing the cost of assessment and selection. Second, by 

providing new methods for advancing our conceptual understanding of assessee performance and 

how it translates into assessor ratings.  

One emerging assessment garnering significant interest is automated video interviews 

(AVIs)—for example, one vendor had already conducted over a million AVIs two years ago 

(Harwell, 2019), and over a half-dozen vendors offer similar products (Raghavan et al., 2019). 

AVIs use interviewee verbal, paraverbal, and nonverbal behaviors as inputs to ML algorithms to 

score interviewee KSAOs (Hickman, Bosch, et al., 2021). Organizations have begun adopting 

AVIs due to several potential benefits, including that: applicants may react more positively to 

interviews than personality and ability tests (which reduces the likelihood of litigation; Hausknecht 

et al., 2004); AVIs are highly scalable; AVIs can provide considerable time and cost savings 

compared to manual screening methods; and vendors claim that AVIs improve the quality of new 

hires and reduce time to hire (Oswald et al., 2020). Unfortunately, research on AVI benefits is 

lacking, resulting in a science-practice gap where psychology and management research lag behind 

application (Ones et al., 2017; Rotolo et al., 2018).  

Initial research has emerged to suggest the viability of using AVIs to assess interviewee 

KSAOs (e.g., Nguyen et al., 2014). However, the existing research is limited because it has tended 

to focus on suboptimal predictors of job performance such as five factor model (FFM) and 

HEXACO personality traits (e.g., Hickman, Bosch, et al., 2021; Jayaratne & Jayatilleke, 2020). 

Personality traits are only relevant to performance in specific jobs (e.g., Judge & Zapata, 2015),  
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and the potential utility of AVIs can be increased by focusing on one of the strongest predictors of 

performance across occupations—ability. 

Ability, or often general mental ability (GMA or g), has long been recognized as the best 

predictor of both job and training performance across occupations (Schmidt & Hunter, 1998) but 

especially so in complex jobs (Hunter et al., 2006). Indeed, GMA is a better predictor of task and 

overall job performance than the combined FFM traits (Gonzalez-Mulé et al., 2014), and 

interviewers frequently judge interviewee GMA, explicitly or implicitly (Huffcutt et al., 2001). 

Conceptually, verbal ability is the specific ability that is most relevant to interview performance, 

is a key component of GMA as it is involved in a variety of specific abilities (Carroll, 1993), and 

is a strong predictor of both job and interview performance (König et al., 2007; Lang et al., 2010; 

Melchers et al., 2009).  

The lack of focus on ability in AVIs is reflected more broadly in employment interview 

research. For example, many studies have explored how personality traits relate to interview 

performance and how interview performance leads to personality judgments by interviewers (e.g., 

Bourdage et al., 2018; Peeters & Lievens, 2006; Van Iddekinge et al., 2007). Yet, I could find no 

studies that examined the effects of ability on interview performance, nor any investigations of 

how interview performance relates to ability judgments. This gap exists even though interview 

ratings of other constructs correlate highly with ability (Roth & Huffcutt, 2013), suggesting that 

ability plays a pervasive, yet largely unexplored, role in interview performance. 

Therefore, the present study aims to accomplish two primary goals. First, to investigate the 

psychometric properties of AVI ability assessments. Second, to advance our understanding of how 

ability relates to interview performance, and how interview performance relates to interviewer 

ratings of ability. To accomplish this, I train ML models to predict GMA, verbal ability, and 

interviewer-rated intellect on a collection of mock interviews and examine their psychometric 

properties. In doing so, the present study makes four primary contributions to the personnel 

assessment and selection literature. 

First, the study examines the reliability of AVI ability assessments. The reliability of AVI 

assessments has largely been ignored in prior research (for an exception, see Hickman, Bosch, et 

al., 2021). Several forms of reliability will be investigated, including: 1) inter-algorithm reliability, 

akin to interrater reliability (Sajjadiani et al., 2019), which isolates variance specific to the 

mathematical model used by correlating the predictions from different ML algorithms to assess 
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their consistency; 2) split-half reliability, wherein variance specific to the interview questions 

asked will be isolated by making predictions separately on the odd and even numbered questions, 

then correlating those predictions; and 3) test-retest reliability, which isolates variance specific to 

occasions by correlating ability predictions made for a sample of participants who participated 

twice in the mock video interview. 

Second, I examine the extent to which algorithmic ability predictions converge with ability 

multiple-choice test scores, interviewer-rated intellect, and commonly used proxies for ability (i.e., 

self-reported standardized test scores and academic performance). Most prior research into AVIs 

has only investigated convergence with the measure the ML model was trained to predict (what I 

call internal convergence), yet examining convergence with other, similar measures (what I call 

external convergence) provides more substantial evidence that can support the validity of 

algorithmic predictions in personnel selection (AERA et al., 2014; SIOP, 2018). I also compare 

how ability predictions and observed ability (i.e., test scores and interviewer ratings) converge 

with proxies for ability to advance our understanding of how construct validity is affected by 

replacing traditional measures with ML models. Further, I investigate ethnic and gender group 

differences and investigate the extent of measurement bias in the AVI ability scores.  

Third, the study will investigate the ability of AVI predictions to discriminate between 

ability and personality traits. Measurement discrimination represents another piece of evidence to 

support the proposed use of such assessments. Yet, existing work using ML to predict personality 

traits has rarely provided such evidence (Bleidorn & Hopwood, 2019; Tay et al., 2020), and only 

one study of AVIs has done so (Hickman, Bosch, et al., 2021). I will train AVI personality and 

hireability assessments to predict interviewer ratings of these constructs. The intercorrelations 

among predicted and observed values for ability and personality will be evaluated using a 

multitrait-multimethod (MTMM) matrix. Evidence of stronger convergent than discriminant 

correlations, as well as expected interrelationships among personality traits and ability, would 

further support the validity of algorithmic ability predictions. 

Fourth, the study will draw on the Brunswik lens model (1956) and the lens model 

equations (Hursch et al., 1964; Tucker, 1964) to examine how ability manifests behaviorally in an 

interview, the behavioral cues related to AVI ability assessments, and the behavioral cues related 

to interviewer intellect judgments. Interviews are commonly used to assess ability (Huffcutt et al., 

2001). Yet, the accuracy of interviewer ability judgments (in terms of convergence with ability 
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test scores) has rarely been investigated, and the validity of behavioral cues used to judge ability 

has, to my knowledge, not been examined. Further, the lens model equations enable a 

decomposition of convergent correlations to advance our understanding of interpersonal ability 

perceptions. Specifically, the equations enable the examination of which raters use cues more 

consistently and validly beyond merely examining convergence with ability test scores. If, 

compared to interviewers, algorithms show greater convergence with tested ability, use cues more 

consistently, and use more valid cues to predict ability, algorithms would represent an empirically 

and conceptually attractive alternative to interviewer judgments of ability.  

I begin by introducing ability and review its connection to interviewee performance and 

behavior more broadly. Next, I critically review past research on AVI KSAO predictions. Then, I 

draw on psychometrics research to identify methods for advancing our understanding of the 

reliability and validity of AVI ability assessments that expand upon prior AVI research. Further, I 

review proximal behaviors related to ability and explain how the Brunswik lens model and the lens 

model equations can be used to advance our understanding of the validity of ability ratings. 

Ability 

Ability is strongly predictive of outcomes in life and at work, particularly in more complex 

settings (Gottfredson, 1997; Lubinski, 2004). General mental ability represents the broadest 

operationalization of ability. It was first conceptualized 12 decades ago (Spearman, 1904), can be 

described as “a highly general information-processing capacity that facilitates reasoning, problem 

solving, decision making, and other higher order thinking skills” (p. 81) and is measured as the 

variance shared by a variety of cognitive tests (Gottfredson, 1997). Factor analyses of specific 

ability tests reveal that approximately half of the variance in specific abilities is accounted for by 

this general factor (Wechsler, 1997).  

However, recent research has explored whether it is necessary to combine multiple tests to 

score GMA, or if specific abilities can be validly used on their own for personnel selection. Verbal 

ability, one of Thurstone’s (1938) primary human abilities, appears to have higher relative 

importance for predicting job performance than GMA (Lang et al., 2010) and is as important as 

GMA for predicting occupational prestige (Lang & Kell, 2019). Several well-known tests of GMA 

tend to oversample from verbal ability (e.g., Wechsler Adult Intelligence Scale; Wonderlic 

Personnel Test), suggesting that the well-established relationship between GMA and workplace 
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outcomes may primarily be a function of verbal ability (Schneider & Newman, 2015; Lang & Kell, 

2019). Further, Carroll (1993) suggested that verbal ability is the most important specific ability 

because many other ability factors require verbal ability, and virtually all tests presuppose the test 

taker’s knowledge of their native language. Therefore, although most research has focused on the 

effects of GMA on workplace outcomes, the present study also investigates whether verbal ability 

can be algorithmically inferred in video interviews. 

Ability is also often judged, implicitly or explicitly, by interviewers (Huffcutt et al., 2001). 

Employers may assess ability with interviews instead of tests for several reasons, including: 

logistic concerns (i.e., time and cost required for proctored tests); legal concerns (i.e., adverse 

impact); because applicants react more positively to interviews than ability tests; and because 

hiring manager’s decisions are influenced more by interviewer-rated ability than ability test scores 

(Hausknecht et al., 2004; Huffcutt et al., 2001; Lievens et al., 2005). However, interviewer-rated 

ability is a much less valid predictor of job performance than ability test scores (Huffcutt et al., 

2001). 

So, although ability test scores are widely considered the best operationalization of ability 

(Chamorro-Premuzic & Furnham, 2005), the present study uses GMA and ability test scores as 

well as interviewer ratings of intellect. These three operationalizations of ability are then used as 

the “ground truth” (or y variable) to train ML models.  

Benefits of Algorithmic Ability Prediction in Video Interviews 

As mentioned in the introduction, AVIs have focused primarily on interviewer-rated FFM 

traits, yet the utility of AVIs could be improved by additionally assessing ability. Conceptually, 

ability represents what people can do, or their maximal performance, while personality traits 

represent what people will tend to do, or their typical performance (Cronbach, 1990). Therefore, 

ability and personality traits can be used complementarily for predicting workplace behavior. 

Ability is considered the strongest predictor of both job and training performance (Schmidt 

& Hunter, 1998). This is especially true in complex jobs, where ability accounts for over half of 

the variance in job performance after correcting for range restriction (Hunter et al., 2006). Ability 

is also the strongest predictor of training performance (Schmidt & Hunter, 1998), which is 

unsurprising because ability tests originated in efforts to differentiate competent from incompetent 

students (Binet & Simon, 1905). The positive effect ability has on training performance indirectly 
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affects job performance because higher ability improves one’s ability to gain declarative and 

procedural job knowledge (Campbell et al., 1993). As a result, ability also has a strong effect on 

extrinsic career success (i.e., income and occupational prestige; Judge et al., 1999; Ng et al., 2005). 

One potential reason that ability, as operationalized via tests, is such a strong predictor of 

important outcomes is that ability tests are less subject to individual biases compared to self-reports 

and interviews. Self-reports are contaminated by self-enhancing biases and self-presentation 

effects (Vazire, 2010), and attempts to measure and correct for these biases are generally 

unsuccessful (e.g., Piedmont et al., 2000). Meta-analytic estimates suggest that self-reported ability 

shares only 10.89% of the variance with ability test scores in low-stakes settings (Freund & Kasten, 

2012). In fact, at times, observer reports of ability based on thin slices of behavior can share more 

variance with ability test scores than self-reports (e.g., Borkenau & Liebler, 1993). However, as 

mentioned, interviewer ratings of ability are less valid predictors of job performance than test 

scores (Huffcutt et al., 2001). 

Ability tests have been developed for more than a century and require individuals to 

demonstrate the ability they possess, making them a more objective operationalization (Chamorro-

Premuzic & Furnham, 2005) of ability that is not prone to interviewer biases or information 

processing limitations and is less fakable than self-reports. Together, this evidence suggests the 

value of using ability test scores as the ground truth for ML algorithms because they are 1) the 

best-established predictors of training and job performance and 2) measured in an objective way. 

Additionally, as illustrated in Figure 1, ability test scores are more directly related to ability than 

either self-reports or interviewer-ratings. 

As Figure 1 also shows, interviewer-rated ability is more directly related to interviewee 

behavior than are ability test scores. The relationship between ability test scores and interview 

performance is mediated by the latent, unobservable ability construct and partially through 

interviewee qualifications, whereas interviewer perceptions of interviewee KSAOs are based 

directly on interview performance. Therefore, interviewer-ratings are likely to be more accurately 

modeled than ability test scores, similar to how interviewer-rated personality traits are more 

accurately modeled than self-reported traits (Hickman, Bosch, et al., 2021). What is unknown, 

however, is whether AVI models of ability test scores or interviewer ratings will capture more 

ability relevant variance. 
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Note. Adapted from Hickman et al. (2021).  

Figure 1. Construct validation framework for algorithmic ability assessment. 
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Links Between Ability and Outcomes 

Ability in interviews. The model of interviewee performance (Huffcutt et al., 2011) posits 

that ability affects interviewee performance in two ways (as shown in Figure 1): directly and 

indirectly through the interviewee’s job relevant qualifications (i.e., declarative knowledge, 

procedural knowledge, and motivation). The same way that job performance is best conceptualized 

as behaviors (not outcomes of those behaviors; Campbell et al., 1993), interviewee performance 

consists of verbal behaviors (i.e., the answers given to interview questions), paraverbal behaviors 

(i.e., the pitch, speech rate, and voice quality associated with the verbal behavior), and nonverbal 

behaviors (i.e., the gestures and facial expressions exhibited in the interview). Table 1 provides 

examples of how verbal, paraverbal, and nonverbal behaviors are operationalized in the present 

study.  

As the model of interviewee performance (Huffcutt et al., 2011) suggests, ability has large 

effects on interviewee performance. Employment interviews are cognitively demanding, as they 

require interviewees to simultaneously respond to novel questions, recall past experiences, and 

engage in impression management (König et al., 2007). Employment interview ratings exhibit a 

corrected meta-analytic correlation of .42 with GMA test scores, making GMA nearly as strong a 

predictor of interview performance as job performance (Roth & Huffcutt, 2013) and suggesting 

that interviewee behavior is strongly affected by ability. Although GMA's indirect effect on 

interviewer ratings has received research attention, the direct effect of GMA on interviewee 

performance has been understudied. For instance, although research has explored how personality 

traits affect impression management tactics (e.g., Bourdage et al., 2018; Peeters & Lievens, 2006; 

Van Iddekinge et al., 2007), similar research has not investigated how GMA affects impression 

management tactics.   

Some research has demonstrated that ability improves interview performance through the 

interviewee’s ability to identify criteria (ATIC). ATIC is an individual difference that determines 

how accurately one can identify the behaviors required for success in evaluative situations (Speer 

et al., 2014). Interviews are highly ambiguous for interviewees because they are not always 

informed about the criteria used to evaluate their performance. Interviewees who successfully 

identify the criteria can adjust their behavior accordingly and receive higher ratings for doing so, 

both in interviews and assessment centers (Ingold et al., 2015; König et al., 2007; Melchers et al.,  
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_____________________________________________________________________________________________________________________ 

Verbal Behaviors Paraverbal Behaviors Nonverbal Behaviors 
_____________________________________________________________________________________________________________________ 

Descriptive  Pitch • Facial expressions 

• Word count • Amplitude  • Facial action unit intensity (19) 

• Unique word count (lexical diversity) • Volume  • Blinks 

• Mean number of syllables per word • Bandwidth  • Anger 

• Readability • Frequency  • Contemp 

Closed Vocabulary Text Mining • Speech rate  • Disgust 

• Use LIWC to count conceptually related words to  • Duration of Pauses  • Joy 

 measure constructs. For example: • Voice quality/smoothness  • Fear 

 • Cognitive processes • Stop words per second  • Sadness 

  • Causation • Filler words per second  • Surprise 

  • Certainty Note: Each is described by mean and  • Positivity 

 • Achievement words standard deviation  • Negativity 

 • Present focus words   • Body languate 

 • Perceptual processes    • Eye contact 

 • Work    • Head pose 

 • Money    • Head orientation 
_____________________________________________________________________________________________________________________ 
 

Table 1. Example Operationalizations of Verbal, Paraverbal, and Nonverbal Behaviors 
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Table 1 continues 

_____________________________________________________________________________________________________________________ 

Verbal Behaviors Paraverbal Behaviors Nonverbal Behaviors 
_____________________________________________________________________________________________________________________ 

 • Analytical   Note: Each is described by mean 

 • Authentic   and standard deviation 

 • Clout 

 • Tone 

• Used mean and standard deviation across all questions 

 for each LIWC category 

Open Vocabulary Text Mining 

• Bag of words 

 • 1-3 word phrases (1,000s) 

• 50 Topics 

_____________________________________________________________________________________________________________________ 

Note. LIWC = Linguistic Inquiry and Word Count.  
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2009; Speer et al., 2014). Indeed, researchers have found that ATIC mediates ability’s effects on 

interview and assessment center performance (Kleinmann et al., 2011). Interestingly, verbal ability, 

but not matrix completion scores (usually considered a measure of either GMA or fluid intelligence; 

Carroll, 1993), predicts ATIC, and verbal ability and ATIC predict assessment center and 

interview scores at similar magnitudes (Griffin, 2014; König et al., 2007; Melchers et al., 2009). 

Given this, interviewees with high ability, and particularly verbal ability, are likely better able to 

guess and enact behaviorally appropriate responses, although how this manifests in proximal 

behaviors has not yet been studied. 

Distal outcomes of ability. Although the relationship between ability and interviewee 

behavior has rarely been examined, research has investigated how ability affects behavior in other 

situations. Most research has linked ability to distal outcomes, including the career and workplace 

outcomes previously mentioned, but also organizational citizenship behaviors (Gonzalez-Mule et 

al., 2014), life satisfaction (Gonzalez-Mulé et al., 2017), physical health (Judge et al., 2010), and 

longevity (Gottfredson & Deary, 2004). If ability affects so many distal outcomes, it appears likely 

that ability causes differences in proximal behaviors that mediate the distal effects of ability. I next 

introduce AVIs before discussing the Brunswik lens and then review research on the proximal 

behaviors caused by ability.  

Automated Video Interviews 

Primarily computer scientists have begun investigating the potential of using ML 

algorithms to infer interviewee personality traits, social skills, and hireability in video interviews. 

These studies use a combination of verbal (i.e., what people say), paraverbal (i.e., how they say it, 

such as voice quality and speech rate), and/or nonverbal (i.e., facial expressions and gestures) 

behaviors to predict interviewer-rated attributes. Whereas studies using digital footprints to infer 

FFM traits have generally utilized self-reports as ground truth (for a meta-analysis, see: Azucar et 

al., 2018), the studies of AVIs have relied almost exclusively on interviewer ratings as ground 

truth and are summarized in Table 2 (note that Jayaratne & Jayatilleke, 2020, which used self-

reports, is a study of automated text-based, not video, interviews; Hickman, Bosch, et al., 2021 

used both self-reports and interviewer-ratings). Nearly all of these studies come from other fields 

(for an exception, see Hickman, Bosch, et al., 2021), so there is much to learn from their 
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computational methods, although some other methodological aspects of their studies fall short of 

the best practices in applied psychology. 

Several of these studies have demonstrated an impressive ability to replicate interviewer 

ratings of interviewee KSAOs. For instance, several studies have achieved cross-validated 

convergence with overall assessments and hiring recommendations of r ~ .60 (e.g., Naim et al., 

2018) and with personality traits including conscientiousness and extraversion rs > .5 and .6, 

respectively (e.g., Hickman, Bosch, et al., 2021). The winning team of the ChaLearn First 

Impressions challenge achieved high convergence with all personality ratings, ranging from r = .58 

for agreeableness to r =.73 for conscientiousness (Ponce-López et al., 2016). However, except for 

Hickman et al. (2021), no reliability evidence has been provided, and internal convergence (i.e., 

convergence with the ground truth), is the only validity evidence provided.  

Several additional shortcomings of these studies deserve note. First, several studies have 

used in-person interviews with an interviewer present (e.g., Muralidhar et al., 2016; Naim et al., 

2018; Nguyen et al., 2014). These studies lack ecological validity, as algorithmic assessments are 

used in the context of one-way (asynchronous) video interviews. Additionally, one study used 

interviewer behaviors as predictors of interviewee attributes (e.g., Nguyen et al., 2014), thereby 

contaminating the operationalization of interview performance with irrelevant variance (i.e., 

construct contamination; SIOP, 2018). Relatedly, several studies have used only one or two types 

of behaviors, sometimes entirely ignoring what is said (i.e., verbal behavior; Biel et al., 2013; 

Muralidhar et al., 2016; Nguyen & Gatica-Perez, 2016; Nguyen et al., 2014; Rasipuram & 

Jayagopi; 2019). The model of interviewee performance (Huffcutt et al., 2011) states that interview 

performance, or the behaviors that interviewees exhibit, is comprised of verbal (i.e., their answers 

to interview questions), paraverbal (i.e., how they sound when answering), and nonverbal (i.e., 

their posture, gestures, and facial expressions) behaviors. Therefore, any operationalization of 

interviewee performance that does not include all three types of behavior may be considered 

deficient (i.e., construct deficiency; SIOP, 2018). Notably, however, if AVIs focus on only one 

type of behavior, verbal behavior is likely to be the most acceptable to applicants. Interview best 

practices suggest using behaviorally anchored rating scales (e.g., Campion et al., 1997) to improve 

validity and fairness. Behaviorally anchored interview ratings are supposed to be based entirely on 

what interviewees say—not how they say it or their nonverbal behaviors. 
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____________________________________________________________________________________________________________________________________________________________________________ 

Authors (Year) N Interview Setting Interview Characteristics Types of Predictors Constructs Assessed CV Strategy Best CV Accuracy 

____________________________________________________________________________________________________________________________________________________________________________ 

Biel et al. (2013) 408 Video blogs None provided V, NV, & PV E, A, C, N, O 10-fold with inner 5- R2: E=.48; A=.39; C=.22;  

      Fold CV ES=.23; O=.17 

Chen et al. (2016) 36 Proctored, one-way 12 PBQs V, NV, & PV BARS scores, E, A,  LOOCV with inner rs: BARS=.43; E=.44; A=.38;  

     C, N, O, & Hiring  10-fold CV C=.34; ES=.40; O=35;  

     Rec.  Hiring=.41 

Chen et al. (2017) 260 Remote, one-way 8 PBQs V, NV, & PV E, A, C, N, O, & 80/20 train/test split F1 scores: E=.78; A=.84; C=.86; 

     Hiring rec. with inner 5-fold CV N=.83; O=.81; Hiring=.66 

Hickman et al. (2021) 1,073 Remote, one-way Sample 1: 1 unstructured Q;  V, NV, & PV E, A, C, N, O Nested 10-fold cross- rs: E=.65; A=.44; C=.52; N=.32;  

   Sample 2: 1 unstructured Q   validation and cross- O=.41 

   and 2 PBQs; Sample 3: 5   sample cross- 

   PBQs   validation 

Jayaratne & Jayatilleke  12,183  Text-based 5-7 PBQs V HEXACO traits 80/20 train/test split (N rs: Honesty-humility=.44;  

(2020)      is of the test group) eXtraversion=.34;  

       Emotionality=.33; A=.28; C=.44;  

       O=.50 

Muralidhar et al. (2016) 169 In-person, two-way 7 questions, 3 unstructured NV & PV Overall, motivated, LOOCV with inner R2: Overall=.32; motivated=.29;  

     competent, hard- 10-fold CV competent=.18;  

     working, sociable,  hardworking=.15; sociable=.19;  

     enthusiastic, positive,  enthusiastic=.34; positive=.30;  

     communicative, con-  communication=.25;  

     cise, persuasive  concise=.14; persuasive=.20 
____________________________________________________________________________________________________________________________________________________________________________ 

 

Table 2. Summary of Past Automated Interviews Research 
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Table 2 continues 

____________________________________________________________________________________________________________________________________________________________________________ 

Authors (Year) N Interview Setting Interview Characteristics Types of Predictors Constructs Assessed CV Strategy Best CV Accuracy 

____________________________________________________________________________________________________________________________________________________________________________ 

Naim et al. (2018) 69 (2 per participant In-person, two-way 5 questions, 3 unstructured V, NV, & PV Overall, structured 1000 trials of 80/20 rs: Overall=.62; structured=.64;  

 for 138)  and 2 PBQs  no fillers, pauses, train/test split no fillers=.59; pauses=.58;  

     focused, not  focused=.58; no awkward=.52; 

     awkward, speech rate  speech rate=.46; not  

     authentic, calm, not  stressed=.26; eye contact=.33;  

     stressed, eye contact,  excited=.79; engaged=.75;  

     excited, engaged,  friendly=.73; smiled=.71;  

     friendly, smiled,  Hiring=.65 

     Hiring rec. 

Nguyen & Gatica-Perez 939 Video resumes 123.5 sec median length NV & PV Overall, E, A, C, N, 10-fold CV R2: Overall=.18; E=.27; A=.06;  

(2016)     O, Social skills  C=.03; N=.00; O=.20; Social  

       skills=.21 

Nguyen et al. (2014) 62 In-person, two-way 8 questions, 4 unstructured NV & PV Communication  LOOCV R2: Communication=.02;  

     Skills, Persuasion   Persuasion=.12; C=.04; Stress  

     Skills, C, Stress  resistance=.27; Hiring=.36 

     Resistance, &  

     Hiring rec. 

Rasipuram & Jayagopi  100 (2 per 1) Remote, one-way; 5 PBQs from a pool of 100 V, NV, & PV Communication Leave 5 out CV Accuracy (for classifying low  

(2018) participant) 2) In-person, two-   skills  performers): .82 remote; .86 in- 

  way, Remote, one-     person 
  way 
____________________________________________________________________________________________________________________________________________________________________________ 
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Table 2 continues 

____________________________________________________________________________________________________________________________________________________________________________ 

Authors (Year) N Interview Setting Interview Characteristics Types of Predictors Constructs Assessed CV Strategy Best CV Accuracy 

____________________________________________________________________________________________________________________________________________________________________________ 

Rasipuram & Jayagopi 251 Remote, one-way 5 PBQs from a pool of 100 NV, & PV Communication 45 held out for testing r: Communication=.11 

(2019)     skills 
____________________________________________________________________________________________________________________________________________________________________________ 

Note. PBQ=past behavioral question. V=verbal behavior. PV=paraverbal behavior. NV=nonverbal behavior. E=extraversion. A=agreeableness. C=conscientiousness. N=neuroticism. O=openness to experience. 

Rec.=recommendation. CV=cross-validation. LOOCV=leave one out cross-validation. Jayaratne & Jayatilleke (2020) trained their models on self-reports. 
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Second, many of these studies have relied on small samples, with as few as 36 to 69 

participants (Chen et al., 2016; Naim et al., 2018; Nguyen et al., 2014). Relatedly, although the 

ChaLearn First Impressions personality prediction competition included many videos, it relied on 

short, 15-second clips pulled from YouTube suitable only for judging first impressions (Ponce-

Lopez et al., 2016). Yet, this project was referred to as a job candidate screening challenge (Liem 

et al., 2018). AVI models developed on small samples are unlikely to generalize due to sampling 

error and sample homogeneity (Bleidorn & Hopwood, 2019). AVI models developed on short clips 

are modeling strangers’ first impressions, which are the least accurate form of observer ratings 

(Connelly & Ones, 2010) and, if deployed to assess actual job applicants, would likely be perceived 

as unjust (Yankov et al., 2020).  

Third, many of these studies have used ad-hoc, single-item scales (Muralidhar et al., 2016; 

Naim et al., 2018; Nguyen & Gatica-Perez, 2016; Nguyen et al., 2014; Rasipuram & Jayagopi, 

2018) and/or raters who have not undergone frame of reference training (Biel et al., 2013; Ponce-

Lopez et al., 2016; Naim et al., 2018; Nguyen & Gatica-Perez, 2016; Rasipuram & Jayagopi, 2018). 

The use of ad-hoc, single-item scales calls into question the reliability and validity of the ground 

truth, as the scales have not been validated, nor is it always clear what they measure. Similarly, 

having interviewers undergo frame of reference training is essential because it increases interrater 

reliability and the validity of ratings (Campion et al., 1997). Further, none of the studies except 

Hickman, Bosch, et al. (2021) have provided evidence of the validity of the interviewer ratings, 

such as by demonstrating that they converge with self-reports, test scores, academic outcomes, or 

workplace criteria. Together, these shortcomings warrant expanded investigations of AVIs. 

To my knowledge, at least two datasets have been used to train and test ML ability models. 

Kosinski et al. (2013) worked with the MyPersonality dataset and used Facebook likes to predict 

Raven’s Standard Progressive Matrices scores. Their 10-fold cross-validated accuracy r = .39 (N 

= 1,350), which was slightly less accurate than their predictions of self-reported extraversion and 

openness, yet more accurate than their predictions of agreeableness, conscientiousness, or 

emotional stability.  

Sergienko and Schmitt (2015), Fernandez-Martinez et al. (2012), and Zablotskaya (2015) 

used the same data to predict scores on a subset of the Wechsler Intelligence Test (1997). The 

datasets were generated by having participants watch a short film, then having the participants 

either a) explain what they saw as if speaking to a friend (monologue) or b) discuss the film with 
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another person (dialogue). I focus on Sergienko and Schmitt’s (2015) investigations of using text 

mining to classify participants as either high or low intelligence in the two datasets. In the 

monologue dataset, baseline accuracy was 60% because 60 of the 100 participants were classified 

as high intelligence, and baseline accuracy was 59% in the dialogue dataset because 54 of 91 

participants were classified as high intelligence. Using leave-one-out cross-validation, the highest 

accuracy they obtained was .67 for the monologues and .71 for the dialogues, each only somewhat 

higher than the baseline accuracy.  

Understanding the Reliability and Validity of Algorithmic Ability Assessment 

Using behavioral cues to predict KSAOs with ML algorithms represents a form of 

empirical criterion keying. Empirical criterion keying involves using a known outcome, the ground 

truth, such as group membership (e.g., leaders and non-leaders; Ozer & Reise, 1994) to select a 

set of scale items that best predict that outcome (e.g., the Minnesota Multiphasic Personality 

Inventory; Hathaway & McKinley, 1943). In algorithmic KSAO predictions, predictor weights are 

keyed using an existing measure of the target construct (Bleidorn & Hopwood, 2019). However, 

the sole focus on convergence with the ground truth in item selection and weighting is an 

atheoretical process that can cause the predictions to have poor internal consistency reliability 

(Loevinger, 1957; Simms, 2008). This occurs because items (in the present study, behavioral cues) 

are selected and weighted based only on their ability to predict the ground truth, resulting in high 

item heterogeneity (Simms, 2008). Examining the reliability of algorithmic ability inferences is 

important because reliability is traditionally thought to set an upper limit on validity (Cronbach, 

1990).  

Reliability. Although Cronbach’s alpha is commonly used to examine scale reliability by 

correlating together scale items, different approaches must be used to examine the reliability of 

algorithmic ability assessments. Specifically, inter-algorithm reliability, split-half on interview 

behavior, and test-retest reliability are relevant indices. Inter-algorithm reliability (raa) is a form of 

interrater reliability (Sajjadiani et al., 2018) where multiple algorithms are treated as ‘raters’ and 

their predictions are correlated to assess their level of consistency. Low inter-algorithm reliability 
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indicates that the relationships between predictors and the ground truth are relatively weak. In the 

present study, models were developed using elastic net regression and random forest (prior AVI 

work has used both—e.g., Chen et al., 2017; Hickman, Saef, et al., 2021), then their predictions 

were correlated to examine their consistency. Low correlations between predictions from separate 

algorithms suggests that algorithm-specific variance is contaminating the assessment (Tay et al., 

2020). 

Although the items selected during empirical keying will tend to have low intercorrelations, 

the predictions across subsamples of behavior should be positively correlated. A form of split-half 

reliability based on making two assessments from a larger sample of behavior, rather than from 

two sets of scale items, can investigate this. One study that used Facebook posts to predict self-

reported personality (Park et al., 2015) presented evidence of automatic KSAO assessment internal 

consistency in the form of split-half reliability. They split individuals’ Facebook feeds into 

multiple segments of at least 1,000 words and made personality predictions for each segment. They 

found intercorrelations ranging from .61 to .71 across these assessments. In the present study, I 

calculated behavioral cues for the odd- and even-numbered questions of an interview separately, 

generated algorithmic predictions of ability, then correlated them to calculate split-half reliability, 

rxx’. This speaks to the ML models' generalizability across the universe of interview questions (cf. 

Hickman, Bosch, et al., 2021) while simultaneously constraining the amount of behavior made 

available to them. Split-half reliability may partially be a function of the type of behaviors used by 

the algorithm because test-retest reliability tends to be lower for AVI models that use n-grams and 

higher for models that use conceptual categories (which tend to vary less across situations) like 

those calculated by LIWC (Hickman, Bosch, et al., 2021). Such effects are likely similar whether 

analyzed across time or across interview questions. 

Test-retest reliability (rtt) is fundamental to testing, as the primary concern of reliability is 

whether a person’s scores would converge if tested twice (Cronbach, 1990). However, test-retest 

reliability is largely an unknown characteristic of employment interviews, with the only study I 

am aware of finding that behavioral, situational, and experience/interest interviews exhibited test-

retest reliability r = .30, .35, and .26, respectively, over a one-year interval (Schleicher et al., 2010). 

The only evidence of AVI reliability so far was provided by Hickman et al. (2021), who found that 

test-retest reliability could be high when AVIs were trained to score self-reported agreeableness 

(rtt max = .85) or emotional stability (rtt max = .85), as well as for interviewer-rated extraversion 
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(rtt max = .74), conscientiousness (rtt max = .76), and to a lesser extent, openness (rtt max = .62). 

More research is needed into the reliability of AVIs, and how (un)reliability may affect validity. 

Research Question 1a-c: How reliable, in terms of a) inter-algorithm, b) 
split-half across interview questions, and c) test-retest across occasions, are AVI 
ability assessments? 

Convergent evidence of validity. Using empirical keying to derive predictor weights can 

lead to high convergence with the ground truth. As described above and in Table 2, several studies 

of AVIs have found strong convergence between predicted and interviewer-rated KSAOs. The 

present study uses this form of empirical keying to maximize the convergence between predicted 

and observed ability, including GMA, verbal ability, and interviewer-rated intellect. I call 

convergence with the ground truth measure that a model was trained to predict internal 

convergence because it involves the same measure used in the formula to develop the ML model.  

Convergence with the ground truth measure that a model was trained to predict should be 

higher than the correlations with other ability measures. Further, to have practical value, such 

predictions should also converge with common proxies for ability, like standardized test scores 

and GPA—in other words, the predictions should exhibit convergence with similar measures 

external to the ML modeling process. Figure 1 summarizes the construct validation framework of 

the present study. Notably, although the use of ability test scores as ground truth provides a more 

direct linkage to the underlying construct than when self-reports or interviewer ratings are used, 

interviewer ratings provide a more direct linkage to interview performance than do ability test 

scores. I seek to examine the convergent-related validity evidence between algorithmic ability 

predictions, ability test scores, and proxies for ability (i.e., standardized test scores, academic 

performance, self-reports, and interviewer ratings). 

Research Question 2a: To what extent do AVI ability assessments converge 
with the measure of ability they were trained to predict? 

Research Question 2b: Do AVI ability assessments converge with the 
measure of ability they were trained to predict more strongly than they do with 
other measures of ability? 

Research Question 2c: To what extent do AVI ability assessments converge 
with commonly used proxies for ability (i.e., standardized test scores, GPA)? 
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Discriminant evidence of validity. Algorithmic KSAO prediction research has 

overwhelmingly relied on convergent evidence of validity. Yet, it is also important to demonstrate 

that assessments can distinguish among the various constructs they purport to assess (Campbell & 

Fiske, 1959). This is because empirical keying may result in poor construct discrimination (Simms, 

2008). In the case of AVIs, algorithmic predictions of different constructs are generated from the 

same set of predictors, resulting in the same items being used to predict multiple constructs. 

Additionally, employment interviews tend to be contaminated with substantial method variance 

(Hamdani et al., 2014).  

To my knowledge, only one study has provided discriminant evidence of AVI validity. 

Hickman, Bosch, et al. (2021) found that, compared to personality interviews (Van Iddekinge et 

al., 2005), AVI personality assessments exhibited lower discriminant correlations. However, even 

for the most accurately modeled traits, discriminant correlations sometimes exceeded convergent 

ones, indicating limited construct discrimination (Hickman, Bosch, et al., 2021, Appendix Tables 

15 and 16). However, it is unknown whether using ability test scores as the ground truth for ability 

predictions while using interviewer-rated personality as the ground truth for personality 

predictions will help remedy this. Since the same predictors will be used to develop the algorithms, 

method variance may still be inflated, but since separate sources of information are used for the 

algorithms’ ground truth in these cases, it may not. Regardless, interviewer-rated intellect 

predictions are likely to exhibit worse discriminant evidence than ability test score predictions. 

Research Question 3 regards the discriminant-related evidence of AVI ability assessments. 

Research Question 3a: Do AVI ability assessments exhibit expected 
discriminant relationships with other AVI assessments? 

Research Question 3b-c: Do AVI ability assessments exhibit expected 
discriminant relationships with b) self-reported and c) interviewer-rated personality 
traits? 
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Measurement bias. An additional concern for all measures, but especially for algorithmic 

assessments (Obermeyer et al., 2019), is bias. Bias regards systematic error in a measure that 

differentially affects test takers based on their group membership (SIOP, 2018), and in particular, 

measurement bias regards systematic error that leads members of a particular group to have 

inflated or deflated scores. Bias occurs because either construct irrelevant variance has 

contaminated a measure or because a measure is deficient, in that construct-relevant variance is 

not being captured. Notably, mean differences in and of themselves do not indicate bias, yet 

sizeable group differences should engender additional scrutiny (SIOP, 2018). 

GMA tests are known to have large subgroup differences that disadvantage Black and 

African American test takers when compared to Whites (Cohen’s d = -1), as well as moderate 

differences when comparing Hispanics and Whites (Cohen’s d = -.5; Hough et al., 2001). 

Differences are also observed for verbal ability tests (Black-White d = -.6; Hispanic-White d = 

-.4). On the other hand, men and women tend to score approximately equal on GMA, while women 

score slightly higher (d = .1) on verbal ability tests. 

Although mean differences in and of themselves do not indicate bias, AVIs are modeling 

a ground truth measure with an existing level of group differences (which may be zero, or no 

difference). To the extent that an ML model’s predictions alter the magnitude of underlying group 

differences, this could be indicative of measurement bias (Tay et al., 2021). It is particularly 

concerning when ML models increase or exacerbate group differences. When this occurs, 

contamination or deficiency in the measure is affecting the scores and altering the relationship that 

group membership has to one’s ability score. Therefore, I also investigate the group differences in 

AVI ability assessments and compare them to the observed differences in the ground truth scores. 

Research Question 4a: Do AVI ability assessments exacerbate group 
differences? 

Further, since measurement bias is systematic error that disproportionately affects 

members of one group over another, it is also important to analyze accuracy as a function of 

demographics. Internal convergence, or convergent correlations between observed and predicted 

values, forms the basis for ML validation. Therefore, the correlations between observed and 

predicted values should be similar across groups (Hickman, Saef, et al., 2021)—otherwise, 
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systematic error associated with group membership could inflate or deflate scores of the members 

of one group over another (i.e., measurement bias). 

Research Question 4b: Are AVI ability assessments equally accurate across 
groups? 

The Brunswik Lens Model 

The primary focus of the present study is investigating the reliability and validity of AVI 

ability assessments. However, evidence of reliability and validity does not answer whether the 

behavioral cues used to make such assessments are conceptually relevant (i.e., content evidence of 

validity; SIOP, 2018). Research linking latent characteristics to specific, proximal behaviors has 

often adopted the Brunswik (1956) lens model. The Brunswik lens model describes how the 

expression of an attribute aligns with (or differs from) how others judge the attribute, as illustrated 

in Figure 2. The left, or environmental, side of the lens, models the relationships between a ground 

truth variable and behavioral cues, while the right, or judgment, side of the lens, models the 

relationships between behavioral cues and judgments of the ground truth variable. In the present 

study, the ability ground truth (𝑌𝑌𝑒𝑒) is either GMA or verbal ability test scores, while the ability 

judgments (𝑌𝑌𝑠𝑠) are either AVI GMA scores, AVI verbal ability scores, or interviewer ratings of 

intellect. Behavioral cues are the verbal, paraverbal, and nonverbal behaviors computed using text 

mining and computer software. In the lens model, convergence between the attribute and 

judgments of the attribute is termed achievement (𝑟𝑟𝑎𝑎 ), and behavioral cues correlated with 

judgments are deemed ‘valid’ only if those cues also correlate with the ground truth.  

The Brunswik lens is conceptually aligned with the use of supervised ML for scoring 

KSAOs. Brunswik lens research has long investigated the use of bootstrapping to replace human 

judges with a linear “model of man” (e.g., Goldberg, 1970). In such investigations, human judges 

are replaced with a multiple regression model that standardizes judgments by using behavioral 

cues to predict them (i.e., predicted judgment in Figure 2). In the present study, I develop multiple 

regression models not only for interviewer-rated intellect but also to model the AVI GMA and 

verbal ability predictions generated during nested k-fold cross-validation. 
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Note: Adapted from Karelaia and Hogarth (2008). Ability ground truth is either GMA or verbal ability test scores. Ability Judgment is either interviewer-rated 
intellect or the predictions from a GMA or verbal ability machine learning model. Cues include verbal, paraverbal, and nonverbal behaviors. 
 

Figure 2. Brunswik lens model of ability perception. 
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Additionally, much ML research recognizes that many cues are interchangeable, in that 

using a different set of behavioral cues for prediction can lead to similar levels of model accuracy, 

particularly in text mining (e.g., Lee & Lee, 2006) due to high cue intercorrelations. Brunswik 

(1943; 1952) referred to this as vicarious mediation and vicarious functioning. Vicarious mediation 

occurs when cues on the environment side of the lens have high intercorrelations and are, therefore, 

interchangeable. Vicarious functioning regards the difficulty that this causes judges since some of 

the intercorrelated cues may be more valid than others.  

Therefore, the Brunswik lens is an appropriate conceptual model for advancing our 

understanding of both human and ML ability judgments. A basic step in Brunswik lens 

investigations involves examining the relationships between the focal variable and the behavioral 

cues it causes—in the present investigation, these are the proximal behavioral manifestations of 

ability in the form of verbal, paraverbal, and nonverbal behavioral cues. 

Proximal behavioral cues associated with ability. Although no studies have investigated 

the relationship between ability and proximal behaviors in employment interviews, several studies 

have examined the relationship between ability and proximal behaviors in other settings. Several 

studies have analyzed how ability affects verbal behavior. For example, Küfner et al. (2010) 

explored how ability related to language in a creative writing task. They found that ability related 

positively to ratings of writing sophistication and creativity, as well as the amount of positive 

emotion words used.  

Pennebaker and King (1999) had participants complete a stream of consciousness writing 

exercise and factor analyzed LIWC scores on those texts. They found that the first factor, which 

they dubbed immediacy, was negatively related to SAT verbal scores and course exam grades. The 

immediacy factor included first-person singular pronouns (e.g., I, me, my), discrepancies (e.g., 

should, would), present tense verbs (a category which was removed in the most recent version of 

LIWC), fewer articles (e.g., a, an, and the), and fewer words longer than six letters.  

In a similar vein, Pennebaker et al. (2014) analyzed how word usage in college admissions 

essays related to standardized test scores (i.e., SAT or ACT scores) and college GPA. They argued 

that more categorical language consists of more abstract thinking, as reflected in the use of more 

articles, and greater cognitive complexity, as reflected in the use of more prepositions (e.g., to, 

with, above), while dynamic language consists of a more narrative language style, as reflected in 
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the use of more adverbs (e.g., very, really), auxiliary verbs (e.g., am, will, have), impersonal 

pronouns (e.g., it, those), personal pronouns (e.g., I, them, her), conjunctions (e.g., and, but), and 

negations (e.g., no, never). The combination of these eight categories forms the analytical thinking 

LIWC category, with higher scores indicating more categorical language. Categorical language 

was positively correlated with both standardized test scores and college GPA. Pennebaker et al. 

(2014) also examined which specific elements of analytical thinking were related to college GPA, 

finding that each element was related in the expected direction, with the weakest relationships 

observed for prepositions and negations.  

Robinson et al. (2013) examined how written self-introductions related to final college 

course performance. Numerous LIWC and non-LIWC variables were related to final grades, 

including positive relationships for readability, word count, first person plural pronouns (e.g., we, 

us, our), and certainty (e.g., always, never); and negative relationships for personal pronouns, first 

person singular pronouns (e.g., I, me, mine), common verbs (e.g., eat, come, carry), auxiliary verbs, 

friend (e.g., buddy, neighbor), and home (e.g., kitchen, landlord). Overall, ability appears to have 

some consistent relationships with word usage, including negative relationships with some types 

of pronouns and auxiliary verbs, and positive relationships with articles and words longer than six 

letters. 

Little theory has connected nonverbal and paraverbal behaviors directly to ability, yet some 

related works can be insightful. Regarding paraverbal behavior, ability affords several benefits. 

Individuals with higher ability tend to speak for a longer duration (Murphy, 2007), with a higher 

speech rate, and are easier to understand (Borkenau & Liebler, 1995; Reynolds & Gifford, 2001). 

Each of these paraverbal behaviors is positively related to interviewer ratings (DeGroot & 

Motowidlo, 1999; Feiler & Powell, 2016). 

Regarding nonverbal behavior, Darwin (1872) asserted that extended periods of 

concentration are often accompanied by frowns. So, people with lower ability may be more likely 

to frown during extended periods of concentration and self-regulation, such as occur during 

employment interviews. A study of computer science students found that automatic measurements 

of action unit 17, the mentalis or chin raiser, which is visually similar to a frown, is common during 

coding sessions (Tiam-Lee & Sumi, 2017). One possibility is that interviewees with lower levels 

of ability were involuntarily activating their mentalis (chin raiser) muscle. Combinations of the 

chin raiser with action unit 15, the lip corner depressor, are present during expressions of doubt 
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and uncertainty (Bitti et al., 2014), feelings which may be persistent for interviewees with less 

ability to maintain concentration and self-control during the interview. Action unit 14, buccinator, 

or the dimpler, may also be relevant as it is associated with feelings of anxiety and discomfort 

(Ozel, n.d.).  

Although several works have examined how ability and proxies for it relate to proximal 

verbal, paraverbal, and nonverbal behaviors, it remains to be seen whether these relationships are 

also evident in employment interviews. 

Research Question 5a: How does ability relate to interviewee behavior? 

Behavioral cues used to infer ability. Like the lack of knowledge regarding the 

environmental side of the lens for interviewee ability, there is a corresponding lack of knowledge 

regarding the judgmental side of the lens. However, understanding the judgmental side of the lens 

is important to understand whether interviewers rely on valid cues, or if irrelevant cues, like 

attractiveness, are used to judge ability. The validity of cues that interviewers use to judge ability 

has not been examined, yet some research has investigated the validity of such cues in other 

situations.  

On average, observers judge ability about as accurately as people self-report it—the meta-

analytic accuracy of observer-rated ability is r = .30 (Zebrowitz et al., 2002). However, observers 

often use several invalid cues to judge ability. For instance, ability ratings are strongly related to 

attractiveness, especially for female targets (Borkenau & Liebler, 1995; Kleisner et al., 2014). 

However, among adults, ability is unrelated to attractiveness (Kleisner et al., 2014; Lee et al., 2017; 

Zebrowitz et al., 2002). Similarly, attractiveness is related to interview ratings but not job 

performance (Barrick, Shaffer, & DeGrassi, 2009). Other superficial characteristics, like stuttering 

and shyness, are also related to ability judgments but are not valid cues (Paulhus & Morgan, 1997; 

Zeigler-Hill et al., 2019).  

Observers do tend to use some valid cues as well. For instance, people are judged to have 

higher ability when they say more words, speak at a faster rate, and have pleasant sounding voices 

that are clear and easy to understand (Borkenau & Liebler, 1995; Murphy, 2007; Murphy et al., 

2003; Reynolds & Gifford, 2001). When judging intelligence from writing, the sophistication, 
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creativity, and positivity of the writing are all positively related to ability judgments (Küfner et al., 

2010).  

Another element that may contribute to inaccuracy in ability judgments is inconsistency in 

how judgments are made. For example, sociocognitive, racial, and ethnic biases may contaminate 

judgments for some targets, such as occurs when attractiveness is disproportionately used to judge 

female’s ability (e.g., Borkenau & Liebler, 1995). Fatigue can also reduce one’s ability to notice 

behavioral cues. The Brunswik lens model equations (Hursch et al., 1964; Tucker, 1964) help to 

capture some of these effects on judgment accuracy, are presented in Figure 2, and are described 

below1.  

First, the Brunswik lens analysis involves creating a linear model of each side of the lens 

using ordinary least squares regression. The ability ground truth scores (in this case, either GMA 

or verbal ability test scores), 𝑌𝑌𝑒𝑒 , are regressed onto a portion of the verbal, paraverbal, and 

nonverbal behavioral cues (see: Table 1), 𝑋𝑋𝑗𝑗, where 𝑗𝑗 = 1, …, k (and k = the number of behavioral 

cues). This represents the environmental side of the lens. Specifically: 

 
𝑌𝑌𝑒𝑒 =  �𝛽𝛽𝑒𝑒𝑗𝑗𝑋𝑋𝑗𝑗 +  𝜀𝜀𝑒𝑒 

𝑘𝑘

𝑗𝑗=1

 (1) 

Formula 1 can be used to generate linearly predicted ground truth:  

 
𝑌𝑌�𝑒𝑒 =  �𝛽𝛽𝑒𝑒𝑗𝑗𝑋𝑋𝑗𝑗 

𝑘𝑘

𝑗𝑗=1

 (2) 

Separately, the ability judgments (in this case, AVI GMA scores, AVI verbal ability scores, 

or interviewer-rated intellect), 𝑌𝑌𝑠𝑠 , are regressed onto the behavioral cues, representing the 

judgment side of the lens:  

                                                 
1 The present study is unique in that over 5,000 behavioral cues were available for analysis across all modalities. All 
behavioral cues were considered when exploring cue ecology and utilization, but a subset of approximately 250 
behavioral cues that were most strongly correlated with GMA and verbal ability, respectively, were used when 
calculating Brunswik lens model equations. 
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𝑌𝑌𝑠𝑠 =  �𝛽𝛽𝑠𝑠𝑗𝑗𝑋𝑋𝑗𝑗 +  𝜀𝜀𝑠𝑠 

𝑘𝑘

𝑗𝑗=1

 (3) 

And formula 3 can then be used to generate linearly predicted judgments: 

 
𝑌𝑌�𝑠𝑠 =  �𝛽𝛽𝑠𝑠𝑗𝑗𝑋𝑋𝑗𝑗

𝑘𝑘

𝑗𝑗=1

 (4) 

𝑌𝑌�𝑒𝑒 , 𝑌𝑌�𝑠𝑠 , 𝜀𝜀𝑒𝑒 , and 𝜀𝜀𝑠𝑠  are then used to decompose the achievement index, 𝑟𝑟𝑎𝑎 , which is the 

correlation between the ground truth, 𝑌𝑌𝑒𝑒, and judgments, 𝑌𝑌𝑠𝑠. Specifically:  

 𝑟𝑟𝑎𝑎 = 𝜌𝜌𝑌𝑌𝑒𝑒𝑌𝑌𝑠𝑠 = 𝐺𝐺𝑅𝑅𝑒𝑒𝑅𝑅𝑠𝑠 + 𝐶𝐶�(1 − 𝑅𝑅𝑒𝑒2)(1 − 𝑅𝑅𝑠𝑠2) (5) 

𝐺𝐺 is the matching index, or knowledge, which is calculated by correlating the predictions 

from formulae 2 and 4 above, or 𝜌𝜌𝑌𝑌�𝑒𝑒𝑌𝑌�𝑠𝑠 . 𝐺𝐺 expresses the extent to which the behaviors used to judge 

the construct correspond to the behaviors expressed by the latent construct—the extent to which 

each cue is used relative to its validity. Higher values indicate that the judge used cues more validly. 

𝑅𝑅𝑒𝑒 is the multiple correlation between the ability ground truth, 𝑌𝑌𝑒𝑒, and linearly predicted 

ground truth, 𝑌𝑌�𝑒𝑒 , or 𝜌𝜌𝑌𝑌𝑒𝑒𝑌𝑌�𝑒𝑒 . It represents the upper limit of environmental predictability. This is 

relevant to the ML context in that 𝑅𝑅𝑒𝑒 provides an upper limit of the predictability of the ground 

truth without cross-validation, and therefore, cross-validated predictions from AVIs are unlikely 

to ever exceed this value.  

𝑅𝑅𝑠𝑠  is the multiple correlation between the ability judgments, 𝑌𝑌𝑠𝑠 , and linearly predicted 

judgments, 𝑌𝑌�𝑠𝑠, or 𝜌𝜌𝑌𝑌𝑠𝑠𝑌𝑌�𝑠𝑠 . It represents the consistency with which judgments are made across targets, 

known as judgmental consistency. When considering interviewer-rated intellect, 𝑅𝑅𝑠𝑠 relates to ML 

similarly to 𝑅𝑅𝑒𝑒, in that it represents an upper limit on the predictability of ratings without cross-

validation. When the judge is a series of AVI GMA or verbal ability models, such as trained and 

tested during nested k-fold cross-validation, 𝑅𝑅𝑠𝑠 represents the consistency of weights assigned to 

cues across the k models. 
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𝐶𝐶 is the correlation between the two regression models’ residuals, 𝜀𝜀𝑒𝑒 and 𝜀𝜀𝑠𝑠. When 𝐶𝐶 is 

non-zero, it suggests that relevant cues may have been omitted from one or both of the models, 

nonlinear relationships between behavioral cues and 𝑌𝑌𝑒𝑒 or 𝑌𝑌𝑠𝑠, or a combination of the two.  

Additionally, two composite indices are formed by taking the product of 𝐺𝐺 and judgmental 

consistency, 𝑅𝑅𝑠𝑠, and environmental predictability, 𝑅𝑅𝑒𝑒. 𝐺𝐺𝑅𝑅𝑠𝑠 estimates the judge’s contribution to 

achievement and is known as performance. It indicates both how well judges matched task 

requirements and how consistent they were in making judgments. 𝐺𝐺𝑅𝑅𝑒𝑒 estimates the validity of a 

linear model that is created by replacing the judge with their strategy, which estimates the 

achievement that would occur if the judgments were made in a completely consistent manner 

across targets (i.e., when 𝑅𝑅𝑠𝑠 = 1). For interviewer-rated intellect, behavioral cue-ability judgments 

may be inconsistent due to sociocognitive biases and fatigue. For ML models, behavior-ability 

judgments are only inconsistent when resampling methods that involve multiple train/test splits, 

such as k-fold cross-validation, are used. This is true even when ML models are trained on biased 

human ratings because ML modeling involves creating a single model that is applied to make all 

subsequent judgments. The extent of consistency across the k models speaks to the robustness of 

behavior-ability relationships across resampling iterations. 

Each of these Brunswik lens variables speak to the relative advantages of one judgment 

method (i.e., AVI or interviewer-rating) over another. Additionally, the visual component of the 

Brunswik lens model involves illustrating which behavioral cues are (in)valid, and which (in)valid 

cues are related to ability judgments. As mentioned, interviewer-rated ability is a worse predictor 

of job performance than ability test scores (Huffcutt et al., 2001). Using the Brunswik lens model 

to compare how ability is expressed behaviorally (i.e., the valid cues) versus the cues interviewers 

use to judge ability may help elucidate why. For example, using longer words may be a valid cue 

but may not be utilized by interviewers, or invalid cues like voice pitch may be related to ability 

ratings. In the parlance of the lens model, algorithms may use more valid cues more consistently 

than interviewers to judge ability because the algorithms are trained on ability test scores. 

Research Question 5b-e: What cues do b) interviewers and c) algorithms 
use to judge interviewee ability, d) who uses cues more validly, and e) who uses 
them more consistently? 
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METHODS 

Participants and Procedure 

Sample 1 

I recruited 774 non-freshman undergraduate students to participate in the study in exchange 

for a $10 Amazon gift card. These students were recruited from a variety of sources and 

universities, including via direct email, posting to university study lists, and the online panel 

service Prolific (where participants were instead compensated with a direct payment of $7.20). 

The study was administered online and consisted of a series of common selection tests, including 

a self-reported personality test, two ability tests (GMA and verbal ability), and a mock 

asynchronous video interview. Participants were encouraged to use the study to gain interview 

experience and practice their skills, as several prior studies have done (e.g., Van Iddekinge et al., 

2005). After extracting verbal, paraverbal, and nonverbal behaviors from the videos, 47 

participants were removed due to missing features (due to issues with their video submissions), 

leaving a final sample N = 733.  

Sample 2 

I recruited 226 psychology subject pool participants to complete the study in exchange for 

course credit. This sample participated twice in the mock video interview, with the second 

interview occurring 4 to 47 days after the first (median 8 days, mean 9.2 days). At Time 1, the 

study was identical to the study completed by Sample 1. At Time 2, participants completed the 

GMA test, verbal ability test, and the mock video interview again. Of the 226 participants, 25 had 

missing features for at least one time point, leaving a final sample N = 201.  



 

41 

Measures 

General mental ability. General mental ability was assessed using a 16-item test from The 

International Cognitive Ability Resource (ICAR, 2014). The test consisted of four three-

dimensional rotation questions, four letter series questions, four matrix completion questions, and 

four verbal reasoning questions. The items were presented in random order. The items do not 

require specific domain knowledge (beyond basic algebra and English skills) so they represent an 

appropriate test of GMA. Participants were given 12 minutes to answer as many questions as 

possible. Reliability for this test and all other measures is provided in the diagonal of Tables 3 and 

4. Cronbach’s alpha for this test was .70 in Sample 1, and .60 and .76 in Sample 2 at Times 1 and 

2, respectively. Additionally, the test-retest reliability of this test in Sample 2 was .66. The scores 

were approximately normally distributed in Sample 1 (Appendix Figure 9). The internal 

consistency of the test may have been attenuated due to unevenly distributed missingness. In 

Sample 1, on average across the four three-dimensional rotation questions, 13.5% of participants 

did not select an answer, and on average across the 12 remaining questions, 6.3% of participants 

did not select an answer. Validity evidence for the GMA and verbal ability tests are provided in 

the first Results section. 

Verbal ability. Verbal ability was assessed using a custom-developed 19-question 

multiple-choice test designed to be like questions in the verbal portion of the GRE. An initial item 

bank was developed consisting of 22 items that were reviewed and pilot tested by several 

undergraduate researchers and industrial-organizational psychology faculty. Three items were 

eliminated upon this review, leaving the 19 items used in the study. Participants were given 12 

minutes to answer as many questions as possible. In the first type of items, two answers are selected 

to complete a blank in the sentence. A sample item is, “Some social commentators have labeled 

bankers as ______ for their role in causing the 2008 financial crisis.” Answer options included: 

avaricious; rapacious; treacherous; impenitent; insensate; solicitous. In the second item type, one 

answer is selected to complete each of one to three blanks in a sentence. A sample item is, “The 

immigrant’s poor English skills are hardly an ____ problem; he can attend classes and improve 

within a few months.” Answer options included: insuperable; implausible; inconsequential; 

evocative; injudicious. The test consisted of nine of the first type of question and 10 of the second 
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type of question. Within each type of question, the questions were presented in random order. 

Participants were rewarded one point for each correct response in each question, with a maximum 

possible score of 37. Cronbach’s alpha for this test was .84 in Sample 1, and .79 and .81 at times 

1 and 2 in Sample 2. Additionally, the test-retest reliability of this test in Sample 2 was .80. For 

comparison, Raven’s standard progressive matrices have test-retest reliability of .78 (Kosinski et 

al., 2013). The scores were approximately normally distributed in Sample 1 (Appendix Figure 10). 

In Sample 1, on average across the first set of questions, 0.7% of participants did not select an 

answer, and on average across the second set of questions (which were presented second), 5.3% 

of participants did not select an answer. 

Self-reported GMA. Self-reported GMA was measured using two items, both of which 

were relative scales and one of which provided a reference group, per recommendations by Freund 

and Kasten (2012). Specifically, the first item provided an illustration of a bell curve and explained 

the IQ distribution (e.g., IQ of 100 is average intelligence) in one standard deviation intervals, 

adapted from Chamorro-Premuzic and Furnham (2006), and asks respondents to rate their own IQ. 

The second item asked participants to, “On the slider below, please rate your intelligence percentile 

compared to the average student at Purdue University (e.g., 5th percentile indicates you are more 

intelligent than 5% of Purdue students; 95th percentile indicates you are more intelligent than 95% 

of Purdue students.)” Once recruitment expanded to other universities, the second item was 

amended to read “your university.” However, upon visual inspection of the histogram, responses 

to the second item were highly skewed left, and the second item correlated minimally with ability 

test scores, so it was dropped from further analysis. 

Self-reported personality. Five factor model (FFM) traits were assessed using the 44-item 

Big Five Inventory (BFI; John & Srivastava, 1999). The scale was adapted by asking participants 

to respond how they typically act at work. Participants indicated the extent to which each statement 

describes them via a five-point Likert scale (ranging from Disagree strongly to Agree strongly). 

An example item for Extraversion is, “Has an assertive personality.” An example item for 

Agreeableness is, “Is sometimes rude to others.” An example item for Conscientiousness is, 

“Perseveres until the task is finished.” An example item from  Emotional Stability is,  “Is related, 
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handles stress well.” An example item for Openness is, “Is inventive.” Cronbach’s alpha ranged 

from .77 (agreeableness and openness) to .88 (extraversion). 

Proxies for ability. Participants in both samples self-reported their college GPA. 

Additionally, participants were asked whether they took the SAT, ACT, or both, and were asked 

to report their SAT verbal, SAT math, and ACT scores if they took the respective tests. Such self-

reports converge highly (r > .8) with the actual scores (Kuncel et al., 2005). Students who were in 

their first semester of college had their college GPA disregarded, and college GPA was disregarded 

in Sample 2 because most of these participants were in their first semester.  

Attention check. An attention check item was included in the personality inventory. 

Participants who failed to answer it correctly had their self-reports dropped from further analysis 

(Meade & Craig, 2012). In Sample 1, 10 participants self-reports were dropped (leaving N = 723), 

and in Sample 2, all 201 of the retained participants passed the attention check. 

Mock video interview. The mock video interview consisted of five past behavior and one 

situational interview question. The six questions were developed such that one question taps each 

of the FFM traits and ability. Participants were instructed to answer each question for 1-3 minutes. 

The interview is embedded into the online survey, and participants were first provided with a 

chance to familiarize themselves with the web-based recorder by recording their answer to the 

prompt, “Tell us about your dream job.” Participants were encouraged to take time to prepare their 

responses by reflecting on their past work experiences and accomplishments, and if they did not 

have relevant work experiences, to think of experiences from school, volunteering, or other 

organized activities. The six interview questions were presented in random order. The question 

corresponding to Extraversion is, “Do you prefer to work alone or in a team? Tell us about a time 

you had to work against your preference (e.g., had to work in a team when you prefer to work 

alone). What were the challenges you faced and were you able to overcome them?” The question 

corresponding to Agreeableness is, “Think of a time a coworker asked you to set aside your own 

work to help him or her with a project that was very important to them. What did you do? Why 

did you do that?” The question corresponding to Conscientiousness is, “Describe a long-term 

project that you managed. What did you do to keep everything moving along in a timely manner?” 

The question corresponding to Emotional Stability is,  “Tell me about a recent uncomfortable or 
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difficult work situation. How did you approach this situation? What happened?” The question 

corresponding to Openness is, “Think of a time you had a need to learn about something that was 

new to you? Why did you pursue it? What kept you persistent?” The question corresponding to 

ability is, “You have been tasked on your job to make product purchases for the company. Explain 

step-by-step how you would choose between two or three different products.” Interviews were 

retained if at least four videos were usable for analysis. In Sample 1, the responses averaged 1308.6 

words across the entire interview. In Sample 2, the responses averaged 1279.2 words across the 

entire interview at Time 1 and 1163.2 words at Time 2. 

Interviewer-rated personality. From a pool of 12 undergraduate research assistants who 

underwent one to two hours of frame-of-reference training, four watched each interview in Sample 

1 and rated each participant’s personality. The ‘interviewers’ were paid $8 per hour. Interviewers 

rated interviewee personality on a seven-point Likert scale using an observer version of the Ten 

Item Personality Inventory (Gosling et al., 2003). An example item for Extraversion is, 

“Extraverted, enthusiastic.” The average of the four trait estimates was used as the final 

interviewer-reported traits. A small proportion of participants (15%) received only three ratings. 

Average one-way random effects intraclass correlations ICC(1, k) ranged from .57 (openness) to 

.75 (extraversion).  

Interviewer-rated intellect. The same undergraduate research assistants also rated each 

Sample 1 participant’s intellect (sometimes considered a facet of openness) on a seven-point Likert 

scale using two items, “intelligent, bright” and “has a good vocabulary,” adapted from Kluemper 

et al. (2015). The ICC(1, k) for these ratings was .61. 

Interviewer-rated hireability. The same undergraduate research assistants also rated each 

Sample 1 participant’s hireability on a five-point Likert scale. The research assistants were 

instructed to consider the interviewee’s suitability for a managerial or team lead role. They 

responded to two items, “I would recommend that this person be hired” and “If hired, I believe 

this person would perform well on the job,” adapted from Dunn et al. (1995). The ICC(1, k) for 

these ratings was .75. 
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Verbal behavior. To analyze interviewee verbal behavior, the interviews were first 

transcribed using IBM Watson Speech-to-Text. Verbal behavior was then operationalized in 

multiple ways. First, I scored each question’s transcript using all Linguistic Inquiry and Word 

Count (LIWC; Pennebaker, Boyd, Jordan, & Blackburn, 2015) variables, then calculated both the 

mean across the questions and the standard deviation of these scores. LIWC scores a series of 

semantic and psychological dictionaries based on the proportion of text represented by those 

dictionaries. 

Second, using the interview-level transcripts, I used the quanteda R package (Benoit et al., 

2018) to calculate the lexical diversity and readability of the speech, as well as the average number 

of syllables in each word. To calculate lexical diversity, I used Guiraud’s Root TTR (1954), which 

is calculated by dividing the unique tokens by the square root of the total number of words. To 

calculate readability, I needed an index that did not rely on sentence or paragraph length, since 

there is no punctuation in the transcripts. Coleman’s (1971) Readability Formula 1 and FORCAST 

(Caylor & Sticht, 1973) are mathematically equivalent and in prior work correlate r = .90 with 

Flesch’s Reading Ease Score. The FORCAST formula is simpler than Coleman’s (1971) formula:  

 
FORCAST = 20 −

�𝑁𝑁𝑤𝑤𝑠𝑠𝑤𝑤1 ∗ 150�
(𝑁𝑁𝑤𝑤 ∗ 10)

 
(6) 

𝑁𝑁𝑤𝑤𝑠𝑠𝑤𝑤1 is the number of one-syllable words, and 𝑁𝑁𝑤𝑤 is the total number of words.  

Third, using the interview-level transcripts, I used the tm R package (Feinerer & Hornik, 

2019) to extract n-grams where n = 1, 2, and 3 (i.e., unigrams, bigrams, and trigrams, or one-, two-, 

and three-word phrases, respectively). Following recent recommendations (Hickman et al., 2020), 

the text was preprocessed by first appending a series of negation terms (i.e., not, n’t, cannot, never, 

no) to the subsequent words. Then, all numbers were removed, all text was converted to lowercase, 

all punctuation was removed, and all words were stemmed. Before extracting unigrams, stop words 

were removed, but stop words were not removed before counting bigrams and trigrams to avoid 

the creation of nonsensical phrases. If an n-gram did not occur in at least 5% of the documents in 

Sample 1, it was removed. The raw count of each n-gram was used for subsequent analysis. 

Fourth, using the topicmodels R package (Hornik & Grün, 2011), I generated Latent 

Dirichlet Allocation (LDA) topic models that assign both words and documents (i.e., interview 
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transcripts) scores that indicate the extent to which a given topic is represented by that word or is 

present in each document (Blei et al., 2003). I used the ldatuning R package (Murzintcev & Chaney, 

2015) to explore the appropriate number of topics for Sample 1’s interview transcripts. The 

ldatuning package provides four statistics that suggest how many topics are appropriate in a dataset. 

The statistic described by Deveaud et al. (2014) was the only one with a clear curve—it reached 

its highest values at 30, 40, and 50 topics, then began decreasing with larger numbers of topics. 

This, coupled with a visible elbow in the Cao et al. (2009) statistic at 50 topics, suggested that 50 

topics was optimal. These 50 topics were then extracted, and each document was described by the 

extent to which each topic was present in the text (with the sum of the 50 topics equal to one for 

each document). The top 10 n-grams in each topic are provided in Figure 3.   

Fifth, I applied DistilBERT to the question-level transcripts using the transformers Python 

package (Wolf et al., 2020). DistilBERT distills BERT, the transformer-based transfer learning 

language model, into a set of 768 parameters that represent the semantics of text (Sanh et al., 2019). 

BERT relies on deep learning both for language representation and downstream tasks (e.g., 

supervised ML), making it computationally intensive and cumbersome to use, particularly when 

applied to nested cross-validation (where the deep learning tuning and training would need to occur 

separately within each training fold). DistilBERT requires far fewer computational resources, 

outputs parameters that can be used in traditional (i.e., non-deep learning) ML pipelines, and 

retains 97% of the performance of BERT on the General Language Understanding Evaluation task 

(Sanh et al., 2019). DistilBERT had to be applied at the question-level because it has a token limit 

of 512 (DistilGPT-2 has a token limit of 1024, but this would still have been inadequate because 

the average interview-level word count in Sample 1 was 1,308.6). After generating DistilBERT 

parameters for each question, I then calculated the means and standard deviations of each 

parameter and used those for modeling. 
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Figure 3. Top 5 terms in Latent Dirichlet Allocation topics. 
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Paraverbal behavior. Paraverbal behaviors were quantified using openSMILE to extract 

the Geneva Minimalistic Acoustic Parameter Set (Eyben, 2014; Eyben et al., 2016). These audio 

features were extracted from 30-second sliding windows of voice data within each interview 

question. The features were then summarized across the interview by calculating their means and 

standard deviations. Additionally, paraverbal behavior was described by calculating the number 

of utterances, the average duration of pauses (by diving the sum of time between utterances by the 

number of utterances), the number of stop words per second, and the number of filler words per 

second and again calculating their mean and standard deviation across videos.  

Nonverbal behavior. Nonverbal behaviors were quantified using Emotient (2015), a 

software library for facial expression recognition. Emotient extracts information about 20 facial 

action units (Ekman & Friesen, 1978), seven basic emotions (i.e., anger, contempt, disgust, joy, 

fear, sadness, and surprise), and information about head pose along horizontal (pitch), vertical 

(yaw), and depth (roll) dimensions. The video time series data was summarized by calculating the 

mean and standard deviation of each feature.  

Algorithmic Assessments 

Ground truth. The focal predictive algorithms were trained to model several ability 

assessments, including GMA test scores, verbal ability test scores, self-reported intelligence, and 

interviewer-rated intellect. Additionally, to investigate discriminant evidence of validity, six 

additional algorithms were trained to model interviewer-rated Big Five traits and hireability. These 

10 variables, then, formed the ground truth for the ML models.  

Cross-validation strategy. In Sample 1, all models were developed and tested using 10-

fold nested cross-validation with k = 5 inner folds. In this procedure, the data is first split into 10 

equally sized parts, and nine of the parts (the outer training folds) are used initially to conduct an 

inner 5-fold cross-validation to identify the optimal model hyperparameters. Then, a model is 

trained on those nine parts with the optimal hyperparameters. In each set of training data, I 

discarded all predictors that correlated |r| < .03 with the focal outcome to reduce the n:p ratio and 

the odds of overfitting. The model trained on those nine parts of the data was then used to predict 

the focal outcome in the tenth fold, and that process was repeated 10 times, using each outer fold 

only once for testing.  
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I conducted this process separately for each type of predictor extracted. Specifically, I 

created models using: 1) LIWC, lexical diversity, and readability measures (hereafter, LIWC Plus); 

2) n-grams; 3) topic models; 4) DistilBERT; 5) nonverbal behaviors; and 6) paraverbal behaviors. 

Additionally, I created a model using 7) LIWC Plus and n-grams together as predictors (hereafter, 

the combination model), since similar models have performed well in prior research (Hickman, 

Bosch, et al., 2021).  

To estimate the accuracy of the ML models, the cross-validated predictions were correlated 

with the outcome the model was trained to predict (RQ 2a), the other ability measures (RQ 2b), 

self-reported GPA and standardized test scores (RQ 2c), algorithmically assessed personality (RQ 

3a), and self-reported and interviewer-rated personality (RQ 3b-c). The cross-validation process is 

illustrated in Figure 4 and the overall validation process in Figure 1.  

To investigate RQ 4a, I calculated the means and standard deviations by ethnicity and 

gender for both observed ability scores and the combination models’ predicted values. For RQ 4b, 

I calculated convergence with the ground truth measure by ethnicity and gender. 

To generate models for assessing Sample 2 interviewees, a thrice-repeated 10-fold cross-

validation was conducted on Sample 1 to identify optimal hyperparameters. Then, a model was 

trained on the full set of Sample 1 participants using those optimal hyperparameters. That model 

was then applied to Sample 2 to assess the focal outcome. Research questions 2a-c were also 

examined in Sample 2 using the average AVI scores from Times 1 and 2. 

 

Figure 4. Nested cross-validation procedure in present study. 
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Predictive algorithms and inter-algorithm reliability. Multiple algorithms were trained 

and estimated for two purposes: 1) to identify which algorithm provides the most accurate 

estimates of ability, and 2) to calculate inter-algorithm reliability (raa; RQ 1a). Specifically, elastic 

net regression and random forest were used. Elastic net regression is a hybrid of ridge regression 

and least absolute squares shrinkage (LASSO) regression (Zou & Hastie, 2005). It combines the 

benefits of ridge and LASSO, penalizing beta weights for multicollinearity as in ridge regression, 

and removing some predictors from the model due to model complexity as in LASSO. 

Hyperparameter tuning provides the optimal amount of a) penalization and b) balance between 

ridge and LASSO. In each instance of inner cross-validation, I tried 10 values of lambda, which 

determines how severely regression weights are penalized, and these values were generated by 

caret then held constant across all instances. I tried 11 values of alpha, which determines whether 

elastic net acts more like ridge of LASSO, ranging from 0 (ridge) to 1 (LASSO) stepping by .1.  

Random forest is an ensemble learning model that combines the predictions of multiple 

decision trees (Breiman, 2001). In each tree, only a subset of predictors and participants is used to 

make predictions. I tuned hyperparameters that determine the number of trees in the forest and the 

number of predictors given to each tree. For the number of trees, I tried 50 to 350, in steps of  50. 

For the number of predictors, I tried log(p), √𝑝𝑝, p/2, and p (cf. Gladstone et al., 2019), where p = 

the number of predictors retained after eliminating predictors correlated |r| < .03 with the focal 

outcome. By using different predictors and observations in each tree, the model tends to be robust 

to overfitting and often has high accuracy because each tree uses different information. Inter-

algorithm reliability was calculated in Sample 1 by correlating the cross-validated predictions from 

elastic net and random forest. 

Split-half reliability. To examine split-half reliability (RQ 1b), the interviewee response 

in Sample 2 at Time 1 was split in half using an odd-even question split. Each feature was then 

calculated separately on these halves of the interviewee response, and algorithmic predictions of 

ability were generated for each half and correlated. The odd numbered question responses 

averaged 654/95 words, and the even numbered questions responses averaged 624.03 words. 
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Test-retest reliability. To examine test-retest reliability (RQ 1c), assessments were made 

on Sample 2 participants at Times 1 and 2. Those assessments were then correlated. The average 

of these two assessments was also used to examine RQ 2. 

Construct convergence and discrimination. To quantify the discriminant evidence of 

validity and method variance (RQ 3), MTMM matrices were used to calculate Woehr et al.’s 

(2012) convergence, discrimination, and method variance indices. Estimates calculated directly 

from MTMM matrices converge with the results from more complex analyses, including 

confirmatory factor analytic techniques.  

Brunswik Lens Model 

To examine the differences in how ability is expressed versus how it is judged, the 

Brunswik lens model (1956) provides a theoretical and empirical underpinning (RQ 5a-e). In the 

Brunswik lens model, the ability ground truth (in this case, GMA and verbal ability test scores) is 

related to behavioral cues (i.e., verbal, paraverbal, and nonverbal cues), with significant 

correlations indicating the ‘valid’ cues for that variable. Then, a parallel procedure is conducted to 

examine the cues used by observers to judge ability. If ability judgments are correlated with 

behavioral cues that are not correlated with the ability ground truth, it indicates that judges (i.e., 

either AVI GMA models, AVI verbal ability models, or interviewers) may be using irrelevant 

information to make judgments. In the Brunswik lens model, the correlation between ability 

ground truth and ability judgments is dubbed the “achievement index.” For analyzing cue validity 

and utilization, I considered all available cues across modalities. 

Additionally, the Brunswik lens model equations described above express the consistency 

between the behavioral expression of a characteristic and the judgment of that characteristic. In 

the present study, although ML models were made with specific subsets of behavioral cues, the 

lens model equations were analyzed using all types of behavioral cues (i.e., verbal, paraverbal, and 

nonverbal). To select a subset of cues for analysis, I limited the calculation of lens model equations 

to approximately 250 predictors that were most strongly correlated with GMA and verbal ability, 

respectively. Including all available cues was impractical because R2 equals 1 when too many 

predictors are included in the linear prediction models, and including too few predictors was 

untenable  because  the  judgments were relevant  to many cues.  Each  element of the lens model  
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equations speaks to how behavioral cues are related to ability, how behavioral cues relate to 

judgments, or how judgments relate to ability. 
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RESULTS 

The research questions, how they are tested, and key results are provided in Table 5. 

Descriptive Statistics and Ability Test Validity 

Table 3 presents the descriptive statistics and intercorrelations of the variables for Sample 

1, and Table 4 presents that information for Sample 2. In Sample 1, contrary to prior research (e.g., 

Hickman, Bosch, et al., 2021), the personality self-reports and interviewer ratings were relatively 

independent. The convergent correlations for extraversion, conscientiousness, and emotional 

stability were statistically significant (ps = .04, .004, & .005, respectively) but small in magnitude 

(rs = .08, .11, & .10, respectively). 

Meta-analyses estimate that self-reports converge r = .33 with tested ability in low stakes 

settings (Freund & Kasten, 2012), and observer judgments converge r = .30 (Zebrowitz et al., 

2002). In Sample 1 (Table 3), self-reported IQ was moderately and significantly positively 

correlated with all proxies for and direct measures of ability, with rs ranging from .30 (self-

reported SAT verbal scores and GMA test scores) to .40 (self-reported ACT scores). Additionally, 

self-reported IQ was positively correlated with college GPA (r = .18). Self-reported openness was 

also positively correlated with verbal ability test scores (r = .08).  

Compared to self-reported IQ, interviewer rated intellect tended to be slightly less strongly 

correlated with the proxies for and direct measures of ability, with rs ranging from .16 (self-

reported SAT verbal scores) to .33 (Verbal ability test scores). Additionally, interviewer rated 

intellect was positively correlated with college GPA (r = .13). Self-reported IQ and interviewer-

rated intellect were also positively correlated (r = .18). Compared to intellect ratings, interviewer 

ratings of conscientiousness had larger, but not significantly different, correlations with self-

reported SAT verbal scores and college GPA (rs were .01 & .03 larger, respectively). Otherwise, 

interviewer-rated intellect had stronger correlations with these direct measures of and proxies for 

ability than did any other interviewer rated construct. 



 

54 

                                          

 
 
__________________________________________________________________________________________________________________________________________________________________________ 

  Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
__________________________________________________________________________________________________________________________________________________________________________ 

 1. Gender .64 .48                      

 2. Age 21.73 3.88 -.01                     

 3. Self-reported IQ 113.24 10.03 -.12 -.05                    

 4. SAT verbal 654.76 96.86 .04 -.08 .30                   

 5. SAT math 651.66 116.40 -.15 -.13 .34 .56                  

 6. ACT 29.03 4.49 -.10 -.25 .40 .57 .63                 

 7. College GPA 3.40 .72 .07 .02 .18 .15 .17 .21                

 8. GMA 8.19 3.23 -.03 -.08 .30 .31 .36 .42 .13 (.70)              

 9. Verbal ability 19.10 7.59 .03 -.04 .31 .47 .31 .52 .16 .43 (.84)             

Self-Reports                        

10. Extraversion 3.29 .86 .00 -.01 -.05 -.11 -.05 -.01 -.01 .02 -.08 (.88)            

11. Agreeableness 3.93 .60 .03 -.01 .00 .01 .02 .03 -.01 .01 -.04 .15 (.77)           

12. Conscientiousness 3.84 .67 .04 -.01 .03 -.01 .05 .07 .04 .07 .07 .12 .38 (.83)          

13. Emotional Stability 3.17 .80 -.03 .01 .01 -.04 -.02 .00 .01 .09 .00 .32 .30 .40 (.84)         

14. Openness 3.71 .59 -.01 -.03 .01 .09 .04 .02 -.04 .06 .08 .27 .18 .03 .02 (.77)        

Interviewer Ratings                        

15. Intellect 5.47 .67 .01 -.04 .18 .16 .21 .32 .13 .24 .33 .05 .02 .11 .10 -.01 (.61)       

16. Extraversion 4.45 1.14 .07 -.11 .13 .06 .04 .00 .05 .01 .01 .08 .02 -.01 .05 .01 .28 (.75)      

17. Agreeableness 5.08 .83 .08 -.05 -.01 .01 .02 .03 .07 -.01  .07 -.02 .05 .05 .07 -.01 .27 .20 (.63)     

18. Conscientiousness 5.60 .72 .17 -.06 .16 .17 .15 .21 .16 .18 .20 .02 .03 .11 .07 .03 .66 .23 .33 (.61)    

19. Emotional Stability 4.82 .87 -.17 -.05 .06 .01 .07 .10 .07 .07 .08 .02 .07 .09 .10 .05 .34 .21 .38 .30 (.59)  
__________________________________________________________________________________________________________________________________________________________________________ 
 

Table 3. Correlation Matrix of Observed Variables in Sample 1 
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Table 3 continues 
__________________________________________________________________________________________________________________________________________________________________________ 

  Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
__________________________________________________________________________________________________________________________________________________________________________ 

20. Openness 4.71 .86 .07 -.08 .09 .09 .08 .15 .09 .10 .14 .02 .04 -.01 -.04 -.01 .34 .36 .34 .38 .14 (.57)  

21. Hireability 3.91 .63 .04 -.04 .15 .14 .12 .21 .13 .15 .22 .02 .02 .09 .09 .01 .76 .37 .52 .75 .46 .43 (.75) 
__________________________________________________________________________________________________________________________________________________________________________ 
Note: N = 733. SAT verbal and math, N = 442. ACT N = 431. College GPA N = 729. When N = 733, p < .01 when r > .09, and p < .05 when r > .07. 
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The GMA and verbal ability test scores generally exhibited expected patterns of 

intercorrelations with self-reported test scores and academic performance. Both GMA and verbal 

ability test scores were significantly correlated with college GPA (rs = .13 & .16, respectively). 

GMA test scores exhibited a stronger correlation with SAT math than SAT verbal test scores (rs 

= .36 & .31, respectively). Verbal ability test scores exhibited a stronger correlation with SAT 

verbal than SAT math test scores (rs = .47 & .31, respectively). Both GMA and verbal ability test 

scores also exhibited moderate to large correlations with ACT scores (rs = .42 & .52, respectively). 

The GMA and verbal ability test scores were moderately correlated (r = .43). 

In Sample 2 (Table 4), gender differences were much larger for most ability variables than 

in Sample 1. In Sample 2, women self-reported lower IQ and standardized test scores than men, 

and they scored lower on the GMA and verbal ability tests than men. On the other hand, in Sample 

1, only small differences were observed across genders, with women self-reporting slightly lower 

IQs, SAT math, and ACT scores than men. In Sample 2, self-reported IQ was much more highly 

related with SAT math, SAT verbal, and ACT scores (rs ranging from .42 to .52 at time 1 and 

from .38 to .59 at time 2) compared to Sample 1, perhaps due to the recency of having taken the 

tests for participants in Sample 2. Self-reported IQ also tended to be slightly more related to GMA 

and verbal ability test scores (rs ranging from .30 to .41 for time 1 and from .35 to .42 for time 2). 

Again, the GMA and verbal ability tests generally exhibited expected intercorrelations, as GMA 

test scores were more strongly correlated with SAT math than SAT verbal scores (rs .50 & .35 at 

time 1 and .53 & .35 at time 2, respectively), while verbal ability test scores were more strongly 

correlated with SAT verbal than SAT math scores (rs .59 & .28 at time 1 and .54 & .29 at time 2, 

respectively). Both GMA and verbal ability test scores were correlated with self-reported ACT 

(rs .48 & .49 at time 1, and .38 & .46 at time 2, respectively). The intercorrelations among the 

GMA and verbal ability tests ranged from .35 (Time 1 GMA and time 1 verbal ability) to .48 (Time 

2 GMA and time 2 verbal ability). 

In all, the GMA and verbal ability test scores, as well as the interviewer ratings of intellect, 

exhibit acceptable evidence of construct validity, with GMA test scores exhibiting the weakest 

evidence of reliability and validity. 
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____________________________________________________________________________________________________________ 

  Mean SD 1 2 3 4 5 6 7 8 9 10 11 
____________________________________________________________________________________________________________ 

 1. Gender .60 .49            

 2. Age 18.79 1.24 -.13           

 3. Self-reported IQ: Time 1 109.93 9.88 -.26 .11          

 4. Self-reported IQ: Time 2 107.91 11.14 -.30 .06 .81         

 5. SAT verbal 628.33 69.47 -.19 .06 .42 .38        

 6. SAT math 646.52 89.28 -.35 .04 .44 .42 .60       

 7. ACT 27.75 4.27 -.27 .22 .52 .59 .62 .72      

 8. GMA: Time 1 7.74 2.86 -.13 .15 .30 .36 .35 .50 .48 (.60)    

 9. GMA: Time 2 8.63 3.51 -.24 .16 .30 .35 .35 .53 .38 .66 (.76)   

10. Verbal ability: Time 1 15.66 6.55 -.17 .17 .41 .42 .59 .28 .49 .35 0.39 (.79)  

11. Verbal ability: Time 2 15.72 7.02 -.09 .12 .38 .40 .54 .29 .46 .37 0.48 0.80 (.81) 
____________________________________________________________________________________________________________ 
 

Table 4. Correlation Matrix of Observed Variables in Sample 2 
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____________________________________________________________________________________________________________________________________________________________________________ 

Research Question How  Key Results 

____________________________________________________________________________________________________________________________________________________________________________ 

1a: Inter-algorithm reliability (Sample 1) raa, the correlation between predictions from raa lowest for nonverbal and paraverbal models and when predicting self-reported IQ; highest for LIWC Plus models  

 Elastic net and random forest models. and when predicting intellect.   

1b: Split-half (across interview questions) rxx', the correlation between predictions made rxx' lowest for topic and n-gram models and when predicting GMA; highest for LIWC Plus and combination models  

reliability (Sample 2) separately on behavior from the odd and even  and when predicting intellect. 

 numbered interview questions. 

1c: Test-retest reliability (Sample 2) rtt, the correlation between predictions made rtt lowest for n-gram models and when predicting GMA; highest for LIWC Plus models and when predicting verbal  

 separately on behavior on Time 1 and Time 2 ability and intellect. 

2a: Convergence with ground truth correlate ability predictions with the measure Sample 1: Convergence was lowest for nonverbal and paraverbal models and when predicting self-reported IQ;  

 the ML model was trained to predict highest for the combination models and when predicting intellect. 

  Sample 2: Convergence for GMA models decreased compared to in Sample 1, but convergence for verbal ability  

  models was relatively stable except for the topics models. 

2b: Converge with ground truth stronger  Compare correlation in RQ 2a with  Sample 1: For GMA, only the n-gram and combination models converged more highly with GMA than verbal  

 correlations with other ability measures ability; for verbal ability, the topics, n-gram, and combination models converged more highly with verbal ability  

 (i.e., GMA test, verbal ability test or than other ability measures. For intellect, all verbal behavior models converged more highly with intellect than other  

 Intellect) ability measures. 

  Sample 2: For GMA, only the LIWC Plus model converged more with GMA than verbal ability; for verbal ability,  

  all models converged more highly with verbal ability than GMA. 

2c: Convergence with common proxies for Correlate ability predictions with SAT scores, Sample 1: GMA and verbal ability predictions exhibited attenuated correlations with proxies compared to the test  

 ACT scores, self-reported IQ, and college scores, whereas intellect predictions exhibited higher convergence than interviewer-rated intellect. The combination  

 GPA models converged highest with these proxies. 

____________________________________________________________________________________________________________________________________________________________________________ 
 

Table 5. Summary of Research Questions and Results 
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Table 5 continues 

____________________________________________________________________________________________________________________________________________________________________________ 

Research Question How  Key Results 

____________________________________________________________________________________________________________________________________________________________________________ 

  Sample 2: Convergence with proxies was again attenuated for GMA and verbal ability models compared to test  

  scores, but less so than in Sample 1. Intellect predictions converged more with proxies than did GMA or verbal  

  ability predictions.  

3a: Discriminant rs with other AVI Correlate ability predictions with ability and DistilBERT and LIWC Plus models exhibited highest rs between ability predictions; n-gram and combination model  

assessments (Sample 1) personality predictions, compare to exhibited the lowest. DistilBERT models tended to have the highest discriminant correlations between ability and  

 convergent correlations (RQ 2a) personality predictions; n-gram and the combination model tended to have the lowest discriminant correlations. 

3b: Discriminant rs with self-reported Correlate ability predictions with self-reports The combination models’ ability predictions correlated lowly with self-reported personality (|r|max = .06) and  

personality (Sample 1) and compare to convergent correlations (RQ significantly with self-reported IQ (GMA r = .19; Verbal ability r = .21; intellect r = .24). Each model’s convergent  

 2a) correlations exceeded these. 

3c: Discriminant rs with interviewer-rated Correlate ability predictions with interviewer- The combination models’ ability predictions correlated most highly with intellect ratings, then hireability, then  

personality (Sample 1) ratings and compare to convergent correlations conscientiousness, then openness, and relatively lowly with Big Five ratings. Verbal ability and intellect models’  

 (RQ 2a) convergent correlations exceeded these discriminant ones. 

4a: Group differences (Sample 1) Compare effect size of race and gender mean Group differences were exacerbated in the predicted values that disadvantaged Black and East Asian interviewees but 

 differences in ground truth to ability advantaged Indian ones. 

 predictions 

4b: Accuracy across groups (Sample 1) Compare the convergent correlations between Although no convergent correlations were significantly different, the combination models were most accurate at  

 ground truth and ability predictions across assessing Black interviewees. The GMA model was least accurate for Indian interviewees. The verbal ability model  

 race and gender was least accurate for Whites. The intellect model was least accurate for women. 

5a: How does ability relate to behavior Examine correlations between ability test GMA and verbal ability related primarily to verbal behavior, leading to more complex speech (e.g., longer words;  

(Sample 1) scores and behavioral cues more words; more analytical language; diverse vocabulary; more quantifiers) and appropriate responses. 

____________________________________________________________________________________________________________________________________________________________________________ 
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Table 5 continues 
____________________________________________________________________________________________________________________________________________________________________________ 

Research Question How  Key Results 

____________________________________________________________________________________________________________________________________________________________________________ 

5b: What cues do interviewers use to judge Visualize cue ecology for ability test scores Interviewers failed to utilize several specific words and phrases related to GMA and verbal ability, and their ratings  

Ability? (Sample 1) and cue utilization for interviewer-rated  were highly correlated with one invalid paraverbal behavior. 

 intellect 

5c: What cues do algorithms use to judge Visualize cue ecology for ability test scores The GMA and verbal ability models rarely failed to use valid cues, yet a variety of invalid words and phrases were  

ability? (Sample 1) and cue utilization for corresponding ML correlated with the ML model predictions. Additionally, even though the combination model did not utilize  

 models paraverbal cues, its predictions were highly correlated with one invalid paraverbal behavior. 

5d: Who uses cues more validly? (Sample 1) Compare 𝐺𝐺 of ML models to 𝐺𝐺 of GMA and verbal ability models used cues more validity than did interviewers. 

 interviewer-rated intellect 

5e: Who uses cues more consistently?  Compare 𝑅𝑅𝑠𝑠 of ML models to 𝑅𝑅𝑠𝑠 of  GMA and verbal ability models were more consistent in cue utilization than were interviewers. 

(Sample 1) interviewer-rated intellect 

____________________________________________________________________________________________________________________________________________________________________________ 
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Nested Cross-Validation (Sample 1) 

The first step of the investigation involved conducting nested cross-validation and 

evaluating the inter-algorithm reliability and convergent evidence of the validity of algorithmic 

ability assessments in Sample 1. This involved creating a variety of predictive models using both 

elastic net regression and random forest, a variety of inputs (i.e., LIWC with readability and lexical 

diversity indices, referred to as LIWC Plus; LDA topics; n-grams; DistilBERT; nonverbal 

behaviors; paraverbal behaviors; and a combination of LIWC Plus and n-grams—the combination 

model), and using them to model GMA test scores, verbal ability test scores, self-reported IQ, and 

interviewer-rated intellect. Doing so provides information about RQ 1a (inter-algorithm reliability) 

and RQ2a (convergence with the measure of ability the algorithm was trained to model), as well 

as information about a) which modalities are most informative and b) which measures of ability 

relate most strongly to interview performance. These results are presented in Table 6. 

Inter-algorithm reliability. Inter-algorithm reliability regards the convergence between 

the predictions from two separate ML models. In this case, one model was trained using elastic net 

regression, and the other was trained with random forest. In terms of modalities, inter-algorithm 

reliability was highest on average for LIWC Plus and DistilBERT models (𝒓𝒓� aa = .88 & .87, 

respectively) and lowest for nonverbal and paraverbal models (𝒓𝒓�aa = .63 & .69, respectively). In 

terms of outcomes, inter-algorithm reliability was highest on average for interviewer ratings of 

intellect and lowest for self-rated IQ (𝒓𝒓�aa = .86 & .68, respectively).  

Convergence with the ground truth. Research Question 2a regards convergence with the 

measure the algorithm was trained to model, or internal convergence, and represents the most basic 

form of convergent evidence in supervised ML. Table 6 reports the mean convergent correlations 

across the 10 folds, and Table 7 additionally reports the standard deviation, minimum, and 

maximum of the convergent correlations. Across modalities and outcomes, elastic net and random 

forest had, on average, approximately equal convergence (𝒓𝒓�s = .286 & .283, respectively). The 

remaining analyses, therefore, focus on elastic net due to its lower computation time and 

interpretability. 
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Table 6. Nested Cross-Validation Convergent Correlations and Inter-Algorithm Reliability of 
Automated Ability Assessments by Modality and Algorithm 

____________________________________________________________________________ 

 GMA Verbal Ability Self-Report Intellect 
____________________________________________________________________________ 

LIWC Plus     

 raa .89 .89 .85 .90 

 Elastic Net .23 .37 .24 .52 

 Random Forest .21 .35 .21 .52 

Topics     

 raa .76 .87 .74 .93 

 Elastic Net .25 .39 .20 .52 

 Random Forest .25 .39 .16 .49 

n-Grams     

 raa .75 .74 .51 .83 

 Elastic Net .34 .39 .13 .46 

 Random Forest .28 .40 .19 .50 

DistilBERT     

 raa .84 .88 .82 .95 

 Elastic Net .21 .38 .15 .57 

 Random Forest .22 .33 .15 .54 

Nonverbals     

 raa .50 .61 .65 .77 

 Elastic Net .08 .12 .12 .20 

 Random Forest .06 .06 .09 .21 

Paraverbals     

 raa .55 .69 .71 .81 

 Elastic Net .07 .18 .14 .35 

 Random Forest .17 .19 .08 .37 

LIWC Plus & n-Grams     
 raa .72 .80 .52 .85 

 Elastic Net .35 .40 .15 .49 

 Random Forest .29 .40 .23 .54 
____________________________________________________________________________ 

Note. p < .01 when r > .09, and p < .05 when r > .07.  



 

63 

                                          

 
 
___________________________________________________________________________________________________________________________________________________ 

Convergent Correlations 

   With the Same Measure   With Other Measures (Means)  

 Mean (SD) Min Max GMA Verbal Ability Self-Rated IQ Intellect SAT Math SAT Verbal ACT College GPA 

___________________________________________________________________________________________________________________________________________________ 

Observed            

 GMA     .43 .30 .24 .36 .32 .41 .12 

 Verbal ability    .43  .30 .32 .29 .48 .54 .18 

 Intellect    .24 .32 .19  .20 .16 .30 .13 

LIWC Plus            

 GMA .23 (.12) .08 .47  .29 .17 .41 .20 .17 .31 .06 

 Verbal ability .37 (.14) .10 .60 .22  .22 .48 .19 .23 .33 .13 

 Intellect .52 (.08) .41 .65 .25 .37 .25  .19 .20 .33 .17 

Topics            

 GMA .24 (.11) .03 .37  .30 .19 .37 .22 .14 .36 .18 

 Verbal ability .39 (.10) .18 .54 .21  .21 .38 .17 .21 .40 .13 

 Intellect .52 (.06) .45 .62 .24 .33 .22  .20 .19 .40 .19 

n-Grams            

 GMA .34 (.12) .13 .51  .31 .19 .34 .22 .20 .35 .11 

 Verbal ability .39 (.08) .28 .49 .25  .20 .36 .20 .24 .36 .12 

 Intellect .46 (.05) .40 .58 .23 .29 .22  .21 .20 .35 .16 
___________________________________________________________________________________________________________________________________________________ 

 

Table 7. Convergent Correlations of Nested Cross-Validation Results Predicting Tested Ability for High Performing Modalities (Elastic Net) 
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Table 7 continues 
___________________________________________________________________________________________________________________________________________________ 

Convergent Correlations 

   With the Same Measure   With Other Measures (Means)  

 Mean (SD) Min Max GMA Verbal Ability Self-Rated IQ Intellect SAT Math SAT Verbal ACT College GPA 

___________________________________________________________________________________________________________________________________________________ 

DistilBERT            

 GMA .21 (.11) .10 .38  .26 .18 .43 .13 .16 .26 .11 

 Verbal ability .38 (.14) .12 .57 .23  .19 .48 .15 .18 .32 .11 

 Intellect .57 (.06) .46 .63 .26 .34 .22  .20 .21 .34 .14 

LIWC Plus & n-Grams            

 GMA .35 (.11) .14 .48  .32 .19 .35 .23 .20 .36 .10 

 Verbal ability .40 (.08) .29 .52 .25  .21 .38 .21 .24 .37 .12 

 Intellect .49 (.04) .44 .59 .24 .31 .24  .22 .21 .37 .17 

___________________________________________________________________________________________________________________________________________________ 

Note. p < .01 when r > .09, and p < .05 when r > .07.   
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In terms of modalities, convergence was, on average, lowest for nonverbal and paraverbal 

behavior models (�̅�𝑟s = .13 & .19, respectively) and highest for the combination models (�̅�𝑟 = .35). 

However, LIWC, topic, n-gram, and DistilBERT models each had similar levels of convergence 

(�̅�𝑟s = .34, .34, .33, & .33, respectively). For GMA and verbal ability, convergence was highest for 

the combination model (𝑟𝑟  = .35 & .40, respectively), although n-gram models had similar 

convergence with GMA (𝑟𝑟 = .34), and the LIWC Plus, topic, n-gram, and DistilBERT models each 

had similar levels of convergence with verbal ability (𝑟𝑟s = .37, .39, .39, & .38, respectively). The 

highest convergence with GMA was lower than the accuracy of ability predictions in Kosinski et 

al. (2013), while the highest convergence with verbal ability was .01 higher. 

Self-reports of IQ were least accurately modeled, suggesting that they were least related to 

interview performance. LIWC Plus models predicted self-reported IQ most accurately (r = .24). 

Interviewer-rated intellect was most accurately modeled, suggesting it was most related to 

interview performance. DistilBERT modeled interviewer-rated intellect most accurately (r = .57), 

although the remaining verbal behavior modalities were near .50 (ranging from .46 for n-gram 

models to .52 for LIWC Plus and topics). The convergence of interviewer-rated intellect compares 

favorably with the convergence observed in prior studies of AVI personality assessments (e.g., 

Hickman, Bosch, et al., 2021), where only conscientiousness and extraversion model predictions 

ever exhibited convergence exceeding .50. Considering the low convergence of self-reported IQ, 

nonverbal, and paraverbal behavior models, they are not further analyzed (although the nonverbal 

and paraverbal behaviors are still analyzed in the lens model). 

Convergence with similar measures. Research question 2b regards whether convergence 

is higher with the measure the model was designed to assess than with other measures of ability. 

Table 7 summarizes these results for the accurate modalities (i.e., excluding nonverbal and 

paraverbal behaviors) in the first four columns under the subheading with other measures (means). 

For GMA, only the n-gram and combination model predictions converged more highly with GMA 

than verbal ability test scores (rGMA – rverbal = .03 in both cases). The remaining three modalities’ 

GMA predictions converged more strongly with verbal ability than GMA test scores (rGMA – rverbal 

= -.05 or  -.06.  The GMA predictions  never converged more strongly with GMA test scores than 
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with interviewer-rated intellect, but the n-gram and combination model GMA predictions 

converged as highly with GMA test scores as interviewer-rated intellect (rs = .34 & .35, 

respectively).  

For verbal ability, every modality’s predictions converged more highly with verbal ability 

than with GMA test scores (rverbal - rGMA = minimum .14 [n-grams], maximum .18 [topics]). 

However, only the topics, n-grams, and the combination model predictions converged more highly 

with verbal ability than with interviewer-rated intellect (rverbal – rintellect = .01, .03, & .02, 

respectively).  

For interviewer-rated intellect, every modality’s predictions converged more highly with 

interviewer-rated intellect than GMA (rintellect – rGMA range: .23 [n-grams] to .31 [DistilBERT]) or 

verbal ability (rintellect – rverbal range: .15 [LIWC Plus] to .23 [DistilBERT]) test scores. Together, 

this evidence suggests that the GMA predictions have the weakest construct convergence and 

discrimination evidence relative to the verbal ability and intellect predictions. 

Research question 2c regards the convergence between the ML model predictions and 

proxies for ability, or external convergence. In particular, this convergence can be compared to the 

convergence of the observed variables. Table 7 reports this information in the final four columns 

under the with other measures (means) subheading—first for the observed variables, then for the 

five sets of predictions.  

In nearly all cases, the GMA and verbal ability predictions exhibited decreased correlations 

with self-reported intelligence, SAT math and verbal scores, ACT scores, and college GPA 

compared to the GMA and verbal ability test scores. The one exception is that topics GMA models 

were more strongly correlated with college GPA than GMA test scores. DistilBERT models 

exhibited the largest attenuation. On average, DistilBERT GMA model predictions exhibited 

correlations with these variables that were .134 lower than GMA test scores, and DistilBERT 

verbal ability model predictions exhibited correlations that were .168 lower than for verbal ability 

test scores. The combination model predictions exhibited the least attenuation—the GMA 

correlations dropped, on average, .086 and the verbal ability correlations dropped, on average, .128. 

On the other hand, on average, the intellect predictions exhibited increased correlations 

with self-reported intelligence, SAT math and verbal scores, ACT scores, and college GPA. On 

average, the combination intellect model predictions exhibited correlations that were .046 higher  
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than the observed interviewer-rated intellect scores. All other modalities exhibited increases of .03 

or .04 (topics).  

Overall, the convergence between the predicted values and self-reported intelligence, SAT 

math and verbal scores, ACT scores, and college GPA was highly similar across the three variables. 

For example, in the combination models, GMA predictions converged, on average, r = .22 with 

those proxies; verbal ability predictions converged, on average, r = .23 with those proxies; and 

intellect predictions converged, on average, r = .24 with those proxies. 

Construct discrimination and MTMM analysis. Research question 3a regards whether 

AVI ability assessments exhibit discriminant evidence of validity when correlated with other 

AVI assessments—both for ability and personality. In other words, do AVI ability measures 

correlate lowly with measures of other constructs. As summarized in Table 7, GMA and verbal 

ability test scores correlated r = .43, while GMA test scores correlated with interviewer-rated 

intellect r = .24, and verbal ability scores correlated with interviewer-rated intellect r = .32. 

These three correlations averaged r = .33. For the predicted values, the average discriminant 

correlations among the three predictions were highest for DistilBERT (𝒓𝒓� =  .75) and LIWC Plus 

models (𝒓𝒓� =  .74), while the average discriminant correlations were lowest for n-grams (𝒓𝒓� =  .57) 

and the combination model (𝒓𝒓� =  .59). In other words, all ability predictions are intercorrelated 

more than the observed variables, but predictions from some modalities are more intercorrelated 

than others.  

Another consideration is whether the ability predictions exhibit discriminant relations with 

the personality predictions. Table 8 summarizes this evidence using Woehr et al.’s (2012) MTMM 

indices. The indices were calculated by treating each ability assessment separately, isolating only 

correlations relevant to the focal model’s characteristics. To do so, C1 was calculated by 

correlating ability predictions with the measure the model was trained to predict. D1 was calculated 

by subtracting the heterotrait-heteromethod correlations (i.e., the average correlation between 

ability predictions and interviewer ratings of the Big Five traits) from C1. D2 was calculated by 

subtracting the average heterotrait-monomethod correlations (i.e., the average correlation between 

ability predictions and Big Five predictions, as well as between ability scores and Big Five ratings) 

from C1. Following Hickman, Bosch, et al. (2021), D2a was calculated by subtracting only the 

predicted heterotrait-monomethod correlations from C1. MV was calculated by subtracting D1’s 
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heterotrait-heteromethod correlations from D2’s heterotrait-monomethod correlations. MVa was 

calculated using only the predicted heterotrait-monomethod correlations from D2a.  

Table 8. Multitrait-Multimethod Statistics by Ability for High Performing Modalities 

_____________________________________________________________________________________________ 

  C1 D1 D2 D2a MV MVa 
_____________________________________________________________________________________________ 

LIWC Plus       

 GMA .23 .04 -.01 -.19 .05 .23 

 Verbal ability .37 .12 .05 -.16 .07 .28 

 Intellect .52 .26 .03 -.09 .24 .35 

Topics       

 GMA .25 .08 .02 -.14 .06 .22 

 Verbal ability .39 .18 .09 -.11 .09 .29 

 Intellect .52 .25 -.01 -.15 .26 .40 

n-Grams       

 GMA .34 .20 .19 .11 .01 .08 

 Verbal ability .39 .22 .16 .03 .06 .18 

 Intellect .46 .19 -.02 -.12 .21 .31 

DistilBERT       

 GMA .21 -.02 -.12 -.38 .09 .35 

 Verbal ability .38 .13 .04 -.19 .09 .32 

 Intellect .57 .28 -.11 -.11 .24 .38 

LIWC Plus & n-Grams       

 GMA .35 .20 .19 .10 .01 .10 

 Verbal ability .40 .22 .16 .03 .06 .19 

 Intellect .49 .21 .01 -.10 .21 .31 
_____________________________________________________________________________________________ 

Note. Calculated separately for each type of ability measure (i.e., GMA, verbal ability, and interviewer-rated intellect). 

For construct discrimination, interviewer-reported Big Five traits and automatically scored Big Five traits are used. 

C1 = convergence between predicted and observed values for the focal variable. D1 = C1 – the average correlation 

between predicted ability and interviewer-rated personality traits. D2 = C1 – the average correlation between 

(predicted ability and predicted personality as well as observed ability scores and interviewer-rated personality traits). 

D2a = C1 – the average correlation between predicted ability and predicted personality. MV = the second component 

of D2 minus the second component of D1. MVa = the second component of D2a minus the second component of D1. 

  



 

69 

C1 was highest, on average, for the combination model (C1���� = .41), although DistilBERT 

exhibited the highest convergence for interviewer-ratings of intellect (C1 = .57). Regarding GMA 

models, D1 averaged .10 and ranged from -.02 (DistilBERT) to .20 (n-grams and the combination 

model). D2 average .05 and ranged from -.12 (DistilBERT) to .19 (the combination model). D2a 

averaged -.10 and ranged from -.38 (DistilBERT) to .10 (n-grams and the combination model). 

MV averaged .04 and ranged from .01 (n-grams and the combination model) to .09 (DistilBERT). 

MVa averaged .20 and ranged from .08 (n-grams) to .35 (DistilBERT).  

For verbal ability models, D1 averaged .17 and ranged from .12 (LIWC Plus) to .22 (n-

grams and the combination model). D2 averaged .10 and ranged from .04 (DistilBERT) to .17 (n-

grams). D2a averaged -.08 and ranged from -.19 (DistilBERT) to .03 (n-grams and the combination 

model). MV averaged .07 and ranged from .06 (n-grams and the combination model) to .09 (topics 

and DistilBERT). MVa averaged .25 and ranged from .18 (n-grams) to .32 (DistilBERT). 

For interviewer-rated intellect models, D1 averaged .24 and ranged from .19 (n-grams) 

to .28 (DistilBERT). D2 averaged -.02 and ranged from -.11 (DistilBERT) to .03 (LIWC Plus). 

D2a averaged -.11 and ranged from -.15 (topics) to -.09 (LIWC Plus). MV averaged .23 and ranged 

from .21 (n-grams and the combination model) to .26 (topics). MVa averaged .35 and ranged 

from .31 (n-grams and the combination model) to .40 (topics). Considering that DistilBERT 

models exhibited such poor construct discrimination, I do not further analyze them. 

Research Question 3b regards whether the algorithmic ability assessments exhibit expected 

discriminant relationships with self-reported Big Five traits. First, I consider the characteristics of 

the self-reports themselves. Self-reports of IQ were largely independent of self-reported Big Five 

traits (rs ranging from -.05 to .03). Meta-analytic results suggest that self-reported Big Five traits 

are largely independent of ability (e.g., Schilling et al., 2021).  

Here I summarize discriminant results for the combination model, considering that it had 

the best convergent and discriminant evidence according to the MTMM indices. For the GMA 

model, the strongest correlation with self-reports was with self-reported IQ (r = .19). The 

correlations between GMA predictions and Big Five traits ranged from -.03 (openness) to .01 

(emotional stability). Considering the verbal ability model, the strongest correlation with self-

reports was with self-reported IQ (r = .21). The correlations between verbal ability predictions and 

Big Five traits ranged from -.03 (emotional stability) to .06 (conscientiousness). Considering the 

intellect model, the strongest correlation with self-reports was with self-reported IQ (r = .24). The 
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correlations between intellect predictions and Big Five traits ranged from -.00 (agreeableness) 

to .05 (emotional stability).  

Research Question 3c regards whether the algorithmic ability assessments exhibit expected 

discriminant relationships with interviewer-rated Big Five traits and hireability. First, I consider 

the characteristics of the interviewer ratings themselves. Interviewer ratings of conscientiousness, 

intellect, and hireability were highly correlated (�̅�𝑟 = .72). The remaining correlations with ratings 

of hireability ranged from .37 (extraversion) to .51 (agreeableness), and the remaining 

intercorrelations among intellect and Big Five trait ratings averaged .29 and ranged from .13 

(emotional stability – openness) to .39 (conscientiousness – openness). Therefore, we would 

expect the highest discriminant correlations to be with conscientiousness and hireability and for 

the remaining discriminant correlations to be lower. Additionally, openness is often correlated with 

ability because openness involves one’s propensity to engage in intellectual tasks and abstract 

thinking. 

Here I summarize such results for the combined model, as presented in Table 9. 

Considering first the GMA models, all correlations with interviewer ratings were lower than C1 

except for intellect, where r = C1 = .35. The highest correlations with the remaining interviewer 

ratings were with conscientiousness (r = .29) and hireability (r = .28). The correlations with the 

remaining ratings averaged .12 and ranged from .08 (agreeableness) to .17 (openness). 

Considering the verbal ability models, all correlations with interviewer ratings were lower 

than C1. The highest correlations with interviewer ratings were for intellect (r = .38), hireability 

(r = .34), and conscientiousness (r = .30). The correlations with the remaining ratings averaged .15 

and ranged from .11 (agreeableness) to .23 (openness).  

Considering the intellect models, the remaining correlations with interviewer ratings were 

lower than C1. The highest correlations with the remaining interviewer ratings were with 

hireability (r = .45) and conscientiousness (r = .42). The correlations with the remaining ratings 

averaged .24 and ranged from .13 (agreeableness) to .32 (openness). Overall, the models exhibited 

expected intercorrelations with self-reports and interviewer-ratings. 
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____________________________________________________________________________________________________________ 

  1 2 3 4 5 6 7 8 10 11 12 

____________________________________________________________________________________________________________ 

Combination Model            

 1.  GMA            

 2.  Verbal .61           

 3.  Intellect .50 .64          

 4.  Extraversion .21 .33 .59         

 5.  Agreeableness .07 .26 .38 .33        

 6.  Conscientiousness .44 .54 .84 .58 .43       

 7.  Emotional Stability .19 .28 .50 .21 .35 .41      

 8.  Openness .32 .44 .62 .70 .44 .63 .22     

Ability Scores            

 9.  GMA .35 .25 .24 .08 .07 .21 .12 .12    

10. Verbal .32 .40 .31 .13 .12 .26 .12 .21 .43   

11. Self-rated IQ .19 .21 .24 .13 .01 .17 .08 .09 .30 .30  

12. Intellect .35 .38 .49 .33 .16 .45 .32 .35 .24 .32 .19 

Interviewer Ratings            

 Extraversion .09 .13 .28 .42 .18 .27 .15 .34 .00 .02 .14 

 Agreeableness .08 .11 .13 .17 .23 .15 .18 .21 .00 .08 .00 
____________________________________________________________________________________________________________ 
 

Table 9. Nested Cross-Validation Correlation Matrix for the LIWC Plus and n-Grams Combination Model 
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Table 9 continues 

____________________________________________________________________________________________________________ 

  1 2 3 4 5 6 7 8 10 11 12 

____________________________________________________________________________________________________________ 

 Conscientiousness .29 .30 .42 .29 .20 .45 .23 .34 .18 .21 .17 

 Emotional Stability .13 .13 .22 .12 .16 .18 .40 .10 .07 .09 .06 

 Openness .17 .23 .32 .33 .22 .31 .14 .42 .10 .15 .10 

 Hireability .28 .34 .45 .35 .25 .42 .32 .37 .16 .23 .16 

Self-Reports            

 Extraversion -.01 .00 .04 .06 .07 .06 .06 .03 .02 -.08 -.05 

 Agreeableness -.01 -.02 .00 .00 .07 .01 .06 .01 .01 -.04 .00 

 Conscientiousness .00 .06 .04 .01 .02 .04 .06 .00 .07 .06 .03 

 Emotional Stability .01 -.03 .05 .09 .04 .06 .09 .02 .09 -.01 .01 

 Openness -.03 .05 .01 -.02 .03 .01 .04 -.02 .06 .09 .01 
____________________________________________________________________________________________________________ 

Note. Calculated by averaging together the correlation matrices from each test fold. Suppressed columns are in Table 3. 
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Group differences and bias. Table 10 reports a) the GMA test scores, verbal ability test 

scores, and intellect ratings broken down by race and gender (upper section), and b) the 

combination model’s GMA, verbal ability, and intellect predictions broken down by race and 

gender (lower section) to address RQ 4a. Considering race/ethnicity, in the observed values, Black 

and African American participants scored lowest on average on all three measures, while Whites 

scored highest on GMA and verbal ability, and Indians were rated highest on intellect (several 

groups, including Native Hawaiian or Pacific Islander, American Indian or Alaska Native, Middle 

Eastern, and African were not included in this analysis due to small N, ranging from 2 to 16). The 

Black-White ds were the largest and ranged from -.42 (intellect) to -.77 (GMA and verbal ability), 

and the Hispanic-White differences were also sizeable, ranging from -.25 (verbal ability) to -.36 

(GMA). Men scored slightly higher than women on average on GMA (d = -.07), while women 

scored slightly higher than men on verbal ability (d = .06) and intellect (d = .01).  

In the predicted values from the ML models, Black and African American participants 

again scored lowest on all three measures. Whites again scored highest on verbal ability. Differing 

from the observed data, Indians scored highest on GMA and tied with Whites for the highest 

average intellect scores. Black-White differences increased slightly in the predicted values (Δds 

ranging from -.04 to -.06 [GMA and intellect]), as did East Asian-White differences (Δds ranging 

from -.03 [intellect] to -.06 [verbal ability]). On the other hand, Hispanic-White differences 

decreased (Δds ranging from .05 [verbal ability] to .24 [intellect]), and Indian-White differences 

decreased with Indians now scoring higher than Whites on GMA, d changing to -.07 for verbal 

ability, and Indians no longer scoring higher than Whites on intellect. Gender differences were 

reduced for GMA in the predicted values (Δd = .06) but increased for verbal ability (Δd = .11) and 

intellect (Δd = .13).  

Table 11 reports the convergence between observed and predicted ability scores by race 

and gender to address RQ 4b. For each variable, the predictions were most accurate for Black and 

African American interviewees (rGMA = .48; rverbal = .45; rintellect = .55). Accuracy varied most 

widely for GMA, with predictions being least accurate for Indians (r = .23). Verbal ability 

predictions were least accurate for Whites (r = .33), and intellect predictions were least accurate 

for women (r = .45). However, no pairwise correlations were significantly different at p < .05 when 

using Fisher’s r-to-z transformation. 

  



 

74 

                                  

 
 
_____________________________________________________________________________________________________________________ 

 East Asian Black Hispanic Indian White Women Men 

Observed Scores  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD) 

_____________________________________________________________________________________________________________________ 

GMA 8.47 (3.26) 6.23 (2.95) 7.39 (3.25) 8.02 (3.28) 8.54 (3.06) 8.10 (3.17) 8.33 (3.34) 

Verbal Ability 18.42 (7.56) 14.89 (6.93) 18.35 (8.37) 18.02 (8.15) 20.34 (7.26) 19.20 (7.54) 18.75 (7.65) 

Intellect 5.49 (.61) 5.19 (.80) 5.33 (.59) 5.62 (.64) 5.50 (.67) 5.47 (.66) 5.46 (.68) 

_____________________________________________________________________________________________________________________ 

 East Asian-White Black-White Hispanic-White Indian-White  Women-Men  

 Cohen’s d Cohen’s d Cohen’s d Cohen’s d   Cohen’s d  

_____________________________________________________________________________________________________________________ 

GMA -.02 -.77 -.36 -.16  -.07  

Verbal Ability -.26 -.77 -.25 -.30  .06  

Intellect -.02 -.42 -.27 .18  .01  

_____________________________________________________________________________________________________________________ 

 East Asian Black Hispanic Indian White Women Men 

Predicted Values Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) 

_____________________________________________________________________________________________________________________ 

GMA 8.25 (1.24) 7.16 (1.40) 8.14 (1.25) 8.47 (1.26) 8.34 (1.45) 8.19 (1.42) 8.21 (1.35) 

Verbal Ability 18.66 (3.55) 17.00 (3.33) 19.06 (3.62) 19.56 (3.03) 19.79 (3.55) 19.40 (3.66) 18.82 (3.27) 

Intellect 5.48 (.35) 5.32 (.36) 5.49 (.37) 5.50 (.32) 5.50 (.39) 5.49 (.37) 5.44 (.37) 
_____________________________________________________________________________________________________________________ 

 

Table 10. Ability Scores Analyzed by Race and Gender for the Observed Values and Combination Model 
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Table 10 continues 

_____________________________________________________________________________________________________________________ 

 East Asian-White Black-White Hispanic-White Indian-White  Women-Men  

 Cohen’s d Cohen’s d Cohen’s d Cohen’s d   Cohen’s d  

_____________________________________________________________________________________________________________________ 

GMA -.07 -.83 -.15 .10  -.01  

Verbal Ability -.32 -.81 -.20 -.07  .17  

Intellect -.05 -.48 -.03 .00  .14  
_____________________________________________________________________________________________________________________ 

Note. East Asian N = 171; Black N = 56; Hispanic N = 54; Indian N = 44; White N = 364; Women N = 465; Men N = 262. 
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Table 11. Correlational Accuracy of Ability Predictions by 
Race and Gender for the Combination Model 

_________________________________________________ 

 GMA Verbal Ability Intellect 
_________________________________________________ 

Overall .35 .40 .49 

East Asian .26 .44 .48 

Black .48 .45 .55 

Hispanic .42 .41 .46 

Indian .23 .34 .48 

White .33 .33 .49 

Women .35 .41 .51 

Men .37 .37 .45 
_________________________________________________ 

Note. No correlations are significantly different at p < .05 

using Fisher’s r-to-z transformation, but power is very limited 

for all ethnic comparisons. 

Cross-Sample Cross-Validation (Sample 2) 

As an additional step in investigating the psychometric properties of algorithmic ability 

assessments, I trained models on the full set of participants in the main sample and then applied 

those models to assess ability at both time points in the test-retest sample.  

Split-half reliability. To address Research Question 1b, Table 12 reports the split-half 

reliability (rxx’) of the algorithmic ability assessments made at Time 1. For GMA, split-half 

reliability averaged .25 and ranged from .23 (n-grams) to .27 (the combination model). For verbal 

ability, split-half reliability averaged .35 and ranged from .26 (n-grams) to .46 (LIWC Plus). For 

intellect, split-half reliability averaged .47 and ranged from .22 (topics) to .58 (the combination 

model). 
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Test-retest reliability. To address Research Question 1c, Table 12 reports the test-retest 

reliability (rtt) of the algorithmic ability assessments. For GMA, test-retest reliability averaged .40 

and ranged from .27 (n-grams and the combination model) to .59 (topics). For verbal ability, test-

retest reliability averaged .56 and ranged from .50 (n-grams) to .64 (LIWC Plus). For intellect, 

test-retest reliability averaged .55 and ranged from .44 (topics) to .65 (LIWC Plus). The values for 

verbal ability and intellect are similar to, but slightly smaller than, the most optimistic test-retest 

reliability estimates reported for AVI personality assessments by Hickman et al. (2021). In all 

cases, test-retest reliability was equal to or larger than split-half reliability. 

Cross-sample convergent evidence. Next, I investigated the validity evidence of the 

ability assessments in Sample 2. To do so, I averaged together the two GMA and verbal ability 

test scores and predictions for GMA, verbal ability, and intellect made at Times 1 and 2. This 

evidence is summarized in Table 12. First, it appears that the topics models did not work correctly 

when moving to the test-retest sample. The topics were generated in the main sample, but the topic 

model does not appear to be robust and generalizable to the test-retest sample. This may be because 

the participants in the main sample tended to be older and later in their undergraduate studies than 

the participants in the test-retest sample. The age difference may have resulted in different topics 

being emphasized in their responses, since participants in the test-retest sample have few 

workplace experiences to draw on in their responses. As a result, I do not further investigate the 

topics models. 

The test-retest sample does not have interviewer ratings, so I focus on the convergence 

between ability predictions, ability test scores, and similar measures. To address Research 

Questions 2a and 2b, I summarize the convergence between the average of the two predictions and 

ability test scores. For GMA, predictions converged, on average, .21 with GMA test scores and .27 

with verbal ability test scores. Only the LIWC Plus model predictions converged more highly with 

GMA than with verbal ability, but the difference in correlation was only .01. The verbal ability 

predictions converged, on average, .40 with verbal ability test scores and .20 with GMA test scores. 

All the model predictions of verbal ability converged more highly with verbal ability than GMA, 

with differences ranging from .22 (the combined model) to .20 (LIWC and n-grams). The intellect 

predictions converged, on average, .23 with GMA and .36 with verbal ability. In the n-gram and 

combination models, the intellect predictions converged more highly with GMA test scores than 

the GMA predictions did. 
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Table 12. Cross-Sample Reliability, Convergent, and Discriminant Evidence of Validity (Combination Model) 

_____________________________________________________________________________________________ 

Reliability  Convergence 

_____________________________________________________________________________________________ 

          Self-Reported IQ 

  rxx' rtt GMA Verbal SAT Verbal SAT Math ACT Time 1 Time 2 
_____________________________________________________________________________________________ 

LIWC Plus          

 GMA .25 .45 .28 .27 .30 .27 .34 .22 .21 

 Verbal .46 .64 .17 .37 .29 .11 .32 .23 .24 

 Intellect .56 .65 .22 .39 .32 .22 .40 .28 .25 

n-Grams          

 GMA .23 .27 .17 .26 .16 .18 .35 .20 .20 

 Verbal .26 .50 .21 .41 .29 .14 .28 .18 .16 

 Intellect .53 .53 .23 .33 .27 .21 .37 .21 .18 

Topics          

 GMA .25 .59 .08 .07 -.01 -.05 -.18 -.06 -.06 

 Verbal .34 .53 .01 .03 -.04 -.01 -.12 -.06 -.09 

 Intellect .22 .44 .04 .04 .00 -.05 -.17 .00 -.00 

LIWC Plus & n-Grams          

 GMA .27 .27 .19 .27 .21 .20 .37 .22 .22 

 Verbal .33 .56 .21 .43 .31 .14 .30 .19 .17 

 Intellect .58 .59 .23 .35 .29 .22 .38 .22 .20 
_____________________________________________________________________________________________ 

Note. Convergence calculated by averaging the time 1 and time 2 scores for GMA, Verbal ability, GMA predictions, 

and Verbal ability predictions, then correlating the same-trait scores. rxx' is split-half reliability, calculated by making 

predictions on the Time 1 behavior from the odd numbered questions and even numbered questions separately, then 

correlating those two predictions. rtt is test-retest reliability, calculated by making predictions on the Time 1 and Time 

2 responses separately, then correlating those two predictions. 
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To address Research Question 2c, I examine the convergence between the average of the 

two ability predictions and proxies for ability. The correlations between the GMA and verbal 

ability predictions and proxies for ability were again substantially attenuated compared to the 

observed correlations. Whereas GMA test scores and verbal ability test scores correlated at 

least .50 with SAT math and SAT verbal scores, respectively, the average of the two predictions 

converged, at most, .31 with SAT verbal (the combination verbal ability model) and .27 with SAT 

math (the LIWC Plus GMA model). Similarly, the observed test scores converged with ACT 

scores at least r = .38, yet the largest correlation between GMA or verbal ability predictions and 

ACT scores was r = .37 (the combination GMA model).  

The intellect predictions exhibited stronger convergent correlations with SAT verbal and 

ACT scores than did either GMA or verbal ability predictions. The average of the LIWC Plus 

model’s intellect scores converged r = .32 with SAT verbal, r = .40 with ACT scores, and r = .27 

with self-reported IQ. In the combination models, GMA predictions converged, on average, r = .25 

with these proxies. Verbal ability predictions converged, on average, r = .23 with these proxies, 

and the intellect predictions converged, on average, r = .28 with these proxies. The convergence 

with proxies is slightly higher for GMA compared to the within-sample investigations (Δr = .03), 

the same for verbal ability (Δr = .00), and slightly higher for intellect (Δr = .04), but any increases 

may be due to the enhanced measurement reliability from averaging the two AVI assessments. 

Convergence with both ability test scores and proxies was actually highest, on average, for the 

LIWC Plus models in the test-retest sample. 

Brunswik Lens Model Analysis (Sample 1) 

Research Question 5a regards how ability relates to interviewee behavior in Sample 1. To 

investigate this, I draw on the Brunswik Lens model to illustrate the relationship between key 

behaviors, ability, and ability predictions in Figures 5-8. Figures 5 and 7 provide information about 

GMA, and Figures 6 and 8 provide information about verbal ability. The figures cannot contain 

all behaviors investigated since the present study included over 5,000 predictor variables across 

all modalities. Therefore, to help address Research Question 5a, Table 13 provides the 30 strongest 

correlations between behavior, GMA, and verbal ability test scores in Sample 1. For the lens model 

equations, a subset of approximately 250 behavioral cues most strongly correlated with GMA and 

verbal ability respectively were used in the calculations. 
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Figure 5. Brunswik lens model of GMA scores and interviewer-rated intellect. 



 

81 

      

 
      

Figure 6. Brunswik lens model of verbal ability scores and interviewer-rated intellect. 
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Figure 7. Brunswik lens model of GMA scores and combination model GMA predictions. 
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Figure 8. Brunswik lens model of verbal ability scores and combination model verbal ability predictions. 
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Table 13. Cues Most Strongly Related to GMA and Verbal Ability Test Scores 
________________________________________________________________ 

 GMA Verbal Ability 
________________________________________________________________ 

Cue r Cue r 

________________________________________________________________ 

Quantifiers .18 Topic 13 -.27 

project .18 Lexical Diversity .27 

it one -.16 of the .27 

Topic 15 .16 Present Focus -.22 

Common Verbs -.16 FORCAST .21 

of the .16 Words > 6 Letters .20 

work on .16 Topic 25 -.19 

that i could .16 i will -.19 

the main .16 Personal Pronouns -.19 

Personal Pronouns -.16 learn someth new -.19 

or just .15 Mean Syllables Per Word .19 

higher .15 someth new -.19 

part of .15 Assent SD -.19 

Auxiliary Verbs -.15 and so .18 

over the .15 thing .18 

we need .15 Function Words SD -.18 

and this was .15 Word Count .18 

specif .15 Topic 40 .17 

to make sure .15 Personal Pronouns SD -.17 

main .14 one of .17 

and a lot .14 consid .17 

2nd Person Pronouns SD -.14 Pronouns sd -.17 

project and .14 1st Person Singular Pronouns -.17 

Causation SD -.14 i was .16 

sort of .14 Common Verbs -.16 
________________________________________________________________ 
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Table13 continues 
________________________________________________________________ 

 GMA Verbal Ability 
________________________________________________________________ 

Cue r Cue r 

________________________________________________________________ 

FORCAST .14 Articles SD -.16 

Words > 6 Letters .14 2nd Person Pronouns SD -.16 

2nd Person Pronouns -.14 Analytical Thinking .16 

text .14 of a .16 

i would be .13 if i have -.16 
________________________________________________________________ 

Note. Italics indicates a stemmed n-gram. 

Environmental side of the lens. For GMA, 178 predictors were correlated r > |.10|. The 

strongest single correlation was with the quantifiers LIWC category (r = .18; example words 

include few, add, percent). The second strongest correlation was with the n-gram project (r = .18), 

and the fourth strongest correlation was with Topic 15 which includes the terms project, work, 

team, and internship (r = .16). Several LIWC categories were negatively related to GMA, including 

personal pronouns (r = -.16), auxiliary verbs (r = -.15), 2nd person pronouns (e.g., you, your; r = -

.14), perceptual processes (r = -.11), focus present (r = -.11), pronouns (r = -.12), you (r = -.14), 

and the standard deviation in the use of causation words (e.g., because, effect; r = -.14), 

interrogatives (r = -.12), informal language (r = -.11), and power drive (r = -.11). The FORCAST 

readability index and the use of words longer than six letters (a LIWC category) were both 

positively related to GMA (rs = .14), as were average word count and analytical thinking (rs = 

.13).  Additionally, although they fall outside the top 30 strongest correlations, facial action units 

14, 17, and 28, as well as facial expressions of anger, were all negatively correlated with GMA (-

.13 < rs < -.11).  

Additionally, some paraverbal behaviors were related to GMA but fell outside the top 30 

strongest correlations. The standard deviation of Mel-Frequency-Cepstral-Coefficients, which 

represents variation in volume and frequency, was correlated r = -.10 with GMA. On the other  
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hand, the means of jitter and shimmer, which represent variation in frequency and amplitude, 

respectively, were both positively correlated with GMA rs = .11.   

For verbal ability, 344 predictors were correlated r > |.10|. Verbal ability was positively 

correlated with lexical diversity, the FORCAST readability index, the use of words longer than six 

letters, and the mean number of syllables in words (rs = .27, .21, .20, and .19, respectively). 

Average word count across questions was also positively correlated with verbal ability (r = .18). 

Several topics were correlated with verbal ability. Topic 13 had the strongest negative correlation 

with verbal ability (r = -.27) and included terms such as I have, will, feel, have to, someth, and can. 

Topic 25 was negatively correlated with verbal ability (r = -.19) and included terms such as help, 

help them, to help, peopl, person, and ask. Topic 40 was positively correlated with verbal ability 

(r = .17) and included terms such as and so, so I, and then, that I, and I was. Several LIWC 

categories were negatively correlated with verbal ability, including focus present (e.g., today, is, 

now, r = -.22), personal pronouns (r = -.19), verbs (r = -.16), auxiliary verbs (r = -.15), focus future 

(r = .14), pronouns (r = -.13), perceptual processes (r = -.13), and social processes (r = -.13). 

Additionally, the standard deviation of the assent (agree, OK, yes, r = -.19), function words (r = 

-.18), personal pronouns (r = -.17), pronouns (r = -.17), I (r = -.17), articles (r = -.16), you (r = 

-.16), informal language (r = -.15), power drives (r = -.15), adjectives (r = -.14), and negator (r = 

-.13) categories were also negatively correlated with verbal ability. Several LIWC categories were 

positively correlated with verbal ability, including analytical thinking (r = .16), prepositions (r 

= .15), and quantifiers (r = .14). 

Few nonverbal or paraverbal behaviors were related to verbal ability. Action unit 17, which 

was negatively related to GMA, was also negatively related to verbal ability (r = -.11). The 

standard deviation of action unit 20, the lip stretcher, was negatively related to verbal ability (r = 

-.10). Jitter and shimmer were positively related to verbal ability (rs = .11 & .13, respectively). 

Speech rate was also positively related to verbal ability (r = .11). Overall, GMA and verbal 

behavior related primarily to differences in what was said and the characteristics of what was said, 

rather than how it was vocalized (i.e., paraverbal behaviors) or what the interviewee did while 

saying it (i.e., nonverbal behaviors).  
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Cue utilization. The Brunswik lens model facilitates an examination of both the match in 

cue ecology and cue utilization, as well as a visualization of the specific cues that were well utilized 

and those that were not, to address RQs 5b-5e. First, I use the Brunswik lens to explore four types 

of cues: 1) highly ecologically valid cues that were utilized by the rater; 2) highly ecologically 

valid cues that were not utilized by rater; and 3) invalid cues utilized by the rater (note, however, 

that invalid cues were not included when calculating the Brunswik lens equations). The intellect 

ratings are compared to the GMA and verbal ability environments (RQ 5b) in Figures 5 and 6 with 

15 representative behaviors. These two figures begin with valid cues utilized to judge intellect, 

then valid cues not utilized in those judgments, and finally, invalid cues used in those judgments. 

For example, FORCAST was a valid cue for both GMA and verbal ability and was correlated r = 

.32 with intellect ratings. Several n-grams related to GMA, such as text and price, and several n-

grams related to verbal ability, such as learn someth new, were not related to intellect judgments. 

Several invalid cues were utilized by raters as well, including inter utterance duration mean (i.e., 

the sum of time between utterances divided by the number of utterances, or average length of 

pauses), which was invalid for both GMA and verbal ability. Most other invalid cues utilized by 

interviewers, however, tended to be correlated at least r = .10 with the other ability measure. For 

example, although the n-gram research was only correlated r = .04 with GMA, it was correlated r 

= .12 with verbal ability. 

Figures 7 and 8 present the environmental and judgment sides of the lens for GMA and 

GMA predictions, and verbal ability and verbal ability predictions, respectively (RQ 5c). Overall, 

predicted values tended to utilize a greater proportion of the available valid cues than did 

interviewers. For example, the GMA predictions failed to use very few valid cues, with the n-gram 

text being one example. However, the GMA predictions also tended to be correlated with several 

invalid n-grams, such as some of the, we were, and well as. Additionally, although GMA 

predictions from the combined model did not include it as a predictor, inter utterance duration 

mean was negatively correlated with the predictions.  

Verbal ability predictions tended to be correlated with all the valid cues in the expected 

direction, although generally with stronger correlations than in the environmental side of the lens. 

For example, word count was more than twice as strongly related to verbal ability predictions than 

to verbal  ability test  scores.  Verbal ability predictions were also  correlated with several invalid  
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n-grams, including team, type, and differ. Additionally, although verbal ability predictions did not 

include it as a predictor, they were also negatively correlated with inter utterance duration mean. 

Lens model equations. Second, Table 14 provides the Brunswik lens statistics. G is the 

correlation between the predictions of the linear models of cue ecology and cue utilization and 

speaks to the validity of cue utilization (RQ 5d). G was highest for the two sets of ML models and 

lowest for the GMA – Intellect comparison. Because approximately 250 predictors were 

empirically selected for analysis based on their correlations with the respective test scores, 𝑹𝑹𝒆𝒆 (the 

upper limit of the environmental predictability), was very similar for GMA and verbal ability (i.e., 

.79 & .80, respectively). 𝑹𝑹𝒔𝒔 regards how consistently cues are utilized to judge interviewees (RQ 

5e), and both ML models were more consistent than the interviewers, with the verbal ability model 

being the most consistent. The 𝑹𝑹𝒔𝒔 value for intellect ratings suggests the upper limit on their 

predictability is .74. 𝑪𝑪 is non-zero when cues used by the judges were not included in the linear 

models and/or when cues irrelevant to the observer’s judgment were included in the linear models. 

Hence, some cues used by interviewers were not included in the linear models, and cues not used 

by the ML models, including nonverbals, paraverbals, and topics, were included in the linear 

models. Since the composite indices, 𝑮𝑮𝑹𝑹𝒆𝒆 and 𝑮𝑮𝑹𝑹𝒔𝒔, are partially a function of knowledge, they 

tended to be higher for the ML algorithms. The 𝑮𝑮𝑹𝑹𝒆𝒆 values suggest that more consistent judges 

could increase the convergence between intellect and GMA to .30 and between intellect and verbal 

ability to .40, while GMA predictions could converge as highly as .50 and verbal ability predictions 

as highly as .52. 
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Table 14. Brunswik Lens Model Analyses 

_____________________________________________________________________________________ 

 G Re  Rs C  ra GRe GRs 

_____________________________________________________________________________________ 

GMA – Interviewer-rated Intellect .38 .80 .74 .03 .24 .30 .28 

Verbal – Interviewer-rated Intellect .50 .79 .74 .08 .33 .40 .37 

GMA – GMA predictions .63 .80 .81 -.16 .35 .50 .51 

Verbal ability – Verbal ability predictions .66 .79 .86 -.16 .40 .52 .57 
_____________________________________________________________________________________ 

Note. Using the 251 and 249 predictors most strongly correlated with GMA and Verbal ability, respectively. 

G = matching index, or knowledge. Re = the upper limit of environmental predictability. Rs = the 

consistency with which judges execute decision rules. C = the correlation between the residuals of the two 

models. 𝑟𝑟𝑎𝑎 = achievement, or the correlation between observed and judged values. 𝐺𝐺𝑅𝑅𝑒𝑒 = the validity of a 

model created by replacing a judge with their strategy. 𝐺𝐺𝑅𝑅𝑠𝑠 = performance, or the rater’s contribution to 𝑟𝑟𝑎𝑎.  
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DISCUSSION 

The present study took several steps to advance our understanding of both AVIs and 

employment interviews. Prior studies of AVIs have focused on noncognitive predictors of job 

performance (e.g., personality). Moreover, research validating AVIs is still in its nascent stages 

and mainly focuses on convergent evidence of validity rather than holistically examining AVIs’ 

psychometric properties (e.g., reliability, discriminant-related validity evidence, bias, and content). 

This study aimed to investigate the reliability and validity of automated ability assessments, and 

to advance our understanding of how interview performance relates to both ability and ability 

judgments. To the extent that AVIs for assessing ability can be paired with AVI personality 

assessments, it may expand the utility of AVIs by enabling them to serve as a one-stop shop for 

assessing a range of important KSAOs. 

First, ML models were trained and tested using nested cross-validation to predict four 

operationalizations of ability using six different sets of predictors and a combination of two of the 

sets to investigate inter-algorithm reliability, convergent evidence of validity, discriminant 

evidence of validity, and potential bias. Inter-algorithm reliability was highest for the LIWC Plus 

models and lowest for the nonverbal behavior models, and in terms of measures, was highest for 

intellect and lowest for self-reported IQ. Convergence between ML model predictions and ground 

truth was strongest for the verbal behavior modalities, and predictions of intellect ratings were 

more accurate than predictions of GMA or verbal ability test scores. Convergence with the ground 

truth was at least as high as convergence with other measures of ability only for the n-gram and 

combination models. Regarding proxies for ability, the GMA and verbal ability predictions 

exhibited substantially attenuated correlations (i.e., standardized test scores and college GPA) 

compared to the test scores themselves. However, intellect predictions exhibited higher 

correlations with these proxies than did the ratings themselves. In both cases, convergence with 

proxies was highest for the combination model. The MTMM indices for construct discrimination 

and method variance were worst for DistilBERT models and best for the combination models, on 

average. Overall, ability predictions from the combination model exhibited expected 

intercorrelations with self-reports and interviewer-ratings. The combination model was most 

accurate as assessing  Black interviewees, yet the  lower accuracy in assessing some other groups  

  



 

91 

(e.g., Indians) may have disproportionately increased their scores relative to Black interviewees, 

thereby disadvantaging Black interviewees. 

Second, ML models were trained on the entirety of Sample 1 and used to assess participants 

in Sample 2. Split-half reliability was highest for LIWC Plus models, as expected, but was quite 

low for GMA. Similarly, test-retest reliability was highest for LIWC Plus models but was quite 

low for GMA for some modalities. When taking the average of the predicted scores from Times 1 

and 2 in Sample 2, GMA predictions did not converge more highly with GMA than verbal ability 

test scores, except for the LIWC Plus GMA model. GMA and verbal ability predictions again 

exhibited attenuated correlations with standardized test scores compared to the actual test scores. 

Intellect predictions converged more strongly with SAT and ACT scores than did either GMA or 

verbal ability predictions. 

Third, I used the Brunswik lens to investigate the cues related to ability and ability 

judgments. GMA and verbal ability were primarily related to verbal behavior, although they were 

both related to a few nonverbal and paraverbal behaviors. For example, verbal ability was 

positively related to speech rate. Overall, interviewers tended to ignore more valid cues and use 

more invalid cues than did the ML models. The GMA and verbal ability ML models had higher 

achievement and knowledge (in Brunswik lens parlance) compared to the intellect ratings, 

meaning they used cues more validly than interviewers. Additionally, the ML models were more 

consistent in their cue utilization compared to interviewers. However, as mentioned above, this 

did not prevent the models trained on intellect from being as valid in many aspects as the GMA 

and verbal ability predictions. 

Theoretical Implications 

The present study contributes to our understanding of the types of behaviors caused by 

ability, particularly in the interview context. Several findings support past theorizing regarding the 

relationship between ability and behavior. For example, personal pronouns, pronouns, and 

auxiliary verbs were negatively related to GMA and verbal ability. Additionally, analytical 

thinking, word count, and words longer than six letters were positively related to GMA and verbal 

ability. Pennebaker et al. (2014) argued that analytical thinking is related to ability and includes a 

negative weight for personal pronouns, impersonal pronouns, and auxiliary verbs, aligning well 

with the current findings. Additionally, Pennebaker and King (1999) and Robinson et al. (2013) 
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argued for the relationships that readability (e.g., FORCAST), word count, and long words have 

with ability and ability proxies. Observing these relationships in the present context speaks to a 

somewhat universal pattern of language related to ability across contexts. However, there were 

also findings specific to this study that do not reflect prior theorizing. For example, quantifiers 

were used more the higher one’s GMA and verbal ability, while perceptual processes were talked 

about less. Something that LIWC cannot measure—the extent to which one speaks about relevant 

experiences—appeared to be reflected with positive correlations for both GMA and verbal ability 

with n-grams relevant to the interview (e.g., project, work on, Topic 15) and involved less 

repetition of the words and phrases in the questions themselves (e.g., learn someth new, Topic 25). 

Further, a present focus was negatively related to GMA and verbal ability, as was a future focus 

to verbal ability, perhaps because the interview consisted largely of past behavioral questions that 

should elicit past-focused responses. Aligning with these findings, Pennebaker and King (1999) 

found that present-focused speech was negatively related to ability. It seems that greater ability 

leads to more complex, abstract thinking that is reflected in speech, as well as more appropriate 

and informative responses—results which, while not surprising, speak to the advantages granted 

to interviewees of higher ability. 

Construct validity is a persistent concern in employment interviews because method 

variance often contaminates the various constructs purportedly assessed (Hamdani et al., 2014). 

For example, interviewer ratings of intellect in the present study correlated r = .66 with 

conscientiousness ratings, yet even in selection settings where faking is likely present, 

conscientiousness only correlates ρ = .13 with ability (Schilling et al., 2021). One reason why 

construct discrimination in interviews may be poor is that ability is correlated with interview 

performance about as strongly as it is with job performance (Roth & Huffcutt, 2013). If, regardless 

of past experiences and suggested by the present study’s findings, interviewees with greater ability 

provide better answers, then interview ratings of other constructs are inherently contaminated with 

ability. If the influence of ability on behavior can be thoroughly studied in the interview, one 

possibility for the future of AVIs is to partial out the variance specific to ability in order to isolate 

variance relevant to the focal KSAOs important for the job. Doing so could help with developing 

interviews that score multiple, distinct KSAOs, but it will require more theoretical development 

regarding the influence of ability on interview performance. 
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Overall, ability was primarily related to verbal behavior in the interview, not paraverbal or 

nonverbal behaviors. It may be that the actions of recalling events or sitting under the watchful 

eye of a camera elicits similar paraverbal and nonverbal behaviors regardless of one’s ability. 

Indeed, it has long been suggested that there are many universal and habitual facial expressions, 

such as raising one’s eyebrows when trying to recall some fact or occurrence or depressing the 

corners of one’s mouth when anxious (Darwin, 1872; Duchenne, 1862). However, there were a 

few paraverbal and nonverbal behaviors that were related to ability. For example, jitter and 

shimmer, which are measures of low voice quality, were both negatively related to GMA and 

verbal ability. However, jitter and shimmer are sensitive to the tools and technologies used to 

capture the audio (Maryn et al., 2009). Considering this and the low strength of the relationships, 

this finding may be specific to the present study or even anomalous. On the other hand, finding 

that verbal ability related positively to speech rate aligns with prior research (Borkenau & Liebler, 

1995; Reynolds & Gifford, 2001).  

Regarding nonverbal behaviors, action unit 14, the chin raiser, was negatively related to 

both GMA and verbal ability. The chin raiser gives the appearance of a frown, a common 

expression during extended periods of concentration (Darwin, 1872) and during feelings of anxiety 

and uncertainty (Bitti et al., 2014; Ozel, n.d.). Alternatively, the chin raiser can also be activated 

during controlled smiles (Matsumoto & Willingham, 2009), which may be more evident for 

interviewees who are less able to present natural looking facial expressions. Each theoretical 

explanation for the relationship between the chin raiser and ability during interviews aligns with 

the idea that greater ability gives advantages in managing the simultaneous attentional demands 

inherent during interviewing, since greater ability can afford one greater control over one’s self-

presentation while responding to novel stimuli.  

Regarding the Brunswik lens model, the present study raised some concerns about the 

theoretical underpinnings regarding cue utilization. Specifically, just because judgments are 

correlated with a behavior, does not mean that the judge actually used that behavior to make the 

judgment. For example, both GMA and verbal ability predictions from the combined model (i.e., 

LIWC Plus and n-grams) were correlated with inter utterance duration mean, a paraverbal behavior, 

even though the combined models did not include paraverbal behaviors as predictors. Clearly, the 

issues related to vicarious functioning—that when cues are highly intercorrelated, judges will have  
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difficulty validly choosing between them—also can affect whether the Brunswik lens model can 

provide clear insights regarding cue utilization. 

Practical Implications 

Automated interview research has extensive practical considerations since the COVID-19 

pandemic accelerated the use of video interviewing, whether automatic or not. Ensuring that such 

methods are reliable, valid, and unbiased is necessary to justify their adoption and avoid their being 

characterized as AI snake oil (e.g., Narayanan, 2019).  

Prior, similar research has considered internal convergence that meets or exceeds single 

rater reliabilities as adequate evidence to justify adopting ML systems to replace one or more 

human raters (Campion et al., 2016; Hickman, Bosch, et al., 2021). Attaining adequate 

convergence with the ground truth matters because it likely affects whether the correlations 

between the ground truth and other measures (e.g., job performance) pass through to the 

predictions. In the present study, single rater one-way random intraclass correlations, often referred 

to as ICC(1) and/or ICC(1, 1), were .27 for intellect ratings and .44 for extraversion and hireability 

ratings. Internal convergence for GMA models based on verbal behavior was slightly larger than 

the single rater reliability of intellect ratings, and convergence for verbal ability models was 

slightly lower than the single rater reliability of hireability ratings. Pairing this evidence with the 

fact that ML predictions exhibited attenuated external correlations compared to the observed test 

scores suggests that higher internal convergence is likely needed to justify adopting AVIs trained 

to model ability test scores. More reliable ability tests and/or larger training sample sizes may 

improve convergence in future studies. On the other hand, internal convergence for the intellect 

models far exceeded the single rater reliability of intellect ratings and were also larger than single 

rater reliability of hireability ratings. Additionally, the intellect models, at times, exhibited 

increased external convergent correlations compared to the observed scores, suggesting that 

convergence of .49 can be adequate for maintaining the validity of the ground truth measure. This 

evidence suggests that AVIs trained to model intellect ratings could be used to standardized and 

supplement pre-hire assessments. 

The consideration of adequate convergence with the ground truth suggests that the overall 

validity of ML-based assessments rests on two key factors. First, the validity of the ground truth 

measure—a more reliable and valid ground truth should improve the psychometric properties of 
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the predicted values. Second, how accurately the ground truth measure is modeled by the ML-

based assessment. Therefore, AVIs should both a) utilize reliable and valid measures as ground 

truth, and b) exhibit adequate convergence with ground truth measures.  

These patterns of validity evidence suggest the importance of going beyond accuracy in 

predicting the ground truth (i.e., internal convergence) when evaluating ML-based assessments. 

For example, many studies of AVIs go no further than investigating how accurately the ground 

truth was modeled, either via error rates (e.g., root mean squared error) or correlational accuracy 

(e.g., Pearson’s r; R2; for exceptions see Hickman, Bosch, et al., 2021; Naim et al., 2018). Such 

investigations provide only one small piece of evidence regarding the validity of AVIs, as 

convergence with the ground truth represents just the first step in evaluating ML-based 

assessments. The broader nomological network of ML-based assessments should be investigated, 

including evaluating convergence with other, similar measures and whether AVIs adequately 

discriminate among multiple constructs. Additionally, before deploying AVIs for selection, their 

criterion evidence of validity should be established.  

In the present study, models based on verbal behavior tended to be much more accurate 

than models based on paraverbal or nonverbal behavior (Table 6). These findings align with public 

sentiment and emerging practices in the field. Concerns have been raised to the Federal Trade 

Commission and Equal Employment Opportunity Commission regarding the legality of using 

facial recognition software to analyze nonverbal behavior (e.g., EPIC, 2018; Harris et al., 2018). 

Additionally, some vendors have emerged marketing chat-based automated interviews that use 

only text for analysis (Jayaratne & Jayatilleke, 2020), and some vendors are touting the use of only 

verbal behavior as predictors as more valid and defensible than including paraverbal and/or 

nonverbal behaviors (Caprino, 2021). As NLP methods continue to develop, language-based 

models will continue to grow in accuracy, and adding paraverbal and nonverbal behaviors appear 

to contribute little to the prediction of ability (although this may not be the case for all KSAOs). 

More broadly, ability primarily affects what interviewees say in an interview, but 

interviewers tend to use several paraverbal and nonverbal behaviors that may contaminate their 

assessments of interviewee ability. Such effects may persist regardless of the KSAO being 

assessed (e.g., DeGroot & Motowidlo, 1999). These findings illustrate the importance of following 

structured interview protocols with behaviorally anchored rating scales to help reduce the potential 

for interviewer biases and subjectivity to contaminate interview ratings (Campion et al., 1997). 
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Limitations and Future Work 

Several limitations in the present study inspire directions for future research. First, the 

present study drew on the Brunswik lens model to analyze aggregate judgments, as is commonly 

done in social psychology (e.g., Gifford, 1994). Therefore, the present application of the Brunswik 

lens model did not include idiographic investigations of individual raters. However, future research 

could benefit from exploring whether there is value in generating separate predictive models for 

each rater, as would traditionally be done during bootstrapping (Karelaia & Hogarth, 2008). Doing 

so, then aggregating scores from the separate models, may improve validity similar to how 

generating ML models for each item in a self-report scale and aggregating their scores can increase 

convergence (Hall & Matz, 2020). Additionally, this may help to mitigate problems caused by the 

inclusion of raters who are inconsistent in the application of their judgments, whether due to 

random error or bias. For example, lower quality raters may reduce both the reliability (i.e., 

intraclass correlations) and validity of ratings. By creating a model of their judgments, their 

judgment policies can be applied uniformly across participants, which may also enhance fairness. 

Second, although automatic transcription enhances ecological validity, doing so likely 

attenuates construct validity of the ML models. At times, visual inspection of transcripts makes it 

clear that many errors are being introduced when using automatic transcription, although some 

transcripts appear very accurate. This is a thorny issue for vendors of AVIs as well because 

transcript quality is likely associated with the quality of computer hardware and internet 

connection used, which may be systematically associated with socioeconomic status. In other 

words, the use of automatic transcription may cause systematic error, or bias, associated with 

socioeconomic status. This could systematically disadvantage the disadvantaged, yet we know 

little about how transcription accuracy relates to individual differences or AVI validity in 

ecologically valid contexts. Early automated video-based assessment research found that 

computerized transcription harmed validity (Biel et al., 2013), yet more recent research found that 

it did not (Muralidhar et al., 2018). However, that research was based on video resumes scrubbed 

from YouTube, so future work should investigate these effects for one-way interviews. 

Third, and related to the previous point, algorithmic bias continues to be a concern of ML-

based assessments. Mean-level differences in and of themselves do not indicate bias, yet any 

exacerbation of group differences by the ML models likely does. In the combination models’ 

predictions, Black-White differences were exacerbated slightly for all three operationalizations of 
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ability (∆𝑑𝑑���� = -.05), yet since Hispanics and Indians made gains relative to Whites in the predicted 

values, the Black-Hispanic (∆𝑑𝑑���� = -.26) and Black-Indian (∆𝑑𝑑���� = -.25) differences grew about five 

times more than the Black-White differences. However, these differences are specific to the 

algorithm used—Tables A1 and A2 report the same information in Tables 11 and 12 but for the 

random forest combination models. Black-White differences in the random forest predicted values 

decreased compared to the observed values (∆𝑑𝑑���� = .11). This suggests the importance of high inter-

algorithm reliability for obtaining similar results across trained models. Differing levels of 

accuracy across ethnicity may have contributed to these changes in the magnitude of mean 

differences, although no convergent correlations were significantly different in the present study. 

In the future, model selection should be driven by more than just convergence with the ground 

truth, and bias is one important consideration. Using ML for assessment holds the potential to 

enhance fairness and reduce bias (Kleinberg et al., 2018), yet work in this area is still in its 

preliminary stages (e.g., Yan et al., 2020). More research is needed on investigating legal, robust, 

and replicable methods of debiasing ML-based assessments. For example, it was recently proposed 

that creating balanced, matched samples of majority and minority interviewees in the training 

sample may help to reduce bias (Tay et al., 2021). However, it is unclear whether such techniques 

can be effective for addressing bias across more than two demographic groups. 

Fourth, the use of a non-applicant sample limits the study’s ecological validity. Compared 

to applicants, non-applicants may be less likely to provide responses that reflect their maximum 

performance. If so, then using applicant samples will likely enhance the resulting ML models' 

validity since both ability test scores and interview performance will reflect high effort responses 

that reflect the interviewee’s maximum performance. Some other elements of the study may have 

also limited the observed validity of the ML models, including the relatively short ability tests, 

mock interview, that the interview did not have multiple questions focused on eliciting ability, and 

the relatively small sample size (cf. Jayaratne & Jayatilleke, 2020). Similarly, using more 

situational instead of past behavioral questions may improve validity since some have argued that 

situational interviews are often merely verbally administered ability tests (Hunter & Hirsch, 1987), 

and some evidence supports the idea that situational interview scores are more strongly related to 

ability than past behavior interview scores (e.g., Day & Carroll, 2003; Kluemper et al., 2015). 

Using a sample of students also prevented the investigation of criterion evidence of validity—

evidence that is necessary to justify automated interview ability assessments for selection. 
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CONCLUSION 

The present study investigated the reliability and validity of algorithmic ability assessments 

in video interviews. Overall, predictions of GMA, verbal ability, and intellect had very similar 

patterns of relationships with proxies for ability, although intellect predictions had both higher 

reliability and worse construct discrimination compared to GMA and verbal ability predictions. 

Ability primarily affected what interviewees said in an interview, but interviewers used several 

paraverbal and nonverbal behaviors that may contaminate their assessments of interviewee ability. 

Such information and further work in this vein can help advance the reliability and validity of both 

algorithmic and traditional, face-to-face employment interviews. 
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_____________________________________________________________________________________________________________________ 

 East Asian Black Hispanic Indian White Women Men 

Observed Scores  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD) 
_____________________________________________________________________________________________________________________ 

GMA 8.47 (3.26) 6.23 (2.95) 7.39 (3.25) 8.02 (3.28) 8.54 (3.06) 8.10 (3.17) 8.33 (3.34) 

Verbal Ability 18.42 (7.56) 14.89 (6.93) 18.35 (8.37) 18.02 (8.15) 20.34 (7.26) 19.20 (7.54) 18.75 (7.65) 

Intellect 5.49 (.61) 5.19 (.80) 5.33 (.59) 5.62 (.64) 5.50 (.67) 5.47 (.66) 5.46 (.68) 
_____________________________________________________________________________________________________________________ 

 East Asian-White Black-White Hispanic-White Indian-White  Women-Men  

 Cohen’s d Cohen’s d Cohen’s d Cohen’s d   Cohen’s d  
_____________________________________________________________________________________________________________________ 

GMA -.02 -.77 -.36 -.16  -.07  

Verbal Ability -.26 -.77 -.25 -.30  .06  

Intellect -.02 -.42 -.27 .18  .01  
_____________________________________________________________________________________________________________________ 

 East Asian Black Hispanic Indian White Women Men 

Predicted Values Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) 
_____________________________________________________________________________________________________________________ 

GMA 8.14 (.42) 7.93 (.48) 8.13 (.47) 8.21 (.40) 8.21 (.49) 8.20 (.47) 8.09 (.47) 

Verbal Ability 18.87 (1.13) 18.35 (1.30) 18.90 (1.24) 19.13 (1.08) 19.16 (1.24) 19.10 (1.21) 18.78 (1.20) 

Intellect 5.44 (.15) 5.40 (.17) 5.44 (.17) 5.46 (.15) 5.4 (.17) 5.46 (.16) 5.43 (.17) 
_____________________________________________________________________________________________________________________ 

 

Table 15. Ability Scores Analyzed by Race and Gender for Random Forest Combination Models 
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Table 15 continues 

_____________________________________________________________________________________________________________________ 

 East Asian-White Black-White Hispanic-White Indian-White  Women-Men  

 Cohen’s d Cohen’s d  Cohen’s d Cohen’s d   Cohen’s d  

_____________________________________________________________________________________________________________________ 

GMA -.15 -.58 -.17 .00  .23 

Verbal Ability -.24 -.64 -.21 -.03  .27 

Intellect -.19 -.41 -.18 -.06  .18 

_____________________________________________________________________________________________________________________ 

Note. East Asian N = 171; Black N = 56; Hispanic N = 54; Indian N = 44; White N = 364; Women N = 465; Men N = 262. 
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Table 16.Correlational Accuracy of Ability Predictions by 
Race and Gender for Random Forest Combination 

_________________________________________________ 

 GMA Verbal Ability Intellect 
_________________________________________________ 

Overall .29 .40 .54 

East Asian .24 .36 .52 

Black .35 .47 .58 

Hispanic .14 .44 .52 

Indian .33 .30 .41 

White .29 .35 .56 

Women .32 .41 .56 

Men .27 .33 .52 
_________________________________________________ 

Note. No correlations are significantly different at p < .05 
using Fisher’s r-to-z transformation, but power is very limited 
for all ethnic comparisons. 
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APPENDIX B 

 
 
 
 
 
 
 
 

 

Figure 9. Histogram of GMA test scores in Sample 1. 
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Figure 10. Histogram of verbal ability test scores in Sample 1. 
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