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ABSTRACT

Social engineering attacks can have serious consequences when it comes to information

security. A social engineering attack aims at sensitive personal information by using person-

ality weaknesses and using manipulation techniques. [1 ] Because the user is often seen as

the weakest link, techniques like phishing, baiting, and vishing, and deception are used to

glean important personal information successfully. This article will analyze the relationship

between the environment and social engineering attacks. This data consists of 516 people

taking a survey. When it comes to discovering the relationship, there are two parts of the

analysis. One is a high-dimensional analysis using multiple algorithms to find a connection

between the environment and people’s behavior. The other uses a text analysis algorithm to

study the pattern of survey questions, which can help discover why certain people have the

same tendency in the same scenario. After combining these two, we might show how people

have different reactions when dealing with social engineering attacks due to environmental

factors.
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1. INTRODUCTION

1.1 Problem Statement

Social engineering is a technology using humans as the weakest link to get personal

information. Social engineers use lots of techniques to manipulate individuals to extract

sensitive information from them.[2 ] Even though people think they can detect the attack, the

truth is they often perform poorly when under attack. Often people are bad at recognizing

lies. Our paper will design several scenarios to test people’s behavior and collect certain

personal information to find a connection between them.

There are various definitions and lots of different models of social engineering attacks.

[1 ] There are direct attacks and indirect attacks in social engineering attacks. The direct

attack can divide into bidirectional communication attacks and unidirectional communica-

tion attacks. Indirect attacks are often using 3rd party mediums. Email, telephone, and

face-to-face communication are often used in bidirectional communication. Unidirectional

communication often uses SMS, Email, and paper mail. Finally, indirect communication

uses pamphlets, flash drives, and web pages to attack users.[3 ] Figure 1 shows the framework

of social engineering attacks.

1.1.1 Research question

• What impact do environmental factors have on user performance under social engi-

neering attacks?

• What might influence people’s choices other than ecological factors when under social

engineering attacks?

• Which environmental factors can influence participants performance against recogniz-

ing social engineering attacks.

To answer these questions above, this thesis collects survey results from 516 test-takers.

This survey has 22 questions about what degree people think a particular scenario can be a

social engineering attack. Some of the rest questions ask for personal information like age,
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gender, education level, annual income, etc. The others require users’ experience of social

engineering attacks, like how many times they ever fell victim to phishing. After collecting

the dataset, the main job is to analyze it. This paper will use machine learning algorithms and

text analysis algorithms to find the connection between environmental factors and people’s

behavior. Machine learning algorithms can help us analyze and display high-dimensional

data in the fastest way, and text analysis algorithms can distribute to the reason behind the

phenomenon.

1.2 Significance

To better understand this research’s significance, we need to discuss the situation of so-

cial engineering attacks. The problem of information security involves everyone. However,

leakages may still happen even without the help of high technology. This research mainly

focuses on vishing, phishing, and ad fraud scenario, which use human weakness only. Under

the circumstance of nowadays, everyone can be a victim of social engineering attacks. Who-

ever has a smartphone can get phone calls, emails, and can click on websites. Attackers can

use these techniques to trick people for personal information. For example, Mark receives a

call from someone claiming to work for his bank. The caller says that they have observed

Mark’s account’s suspicious behavior and lists several purchases totaling over 2000 made at

online sex shops. He claims that unless Mark proves his identity, he will be responsible for

the charges. The caller asks him to provide his account number, date of birth, and social

security number to verify his identity and remove his account bills. In this case, the caller

has a high possibility of being an attacker.

In a successful attack, attackers must first gain people’s trust, which means they need

to gather information early and then plan the attack. Information gathering is essential if

attackers want people to believe their identity. Attackers need to blend in with a credible

environment. A website can quickly get people’s trust in a fraud case using excuses like job

openings, coupons, and current events.[4 ]
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Even though people know social engineering attacks can have serious consequences, not

many researchers have addressed causes and solutions. There are several types of research

about what factors may affect people’s reactions to social engineering attacks.

But based on different datasets, the conclusion from other research can be different.[5 ]

and [6 ] have opposing opinions on whether gender is a significant determinant. But we can

say users’ characteristics can be a factor that influences the judgment of social engineering

attacks. [5 ] Many factors can affect personal behavior, like gender, education level, internet

and computer knowledge level, and security awareness. [5 ][7 ][8 ][9 ] Besides these factors, this

thesis will also discuss whether the geological location, time, income level, and computer

operating system influence people’s judgment. If we want to get reliable survey results from

the participants, it is necessary to use designed behavior to test their true thoughts. Because

sometimes, people don’t even know if they are under attack, which means the results can be

misleading if we only ask for phishing, vishing, and fraud directly.

1.2.1 Social engineering approach and framework

In the paper of [10 ]Ashish Thapar, social engineering is classified as computer-based and

human-based approach.

A social engineering attack is any act that influences a person to do things that may or

may not harm his or her interest. It can be divided into multiple vectors e.g. SMiShing,

Vishing, Phishing, and impersonation.[11 ] Phishing, Vishing, Spam email, popup window,

and interesting software are technology-based approach. Pretexting/impersonation, dump-

ster diving, spying, acting as technical expert, support staff, hoaxing, and authoritative voice

are non-technology-based approach. [10 ]

Vishing is voice phishing, which exploits victims’ trust by using telephone service. “

Vishing exploits the public’s trust in landline telephone services, which have traditionally

terminated in physical locations which are known to the telephone company, and associated

with a bill-payer.” [10 ] Most of the vishing attacks aims at tricking for personal and sensitive

financial information. During the pandemic period, according to the security magazine,

“The Federal Trade Commission says that since January 2020 until mid-April, they received
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18,235 reports related to COVID-19, and people reported losing 13.44 million dollars to

fraud.” (p. 1) [12 ] Phishing often uses email to pretend as a legitimate business. “The letter

usually contains a link to a fraudulent web page that looks legitimate with company logos

and content and has a form that may request username, passwords, card number or pin

details.” [10 ]

Spam emails also can be called junk emails, “unsolicited usually commercial emails sent

to a large number of recipients or posted in a large number of places”. [13 ] Spam email

maybe one of the most frequent social engineering attacks we face every day, since the spam

filter cannot work as we expect.

A social engineer often collects information from OSINT, which is open-source intel-

ligence. Through OSINT, engineers can gather personal information like phone number,

name, gender, and address. One thing to be clarified is that most of the time, OSINT does

not require high technology.

There are specific steps that social engineering attacks can follow. There are six core

phases in the social engineering attack framework: namely attack formulation, information

gathering, preparation, develop a relationship, exploit relationships, and debrief.[1 ] Commu-

nication, social engineer, target, medium, goal, compliance principles, and techniques are

essential features of social engineering attacks. In our survey, we designed several questions

to follow the steps of social engineering attacks. Steps are as follows: attack formulation,

information gathering, preparation, develop a relationship, exploit relationship, and debrief.

[1 ]

As [14 ] categorizes the phases of social engineering as research/information gathering,

hook/establishing relationship, play/exploitation, and exit/attack execution. The research/in-

formation gathering phase will target the eligible victims, design a reasonable plan, and

collect personal information from online source including social media.

The purposes of research are to gather victims’ background information, find the target,

and plan ahead of the identity. The phase of hook “aims to engage with the target, spin the

story, build a level of intimacy, and take control of the interaction.” (p. 9)[15 ] The phase

of play aims to “extract information and keep things going long enough to do so: maintain

charade, strengthen control of relationship, extract information”. And the final phase – exit
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aims to “close interaction, without arousing suspicion: bring charade to natural end, provide

target with reason to keep quiet, cover tracks”[15 ]

1.3 Scope

This study aims to analyze the impact of environmental factors on people’s response and

awareness of online fraud. Studies have shown that environmental factors will cause people

to have different security awareness behaviors on the Internet. Our research validates their

conclusions based on previous studies and tries to find new relationships between behaviors

and environmental factors. Regarding the actual influence of environmental factors on peo-

ple’s online behavior, the public has a preconceived impression. However, after this research,

we may be able to find that although some impression is correct, others may need to be

violated. I hope this research can arouse more people’s attention to the cultivation of cyber

security awareness.

1.4 Research design

According to the research that has examined how a user behaves towards security threats

and vulnerabilities, knowledge level, whether the environment is home or work, whether

he/she has been an online fraud victim before, and the career, these are all the factors

that can influence the human behavior. In consequence, this research includes the following

factors: age, sex, income, education level, whether work in IT related area, time spent on

computer at home/work, and whether he/she received cyber security education. In this

research, we want to discover that if there are environmental factors that influence human

behavior. In order to answer the research question, we designed a survey to collect data

from more than five hundred people, which have different background. Other than the

environmental factors, the questionnaire also asks for their opinion about one likely scam

scenario, and the experience about social engineering attack.

For research design, we designed questionnaire, collected data, cleaned data, analyzed the

data, and analyzed the text. By using Qualtrics tool and website we create and distribute

the questionnaire. After 500 people taking the survey, we get a 517-row and 141-column
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CSV file, including the geo-location, duration and status. For basic analysis, we operate

SPSS Statistics to find relationship between each column. Then we use machine learning

algorithms to find a deeper connection and visualize the results for a better view. Text

analysis we concentrate on question 18 to question 41, which you will find in the appendix.

The procedure of data analysis will be discussed in Chapter 4.

1.5 Assumptions

• Taking into account the differences in gender, education level, income level and work

field, we assume that people in different groups will have different safety awareness

and performance.

• Cyber security related courses can raise people’s online safety awareness.

• The structure of network fraud is actually traceable, and we can find a unified structure

for analysis.

• People who working or studying in Information Technology are better at recognizing

social engineering attacks.

• The ability of recognizing phishing, vishing and ad fraud can be trained.

1.5.1 Hypothesis

• Whether an individual ever had a virus on their machine cannotaffect SEA perfor-

mance.

• Whether an individual ever had a ransomware on their machine cannot affect SEA

performance

• Whether an individual’s account ever been hacked cannot affect SEA performance

• Whether an individual ever shared credentials for any password protected account

cannot affect SEA performance
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• Whether an individual ever been a victim of identity theft cannot affect SEA perfor-

mance

• Whether an individual ever lost money of any online or phone scam cannot affect SEA

performance

• Whether an individual ever been taught any computer science, cybersecurity or related

topics cannot affect SEA performance

1.6 Limitations

• Those under the age of 35 accounted for 60% of the test subjects, but those over the

age of 35 may be more likely to be scammed by the Internet. Therefore, we should

expand the amount of data over 35 years old.

• When we test whether everyone thinks a particular scene is a fraud, we can add a

procedure to ask people which keyword makes them aware of fraud. This allows a

more detailed understanding of the psychology of the tested users and the conditions

under which they can be more vigilant.

• Because this questionnaire completely relies on the user’s memory, some of the data

may not be completely accurate. Specifically, there may be situations where the user

was scammed before but did not realize it.

1.7 Delimitations

• This research will not over-test various ways of online fraud, but focus on three SEAs,

including vishing, fishing, and ad fraud.

• This research will not provide suggestions to prevent SEA but provide environmental

factors that may affect behavior.

• Rather than studying the structure of sea, we are more to provide a new research idea

for future research directions, that is, some keywords that may cause different reactions

from people.
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• Because there are endless ways of online fraud, people’s perception of the same kind

of fraud may change within a few months. We can conduct this research again in the

future, and there may be new discoveries.

17



2. LITERATURE REVIEW

2.1 Social engineering attacks definition

According to the report of FireEye about the security predictions 2021, spear phishing is

still one of the most popular techniques during nation-state threat activity. “An increasing

number of nation-state actors are focusing on intrusion techniques that don’t require any

victim interaction, such as exploiting web-facing applications and password spraying.” 2021

“Cybercrime as a whole has increased by 600 hundred of percent since the beginning of the

global pandemic.” (p. 2) , and it is believed that the amount of cybercrime will continue

to grow in 2021, work from home makes the residential area more vulnerable. [16 ] There

is study found that “from 2013 to 2017 the average cost of cyberattacks has increased by

62 percent” and cyberattacks may cost even more than natural disasters. (p. 1) [17 ] Social

engineering is an essential part of the cybersecurity and often at low cost, which can be

avoid by training. According to statistics, nearly 98 percent of cyber-attacks rely on social

engineering. Any individual or group can use social engineering methods to obtain public

or private information, and the legality varies according to actual operating conditions. [18 ]

These numbers show the importance of training awareness of social engineering attacks. By

understanding the techniques and method, it is worthy to train everyone about the cruciality

of protecting personal information. Although there are endless ways to be frauded, main-

taining a vigilant awareness is the easiest and most convenient way to reduce the probability

of being defrauded. [19 ] The concept of the social engineer has been popular since the last

century. Even though some people maybe not familiar with social engineering, they must

have been victims of social engineering which can also be called pre-texting, blagging, and

conning.

Users can use methods based on the principles of psychology, linguistics, behavior and

sociology without knowing it, to obtain valuable information from the target at a lower cost

without leaving easy Traces of being traced and forensic. Instead of breaking into a system,

social engineering involves getting information from a person. No matter how well-protected

the computer is, social engineers still can obtain personal information using psychological

tricks. [20 ] Social engineering can have multiple definitions, depending on where you sit. But
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one thing to be sure of is that human is the weakest link. Social engineering takes advantage

of people’s trust in protection and authenticity. [21 ] By interacting with victims, social

engineering attacks can achieve their goals without awareness of users. Social engineering

combines the computer science and psychology which makes this technology could cause

vital consequences with menial efforts. [15 ] Social engineering attacks make data breaches

much more common, since it is more low-technical than other methods of cybercrime. By

applying psychology into the technology, anyone can adopt the technique and achieve an

attack. Rather than using high-technical methods to breakthrough the computer firewall,

social engineering uses human as the weakest link to save lots of money and time. [15 ] Social

engineering attack is a technique with low cost and high reward, which makes it maybe one

of the most dangerous cybercrime forms. [22 ]

Social engineering is an important part of cyber security. Ira Winkler [23 ] states that

social engineering mainly talks about non-technical attacks [23 ]. In the book of McClure,

they define social engineering as “a description of techniques using persuasion and deception

to gain access to information system”. (p. 623) [24 ] “social engineering determines the target

and helps attackers devise applicable strategies for accessing, exploiting, and exfiltrating data

from target information systems.” Kevin[25 ] defines social engineering as “Using influence

and persuasion to deceive people by convincing them that the attacker is someone he is not,

or by manipulation. As a result, the social engineer is able to take advantage of people to

obtain information, or to persuade them to perform an action item, with or without the use

of technology.” [25 ]

When social engineering attacks want to influence people, there are mainly five psycholog-

ical principles applied, “including fear, diffusion of responsibility, the chance of ingratiation,

guilt, and overloading” (p.6)[26 ]. There are several principles that can be applied in social

engineering, when attackers want to manipulate victims subconsciously. 1. People tends to

offer a favor when receive one. 2. People are willing to help the person they like. 3. The

victims like to remain consistency and commitment. 4. Social elements can influence people

do things. 5. People would listen to someone with authority. 6. People would be more eager

for items that are limited edition [26 ].
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The point of social engineering is that victims may not aware that they are divulge their

personal information of property. In Fillipe Breda’s article (2017), he states that social

engineering attack can be divided into two types: farming and hunting. ”Hunting seeks to

execute the social engineering attack through minimal interaction with the target.”(p.2) [14 ]

In conclusion, hunting uses as least as possible interaction and lost connection once

the attacker achieves the goal. Framing aims at long-term benefits, involves consistent

communication. For example, phishing, vishing, and spam email are approaches that can be

categorized as hunting. [15 ]

Social engineering can be divided into human-based social engineering and computer-

based social engineering (software-based social engineering). Using social engineering toolkit

to perform spear-phishing emails is an example of software-based social engineering attacks.

In addition, social engineering can also be divided into three groups based on approaches:

physical approaches, social approaches, technical approaches.[27 ]

2.2 Social engineering approach and framework

In the paper of Ashish Thapar[10 ], social engineering is classified as computer-based and

human-based approach. ”The technology-based approach is to deceive the user into believing

that he is interacting with a real application or system and get him to provide confidential

information.” (p. 2) [10 ]

A social engineering attack is any act that influences a person to do things that may or

may not harm his or her interest. It can be divided into multiple vectors e.g. SMiShing,

Vishing, Phishing, and impersonation. [11 ] Phishing, Vishing, Spam email, popup window,

and interesting software are technology-based approach. Pretexting/impersonation, dump-

ster diving, spying, acting as technical expert, support staff, hoaxing, and authoritative voice

are non-technology-based approach. [10 ] Typical social engineering attacks are “phishing,

impersonation on help desk calls, shoulder surfing, dumpster diving, stealing important doc-

uments, diversion theft, fake software, baiting, quid pro quo, pretexting, tailgating, pop-up

windows, robocalls, ransomware, online social engineering, reverse social engineering, and
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phone social engineering (vishing)” Figure 2.1 is the taxonomy of social engineering attacks.

[17 ]

Figure 2.1. Social engineering attack taxonomy
[17 ]

Vishing is voice phishing, which exploits victims’ trust by using telephone service. Most of

the vishing attacks aims at tricking for personal and sensitive financial information. During

the pandemic period, according to the security magazine, “The Federal Trade Commission

says that since January 2020 until mid-April, they received 18,235 reports related to COVID-

19, and people reported losing 13.44 million dollars to fraud.” (p. 1)[12 ] Phishing often uses

email to pretend as a legitimate business. “The letter usually contains a link to a fraudulent

web page that looks legitimate with company logos and content and has a form that may

request username, passwords, card number or pin details.” [10 ]

Tailgating attacks mainly based on physical techniques. In real life, when the attacker

cannot enter restricting area of a building, he or she may lie about their intention and

identification to get into the area. For example, radio-frequency identification cards are

widely used in lots of companies for security purpose, however, the attack techniques on

RFID are common and cheap. “At the physical layer, the RFID devices and the physical

interface are targeted to manipulate an RFID communication. At the network layer level,
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the attacker manipulates the RFID network such as the communication between the RFID

entities and data exchange between thesis entities.” (p. 6) [17 ]

SMiShing is short message service phishing. There are two typical types of SMiShing.

One is sending a text message that seems sent by authentic cooperation or agent. The other

one is sending a text message that contains personal information. For example. it convinces

the receiver that account has been stolen, and either texting the password or download

malicious software can restore the account. Either way, it highly possible for hackers access

sensitive data inside the smartphone [28 ].

Ransomware attacks have been proved can cause tremendous money loss. Typically,

hackers use ransomware attack their system, gather and encrypt important data. By threat-

ening company that hackers may reveal all these data to society, the company needs to pay

terrific asset (bitcoin) otherwise data leakage could cause loss of business, customers, and

productivity. “A ransomware attack involves six stages: creating the malware, deployment,

installation, command and control, destruction, and extortion.” The result of ransomware

is powerful. Once the attack has been performed, victims only have three options. Either

paying the money, restoring system and files, or taking the consequences of losing data. Fake

software attacks can also be called fake website. By mimicking the website that victims fa-

miliar with, victims may lower they safety consciousness and feel comfortable. There are lots

of fake websites pop out when people type keywords within search engine. This approach

exploits users’ trust of original websites and hack into accounts perform illegal operations

[17 ].

According to Arif Koyun [27 ], other than the approaches above, dumpster diving and

reverse social engineering attacks also are skills that commonly used. Dumpster diving

means digging into possible victims’ trash for valuable information, in both physical and

virtual ways. This skill can be operated by both human and computer software. As for

reverse social engineering, rather than starting communication by attackers initially, it makes

potential victims contact first [27 ]. In this case, whoever calls the number of hackers could

be more easily fall for the fraud. Reverse social engineering can benefit from the format of

online social network. Since the made-up message is posted online, it can bypass the filter of

the email application and have a lager target group based on platform. From the attack point
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of view, reverse engineering attack can be categorized as: direct attack, mediated attack,

targeted attack, and un-targeted attack. From the perspective of online social media, reverse

engineering attack can be divided into three types: recommendation system-based attack,

demographic search-based attack, and visitor tracking based attack [27 ].

Spam emails also can be called junk emails, “unsolicited usually commercial emails sent

to a large number of recipients or posted in a large number of places”. [29 ] Spam email maybe

one of the most frequent social engineering attacks we face every day, since the spam filter

cannot work as we expect. A social engineer often collects information from OSINT, which

is open-source intelligence. Through OSINT, engineers can gather personal information like

phone number, name, gender, and address. One thing to be clarified is that most of the

time, OSINT does not require high technology.

There are some other approaches not as well-known as others also need to be paid atten-

tion, such as shoulder surfing, baiting, watering hole, and advanced persistent threat. For

example, shoulder surfing steals information by observing directly – looking at other’s screen

and keyboard intentionally. Baiting allures people open malware and malicious link by using

techniques like pop-up window. Watering hole uses website and technical approaches to gain

victims’ trust, which requires more high-technical skills. Advanced persistent threat requires

long-term relationship using email or website to perform socio-technical approach [27 ].

There are specific steps that social engineering attacks can follow. There are six core

phases in the social engineering attack framework: namely attack formulation, information

gathering, preparation, develop a relationship, exploit relationships, and debrief. [1 ]. Com-

munication, social engineer, target, medium, goal, compliance principles, and techniques are

essential features of social engineering attacks. In our survey, we designed several questions

to follow the steps of social engineering attacks. Steps are as follows: attack formulation,

information gathering, preparation, develop a relationship, exploit relationship, and debrief.

[1 ]

As Filipe Breda (2017) categorizes the phases of social engineering as research/informa-

tion gathering, hook/establishing relationship, play/exploitation, and exit/attack execution.

The research/information gathering phase will target the eligible victims, design a reasonable

plan, and collect personal information from online source including social media.
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The purposes of research are to gather victims’ background information, find the target,

and plan ahead of the identity. The phase of hook “aims to engage with the target, spin the

story, build a level of intimacy, and take control of the interaction.” (p. 9)[15 ] The phase

of play aims to “extract information and keep things going long enough to do so: maintain

charade, strengthen control of relationship, extract information”. And the final phase – exit

aims to “close interaction, without arousing suspicion: bring charade to natural end, provide

target with reason to keep quiet, cover tracks” [15 ]

2.3 Detecting and defending social engineering attacks

2.3.1 Human awareness

Other than using high-technical software to detect social engineering attacks, it is efficient

to train the awareness of human. From the perspective of a victim, he or she “is manipulated

by social engineering attacks are often made vulnerable by natural tendencies to trust others

without requiring much reason”. (p. 27) [30 ] In other words, even though a person questions

the credibility of a phone call or email, the tendency of trusting might still affect his or her

decision. The success of social engineering attacks based on the unawareness of victims of

social engineering strategies and outcome of disclosing personal information [30 ].

The most efficient way to detect and stop the attack is training security awareness.

Research by Arif Koyun [27 ]demonstrates several suggestions to protect people from social

engineering attacks. For example, be aware of people who ask for quick decision very urgently,

things too good to be true, and information no one has access to. Also, do not click unknown

link without complete trust, do not share personal information with stranger online, and

contact IT expert when it comes to work-related security issue. In conclusion, when it

comes to future attacks, make strong passwords, do not share too much information online,

and verify every contact before sharing [27 ].

“Defending against social engineering requires the continuous education and training of

users.”(p. 32) [30 ] Good cybersecurity behaviors are essential for preventing cybercrime,

which means social engineering often exploit behaviors’ vulnerability. The figure 2.2 bellow

shows eight types of behaviors that can be applied by engineers to gain information. In
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a report of internet threats trend in 2014, PayPal, Apple, Poste Italian, Barclays Bank,

Battle.net, and Sparkasse are the top six most frequently phished properties. [31 ]

Figure 2.2. Exploitation of human behavior [10 ]

”Developing cyber security policies, implementing security awareness training, installing

spam filters and anti-malware software, deploying next-generation firewalls, and installing

endpoint detection and response are some of the common ways to prevent attacks.” (p. 2) [18 ]

Other than these, companies should also organize opportunities to train and educate about

social engineering. For tailgating attacks, employees should be aware of anyone who wants

to borrow locks or ID cards. For should surfing attacks is pay attention to the surrounding

environment, especially cameras. [17 ]

2.3.2 Applied technology

Training human’s awareness is the first step of defending against social engineering at-

tacks. The rest should rely on technical approach. Figure 2.3 is the taxonomy of social

engineering attacks and their countermeasures. Following are several defending techniques

can be applied. 1. Email filtering tools. There are tools that collect email addresses that has
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Figure 2.3. Phishing countermeasures taxonomy
[32 ]

been detected with spam history. With these tools, whenever the email is coming from the

spam-trap list, they will suspend the process of receiving this email [30 ]. “Other procedures

that can be done include: verifying emails’ sources before clicking on a link or opening an

attachment, examining the emails header, calling the known sender if suspicious and discard-

ing emails with quick rich or prize-winning announcements.” (p. 9) [17 ] 2. Web browsers

and application that have built-in alert 3. Blacklisting tools. In a vishing attack scenario,

the best way to prevent this attack is ignoring the phone call. Blacklisting tools can help

the victim decide whether this phone call is coming from a hacker. In a phishing attack

scenario, blacklisting tools can block malicious website, for example, McAfee anti-phishing

filter, Microsoft phishing filter, and Web sense.[17 ] 4. Machine learning algorithms. By using
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unsupervised learning algorithms, and other six machine learning algorithms, there are tools

that can detect phishing attacks. Also anomaly detection algorithms can detect unusual

operation and information inside the computer, if the computer is hacked. [17 ]

2.4 Social cognitive theory

Social cognitive theory is the reason why we choose the environment as a comparing

factor. Albert Bandura proposed the social cognitive approach in the 1960s. The idea

recognizes that human beings are not mindless automatons responding to stimuli. But

mental beings making choices that are influenced by the complexity of their surroundings.

[33 ] This means that the environment can affect people’s behavior through control and

reinforcement, and this influence can be long-term [34 ]. For example, if people saw a friend

being tricked by a social engineer, they might have a higher possibility of not falling into

the same fraud. The influence of friends and other peers is another element of this theory.

People’s answers to these questions connect to environmental factors. Figure 2.4 shows three

types of elements affected by the environment based on Bandura [33 ]’s theory. And these

are the factors we applied to the survey.

The social cognitive theory also has a limitation: we cannot be sure that the environment

changes will automatically lead to personal behavior differences. But in this research, we

only focus on the overall environment.

2.5 Environmental factors

Prior research has examined how a user behaves towards security threats and vulnerabil-

ities after being provided with some form of formal security course. The results show that

knowledge influences the students’ awareness of security [35 ]. Aldossary and Zeki’s study

sent an online Google Doc survey over email in order to quantitatively analyze a student’s

behavior to a security threat. The results showed that in terms of gender, males showed

safer security procedures. In terms of university, there was no difference in terms of which

university was being studied. In terms of major, IT students showed a better awareness for

safety procedures. In terms of study level, students at a higher level of a study showed safer
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Figure 2.4. Social cognitive theory model
[1 ]

safety procedures than students at a lower level of study. The researchers concluded that

the culture and behavior did overshadow students’ knowledge of security awareness to some

degree, students with high education did influence their awareness of security [35 ]. While

education on cybersecurity has proven to influence a students’ awareness on security, not all

students are offered a cybersecurity awareness course in their field of study. These courses

are normally aimed to be taught to technical students at a university level. In another study,

a three-tiered framework that provided security education inspired students to explore cy-

bersecurity as a career option or at least broaden their knowledge of cybersecurity in order

for them to be more security-conscious [36 ]. The framework for security education includes

(1) a formal literacy-based training for students of all backgrounds, (2) inquiry-based learn-

ing through security and technically-focused student group and activities, and (3) classical

technical-based initiatives. The results proved that course-based education is still needed for

students who have a high interest in cybersecurity, but, inquiry and literacy-based learning

allows students who have never considered cybersecurity to explore and understand this ca-
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reer track [36 ]. While the study focuses on getting individuals interested in the field of study

in order to pursue a cybersecurity career, it would be interesting to understand if inquiry and

literacy-based learning methods could help improve the use of security protocols to those

who do not have previous cybersecurity knowledge.

In another research study, there is proof that the biggest misconception that shows up

during research in this area is that education probably reduces one’s chances of being suscep-

tible to a phishing attack. However, research has proven that even a carefully crafted attack

can fool even someone who has all the education about how to avoid an attack. No matter

how much training there is, sometimes it is not effective enough to reach all customers [37 ].

Social engineering makes it easy to drive corporate users to fake websites and corrupt a user’s

computer. The solution to this problem can be to use more than one prevention method.

Organizations should reevaluate the ways they approach targeted attacks [37 ].

From studies, it has been noticed that individuals show different security behavior at

work than at home. Individuals can be more cautious at work and as soon as they bring

that sensitive information home, their security behaviors could change as one can feel more

‘safe’ or ‘comfortable’ in their own home. In a study conducted by Hazari about factors

influencing information security behavior, 200 business students who were enrolled in a state

university received an on-line questionnaire where they answered a knowledge quiz which

was later quantitatively analyzed [38 ]. The survey was broken apart into four constructs

including: Attitude, Subjective Norm (SN), Perceived Behavioral Control (PBC), and Be-

havioral Intention (BI). The results of this study showed that the attitudes, subjective norm,

perceived behavioral control is related to maintaining information security awareness [38 ].

The results also proved that experience in using the Internet is not related to knowledge

about information security behavior. The results of the study also implied that training

is needed and required in order to inform and reinforce the need to maintain information

security even when working from home [38 ]. While this study only studied business students

it would be knowledgeable to understand how different majors and people with different

backgrounds would respond to a similar questionnaire/survey.

In another study, the research aimed to analyze the level of information security awareness

among a group of undergraduate mechanical engineering students [39 ]. As technology is more
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apparent and in demand in our world today, we see almost everyone, especially the younger

generation, with some type of personal technological device. While this enhancement in

technology has made lives more efficient and engaging, individuals may take the security

precautions they need too lightly. This study looked at passwords the respondents used

to protect their information [39 ]. This is relevant as we often see in the news about some

hacker trying to access unauthorized accounts due to weak security protocols implemented

by the user. The study included sending out a personal data questionnaire to the students of

Obuda University. The results proved that none of the participants had short passwords (<

6 characters long), none of the participants used only letters in their password, 26.5 percent

of the respondents used uppercase letters, numbers and characters as well. However, the

results also proved that more than half the respondents (58.8 percent) do not change their

password often and 11.8 percent of the respondents stated that they wrote down all their

passwords [39 ]. The study stated that in regards to the sensitive data, it is important to

raise the level of information security awareness of the mechanical engineering students in

the study [39 ]. While this study only measured mechanical engineering students and while

the study conducted by [38 ], only measured business students, it will be knowledgeable to

understand the difference in security perceptions of individuals from different industries.

Similarly, a study was conducted to understand the knowledge and practice relationship

between the workplace and home. The study identified that majority of the learning about

information security occurred in a workplace environment compared to at home as there is

legislation and regulation in the workplace where employers constantly reiterate the impor-

tance of security awareness [40 ]. In order to understand the relationship between workplace

and home, a survey was distributed to a wide range of people regardless of location but with

the condition that they were employed and used a computer at home as well as at work. The

results proved that if users were given an effective training session at the workplace, that

knowledge will transfer home as well [40 ]. There has been a long history regarding good se-

curity and how it cannot be achieved through technical means alone and an understanding of

how to protect oneself is imperative when it comes to being security-aware and security-safe.

While research has already proved that the higher the level of education an individual

has received, the more information security aware they are, a study was created in order to
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examine levels of awareness toward information security in terms of perception and behavior.

This meant if one had been a victim of cybercrime in the past or not [41 ]. In order to cate-

gorize the preventive actions employed by users and the threats they have been exposed to a

scale of four categories were created to conduct this study. These categories includes: Risky

Behavior Scale (RBS). Conservative Behavior Scale(CBS), Exposure to Offence Scale(EOS)

and Risky Perception Scale(RPS). The results proved that those who have been a victim

of cybercrime showed low awareness when it came to reporting the crime and that indi-

viduals find it more personal to share their contact information rather than their personal

information [41 ]6). However, it was found that the higher level of education an individual

has received, the more their information security awareness is. While this study did not

discriminate on age and population, it will be knowledgeable to individuals from different

backgrounds react to security protocols depending on their perceptions and behaviors.

Combining all the information learned from these previous studies it led to the research

question of this study: Is there a relationship between environmental factors and the sus-

ceptibility of a social engineering attack?

2.6 Phishing

Unsolicited commercial e-mail, non-responsive commercial e-mail, list makers and scams

are four categories from spam. Scams can be divided into “Nigerian-style” scams, malware,

and phishing. In order to identify the group of phishing, the key items are: “bulk-mailing

tool identification and features, mailing habits including specific patterns and schedules,

types of systems used for sending the spam, types of system used for hosting the phishing

server, and layout of the hostile phishing server” (p.8) [42 ]

Phishing varies from fishing, which uses baits to get victims swindled. “The term phishing

comes from the fact that cyber attackers are fishing for data, the ‘ph’ is derived from the

sophisticated techniques they employ, to distinguish their activities from the more simplistic

fishing.” (p. 2) [42 ]. He also mentioned the most common three types of phishing, including

impersonation, forwarding, and popups.
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One example of impersonation is tricking people to click the link by constructing a fake

website. Forwarding is a technology based on real website, but though a third-party server.

Popups nowadays are harder to be performed since the computer system are difficult to

be cracked. However, popups often are operated by real hackers, which brings a lot of

uncertainty. [42 ] Since the computer system are harder to be cracked, attacking human is a

more achievable goal. [43 ]

Spear phishing aims at individual person and specific group by using the online social

media data, it is hard to distinguish the attackers from regular users. Spear phishing ap-

pears to have a higher successful rate than other attacks [44 ]. Whaling is spear phishing

when the target is in big cooperation and called big fish. Vishing combines phishing and

voice together to perform social engineering via phone. Interactive voice response phishing

combines interactive voice system and phishing which instruct targets leaking valuable data

step by step. Business email compromise phishing needs to gather information first from

company executives by analyzing their online posts. After understanding their working pat-

terns, calendars, clients, and so on, attackers imitate victims’ tone and identification to get

access to business financial account [45 ].

Phishing has been emerged since 1995, when there were programs can automatically

send e-mails and ask for bank information. According to the research of Bruce Schneier,

there are three kinds of network attacks: physical attacks, syntactic attacks, and semantic

attacks. Phishing is one approach as the third form of attacks called semantic attack, which

uses words to manipulate human and assigns meaning to these words. No matter what the

communication medium is, it is possible for a human being accidentally give out personal

information. In the research of Bruce, which is 21 years ago, he anticipated that the semantic

attacks would be more and more serious than the other two types of attacks. This opinion

turns out to be true, phishing has turned into a worldwide problem. Phishing as one way of

semantic attacks needs to draw more attention and awareness. [46 ]

Phishing has become one of the most widespread way for attackers to obtain identity,

bank account, address, phone number and so on[47 ]. Based on statistics, 50 percent of

people who tends to fall for phishing attacks usually click on the link with the first 24 hours.

[42 ] Standard email phishing is the most common usage. Techniques that been applied into
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phishing are: code-based key-logger, in-session phishing, domain name system poison, search

engine phishing, mass e-mailing. On one hand, the procedure of phishing can be categorized

as: plan attack, setup, execution, fraud, and post attack. (Ahmed Alerouda Lina Zhoub,

2017) On the other hand, Jakobsson divided the procedure into: preparation, send malicious

website or email, ask for personal information, compromise, transmit, impersonate, and

accomplish. (Jakobsson and mayer, 2006) [47 ].

Figure 2.5. Phishing example

Figure 2.5 is an example of standard email phishing. The email address appears to be

legit from Purdue University, and it pretends to be a faculty of Purdue University. In the

meanwhile, the email illustrates a possible scenario that leads the target to click the link.

However, the email address is hacked, as well as the website is fake. Once the victim log

into the website, the identification and the password may fall into the hands of lawbreakers.
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In the research of [48 ], they illustrate the phases of an example of how to perform an

email-based phishing attack and based on different phases, lots of techniques have been

applied into the attack. Nowadays, multiple communication media can be used for phishing

attacks, for example, email, website, instant messenger, online social networks, blogs, forums,

mobile applications, and voice over internet protocol. Personal laptops, smart phones, and

Wi-Fi devices can all be target devices. For example, when it comes to a standard email

phishing attack, the steps are as follows:

1. Select email addresses. There are different strategies that can be used when it comes

to select the potential victims. One is to use existing email addresses: web crawled email

addresses, previous phishing email addresses, and the addresses from other email. The other

is generating new email addresses based on domain or other techniques[48 ].

2. Build the content of the email. Every phishing email needs a background story or a

topic. It could be about earning benefit, requesting information from a legal department,

getting important information, target’s failure or anything else. This phase is the most

essential one for gaining the trust from targets, the excuse needs to be authentic, either the

engineers generate, edit, or copy the content. The email could be either personalized or not.

If it is a personalized email, the attacker needs to collect personal information first or have

special background knowledge. In addition, the content could be produced by both human

and robot[48 ].

3. Send out the emails. The strategy of sending emails is based on three factors: the

sender’s email address, the number of recipients, and the usage of a phishing attack strategy.

The receivers of the email can be divided into individual and groups. The senders of the

email can use both spoofed email addresses and real email addresses[48 ].

4. Waiting for response. Since sending emails can be divided into systematic, and non-

systematic strategy, non-systematic strategy will only send one email and wait for response.

On the contrary, systematic strategy has several follow-up actions, for example, send multiple

emails, contact by other channels: calls, social network), involve other people [48 ].

5. Data gathering. The goal of phishing is obtaining personal information for the re-

ceiver. There are two types of data are gathered: association data and secret data. Secret

data mostly is more valuable and the ultimate goad in an attack, such as, login passwords,
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company data, business data, bank account, social security numbers and so on. Association

data might not be as valuable as secret data, but it could be confirmation of the email

address and profile data of the receiver [48 ].

6. Usage of gathered data. How to use the data highly associated with the types of

the data. In conclusion, attackers can use these types of data access into financial system,

commit fraud, hack company system, and so on [48 ].

2.6.1 Vishing

Other than email phishing attacks, vishing was invented before the internet, which is more

old-fashioned. Vishing and phishing often have the same purpose and target, but according

to numbers, vishing has a lower success rate. However, since the smartphone developed

really fast, vishing attacks increasing hugely at the same time[49 ]. In the year of 2019, there

are nearly 83 percent of people have experienced vishing. It is hard to track down whoever

commits the crime of vishing. In the year of 2020, “over 56 million Americans lost money

to phone scams, this is a 30 percent increase compare to last year.” [50 ] Based on statistics,

it appears to 19.7 billion dollars been spent on phone scams for one year, and the average

money loss of each victim is 351 dollars. Vishing combines voice over internet protocol

with phishing techniques, for example, automatic dialing, manual dialing, and telemarketing

calls[51 ].

During a vishing attack, first is get access of victims’ phone number. “The method of

compromise is inconsequential, as long as the attacker is able to install and run software”

(p. 33)[52 ] After controlling victims’ phone, hackers need to install digital private branch

exchange. Another thing called caller ID spoofing is often used in vishing. This technique

is used for convincing people that phone calls are coming from authentic organization. For

example, even though the hackers cannot use the exact phone number of White House, they

can make different phone numbers appear to be coming from White House. In order to

hiding real identification of hackers, they usually using software or hardware devices so that

“digital session initiation protocol can convert to the public switched telephone network”.
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(p. 34) [52 ] Nowadays, there are lots of fake number agent website, like google voice, eVoice

and so on to generate fake phone numbers [52 ].

The differences between vishing and phishing are as follows: vishing more relies on so-

cial proofing, while phishing more relies on one-to-one communication. Phishing tends to

maintain multiple relationships at the same time, vishing can only communicate with one

person at one time. Phishing emails often contain textual and graphical messages. The fun-

damental reason of the difference between phishing and vishing is that vishing more relies

on benefiting victims via social proofing [53 ].

2.6.2 Ad fraud

Online advertising has become an industry chain with 10 billion assets, and a large

number of people become victims of online fraud every day. [54 ] And Ad fraud has become

particularly dangerous when advertisements are everywhere nowadays. As mobile phones

become more and more intelligent, ad fraud is not only on computers, all devices that

can access the Internet will be under the threat of ad fraud, including but not limited to

smartphones, tablets, and smart homes. There has been a report to claim that: “FOR

EVERY $3 SPENT ON DIGITAL ADS, FRAUD TAKES $1”, “As digital spend continues

to reach landmark highs – it hit $27.5 billion for the first half of 2015 – so does ad fraud, which

is now estimated to cost the industry about $18.5 billion annually” [55 ] These are all the

proofs that we need to pay more attention and be more careful about ad fraud. Fake websites

may be full of fraudulent advertisements. Not only that, but many regular websites are also

likely to play advertisements that may leak information after charging high fees. After these

advertisements are paid to developers, they attract ordinary people to click, and then may

use false publicity messages to attract people to enter private information including bank

account passwords for payment. Ad fraud is different from ordinary website advertisements.

Rather than attracting more users through publicity websites to attract traffic to achieve the

purpose of publicity, ad fraud is more about falsely exaggerating the value of a website or

product and deceiving consumers to obtain sensitive information.[56 ] Although studies have

shown that through the analysis of HTTP algorithms, many applications have been able to
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filter and detect malware and ad fraud, but there are still loopholes in the development of

these technologies. Also recording to Hamed Haddadi, the bluff ads are able to prevent the

consumers from being an easy target, detect possible fraud timely, and help victims fight

back. [57 ]However, even if it is possible to determine whether certain advertisements are

available by analyzing IP addresses dangerous, some providers can still bypass the detection.

Ad fraud mainly uses psychology to attract people to click on malicious websites. The

profit model of ad fraud can be divided into: “cost per mille (CPM), where advertisers are

charged per thousand impressions; cost per click (CPC), where advertisers are charged per

click; and cost per action (CPA), where advertisers are charged per action, such as an online

sale.” To perform an ad fraud, the basic steps of a consumer are like this: 1) log into a

normal search engine, for example google.com 2) visit the target research result which is

also isn’t a fraud 3) the pop-up window or injected window may have some information to

lure victims click 4) the fake website bypass the security and trick victims to leak personal

information.[54 ]
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3. METHOD

3.1 Data Collection

The data were collected using a mixed methods survey distributed through Qualtrics

(Appendix A). The survey was developed using social cognitive theory as a framework and the

three most common social engineering attack vectors as a focal point. The survey was divided

into eight sections. The first was a section on consent, the second section asked standard

demographic questions, the third section was about knowledge of cybersecurity specifically

social engineering literacy. The fourth, fifth and sixth sections were behaviorally based

and asked the respondents to identify phishing, vishing, and ad fraud. The seventh section

dealt with respondents’ past experience with vishing, phishing, and ad fraud, while the

eighth section asked about environmental factors. These data were collected using MTurk,

a crowdsourcing website validated for on-demand tasks such as survey taking. Data were

collected from five-hundred and sixteen participants.

3.2 Data cleaning

In order to filter out the unreliable parts of the data, we set up a validation question.

If the answer to the question 14 is wrong, it means the all the data from this participant is

unreliable and we need to delete the rows. This is the reason why we have 516 participants,

but we only count 495. In addition, if the status of a participant is unfinished, and the values

are missing after question 18 can also be deleted.

3.3 Analytical Strategy

In order to calculate the relationship between user behavior and environmental factors

and using SPSS, we calculate the mean value of the how likely question 18 to question 41 is a

vishing, phishing or ad fraud scenario. One thing to notice is that if one scenario is unlikely

to be a social engineering attack, the question needs to be reverse coded. In this case, we

can combine all the questions together as a whole. Table 4.2 shows the descriptions of mean

value of phishing, vishing and ad fraud. Standard deviation shows how dispersed the data is
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in relation to the mean, with higher std. deviation the data is more spread and vice versa.

In the next subsections, we will use descriptive statistics including Minimum, Maximum and

mean. We also apply the ANOVA analysis and correlation to determine if there is difference

between each group. For example, if the ANOVA significance is lower than 0.05, we can

support the hypothesis that there is significant difference.

3.4 Data analysis algorithm

The dataset we collected is high-dimensional data. If we want to draw conclusions from

this type of data, it is essential to choose the right algorithm, which means we need to

apply multiple algorithms and compare them. Before we put data in machine learning

algorithms, we need to preprocess the data. For example, because the answers for our

survey questions mostly show the levels, if we change the response to number might be

easier to get numerical results. In this way, we can get the mean value of a cluster to show

the tendency. Besides, we also need to fill out all the NAN values to 0 if we lost data. The

clustering algorithm can be useful for this research if we want to plot responses against the

test-takers’ location. The location consists of longitude and latitude, and they have so many

digits. So, it is hard to apply the algorithm directly, which can mislead the conclusion.

The clustering algorithm can classify the two location columns into one cluster column.

After visualizing the longitude against latitude, I find out that the location data can be

divided into four groups. Using a clustering algorithm, we can easily label each row to a

new feature. One way to deal with high-dimensional data is by using a dimension reduction

algorithm. The next chapter will discuss why this algorithm can get reliable results and

how it works. This thesis uses three types of algorithms to compare the products, which

are UMAP, t-NSE, and PCA. Each of them has pros and cons; one has better visualization

results, one can show more information, and the other is easier to manipulate. If we don’t

use the dimension reduction algorithm, we could use the clustering matrix directly. The

benefit is that we don’t lose any information, but the weakness is that we can only analyze

the plot intuitively. But still, based on the color of each column, we can divide them into

several groups. As for why this happens, we need help from the more individual analysis
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between test-takers’ factors and judgments. Data visualization can aid our understanding of

data. With the help of a well-designed visualization, we can save a lot of effort in machine

calculating. Time series data can use index charts, stacked graphs, small multiples, and

horizon graphs. Statistical distribution help analysts understand the statistical models, like

stem-and-leaf plots, Q-Q plots, scatter plot matrix and parallel coordinates. If the data

has geological information, maps are worthy of applying, like flow maps, choropleth maps,

graduated symbol maps, and cartograms. Survey data can sometimes be organized into a

hierarchy. Then we can use node-link diagrams, adjacency diagrams, and enclosure diagrams.

Finally, if we want to build a relationship between different questions, we can use networks

like force-directed layouts, arc diagrams, matrix views. (Heer et al., 2010) A fundamental

goal of most quantitative data analysis in the social sciences is to ascertain whether an

observed association between two measured variables can be interpreted as a relationship

among the corresponding constructs, which means that the two constructs share a causative

connection, specifically that one construct influences the other. For example, one might

test whether single parenthood demands account for the lower level of voter turnout among

this group compared with married persons as hypothesized. (Aneshensel, 2013) To analyze

the high-dimensional data and find the relationship between each question, we can adopt

several algorithms. The typical procedures of analyzing are data transformation, visual

mapping, view transformation, and make decisions. Transforming data can use dimension

reduction, subspace clustering, regression analysis, and topological data analysis. Dimension

reduction has a linear projection, non-linear dimension reduction, and precision measures,

etc. In our case, the visual mapping mainly consists of axis-based mapping, hierarchy-based

mapping, and evaluation, such as scatterplot matrix, radial layout, dimension hierarchy,

and scatterplot guideline. (S. Liu et al., 2017) Besides plot-based analysis, we can also use

numerical methods like linear regression and correlation value to compute the corresponding

value.
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3.5 Text analysis

Not only are the answers worthy of analysis, but also the questions themselves can be

useful. Our survey has almost 100 items, and 22 of them are pretty long questions. After

understanding the relationship between the factors and answers, we can dig deeper into the

questions’ keywords. After using text analysis, we can collect a couple of keywords and label

each item. These labels are like the metadata of survey questions. After this procedure, we

can use machine learning algorithms and repeat the analysis one more time. Using these

steps, we might be able to find a more straightforward pattern of data behavior. Text anal-

ysis can also benefit social engineering attack detection. If we collect a larger dataset of

scenarios, we certainly can achieve the goal of predicting the case is social engineering attack

or not. Even though our text information is not enough, we can get humans involved in

this procedure to get a better conclusion about which words happen more often in a social

engineering attack. Our survey has 22 lengthy questions that might have similar keywords.

By using visual text analysis, we can better understand the pattern of social engineering

attacks. This research may even help future research about identifying social engineering

attacks to raise people’s awareness. There are two types of information visualization: meta-

data text visualization and content text visualization. [58 ] Our research will focus more on

content-based text visualization because the question itself does not have metadata. To be

more precise, I will use named-entity extraction to analyze the survey file’s text information.

This method can extract valuable entities from each question; after this, I can build the

structure individually in order to find the reason why similar items have different results.

On the one hand, the questions in this survey are not overly lengthy. On the other hand, the

analysis based on this can contribute to future studies. Coates-Stevens defined entity ex-

traction in 1992, also known as named entity recognition. He proposed the idea of analyzing

proper names for robust text understanding [59 ]. The typical system architecture of en-

tity extraction application consists of text, necessary preprocessor, database lookup, named

entity analyzer, categorizer, deep analyzer, and knowledge base [60 ]. There are different

approaches and machine learning algorithms in entity extraction operation. The various

types of limitation of named entities recognition system are: 1. Different types and groups

41



of entities like the person, organization, and location 2. Different language 3. Software tools

4. The evaluation algorithms are different in each competition 5. Users’ manually labeled

dataset 6. Tools in the system may be not available [61 ]

Figure 3.1. Tool features
[61 ]

Figure 3.1 shows the table of features of different tools. There are no most optimal tools

when it comes to entity extraction. For example, more entity types do not mean the device

is better. I need to apply the system individually so that I can detect a particular module

to define questions. According to Marrero’s evaluation of these tools, they compute the

precision and recall in classification and identification. Among all the tools, the performance

is generally over 50 percent, and the After, which has the worst result, can perform better on

a specific tag [61 ]. Derczynski also did similar research comparing systems based on tweets.

Figure 3.2 shows the key features of the five strategies. The results of the study indicate

that NERD-ML and Stanford have the best performance [62 ].

Data preprocessing is fundamental when it comes to high-dimensional data. In our

case, since the survey has 100 questions, this data is very high-dimensional. So we need to

use a dimension reduction algorithm to help with analyzing, like PCA, t-SNE, and UMAP.
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Figure 3.2. Key features of different NER systems
[62 ]

Without dimension reduction, data visualization results would be tough to find a connection.

Figure 1 shows an example of a raw dataset clustering plot. The lines above and left try to

establish the relationship between columns. But it is impossible to tell by intuition. We can

choose from the box plot, heat map, cluster map, violin plot, strip plot, and regression plot.
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4. RESULTS

4.1 SPSS Analysis

4.1.1 Participant demographics

Table 4.1. Demographics
Demographics Groups Frequency Valid Per-

cent
Cumu-
lative
Percent

Age

18-25 61 12.3 12.3
26-35 250 50.5 62.8
36-45 111 22.4 85.3
46-55 41 8.3 93.5
55+ 32 6.5 100.0

Sex
Male 295 59.8 59.8
Female 197 40.0 99.8
Choose not to disclose 1 .2 100.0

Educa-
tion
Level

high School Graduate 44 8.9 8.9
GED 21 4.3 13.2
Some College 103 20.9 34.1
Associate Degree: occupa-
tional program

33 6.7 40.8

Associate Degree: academic
program

24 4.9 45.6

Bachelor’s Degree 213 43.2 88.8
Master’s Degree 54 11.0 99.8
Choose not to disclose 1 .2 100.0

Yearly
income

Less than $15000 46 9.3 9.3
$15000 - $24999 64 13.0 22.3
$25000 - $34999 83 16.8 39.1
$35000 - $49999 96 19.4 58.5
$50000 - $74999 118 23.9 82.4
$75000 - $99999 52 10.5 92.9
$100000 - $149999 26 5.3 98.2
$150000 - $199999 2 .4 98.6
$200000+ 3 .6 99.2
Choose not to disclose 4 .8 100.0
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This research collects survey data from 516 participants. After the procedure of data clean-

ing, the number of effective data is 495. As it shows in the table 4.1, the environmental

factors includes age, sex, education level, yearly income, whether the participants work or

study in information technology related field, how long do participants spend on a computer

at work or at school on an average day, how long do participants spend on a computer at

home on an average day, and how long do participants spend on a smartphone or tablet

on an average day. In addition, most of the participants are under the age of 35, and the

ratio of male to female is 4:6. The proportion of the participants working in IT is 70%,

which is higher than we expected. Most participants complete the Bachelor degree, and the

second proportion make some college degree. The annual income of most people is mainly

distributed in the range of $15,000 to $99,999. Nearly half of people spend time on com-

puter at work more than 5 hours a day. On the other hand, the participants have different

distribution when they at home. And 247 people spend 1-3 hours using a smartphone at

home.

Table 4.2. Environmental Factors
Environmental
factors

Groups Frequency Valid Per-
cent

Cumu-
lative
Percent

Work/study
in IT

No 152 30.9 30.9
Yes 340 69.1 100.0

com-
puter
time at
work

less than one hour 25 5.1 5.1
1-3 hours 68 13.8 18.8
3-5 hours 88 17.8 36.6
more than 5 hours 269 54.5 91.1
never 44 8.9 100.0

com-
puter
time at
home

less than one hour 21 4.3 4.3
1-3 hours 165 33.5 37.7
3-5 hours 143 29.0 66.7
more than 5 hours 162 32.9 99.6
never 2 .4 100.0

Smart-
phone/tablet
time

less than one hour 78 15.8 15.8
1-3 hours 247 49.9 65.7
3-5 hours 112 22.6 88.3
more than 5 hours 51 10.3 98.6
never 7 1.4 100.0
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4.1.2 Descriptive Statistics

Table 4.2 is the frequency and percentage results of the environmental factors. There

are very few people in some groups, and subsequent analysis may not provide meaningful

results. In the meantime, this table will also be used in the next subsection, supporting our

analysis.

Table 4.3. Statistics for SEA
N minimum maximum mean Std. Devia-

tion
Phish 463 1.00 5.00 3.852 0.643
Vishing 444 2.44 5.00 3.852 0.488
Ad fraud 455 1.60 4.60 3.507 0.455

Table 4.3 is the descriptive analysis of phishing, vishing, and ad fraud, including number,

minimum, maximum, mean, and standard deviation. From the table, we can see that the

averages of these three groups are all numbers above 3, which is corresponding to our as-

sumption. When we design the questions, the majority are fraud scenario. In consequence

the correct average value of how likely these questions are vishing/phishing/ad fraud should

be larger than 3. In addition, the standard deviation value shows the extend of deviation of

a group. The larger the number, the more scattered this set of data is, and it is also evidence

that the data may be more irregular.

The table from 4.4 to 4.11 are results from mean value and standard deviation value of

phshing, vishing and ad fraud for each group. The assumption for these 8 environmental

factors is that different groups may have variant response, so the mean value and S.D. value

should be different. And based on the number, we will try to find relationship between

groups. On top of this, in the next subsection we also use ANOVA analysis to support the

conclusion.
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Table 4.4. Different age groups affect SEA performance
Groups Phish-

ing
Mean

Phish-
ing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

18-25 3.7812 0.56777 3.6057 0.57362 3.3930 0.48839
16-35 3.7575 0.69140 3.8150 0.49041 3.5290 0.46455
36-45 3.9648 0.59032 3.9524 0.44957 3.5717 0.43143
46-55 3.9844 0.57956 4.0171 0.30433 3.4300 0.42859
55+ 4.1875 0.45833 4.0115 0.43375 3.4429 0.39009

From table 4.4, we found that the three groups over the age of 36 have relatively higher

average values, which means that they may be more alert and able to better recognize SEA.

At the same time, each group’s S.D. value does not perform very abnormally. And according

to Table 1, the number of people in each group is not particularly small, so here we can

assume that aging will make people more vigilant about SEA.

Table 4.5. Different sex groups affect SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

Male 3.8920 0.62071 3.8148 0.51160 3.4879 0.45814
Female 3.8025 0.65868 3.9059 0.44562 3.5408 0.45303
Choose not to disclose 3.2500 3.2000

According to Table 4.5, we can see that the gap between men and women is very small.

Males performed better in phishing, but females performed better in the other two groups.

Therefore, we need more evidence to prove that gender has an impact on the performance

of people facing SEA. Judging from this result, the impact is not significant.

From Table 4.6, we can see that there is no absolute best performer among all the groups.

Generally, people think that the higher the education level, the better at detecting malicious

attacks, but from this table we can see that the facts are not exactly like this. Each group
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Table 4.6. Different education level groups affect SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

High School Graduate 3.9968 0.61871 3.8827 0.48173 3.5385 0.49023
GED 3.7632 0.56962 3.9012 0.52378 3.4444 0.42040
Some College 3.9488 0.52588 3.8822 0.463899 3.6303 0.47669
Associate Degree: oc-
cupational program

3.8712 0.61831 3.8459 0.52718 3.5636 0.43719

Associate Degree:
academic program

4.0298 0.63234 3.9259 0.41026 3.4455 0.44905

Bachelor’s Degree 3.7594 0.70632 3.8002 0.49971 3.4625 0.45193
Master’s Degree 3.8673 0.63143 3.9051 0.49848 3.449 0.39637
Choose not to disclose 3.25 3.2000

performs differently when facing phishing, vishing and ad fraud. So we can only temporarily

judge that the impact of education level is not obvious.

Table 4.7. Different yearly income groups affect SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

Less than $15000 4.1447 0.32089 3.9571 0.46541 3.5190 0.46130
$15000 - $24999 3.9877 0.60497 3.8249 0.51093 3.5000 0.47657
$25000 - $34999 3.7418 0.77871 3.8164 0.49415 3.5653 0.48141
$35000 - $49999 3.7583 0.65257 3.8458 0.45911 3.5200 0.49519
$50000 - $74999 3.8153 0.65731 3.8660 0.46762 3.5245 0.42265
$75000 - $99999 3.8828 0.55866 3.8420 0.49435 3.4170 0.42901
$100000 - $149999 3.7200 0.65678 3.7169 0.64120 3.3846 0.40762
$150000 - $199999 4.0000 0.0000 3.7222 0.39284 3.5000 0.42426
$200000+ 4.4167 0.38188 4.0370 0.32075 3.6667 0.30551
Choose not to disclose 3.8333 0.56366 4.3333 0.15713 3.3333 0.11547

The opposite is the performance of Table 4.7. We found that the two groups with income

above $150,000 in this table performed significantly better. But we can’t directly judge that

income level will have a significant impact. According to Table 4.1, we know that the number

of people in these two groups is less than ten. It is difficult for us to confirm this conclusion

when the amount of data is not enough.
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Table 4.8. Whether work or study in IT affect SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

No 3.7066 0.64238 3.6920 0.51939 3.4085 0.44521
Yes 3.9272 0.62563 3.9242 0.45689 3.5524 0.45414

According to table 4.8, we can see that obviously, the performance of group Yes is better

than that of group No, and the difference is basically between 0.1 and 0.3. So, we can judge

that people who work or study in information technology related area perform better than

the people who don’t.

Table 4.9. Computer time at work affect SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

less than one hour 4.0990 0.45591 4.556 0.39358 3.4957 0.52525
1-3 hours 3.7637 0.53272 3.6508 0.54465 3.3788 0.50000
3-5 hours 3.6540 0.72417 3.7208 0.50982 3.4359 0.39967
more than 5 hours 3.8889 0.66242 3.8916 0.46387 3.5545 0.44359
never 4.0183 0.49494 4.0769 0.36153 3.5805 0.47287

Table 4.10. Computer time at home affect SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

less than one hour 3.8988 0.50097 4.0167 0.53987 3.5300 0.56298
1-3 hours 3.8783 0.65526 3.8677 0.45782 3.4848 0.41469
3-5 hours 3.7639 0.67689 3.7760 .54342 3.4594 0.46777
more than 5 hours 3.9030 0.61037 3.8859 0.45011 3.5697 0.46820
never 4.4375 0.26517 4.0556 0.07857 3.7000 0.14142
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From Table 4.9, we can see that there is a gap in the performance of each group. However

it is difficult for us to conclude that as the time spent on the computer increases, people

will be better able to identify fraud, so we need to conduct further analysis To determine

whether the grouping has an effect on the results. But we also found that people who spend

less than an hour tend to have better performance than other groups.

Table 4.11. Time spent on smartphone or tablet affects SEA performance
Groups Phishing

Mean
Phishing
S.D.

Vishing
Mean

Vishing
S.D.

ad fraud
mean

ad fraud
S.D.

less than one hour 4.0845 0.49488 4.0432 0.37878 3.5750 0.41103
1-3 hours 3.8977 0.64112 3.9056 0.46430 3.5093 0.45433
3-5 hours 3.6719 0.69109 3.6909 0.52766 3.4796 0.49336
more than 5 hours 3.6436 0.53201 3.6591 0.50912 3.5174 0.42703
never 3.9821 0.46451 3.7302 0.47944 3.0857 0.36253

The same phenomenon also occurs in Table 4.10 and Table 4.11. The two best performance

groups are people spend less than one hour and people never spend time on computer and

smartphone.

4.1.3 ANOVA analysis and results

Table 4.12. ANOVA significance value between Phishing, Vishing, and ad
fraud against factors

Factors Phishing Vishing ad fraud
AGE 0.001 0.000 0.098
SEX 0.215 0.054 0.386
EDUCATION 0.127 0.697 0.103
YEARLY INCOME 0.024 0.657 0.742
STUDY/WORK IN IT 0.001 0.000 0.002
COMPUTER TIME AT HOME 0.003 0.000 0.027
COMPUTER TIME AR WORK 0.239 0.160 0.283
SMARTPHONE/TABLAT
TIME

0.000 0.000 0.091
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In this section, we will support our conclusion based on the perspective statistic analysis in

the previous section using ANOVA. ANOVA can help us find out whether we can accept

or reject the hypothesis we proposed. For our research, the hypothesis is that there is no

difference between environmental factors’ groups. If the p-value of ANOVA is less than 0.05,

we will reject the hypothesis, and assume that there is significant difference between groups.

Table 4.12 is the result table to show significance value of phishing, vishing, and ad fraud

based on different groups of age, sex and so on. From all the values, we can conclude that

age, whether work in IT related area, the time spend on computer at home, and the time

spent on smartphone at home are the factors have significant difference. From section 4.1.2,

we also propose that age groups and whether work in IT groups have consistent performance.

For the other two factors, even we cannot conclude that with the increasing of the time, the

participants are better at recognizing SEA. We still can assume that these two factors can

affect people’s performance.

4.1.4 T-test analysis and results

Figure 4.1. An Example of SPSS indepent samples test result

ANOVA and T-test are both used to determine whether there are difference among several

groups. ANOVA is often used when the groups number is greater than two, and T-test is

often used within two groups. In this section, we will analyze whether there is difference

between two groups and propose hypothesis. We set the Confidence Interval value to 0.95,

which means if the p-value is less than 0.05 we reject the hypothesis and assume there is

51



difference between groups. In addition, the results of Confidence Interval of the Difference

also can complement the significance test results. ”If the CI for the mean difference contains

0, the results are not significant at the chosen significance level.”[63 ] We use SPSS Statistics

tool to perform independent sample test. Figure 4.1 is an example output of SPSS, which

has both Levene’s test and t-test at the same time. Levene’s test is the test for equality of

variances. If the p-value of this test is larger than 0.05, then we assume there is no variance

difference and use the first row for t-test result. If the p-value is less than 0.05, then we

assume there is variance difference and use the second row for t-test results. The p-value of

t-test measures the equality of means. If the p-value of the test result is less than 0.05, we

can reject the hypothesis and assume there is mean difference between groups.

Hypothesis: whether an individual ever had a virus on their machine cannot
affect SEA performance

The difference of mean value between yes group and no group is less than 0.1. The p-

values of the Levene’s test on phishing(F = 2.220,p = 0.137), vishing(F = 1.055,p = 0.305),

and ad fraud(F = 0.374,p = 0.541) are all greater than 0.05. This means that equal variances

is assumed, we need to use the first row of the output. In conclusion, we cannot reject the

hypothesis, and assume that there is no variance difference between two groups. And then

we look at the first row of t-test for equality of means. The two-tailed p-values are also

larger than 0.05 as determined by t-test for phishing(t453 = 1.317 ,p = 0.189), vishing(t439

= 1.212,p = 0.226), and ad fraud(t451 = 1.738,p = 0.083). And the confidence intervals of

the mean difference also contain 0 for all three of them. In conclusion, we state that there

is no significant difference in SEA performance between people who had a virus on their

machine and who don’t.

Hypothesis: whether an individual ever had a ransomware on their machine
cannot affect SEA performance

The difference of mean value between yes group and no group is between 0.2 to 0.4. The

p-values of the Levene’s test on phishing(F = 3.890,p = 0.049) is smaller than 0.05. But

the p-values of the Levene’s test on vishing(F = 3.125,p = 0.078), and ad fraud(F = 0.993,p
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= 0.320) are both greater than 0.05. In conclusion, we cannot reject the hypothesis, and

assume that there is no variance difference between two groups. And then we look at the

first row of t-test for equality of means. The two-tailed p-values are smaller than 0.05 as

determined by t-test for phishing(t118.025 = -4.348,p < 0.001), vishing(t439 = -5.105,p <

0.001), and ad fraud(t451 = -2.931,p = 0.004). And the confidence intervals of the mean

difference does not contain 0 for all three of them. In conclusion, we state that there are

significant mean differences in SEA performance between people who ever had a ransomware

on their machine and who don’t.

Hypothesis: whether an individual’s account ever been hacked cannot affect SEA
performance

The difference of mean value between yes group and no group is between 0.1 to 0.2.

The p-values of the Levene’s test on phishing(F = 2.875,p = 0.091), vishing(F = 0.472,p =

0.493), and ad fraud(F = 0.005,p = 0.943) are all greater than 0.05. This means that equal

variances is assumed, we need to use the first row of the t-test output. In conclusion, we

cannot reject the hypothesis, and assume that there is no variance difference between two

groups. And then we look at the first row of t-test for equality of means. The two-tailed

p-values of phishing(t453 = 3.078,p = 0.002) and vishing(t439 = 2.782,p = 0.006) are smaller

than 0.05. And the confidence intervals of the mean difference does not contain 0 for both

of them. The two-tailed p-value of ad fraud(t451 = 1.117,p = 0.265) is larger than 0.05.

And the confidence intervals of the mean difference contain 0. In conclusion, we state that

there are significant differences in recognizing phishing and vishing but not in recognizing

ad fraud between people whose account ever been hacked and who don’t.

Hypothesis: whether an individual ever shared credentials for any password
protected account cannot affect SEA performance

The difference of mean value between yes group and no group is between 0.1 to 0.3. The

p-values of the Levene’s test on phishing(F = 0.973,p = 0.324) and ad fraud(F = 0.577,p =

0.448) are both greater than 0.05. This means that equal variances is assumed, we need to

use the first row of the output. The p-values of the Levene’s test on vishing(F = 9.757,p =
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0.002) is less than 0.05. This means that equal variances is not assumed, we need to use the

second row of the output. The two-tailed p-values of vishing(t100.130 = -3.795,p < 0.001

) and ad fraud(t450 = -2.740,p = 0.006) are smaller than 0.05, but two-tailed p-value of

phishing(t452 = -1.473,p = 0.141) is larger than 0.05. And the confidence intervals of the

mean difference does not contain 0 for both of them. In conclusion, we state that there are

significant differences in recognizing vishing and ad fraud but not phishing between people

who shared credentials for any password protected account and who don’t.

Hypothesis: whether an individual ever been a victim of identity theft cannot
affect SEA performance

The difference of mean value between yes group and no group is between 0.1 to 0.2. The

p-values of the Levene’s test on phishing(F = 1.891,p = 0.170) and ad fraud(F = 0.013,p =

0.911) are both greater than 0.05. This means that equal variances is assumed, we need to

use the first row of the output. The p-values of the Levene’s test on vishing(F = 4.499,p =

0.034) is less than 0.05. This means that equal variances is not assumed, we need to use the

second row of the output. The two-tailed p-values of phishing(t450 = -2.157,p = 0.032) and

vishing(t105.053 = -3.555,p = 0.001) are smaller than 0.05. And the confidence intervals

of the mean difference does not contain 0 for both of them. The two-tailed p-value of ad

fraud(t448 = -1.181,p = 0.238) is larger than 0.05. In conclusion, we state that there are

significant differences in recognizing phishing and vishing but not ad fraud between people

who had been a victim of identity theft and who don’t.

Hypothesis: whether an individual ever lost money of any online or phone scam
cannot affect SEA performance

The difference of mean value between yes group and no group is between 0.2 to 0.5.

The p-values of the Levene’s test on phishing(F = 3.280,p = 0.071), vishing(F = 0.473,p

= 0.492), and ad fraud(F = 2.349 ,p = 0.126) are all greater than 0.05. This means that

equal variances is assumed, we need to use the first row of the output. The two-tailed

p-values of phishing(t452 = -3.373,p = 0.001), vishing(t438 = -7.350,p = 0.000) and ad

fraud(t450 = -2.982,p = 0.003) are all smaller than 0.05. And the confidence intervals of the
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mean difference does not contain 0 for all of them. In conclusion, we state that there are

significant differences in SEA performance between people who lost money of any online or

phone scam and who don’t.

Hypothesis: whether an individual ever been taught any computer science, cy-
bersecurity or related topics cannot affect SEA performance

The difference of mean value between yes group and no group is between 0.01 to 0.2. The

p-values of the Levene’s test on vishing(F = 1.135,p = 0.287) and ad fraud(F = 1.126,p =

0.289) are both greater than 0.05. This means that equal variances is assumed, we need to

use the first row of the output. The p-values of the Levene’s test on phishing(F = 5.599,p =

0.018) is less than 0.05. This means that equal variances is not assumed, we need to use the

second row of the output. The two-tailed p-values of phishing(t384.476 = -3.592,p = 0.000)

and vishing(t434 = -2.167,p = 0.031) are smaller than 0.05. And the confidence intervals

of the mean difference does not contain 0 for both of them. The two-tailed p-value of ad

fraud(t446 = -0.382,p = 0.703) is larger than 0.05. In conclusion, we state that there are

significant differences in recognizing phishing and vishing but not ad fraud between people

who had been taught any CS related topics and who don’t.

4.2 PCA and UMAP results

Section 4.1 more concentrate on individual analysis, which conducted analysis between

environmental factors and one calculated performance column. In this section, by using data

visualization and machine learning algorithms, we can analyze high-dimensional data. The

purpose of this section is to find if there is an environmental factor that can influence the

performance as a whole. By using PCA algorithm and UMAP algorithm, we can analyze the

relationship between each environmental factor and the behavior of Q18 to Q41. Figure 4.2

and Figure 4.3 are results from PCA and UMAP, respectively. By combining two results, we

are able to conclude whether this factor can affect user behavior and divide their performance

into groups.
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Figure 4.2. PCA result

Through the investigation of factors, we divided all the respondents into several groups.

Q18 to Q41 survey people’s ability of recognizing SEA. If we can easily group all data points

by color from the output image, it means that this factor has an impact on the performance
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Figure 4.3. UMAP result

of people as a whole. For instance, in the result of age group, all the points of the two colors

have no obvious different distribution areas. Their distribution areas basically overlap, so

there is no obvious difference in performance in groups based on age. The opposite example

is the result of phishing definition group, it is obvious that blue dots and green dots spread in

different areas. In between, there are also fuzzy types, such as computer-time-at-work result.

Although the distribution of the two colors overlaps a large part, there are some areas that
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only have blue dots but no green dots. In this case, we also believe that the computer time

spent at work will affect people’s ability to recognize SEA.

In consequence, from Figure 4.2, we conclude that the different time people spent on

computer at work, the definition of phishing they choose, the definition of ransomware, and

the definition of vishing are all the factors that can influence an individual’s performance

towards social engineering attacks.

The main function of Figure 4.3 is to corroborate and supplement our previous con-

clusions. The advantage of UMAP over PCA is that it can show more details, but the

disadvantage is that it interferes with more judgments. Therefore, we will not use UMAP

results to refute our previous conclusions, but rather add some details. From the result of

work-in-IT group we found that, the yellow dots are more gathered on the left, and the pur-

ple dots are more gathered on the right. From the result of smartphone-time group we found

that, the red dots mainly distribute on the left. These are all the evidence that whether

an individual ever works in IT related area, and the time he/she spent on smartphone can

affect an individual’s performance towards social engineering attacks.

4.3 Text Analysis

Figure 4.4 is an example after using text analysis tools. Although the extraction results

produced by the text analysis well summarize the keywords in the input documents, they

are abstract and difficult to understand. We thus developed a visualization for presenting

the overall structure and information exchange within the input scenario comprehensively

in a single view. Because the input text contains not only the scene of the event itself, but

also the background information related to the event�including character characteristics and

character relations. And there is no doubt that the event background often affects people’s

judgment of the credibility of the event scene. Thus� in order to improve the understand

ability of visualization, a two-level structure visualization is adopted to present the event

background information and event scene information in the text so that the viewer can make

a more comprehensive judgment of the event credibility, based on the analysis of the corre-

lation between the two kinds of information.
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Figure 4.4. Sentence Structure Example

The visualization consists of two parts that correspond to two levels of information in the

text. The first is the event background information, which is represented in the visualiza-

tion by a gray circle in the background. This section corresponds to the text content that

describes the basic information about the event. The content is to describe the background

information before the event scene, such as the background of the character, the activity of

the character, the origin of the event, etc. The second part is the event scene information,

which corresponds to the main scene of the information exchange described in the input

text and is also the information that the viewer mainly relies on to make the judgment. In

visualization, the presentation of event scene information is located in the center part.

In addition, the order of information exchange in an event also affects the credibility of the

scene. Thus, the vertical in the visualization represents the time dimension. The one at the

top of the visualization represents the event that happened first, or the information that was

passed first.

Based on the content of the input text. The person in the event can be divided into the

initiator (or the caller) of the scene and the receiver of the scene. The initiator of an event
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Figure 4.5. Text visualization framework example

scene can be understood as the person that makes the scene happen and the one that the

viewer needs to identify its credibility. In the visualization, the two characters are displayed

through black rounded squares, and are located on the left and right sides of the event scene

information section.

Between the initiator and the receiver, the black arrow and the circle and rounded rectangle

on the arrow together show the exchange of information in the event scene. The black arrow

indicates that the message is sent only in one direction and does not require any subsequent

action by the recipient. The direction of the black arrow indicates the direction in which the

information is transmitted. There are two types of information delivered, information about
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events and information about people. Information about events is displayed in a rounded

rectangle. Information about people is displayed in a circle, and the sensitivity of the infor-

mation is distinguished by color. The colors are green, yellow and orange. Green represents

low-sensitive personal information, yellow represents general personal information, such as

name and address, etc., and orange represents highly sensitive personal information, such as

SSN, bank account, password, etc. By visualizing the direction of information transmission

and distinguishing the information sensitivity, the observer can quickly identify the informa-

tion flow pattern, amount of information and information categories in the event scene.

In addition to the exchange of information, there are often target actions that need to be

Figure 4.6. The rest of text visualization
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performed in the event scenarios that are described by input text. For example, the initiator

requires the receiver to provide some personal information or asks the receiver to perform

certain behaviors. The target action to be performed in these scenarios is also an important

reference for judging the credibility of the event scenario. Thus, in visualization, the target

action is performed independently of the exchange of information but is presented in con-

junction with the exchange of information to assist the observer in joint analysis.

Specifically, the action information in the event scene is presented by red arrows and the

circle with red edges. The direction of the arrow represents the direction in which the action

information is transmitted. Labels at the beginning of the arrows represent categories of

action information, such as “ask for,” “check,” and so on. Unlike before, the information

with the dotted edge represents the specific content without the specific content. In the

example above, for example, the red arrows that from the caller to the student represent

that the caller put forward an action information. And the information on the line is “phone

number” and “address” with dotted line edge, which means that the caller only proposed

that the two types of information should be checked but did not provide the specific content

of these two information, that is, the specific phone number and address information. To

demonstrate the usefulness of the developed visualization method, we have applied it to dif-

ferent types of event text: the event with interview background� the event with bank affair

background, and the other two types of event. In summary, this approach can be applied to

the visualization of text describing different background event scenarios. Compared with the

text display method, the visualization method has the following advantages. First, it can

quickly perceive the structure of the event scene, which is helpful to help the observer form

an overall impression of the scene. In addition, in the details of the event scene, different

visualization methods, such as layout, color contrast, etc., are used to let the observer check

the specific information exchange.
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5. DISCCUSION

The purpose of this study is to identify the relationship between environmental factors and

participants’ ability of recognizing social engineering attacks. To address this question, we

conduct basic descriptive statistics analysis, ANOVA analysis, propose and test hypothesis

using t-test, and machine learning algorithms analysis. In order to collect data, we used

Qualtrics to build and spread questionnaire. There were 517 people who take the survey in

total, after data cleaning, the number decreased to 497. Our conclusion is based on data

analysis and verification of hypothesis.

The environmental factors include age, sex, education level, yearly income, whether work

in IT related area, the time spent on computer at work, the time spent on computer at home,

the time spent on smartphone. To conclude whether these environmental factors groups have

different performance towards how likely one scenario can be a social engineering attack,

we combine basic descriptive analysis and ANOVA which is often used for determining

the difference between groups. In addition, we also propose the hypothesises based on

individual’s past experience and their performance on social engineering attacks. Since the

ANOVA is used for groups more than two, t-test is used for determining whether there are

variance and mean difference between two groups. PCA and UMAP are machine learning

algorithms that visualize the high-dimensional data, and judge the difference between groups

to support the former conclusion.

This study is based on social cognitive theory, which states that individuals’ behaviors

are based on their environment and past experience other than motivation and emotion.

According to [1 ]�there are three main factors that can affect human behaviors, including

cognitive factors, environmental factors, and behavioral factors. The cognitive/personal

factors include knowledge, expectations, and attitudes. The environmental factors include

social norms, access in community, and influence on others. The behavioral factors include

skills, practice, and self-efficiency.Since past experience can has significant consequence on

individuals’ behavior, we also collected the data from their past social engineering attack

related experience. These questions include: a) Have you ever had a virus/ransomware on

their machine. b) Have any of your accounts ever been hacked or compromised? c) Have you
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ever willingly shared credentials (username/password/answers to security questions) for any

password protected account? d) Have you ever been a victim of identity theft? e) Have you

ever lost money as a result of any online or phone scam? f) Were you taught any computer

science, cybersecurity or related topics from the ages of 5-18?

The results from descriptive statistics suggest that different age groups have obvious

different mean values towards phishing, vishing, and ad fraud. At the same time, with the

increasing of age, the performance of the ability of recognizing social engineering attacks is

getting better. Esposito states that older participants tend to perform more safely towards

online security. However the results of [64 ] shows the opposite, they argued that age cannot

affect the treatments’ performance. This maybe because this research more focus on the

result of education, during which age cannot affect people’s learning ability. In addition, 80

percent of people who take our questionnaire are under 45, which could be a factor that why

we have different conclusion.

[35 ] shows that males tend to have better awareness of online safety. But in our study,

the male group and the female group have no obvious mean difference in identifying SEA,

and even women have better performance on some questions. In the ANOVA results, we

can only accept the hypothesis that the two groups have no obvious mean difference and

variance difference. At the same time, the results of PCA and UMAP also indicate that the

performance of the two groups are similar.

[35 ] not only pointed out that gender affects people’s awareness of cyber security, IT-

related majors tend to have better performance in cyber security. In the meantime, it is

also indicated that students at higher study level performs better than the students at lower

study level. In our study, the participants who work or study in IT related area are better

at recognizing a social engineering attack. The ANOVA results also supported this finding

by suggesting that there is significant different between two groups. This conclusion is also

supported by UMAP result. However, [38 ] stated that sometimes education can reduce the

chance of an individual of recognizing social engineering attacks. Our study shows that it is

true participants with higher education level does not perform better. According to ANOVA

results, there is no significant difference between each group. Same as the UMAP and PCA

results. In addition, yearly income level can also be highly related to the education level,
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which is the reason why we also include the income level as an environmental factor. If we

exclude groups with less than 10 people, we find that the groups with the least and the most

salaries have relatively better ability to recognize cybercrime. In other words, it is not that

people with higher income will perform better. The ANOVA results and PCA results also

suggest the same thing. This finding is also consistent with the education level.

The ANOVA results from this research indicate that the time spent on computer at home

and the time spent on smartphone can affect the SEA performance. Although through basic

descriptive statistics, we cannot conclude that people who spend more time perform better

or worse, that is to say, there is no clear linear relationship. However, according to UMAP,

we can also find that there are obvious differences in dispersal areas between these groups.

We can infer that these two factors can affect people’s response to SEA. In the meanwhile,

the time spent on computer at work cannot affect participants’ performance. This finding

also correspond to the [39 ] which illustrated that people at home have different performance

from work.

[42] concluded that people who have been victims of cybercrime before have lower aware-

ness. In the 4.1.4 section, we focus on whether an individual’s past experience can influence

his/her response towards recognizing social engineering attacks. According to t-test results,

participants’ past experience against cyber crime makes them perform differently when it

comes to phishing, vishing, and ad fraud.Since there is research proved that by educating

participants the online security awareness can be trained[37][40], we also applied t-test to

analyze between the people who has been taught CS related topic and the people who has

not. The result shows that two groups have different performance towards phishing and

vishing.
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6. CONCLUSION AND FUTURE WORK

6.1 Conclusion

In this research, we proved that age, whether work in IT related area, the time spent

on computer at home, time spent on computer at work, and time spent on smartphone

are the factors that can affect participants’ performance of recognizing social engineering

attacks. Also, an individual’s past experience can also affect his/her ability of recognizing

SEA, including whether an individual ever shared credentials, ever been a victim of identity

theft, ever lost money of scam, and ever been taught any computer science related topics.

Because the questions that measure participants’ performance are divided into three parts:

phishing, vishing, and ad fraud, the influence of past experience also measured in three

aspects. For example, people had shared credentials for password protected account or not

only has significant differences on vishing and ad fraud. Among all the questions that related

to past experience, only ”whether an individual ever had a ransomware on their machine”

and ”whether an individual even lost money of any online or phone scam”has influence on all

three (phishing, vishing, ad fraud). In the section of text analysis, we proposed a framework

that can visualize the questions about a possible social engineering attack scenario, which

was helpful for relate the keywords to how likely this question is SEA.

6.2 Future work

Some of environmental factors only have influence on partial SEA, more questions can

be designed in the future to validate the results. The size of some groups is very small, more

participants are needed in the future. For example, we can increase the number of people

over 45. Most of the participants are Americans, and the geographical scope of participants

can be expanded in the future. The reason we added text analysis is to try to find out

why there are some scenarios that make participants more vigilant. By visualizing keywords

and relationships, it is found that people are more guarded against giving information than

receiving information. At the same time, we also found that even if the participant is required

to provide sensitive information, a large number of people do not think it is a fraud. At the
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same time, we found that on average, everyone thinks that the problem of SEA is most likely

to ask for personal information rather than bank information, which is obviously different

from what we expected. After visual analysis, we speculate that it may be because winning

lottery is involved in this scenario. So in the future, if the reason of choice can be further

analyzed, for example, add a mechanism that allows participants to click on keywords, it

will be of great help to this research.
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RESEARCH PARTICIPANT CONSENT 
FORM 

Environmental Factors Influencing Phishing 
Attacks Department of Computer and 

Information Technology Purdue University 
 

What is the purpose of this study? This study is being conducted to create a new measure assessing privacy 
needs in individuals. 

 
What will I do if I choose to be in this study? You will be asked to read a number of statements related to privacy 
concerns. You will be asked rate each of the statements on how well you reflect to it: low versus high privacy 
needs. 

 
How long will I be in the study? This survey should take less than 20 minutes. 

 

 
What are the possible risks or discomforts? 

Minimal: The risks are not greater than those ordinarily encountered in daily life. 
 

 
Are there any potential benefits? 

There are no direct benefits to you for participating, However, you may have the opportunity to gain insight into 
the nature of designing, running, and interpreting research on emotional responses to individuals in situations of 
need. 

 
Will I receive payment or other incentive? 

For participating in this study, you will receive $.70 credited towards your mTurk account. 
 

 
Are there costs to me for participation? 

There are no extra costs to you for participating in this study. 

 

Will information about me and my participation be kept confidential? The project's research records may be 
reviewed by departments at Purdue University responsible for regulatory and research oversight. 

 
What are my rights if I take part in this study? 

Your participation in this study is voluntary. You may choose not to participate or, if you agree to participate, 
you can withdraw your participation at any time without penalty or loss of benefits to which you are otherwise 
entitled. 

 
Who can I contact if I have questions about the study? 

If you have questions, comments or concerns about this research project, you can talk to one of the 
researchers. Please contact Ida Ngambeki 496-6839. If you have questions about your rights while taking part 
in the study or have concerns about the treatment of research participants, please call the Human Research 



 

 

Protection Program at (765) 494-5942, email (irb@purdue.edu)or write to: Human Research Protection 
Program - Purdue University Ernest C. Young Hall, Room 1032, 155 S. Grant St., West Lafayette, IN 47907-2114 

 
Documentation of Informed Consent 

I have had the opportunity to read this consent form and have the research study explained. I have had the 
opportunity to ask questions about the research study, and my questions have been answered. I am prepared 
to participate in the research study described above. 

 

 
Click “I agree” indicates that you have read and understand the information provided above, that you 
willingly agree to participate, and that you are aware that you may withdraw your consent at any time 
and discontinue your participation without penalty. If you choose not to participate, simply close your 
web browser. 

   I agree 

   I do not agree 

 

Demographics 
 
How old are you? 

   18-25 

   26-35 

   36-45 

46-55 
 

55+ 
 

What is your sex? 

 

 
M
a
l
e 

  
F
e
m
a
l
e

 
O
t
h



 

 

e
r 

Choose not to disclose 
 

What the highest level of education that you have completed? 

   High School 

Graduate   

GED or equivalent 

   Some College 

   Associate's degree: occupational, technical or vocational program   

Associate's degree: academic program 

   Bachelor's degree 

   Master's Degree 

Completion   Choose not 
to disclose 

 
What is your yearly income? 

   Less than 

$15,000   

$15,000 - 

$24,999   

$25,000 - 

$34,999   

$35,000 - 

$49,999   

$50,000 - 

$74,999   

$75,000 - 

$99,999   

$100,000 - 

$149,999   

$150,000 - 

$199,999   

$200,000+ 

   Choose not to disclose 

 
Are you currently a student or working in an information technology or computing related 
profession or field? 

   

Y
e
s 
N
o 

 



 

 

On an average day, how long do you spend on a computer at work or school? 

   less than 

one hour   

1 - 3 hours 

   3 - 5 hours 

   more than 5 hours 

   I never use a computer at work/school 

 
On an average day, how long do you spend on a computer at home? 

 

   less than 

one hour   

1 - 3 hours 

   3 - 5 hours 

   more than 5 hours 

I never use a computer at home 
 

On an average day, how long do you spend using a smartphone/tablet? 

 

   less than 

one hour   

1 - 3 hours 

   3 - 5 hours 

   more than 5 hours 

   I never use a smartphone/tablet 
 

Knowledge/Validation Question 
 
What is a reasonable definition of phishing? 

 

   An electronic communication pretending to be from a reputable source intended to make individuals reveal 
personal information or provide unsafe access to their computer 

   The action of hacking into telecommunications systems to obtain free calls 

   A fraudulent phone call or voicemail purporting to be from a reputable company in order to obtain 
personal information 

An electronic communication from a company 

I do not know 

 



 

 

For this question please select windows 

   

Mac 
OS X 

  

Win
dow
s 

  
Ubu
ntu 

 

What is a reasonable definition of ransomware? 

 

   A program called ransom that runs in the background of your computer 

   Malicious software that threatens to publish the victim's data or perpetually block access to it unless a 
ransom is paid 

   A site or program that one can use to purchase bitcoin   

I do not know 

 

What is a reasonable definition of vishing? 

 

   A fraudulent phone call or voicemail pretending to be from a reputable company in order to obtain 
personal information 

   The action of hacking into telecommunications systems to obtain free calls 

   A fraudulent text sent to lure personal information such as passwords through forms such as e-mail 

   I do not know 
 

What is a reasonable definition of ad fraud? 

 

   A phone call or electronic communication offering unexpected goods or services 

   A phone call or electronic communication offering goods or services with the intent of getting you to 
respond in order to obtain personal information or compromise your computer 

   An electronic communication offering access to software 

  I do not know 
 

Recognition Phishing 

 

For the emails below please indicate how likely it is that each one is a phishing email. Phishing is a fraudulent 
email pretending to be from a reputable source intended to make individuals reveal personal information or 
provide unsafe access to their computer 



 

 

 

 

 
 

 

 
Extremely unlikely Somewhat unlikely 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  



 

 

 

 



 

 

 



 

 

 
 

 

Extremely unlikely Somewhat unlikely  Neither likely nor Somewhat likely
 Extremely likely 



 

 

unlikely 

 
 

 

 

 
Extremely unlikely Somewhat unlikely 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  



 

 

 

 

 
 

 
Extremely likely Somewhat 
likely 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Extremely unlikely Somewhat unlikely 

Neither likely nor 
unlikely Somewhat unlikely Extremely unlikely 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  



 

 

 

 

 
 

 
Extremely unlikely Somewhat unlikely 

  
 
 
 
 
 
 
 
 
 
 
 
 

Extremely unlikely Somewhat unlikely 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   
 
 
 
 
 
 
 
 
 
 
 

 
Neither likely nor 

unlikely Somewhat likely Extremely likely 

   

  



 

 

 

 



 

 

 



 

 

 
Extremely unlikely Somewhat unlikely 

Neither likely nor 
unlikely Somewhat likely Extremely likely 



 

 

   
  

Recognition Vishing 

 

For the scenarios below please indicate how likely it is to be a vishing scenario. Vishing is a fraudulent phone call or 
voicemail pretending to be from a reputable company in order to obtain personal information 

Yesterday a student from University of Arizona got a phone call from the company that she was 
interviewing with. The caller left a voicemail saying, "Hi Samantha, My name is Laura Smith, I am calling 
from PurpleBox regarding the internship you applied and interviewed for on February 9th at 2:00 P.M. I was 
just calling to confirm that this number 675- 823-2343 is the best way to contact you regarding your offer 
letter and 54 Flamingo Ct Denver CO, is the correct address where we can send the offer letter to. Please 
let me know if this information is correct." 

 

How likely is this to be a vishing 
scenario? 

 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  
 
 

Yesterday a student from University of Arizona got a phone call from the company that she had interviewed 
with several weeks earlier. She had already received an offer letter from the company in the mail. The caller 
left a voicemail saying, "Hi Samantha, My name is Laura Smith, I am calling from PurpleBox regarding the 
internship you applied and interviewed for. I was just calling to ask for your address and social security 
number so we can send you an offer letter. Please call me back with the information." 

 

How likely is this to be a vishing 
scenario? 

 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  
 
 

A student received a call from someone claiming to be a faculty member at the university in which he had 
just enrolled. The caller offered to hire him as a student worker. His job would be buying supplies for a 
startup. The caller asked for his address, bank routing number to send a check to cover the cost of supplies 
and his first salary payment. 

 

How likely is this to be a vishing call? 
 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 



 

 

   
  

 

The HR manager’s phone is ringing. She answers and the caller claims to be from the IT department and 
claims there is a possible data breach that might have made some of her contact details accessible. He asks 
the HR manager to give him her username and passwords to access her company account, so he can check 
if everything is fine. 

 

How likely is this to be a vishing 

scenario? 
 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  
 

 
Emily receives a call on her phone. the caller claims she has won a free vacation to the Bahamas in a 
random lottery. The caller asks for the name, address, and license number of herself and her travel 
companion. The caller claims to need this information so the tickets match to Emily's and her travel 
companion's IDs. 

 

How likely is this to be a vishing 
scenario? 

 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  
 

 
Mark receives a call from someone claiming to work for his bank. The caller says that they have observed 
suspicious behavior on Mark's account and lists a number of purchases totaling over $2000 made at online 
sex shops. He claims that unless Mark proves his identity he will be responsible for the charges. The caller 
asks him to provide his account number, date of birth and social security number in order to verify his 
identity and remove the charges from his account. 

 

How likely is this to be a vishing call? 
 

 

 

Extremely unlikely Somewhat unlikely 
Neither likely nor 

unlikely Somewhat likely Extremely likely 

   

  
 

 



 

 

Julie receives a phone call from her bank. The caller claims that her credit card was used at a location 
where several breaches have occurred. As a result the bank will be sending her a new credit card. They ask 
her to verify the last four digits on her credit card. 

 

How likely is this be a vishing call? 
 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 



 

 

   

  

In June of last year, Emma Watson, a British businesswoman who was setting up a children's nursery, got a 
phone call from her bank's fraud team. They told her that they had stopped some unusual transactions on 
her account, but because her account had been compromised, she had to transfer her money into another 
account that they had set up in her name. The callers knew her name, account numbers, and social security 
number. 

 
 
 

How likely is this to be a vishing 
scenario? 

 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  
 

 
John receives a call from someone claiming to be a student at his alma mater. The caller claims to be raising 
money for the school and requests a donation. The caller asks for John's credit card number, expiry date, 
and security code. 

 

How likely is this to be a vishing call? 
 

 
Extremely unlikely Somewhat unlikely 

 

Neither likely nor 
unlikely Somewhat likely Extremely likely 

   

  
 

Recognition Ad Fraud 

 
For the scenarios below please indicate whether it is an ad fraud scenario or not. 

You are streaming a movie on a third party website. An ad pops up for "Free Headphones No 
Purchase Necessary" from a website that appears with Apple's logo on it. 

 

How likely is this to be ad fraud? 
 

Extremely unlikely Somewhat unlikely 

 

 
Neither likely nor 

unlikely Somewhat likely Extremely likely 



 

 

  

   
 

You visit Abercrombie and Fitch's website to buy your favorite 

pair of jeans. The next day you log into Facebook.com in 
order to update your status. You notice on the panel bar there 
is a advertisement link for Abercrombie and Fitch's new line 
of jeans. You get excited and click the link. 

 
How likely is this to be ad fraud? 

Extremely unlikely Somewhat unlikely Neither likely nor 
unlikely 

Somewhat likely Extremely likely 

  

 
 

You are shopping on the website of an online electronics retailer. An ad pops up saying because you 
searched for certain items you have qualified for a free giveaway of a new Amazon Echo dot. The ad 
also says that you are receiving this offer as part of a test drive for the product and all you need to do 
to qualify is answer a short survey. 

 

How likely is this to be ad fraud? 
 

Extremely unlikely Somewhat unlikely 

 

 
Neither likely nor 

unlikely Somewhat likely Extremely likely 

   

  
 

You see a flyer posted for a concert for a popular band. In the corner is a QR code (a square bar 
code that you can scan). The flyer says if you scan the QR code, you will get a discount on tickets. 
The code takes you to a website that has links to pictures and videos of the band and asks you to 
click on them to get the discount. 

 

How likely is this to be ad fraud? 
 

Extremely unlikely Somewhat unlikely 

 

 
Neither likely nor 

unlikely Somewhat likely Extremely likely 

   

  
 

You are trying to buy something from a boutique online retailer. The website provides a link to PayPal 
which is a common online payment site. 

 

How likely is this to be ad fraud? 

 
Extremely unlikely Somewhat unlikely 

  
 

Exposure 

 

 
Neither likely nor 

unlikely Somewhat likely Extremely likely 

   



 

 

 

Have you received a phishing email (a fraudulent email intended to obtain sensitive information or 

compromise your security) in the past week, month and year? 

   Yes, in the 

past week   

Yes, in the past 
month 

Yes, in the past year 

   No, I have not received a phishing email 

I do not know if I have received a phishing email 
 

How many phishing emails have you received in the past month? 

   1-5 

   6-10 

   11-20 

   More than 20 

 
Have you fallen victim phishing email in the past week, month and year? 

   Yes, in the 

past week   

Yes, in the past 

month   Yes, in 
the past year 

   No, I have not fallen victim a phishing email 

   I do not know if I have fallen victim to a phishing email 

 
How many phishing emails have you ever fallen victim to? 

   1 

   2-3 

   4-5 

   More than 6 

 
Have you seen an ad that was probably ad fraud (advertisements offering goods or services with the 
intent of getting you to respond in order to obtain personal information or compromise your computer) in 
the past week, month, year? 

   Yes, in the 

past week   

Yes, in the past 



 

 

month   Yes, in 
the past year 

   No, I have not seen an ad that was probably ad fraud 

   I do not know if I have seen an ad that was probably ad fraud 

 
Have you been a victim of ad fraud in the past week, month and year? 

   Yes, in the 

past week   

Yes, in the past 

month   Yes, in 
the past year 

   No, I have not been a victim of ad fraud 

   I do not know if I have been a victim of ad fraud 

 

How many times have you ever been a victim of ad fraud? 

   1 

   2-3 

   4-5 

   More than 6 
 

Have you received a vishing (a fraudulent phone call or voicemail pretending to be from a reputable 
company in order to obtain personal information) call in the past week, month and year? 

   Yes, in the 

past week   

Yes, in the past 

month   Yes, in 
the past year 

   No, I have not received a vishing call 

   I do not know if I have received a vishing call 
 

How many vishing calls have you received in the past month? 

   1-5 

   6-10 

   10-20 

   More than 20 
 



 

 

Have you ever had a virus on your machine? 

   

Y
e
s 

  

N
o 

 
How many times have you had a virus on your computer? 

   1 

   2-3 

   4-5 

   More than 6 
 

Have you ever had ransom ware (malicious program that locks your computer until a fee is paid) on 
your machine? 

   
Y
e
s 
N
o 

 

How many times have you had ransomware on your computer? 

   1 

   2-3 

   4-5 

   More than 6 

 
Have any of your accounts ever been hacked or compromised? 

   

Y
e
s 

  

N
o 

 
What kind of account was hacked or compromised? 

 



 

 

   
Social 
Media 

  
Financ
ial 

   

Personal 

Email   

School or 

Work   

Health 

   Video 
streaming 

  Other 
 

Have you ever willingly shared credentials (username/password/answers to security questions) for 
any password protected account? 

Yes 

No 
 

What kind of account have you willingly shared credentials for? 

   

Social 
Media 

  

Financ
ial 

   
Personal 

Email   

School or 

Work   

Health 

   Video 
strea
ming 
Othe
r 

 

Has any of your private data, photos, or video ever been obtained and/or shared without your 
knowledge and permission? 

   
Y
e
s 



 

 

N
o 

 

Have you ever been a victim of identity theft? 

   

Y
e
s 

  

N
o 

 
Have you ever lost money as a result of any online or phone scam? 

 

   
Y
e
s 

  
N
o 

 

How much money have you lost as a result of a phone or online scam? 

   less 
than 

$100   

$100 - 
$500 

  
$501 - 
$1000 

  
$1001 - 
$5000 

   More than $5000 

 

Environmental Factors 
 

Where did you live (for the majority of the time) between the ages of 5-18? 

   

A
f
r
i
c
a 

  



 

 

E
u
r
o
p
e

 
A
s
i
a 

   North 
America 

  South 
America 

   Australia (or 

Oceania)   

Antarctica 

 
Which Country? 

 
 

Which Country? 

 
 

Which Country? 

 
 

Which Country? 

 
 
Which Country? 

 

 
Which Country? 

 
 
Which State? 



 

 

 
 
Were you taught any computer science, cybersecurity or related topics from the ages of 5-18? 

   Yes 

No 
 

How much time did you spend learning about computer science, cybersecurity or related topics 
from the ages of 5-18? 

   less than 

a week   

about a 
month 

   an entire 

term/semester   an 
entire year 

   multiple years 

 
Were you taught about online safety in school from the ages of 5-18? 

   

Y
e
s 

  
N
o 

 

Were you taught about online safety at home from the ages of 5-18? 

 

   
Y
e
s 
N
o 

 

Were you in a computer science, cybersecurity or related club from the ages of 5-18? 

   

Y
e
s 

  

N
o 



 

 

 
Did your parents work in a computer science, cybersecurity or related field? 

 

   
Y
e
s 

  
N
o 

 

Did you have a computer/laptop/tablet/smartphone at home from the ages of 5-18? 

   

Y
e
s 

  

N
o 

 
How much average time did you spend per day on your home 

computer/laptop/tablet/smartphone from the ages of 5-11? 

less than an hour 



 

 

 

   1-2 hours 

   3-5 hours 

more than 5 hours 
 

How much average time did you spend per day on your home 
computer/laptop/tablet/smartphone from the ages of 12-18? 

   less than 

an hour   

1-2 hours 

   3-5 hours 

   more than 5 hours 

 
Were there a lot of technology industries around the area where you spent the most time during the 
ages of 5-18? 

   

Y
e
s 

  

N
o 

 
Did you ever watch programs on TV that were computing or technology related? 

 

   
Y
e
s 
N
o 

 

Was there public cybersecurity or online safety education offered in the area where you spent the most 

time during the ages of 5-18, for example seminars at the public library? 

   

Y
e
s 

  

N
o 

 
Were there any billboards present in the area where you spent the most time during the ages of 5-18 
that promoted online safety? 



 

 

   
Y
e
s 

  
N
o 

 

Have you ever received any training or information about how to stay safe online and protect your 

information within the last two years?
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