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ABSTRACT

Rotating Detonation Engines (RDEs) provide a promising avenue for reducing green-

house gas emissions from combustion-based propulsion and power systems by improving

their thermodynamic efficiency through the application of pressure-gain combustion. How-

ever, the thermodynamic and systems-level advantages remain unrealized due to the chal-

lenge of harnessing the tightly coupled physics and nonlinear detonation dynamics inherent

to RDEs, particularly for the less-detonable reactants characteristic of applications. There-

fore, a RDE was developed to operate with natural gas and air as the primary reactants

at elevated chamber pressures and air preheat temperatures, providing a platform to study

RDEs with the less-detonable reactants and flow conditions representative of land-based

power generation gas turbine engines. The RDE was tested with two injector configura-

tions in a broad, parametric survey of flow conditions to determine the effect of operating

parameters on the propagation of detonation waves in the combustor and delivered per-

formance. Measurements of chamber wave dynamics were performed using high-frequency

pressure transducers and high-speed imaging of broadband combustion chemiluminescence,

while thrust measurements were used to characterize the work output potential.

The detonation dynamics were first studied to characterize RDE operability for the target

application. Wave propagation speeds of up to 70% of the mixture Chapman-Jouguet det-

onation velocity and chamber pressure fluctuations greater than 4 times the mean chamber

pressure were observed. Supplementing the air with additional oxygen, varying the equiv-

alence ratio, and enriching the fuel with hydrogen revealed that combustor operability is

sensitive to the chemical kinetics of the reactant mixture. While most test conditions exhib-

ited counter-rotating detonation waves within the chamber, one injector design was able to

support single wave propagation. A thermodynamic performance model was developed to aid

analysis of RDE performance by making comparisons of net pressure gain for identical flow

conditions. While the injector that supported a single wave operating mode better followed

the trends predicted by the model, neither injector achieved the desire stagnation pressure

gain relative to the reactant manifold pressure. Application of the model to a generic RDE

revealed the necessity of normalizing any RDE performance parameter by the driving sys-
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tem potential and identified the area ratio between the exhaust and injection throats as the

primary parameter affecting delivered pressure gain. A pair of test conditions with distinct

wave dynamics were selected from the parametric survey to qualitatively and quantitatively

analyze the exhaust flow using high-speed particle image velocimetry. A single detonation

wave with an intermittent counter-rotating wave was characterized in the first test case,

while a steady counter-rotating mode was studied in the second. The velocity measurements

were phase averaged with respect to the instantaneous wave location to reveal contrasting

flowfields for the two cases. The total pressure and temperature of flow exiting the combus-

tor were computed using the phase-resolved velocity measurements along with the measured

reactant flowrate and thrust to close the global balance of mass and momentum, providing

an improved method of quantifying RDE performance. Finally, a reduced order model for

studying RDE operability and mode selection was developed. The circumferential detona-

tion wave dynamics are simulated and permitted to naturally evolve into the quasi-steady

state operating modes observed in RDEs. Preliminary verification studies are presented and

areas for further development are identified to enable the model to reach a broader level of

applicability.

The experimental component of this work has advanced understanding of RDE opera-

tion with less-detonable reactants and developed improved methods for quantifying RDE

performance. The accompanying modeling has elucidated the design parameters and flow

conditions that influence RDE performance and provided a framework to investigate the

factors that govern RDE mode selection and operability.
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1. INTRODUCTION

1.1 Motivation

Development of efficient energy conversion systems that produce minimal greenhouse

gases and pollution remains a principal challenge of modern engineering. The 2020 National

Academies of Science, Engineering, and Medicine report, Advanced Technologies for Gas

Turbines, projects that electrical power demand will grow by 50% in the next two decades

[1 ]. Furthermore, the total number of commercial aircraft is predicted to double in this same

timeframe. Despite significant reductions in the cost of wind and solar photovoltaic power

generation and correspondingly increased rates of adoption, it is unlikely that these renewable

energy sources will be able to meet the growing, global energy demand. A complete transition

to entirely renewable energy sources may prove difficult, as electricity storage technologies

are unable to provide the requisite storage capacity or density. Future energy strategy

will necessarily use renewable sources in concert with combustion systems, which satisfy

these requirements and benefit from existing infrastructure. For example, renewable energy

sources may be used to generate hydrogen or synthetic hydrocarbons, which can be used

for energy storage and subsequently burned in a combustion system [1 ]. The projection of

Fig. 1.1 confirms the continued role of combustion technologies, and indicates that they will

remain a significant component of the global energy mix, with expected growth of 20%. It is

therefore necessary to optimize combustion-based energy conversion technologies to achieve

the objectives of efficiency and cleanliness.

Modern propulsion and power systems, such as gas turbine and rocket engines, have

achieved high combustion and overall thermal efficiencies as a result of decades of incremen-

tal development and engineering such that few opportunities remain for significant improve-

ments. As a result, the gas turbine combined cycle power plant is the most efficient energy

conversion system, with modern systems approaching 65% overall efficiency [1 ]. That is,

greater than 60% of the chemical energy contained within the fuel is converted to electricity

delivered to an outlet. The progression of research, development, and deployment over the

past 5 decades is illustrated in Fig. 1.2 . The bottom panel displays the steady increase

in combined cycle efficiency, which has begun to approach a plateau near the noted 65%.

18



Figure 1.1. Historical global electricity generation and New Policies Scenario
projection from International Energy Agency categorized by technology [1 ].

However, further improvements are critical in achieving the desired reductions in greenhouse

gas emissions, given the continued growth of gas turbines for power generation shown by the

growth in electricity generated using natural gas in Fig. 1.1 . Gas turbine engines currently

comprise one-third of energy generation capacity in the United States, such that an efficiency

gain of 1% produces a reduction in emissions equivalent to installing tens of thousands of

wind turbines [1 ]. The Advanced Technologies for Gas Turbines report therefore sets a goal

of increasing the efficiency of combined cycle power plants to 70% by 2030, and 50% for

simple cycles [1 ].

Historically, combined cycle efficiency gains have largely been enabled by steady increases

in the allowable temperature of combustion gases entering the first stage of the turbine, the

turbine inlet temperature, illustrated in the top panel of Fig. 1.2 . While the efficiency of an

ideal Brayton cycle is typically set by the pressure ratio, increasing the gas turbine pressure

ratio in a combined cycle power plant reduces the power output of the bottoming steam cycle,

elevating the importance of the turbine inlet temperature [1 ]. The top panel of Fig. 1.2 

also identifies the contributions of specific technologies towards increases in turbine inlet

temperature. The improvements, and hence improvements in gas turbine efficiency, have
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Figure 1.2. Evolution of gas turbine combined cycle turbine inlet temperature
and efficiency over time.

principally been enabled by advances in turbine blade thermal management and materials

science. Despite this emphasis, combustion remains the primary source of entropy generation

within gas turbines. Textbook exergetic analysis indicates that 30% of the fuel exergy is

destroyed during combustion in a combined cycle power plant, twice as much as is destroyed

in all other major components combined. Therefore, future gas turbine systems could benefit

immensely from the development of combustion technologies that reduce this dominant loss

mechanism. The Advanced Technologies for Gas Turbines report addresses this by identifying

“unconventional thermodynamic cycles” as one area of research that may be necessary to

achieve the stated objective of 70% combined cycle and 50% simple cycle efficiency [1 ]. Of

the technologies identified in the report, Pressure Gain Combustion most directly addresses

the noted deficiencies of combustion in propulsion and power applications. Pressure Gain

Combustion (PGC) is an unsteady process wherein gas expansion is constrained during

heat addition to produce a total pressure rise, which corresponds with increased energy

availability or decreased entropy generation. By directly addressing the dominant source
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of exergy destruction in gas turbines, PGC could provide a step-change advance in cycle

efficiency and jump above the trendline of Fig. 1.2 .

1.2 Background

In a typical gas turbine or rocket combustor, the reaction front proceeds as a deflagration,

which propagates at a subsonic velocity through the diffusion of heat and intermediate chem-

ical species. The process is classified as constant pressure combustion, though in practice it

produces a total pressure loss across the combustor. In contrast, combustion in PGC sys-

tems either occurs at constant volume to produce a pressure rise, or via a detonation wave.

Detonation waves are a shock-coupled reaction front where the pressure and temperature

rise from a leading shock causes the reactant mixture to autoignite after a short induction

period. The expansion due to heat addition then provides the thrust necessary to support

the leading shock. The dominant physical mechanisms in a detonation are then advection

and reaction chemistry, producing combustion fronts that propagate between 1-3 km/s in

gaseous mixtures [2 ]. A timescale disparity between the reaction chemistry and gas expan-

sion processes constrains the reactions such that they effectively occur at constant volume

conditions. Hence the desired total pressure increase is achieved, so long as the detonation

is not stationary in the reference frame of the propulsion or power device [3 ].

While a range of PGC technologies have been proposed, including wave rotor combustors

[4 ], pulse jets, and Pulse Detonation Engines (PDE) [5 ], [6 ], the Rotating Detonation Engine

(RDE) [6 ]–[9 ] has emerged as the most promising architecture. Rotating detonation engines

were initially studied in the late 1950s and early 1960s by Voitsekhovskii in Russia [10 ] and

by Nicholls in the United States [11 ], but have become the focus of contemporary PGC

research due to the perceived advantages over other concepts. In a RDE, one or multiple

detonation waves propagate transverse to the flow of incoming reactants, commonly in an

annular chamber. The noted ranges of detonation wave velocities (1-3 km/s) and typical

research combustor diameters (0.05-0.3 m) result in wave circumscription frequencies that

vary between 1-50 kHz. The concept then retains the fundamental unsteadiness character-

istic of PGC devices, but the high cycle frequencies produce a quasi-steady flow that could
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permit drop-in replacement of the combustor in existing engine architectures. The closed-

loop geometry further requires a single ignition and deflagration-to-detonation transition

during engine startup and is geometrically similar to existing combustor designs, mitigating

disadvantages of other PGC systems.

A number of challenges remain before the distinct thermodynamic and system-level ad-

vantages of PGC as implemented using a RDE can be realized, many of which are related to

the fundamental unsteadiness of the cycle. High pressures behind the detonation wave front

locally modulate reactant injection as it circumscribes the combustion chamber and, at the

extreme, induce backflow of combustion products into the injection system. The injection

system dynamic response must then be tuned to introduce and mix sufficient fresh reactants

prior to the arrival of the subsequent wave to sustain its propagation. The dynamic injec-

tion results in a highly turbulent, inhomogeneous flow field through which the detonation

wave must propagate, far removed from the quiescent, homogeneous mixtures of classical

detonation theory [2 ]. Rotating detonation engines are observed to operate in a number of

different modes, defined by the number, direction, and strength of the detonation waves [9 ].

No reliable method for predicting the operating mode, and hence whether the combustor

can operate at all, has been established. While RDEs are frequently considered quasi-steady

devices due to natural aerodynamic valving of the inflow, the exhaust flow is highly unsteady

and transonic, with shocks extending from the detonation front into the exhaust plume. This

is likely to challenge integration efforts, as turbines and nozzles are traditionally designed

for a steady inflow condition and fixed pressure ratio. Finally, research-grade RDEs typi-

cally operate with readily detonable reactants such as hydrogen-air or methane-oxygen with

near-atmospheric mean chamber pressures. Extending RDE operation to reactants and op-

erating conditions traceable to the intended applications remains challenging, particularly as

applications often require less-detonable reactants. All of these challenges are exacerbated

in low-loss designs required for a fielded system. As a result, no RDE in the open literature

has achieved the desired stagnation pressure gain relative to the reactant supply.
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1.3 Objectives

To begin addressing the challenges identified above, a combustor and associated test

stand were developed with the goal of studying RDEs in the application of terrestrial power

generation systems. Gas turbines for power production commonly use natural gas as their

fuel, which presents challenges for RDEs because methane, the primary constituent, does

not readily detonate in air. The combustor therefore serves as a platform for studying RDE

operation with less-detonable reactants. Primary research objectives included assessing the

ability of the combustor to operate across a wide range of flow conditions and quantifying the

delivered performance in terms of the net stagnation pressure gain (or loss). The combustor

was designed to operate with natural gas and air, mean chamber pressures up to 2.0 MPa,

and air inlet temperatures of 700 K for traceability to the target application. The RDE

was then tested in a broad, parametric survey of flow conditions and combustor geometry

to identify the sensitivity of operability and performance to the selected parameters. The

report of these efforts is structured as follows:

1. Chapter 2 first reviews the combustor design, including the development of two, dis-

tinct injector concepts. The operability is then assessed by considering the strength

and consistency of detonation wave dynamics as the flow condition parameters are

independently varied.

2. Chapter 3 focuses on the performance of rotating detonation engines. A thermody-

namic model is formulated to identify which factors govern RDE performance and

evaluate different approaches to its experimental quantification. The delivered com-

bustor performance is next quantified using thrust measurements and compared to the

model results across the same range of flow conditions studied in Chapter 2 .

3. Chapter 4 analyzes the RDE exhaust plume flow and performance using high-speed

Particle Image Velocimetry applied at the combustor exit plane. The velocity measure-

ments are analyzed in conjunction with simultaneously-acquired pressure and imaging

of the combustor annulus to examine the instantaneous and phase averaged flow dy-
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namics. Finally, a framework for deriving quantitative performance estimates from the

measurements that improves on the methods used in Chapter 3 is presented.

4. Chapter 5 develops a model for studying RDE operability. The reduced-order model

tracks the circumferential detonation wave dynamics in a manner that permits natu-

ral evolution of the diverse wave modes observed in RDEs with sufficient fidelity to

permit direct comparison with experiments. The model description and preliminary

verification studies are presented.

5. Chapter 6 summarizes the key contributions of this research effort.

The insights gained from these efforts are expected to contribute to development of a

RDE that demonstrates a positive net pressure gain.
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2. OPERABILITY OF A NATURAL GAS-AIR ROTATING

DETONATION ENGINE

This chapter has been previously published in the Journal of Propulsion and Power [12 ].

DOI: https://doi.org/10.2514/1.B37735  

2.1 Introduction

Modern gas turbine engines are the result of decades of incremental technology devel-

opment, resulting in few remaining opportunities for step-changes in engine performance.

Development and adoption of pressure-gain combustion (PGC) systems provides a promis-

ing avenue for achieving this desired performance increase. State-of-the-art systems use

constant pressure, deflagrative combustion, which results in a total pressure loss due to

non-isentropic effects. A PGC device realizes a cycle-averaged total pressure increase by an

unsteady combustion process where gas expansion is constrained during heat addition [13 ].

This results in a more efficient thermodynamic cycle as it produces greater energy availabil-

ity for the same heat release [8 ], [14 ]. Detonation based combustion systems provide one

method of attaining PGC because the chemical reactions occur faster than surrounding gas

expansion. The timescale disparity results in combustion that is constrained and occurs at

near-constant volume conditions. A detonation is also capable of providing higher rates of

heat release because it propagates at velocities several orders of magnitude higher than a de-

flagration. Engine concepts that leverage these advantages will realize systems-level benefits

via smaller combustors, in addition to efficiency gains.

The rotating detonation wave combustor (RDWC) configuration shows significant promise

for realizing detonation-based PGC. In an RDWC, detonation waves are formed by a single

deflagration-to-detonation transition during engine startup via direct initiation or by natural

azimuthal instabilities in the combustor [15 ], [16 ]. One or more detonation waves then prop-

agate transverse to the flow of incoming reactants, typically in an annular chamber. The

configuration permits a quasi-steady flow device, where incoming reactants are naturally

valved by high pressures behind the detonation wave. The RDWC features a conventional
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feed system that relies on high injection pressure drops or fluidic valving (temporary cessa-

tion of injection due to the high pressure waveform) to permit operation at frequencies of

order 1-10 kHz for airbreathing combustors. The quasi-steady flow due to high cycle frequen-

cies and annular geometry eases integration with continuous flow turbomachinery systems

and permits reuse of existing engine architectures.

Recent research has considered application of the RDWC to a range of propulsion systems,

including turbojets, high speed air-breathing combustors, and rockets [7 ], [16 ]–[21 ]. However,

these studies are typically conducted at laboratory-scale conditions and with propellant

combinations that readily detonate, such as hydrogen or ethylene with air or methane with

oxygen. There has been comparatively less investigation of RDWCs for land based power

generation applications, where the poor detonability of the common propellant combination,

natural gas and air, presents unique challenges.

Several researchers have recently worked to demonstrate RDWC operation with less det-

onable propellants relevant to power generation systems. Bykovskii [22 ]–[24 ] conducted

an extensive study of airbreathing RDWC operation with syngas mixtures, with specific

emphasis on combustor scaling. Further work with their 500 mm RDWC studied methane-

hydrogen mixtures at pressures up to 1.5 MPa and found that hydrogen fractions greater

than Y F
H2 = 30% supported operation with continuous spinning detonation waves. However,

decreasing the hydrogen content to Y F
H2 = 16% resulted in waves propagating in both direc-

tions, referred to as a “Continuous Multifront Detonation,” while further decreases resulted

in external combustion. Roy et al. [25 ], [26 ] similarly studied natural gas-hydrogen air-

breathing RDWC operation in a 150 mm combustor, but found it was only able to support

detonation with Y F
H2 > 85%. While preheating the air to 480 K and operating at above-

atmospheric chamber pressures of 0.3 MPa produced more robust operation, it failed to

expand the range of operable natural gas concentrations. This was attributed to significant

increases in the chemical induction time and thereby detonation cell size as the natural gas

concentration increased, until the cells outgrew their combustor hardware scale. Given the

limited scope of present research, there is a need to investigate operation of an RDWC with

natural gas-air propellants at combustion chamber conditions relevant to land based power

generation (pc = 1−2 MPa, T3 = 600−800 K) to explore the potential for this application.
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Key obstacles to the realization of RDWC cycle benefits include nonideal detonation

propagation, dynamic injection, unsteady mixing, and parasitic loss mechanisms. Develop-

ment of design methodologies for scaling combustors from laboratory flow conditions and

propellants to those found in gas turbine engines for power generation is currently intractable

due to the nonlinear coupling between the injection fluid mechanics and reaction chemistry,

which is highly sensitive to the geometry of the combustion device. It is therefore necessary

to study RDWC systems with reactants and combustor operating conditions representative

of this application, where demonstrating operation has remained challenging. The present

study seeks to understand how the dynamic injection, mixing, and chemical kinetic processes

that occur in RDWCs affect engine operation for the reactants and flow conditions of land-

based power generation gas turbines. A combustor was developed to study detonation wave

dynamics using a combination of integral and time-resolved techniques. Operability of the

device was tested with natural gas and air propellants, chamber pressures up to 2 MPa, and

air preheat temperatures up to 800 K.

2.2 Experiment Description

2.2.1 RDWC Test Article

A combustor was developed to demonstrate and investigate RDWC operation with natu-

ral gas and air propellants. The RDWC is designed to operate with a mean chamber pressure

up to 2 MPa and permits variation of propellant flowrates, stoichiometry, propellant types,

system backpressure, and air pre-heat temperature up to 800 K. The combustor geometry is

depicted in the cross sectional view of Fig. 2.1 . The combustion chamber outside diameter

is 228 mm, the annular gap is 19 mm, and the length is 130 mm. The combustor was tested

with two distinct injector designs. In both configurations, the oxidizer is fed axially through

a slot at the head end of the chamber, while fuel is injected from orifices downstream of the

oxidizer throat. Further details of the injection system are discussed in Section 2.2.3 .

A thrust stand with requisite propellant supply systems was installed at the Maurice

J. Zucrow Laboratories [27 ], [28 ] to provide a test platform for the combustor. The test

platform can supply up to 10 kg/s of non-vitiated, heated air to the test article with com-
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Figure 2.1. Cross section of RDWC test article with major dimensions labeled (in mm).

mensurate flows of natural gas, gaseous oxygen, nitrogen, cooling water, and other gaseous

fuels. Oxygen can be independently injected into the air flow to increase the mass fraction

of oxygen in the oxidizer flow, Y Ox
O2 , from 23.2% (air) to 40%. Increasing the oxygen content

of the oxidizer can be necessary to increase the range of operability for less detonable pro-

pellants. Natural gas is sourced from a local pipeline, while oxygen and other gaseous fuels

are supplied by manifolds of high-purity cylinders. The natural gas composition is taken as

a monthly average of the mole fraction of major species reported by the distributor (CH4

92.4%, C2H6 6%, N2 1%, CO2 0.3%, C3H8 0.3%) [29 ].

The mass flow rates of fuel and oxidizer are metered by critical flow venturi nozzles

(CFVNs) that conform to ISO specifications [30 ]. Upstream pressure and temperature are

monitored throughout each test to compute mass flow rates. The pressure ratio across each

CFVN is typically high enough to maintain a choked condition, but a throat pressure tap

is also installed to CFVNs at risk of unchoking to permit calculation of mass flow rates at

all conditions. The thermophysical properties of all fluids were computed using the NIST
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Reference Fluid Thermodynamic and Transport Properties Database (REFPROP) [31 ]. This

permits a fully real-gas treatment for computation of mass flow rates, acoustic velocities, and

other thermodynamic data. Natural gas was treated as a mixture of the above constituents

for both flowrate and stoichiometry calculations.

Uncertainty of mass flow rates, and subsequently operating conditions, are computed

using the Kline-McClintock method of uncertainty propagation [32 ]. Error analysis included

precision and bias of flow measurements, as well as uncertainty of natural gas composition,

CFVN throat diameter, computed CFVN discharge coefficient, and critical flow function.

Total uncertainty of each mass flow rate is approximately 0.8% with a 95% confidence inter-

val. This results in a typical uncertainty in operating conditions of 0.5% of mass flux, 0.9%

of equivalence ratio, and 0.1% of mass fraction of oxygen in the main oxidizer flow.

A pre-detonator device generates a detonation wave which is injected into the chamber

and initiates combustion of the main propellants [33 ]. The pre-detonator feeds hydrogen

and oxygen through a 4.6 mm tube closed at its head end by a spark plug. Spark discharge

initiates a combustion front which then transitions to a detonation wave via a Shchelkin spiral

integral to the tube wall. After a short, chaotic transient, limit-cycle operation establishes

with one or more rotating detonation heads in the main combustor. Propellant flows are

established prior to ignition to reduce transient effects of valve actuation, regulator response,

and manifold priming. Combustion is terminated by replacing the fuel flow with an inert

gas purge. Without active cooling measures, the test duration is limited to approximately 1

s because of the high thermal power density.

2.2.2 Cell Size Analysis

The propellant combination of natural gas-air presents unique challenges for use in an

RDWC because the primary fuel constituent, methane, is difficult to detonate due to slow

combustion kinetics that result in a large detonation cell size. As shown in Fig. 2.2 , the

detonation cell size of methane, denoted λ, is approximately 300 mm at atmospheric pressure

and temperature. The detonation cell size has been widely used in RDWC preliminary design

and interpretation of test results, where common heuristic design guidelines dictate that the
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cell size serves as a minimum characteristic dimension of an RDWC chamber [7 ], [16 ], [26 ],

[34 ]. However, cell sizes are based on measurements of detonation propagation through

perfectly premixed reactants with idealized boundary conditions, while a detonation in an

RDWC propagates through highly turbulent reactants with strong mixture fraction gradients

and ill-defined boundary conditions. It is then unclear whether cell-forming transverse waves

exist in an RDWC. As a result, their role in supporting propagation of the detonation front

and the applicability of the cell size as a scaling parameter is not apparent.

Despite the differences in flow physics and boundary conditions between canonical con-

figurations and RDWCs, several experiments have observed trends in combustor operability

with cell size [7 ], [26 ], [34 ], which suggests that application of the cell size may still pro-

vide insight as an approximate scaling parameter. Prior studies in detonation channels have

shown that the transverse waves in a cellular detonation front facilitate propagation of un-

stable detonations [2 ], [35 ]. The complex flow field found in RDWCs will inevitably produce

an unstable detonation, which suggests that the transverse waves may still play a role. With

this view of the detonation cell size as an approximate scaling parameter, it remains clear

that a natural gas-air combustor requires operation at high pressures and temperatures to

permit reasonably sized hardware.
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Figure 2.2. Detonation cell size data for several propellant combinations
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ture fraction.
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A correlation was developed to estimate the cell size dependence on pressure, tempera-

ture, and oxygen mass fraction using available data for the methane-oxygen-nitrogen system

[36 ]–[39 ]. The correlation facilitates combustor sizing and will subsequently be used to inves-

tigate the importance of detonation cell size on RDWC operation. The correlation is given

as

λ = (3.05mm) exp
(

2β
1.219 + 0.11β

)(
P

1atm

)β−22.56
18.8

(
T

300K

)−1
, (2.1)

where β is the number of moles of nitrogen per mole of oxygen in the mixture (β = 3.76 for

air), while P and T are the initial pressure and temperature of the mixture. The functional

form of Eq. 2.1 is based on trends observed in detailed calculations of induction lengths [40 ].

The correlation was developed with the view that the detonation cell size is most appropriate

as a heuristic parameter in the design and analysis of RDWCs. As a result, no attempt was

made to correct for factors that differ between the original experiments used to measure cell

size and the present application to RDWCs, such as the presence of wall curvature, lateral

relief, turbulence, and flow stratification. The green and black lines of Fig. 2.2 show the cell

size computed by Eq. 2.1 for β = 0 and β = 3.76, respectively. A least squares fit was used

to compute the remaining lines. The targeted range of operating conditions with chamber

pressures of 1-2 MPa and the oxidizer preheated to 600 K produces an estimated cell size of

8 to 15 mm.

This analysis of detonation cell sizes does not account for the minor constituents in

natural gas, such as ethane and propane. However, it has been shown that these additional

species serve to sensitize the mixture via contribution of H radicals in initial chain branching

reactions [41 ]. The addition of 5% ethane can reduce the ignition delay time by a factor of

two. This effect will help to reduce the cell size and thereby increase the operable range of

the RDWC.

The cell size analysis was used to inform the baseline dimensions of the combustor. The

radial gap was selected to be on the order of one to two cell widths at the target operating

conditions. The chamber diameter was then selected to ensure a minimum 10:1 ratio to

the radial gap. This ratio was selected to reduce the influence of curvature effects while
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maintaining a tractable combustor size. A large chamber diameter to radial gap ratio has

been shown to produce significant radial variations in the detonation structure [42 ].

2.2.3 Injector Design

Two distinct injector concepts were designed and tested to evaluate their impact on

combustor operability. The injection system of an RDWC must produce mixing on spa-

tiotemporal timescales that sufficiently prepare the reactant mixture prior to the periodic

arrival of detonation wavefronts. In addition, combustor operation and performance is highly

sensitive to the geometric details of the injection system. A key parameter is the location

of fuel injection relative to the throat of the oxidizer system, which has a significant impact

on the injection dynamics and subsequent mixing. A brief review of airbreathing RDWC

injector designs in the public literature showed that most operable systems placed the fuel

injection downstream of the air injection throat [7 ], [15 ], [18 ], [19 ], [22 ], [25 ], [43 ]–[45 ]. In-

jecting fuel downstream of the oxidizer throat may make the dynamic injection and flow

recovery process more receptive to coupling with the dynamics of the chamber environment,

which may play a role in supporting stable operation. In contrast, RDWCs that operate with

rocket propellants have been shown to produce stable operation with injection upstream or

downstream of the oxidizer throat [16 ]. The distinction could be explained by operational

differences between airbreathing and rocket RDWCs, including the relative strength of the

detonation wave. Without the additional nitrogen in air, a detonation wave in a rocket

RDWC will propagate faster and produce higher peak pressures. The pressure waves are

then sufficiently strong to travel upstream past the oxidizer throat and perturb the fuel in-

jection processes. Given this distinction between RDWC systems, the current design places

fuel injection downstream of the air throat.

Figure 2.3 presents detailed schematics of both an axial and sting injector design, respec-

tively denoted A and B. Both designs inject fuel from orifices in the expansion region of a

circumferentially continuous oxidizer injection slot, forming a jet-in-crossflow. The location

of fuel injection orifices was selected to promote interaction between unsteady shock trains

from both the fuel and air. The shock train location will vary widely in response to the
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dynamic pressure from each passing detonation wave. The principle difference between the

two injector designs is that injector B has two axial oxidizer injection slots. While design A

injects fuel from both the inner and outer circumference of the combustion chamber, design

B injects fuel from the middle of the combustion channel into both axial air slots. Both

concepts attempt to distribute fuel injection across the cross section of incoming oxidizer

flow to increase the fraction of oxidizer exposed to the fuel. The area ratio between the

combustion chamber and oxidizer throat is 8.6 for injector A and 9.4 for injector B.

Figure 2.3. Detailed schematic of combustor head end geometry for axial
injector A (a) and sting injector B (b) with arrows highlighting the flow of fuel
(FU) and oxidizer (OX).
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Two different nozzle contraction ratios (CR), 1.93 and 2.75, were tested with each injector

configuration. This alters the Mach number of propellant flows within the chamber and

the pressure ratio from each propellant manifold into the chamber. The injector dynamic

response and the mixing near the head end of the chamber between detonation wave fronts

is changed dramatically, particularly as the oxidizer injection is changed from a choked to

unchoked condition. Changing backpressure nozzles varied the pressure ratio across the air

injection slot from 1.5 - 2.5 while it changed from 2.5 - 4 across the fuel injection orifices. The

pressure ratios were selected such that the injectors could respond after being checked off by

each detonation head in time to sufficiently fill and mix propellants. Variation of combustor

backpressure also affects the fill height, which is the axial extent of propellant inflow to the

chamber between wave passage. Based on the approximation that premixed reactants fill the

chamber head end volumetrically at the mean chamber pressure, the fill height is estimated

to vary between 20-40% of the chamber length downstream of the injector throat due to

changing backpressure nozzles.

2.2.4 Instrumentation and Optical Diagnostics

Operation of the experiment is remotely monitored and controlled using a National In-

struments (NI) based data acquisition and control system (DACS). The NI signal condition-

ing hardware records analog inputs from pressure transducers, thermocouples, valve position

indicators, and thrust stand load cells using a 16 bit ADC (NI PXIe-6375). It also provides

digital control for valve actuation and analog set-point control of electronic regulators for

closed-loop feedback control of pressure upstream of CFVNs (Tescom ER5000). A NI Lab-

View Virtual Instrument (VI) is used for experiment operation and data acquisition. The

VI provides auto-sequenced control with redline monitoring for automatic abort of test op-

erations. All experiment control and condition monitoring operates at a frequency of 1 kHz

[27 ]. High-frequency pressure and timing measurements were recorded with an independent

NI data acquisition system that provides non-multiplexed readout on up to 32 channels at

frequencies up to 2 MHz.
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The RDWC is instrumented with an array of low-and high-frequency pressure transduc-

ers within the combustion chamber and propellant manifolds. A pressure transducer in the

Capillary Tube Attenuated Pressure (CTAP) configuration with a length-to-diameter ratio

of approximately 2000 was included for comparison to other studies. Pressure fluctuations

were measured with water cooled piezoresistive transducers (Kulite WCT312M), which have

a reported element natural frequency of 1.65 MHz. Prior studies have shown that it is dif-

ficult for transducers to survive in the preferred, flush-mount configuration due to the high

heat fluxes associated with high pressure detonative combustion [16 ], [46 ]. Therefore, the

transducers are installed in a recessed cavity with a resonant frequency > 50 kHz, which pro-

vides a measurement of detonation pressure with lower amplitude attenuation and phase lag

than a comparable semi-infinite tube pressure installation while protecting the instrument

[47 ]. The transducer outputs were recorded at 1 MHz to provide a high level of temporal

resolution. While much consideration was given to the selection and installation of trans-

ducers for pressure measurements, the inherent limitations of pressure measurements in an

RDE restricts their quantitative interpretation. The installation approach required for the

high-frequency pressure transducers biases their measurements, while the interpretation of

mean pressures from low-frequency transducers is unclear given that RDEs are a fundamen-

tally unsteady system. As a result, the collected pressure measurements are primarily used

to provide directional sensitivities and are not considered to be an accurate measurement of

the thermodynamic state within the combustion chamber. Figure 2.4 specifies instrument

port locations in the combustion chamber and propellant manifolds, while Table 2.1 lists the

coordinates of each port. Reported measurements refer to the instrumentation port number

to specify transducer location. Chamber transducers CC-01 and CC-02 were installed in all

tests to allow consistent comparison across test days and instrumentation configurations.

The wave dynamics in the chamber are visualized by direct imaging of the combustor

annulus. Images are recorded at 110 kHz at a resolution of 384 x 384. Broadband chemilumi-

nescence from the chamber is collected by a 500 mm focal-length, f/5.6 objective lens (Nikon

AF-S 200-500mm) and imaged by a Phantom v2512 high speed CMOS camera. Chamber

images provide information about the wave number, topology, and velocity.
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Figure 2.4. Measurement port locations around circumference of combustor.

Table 2.1. Coordinates of transducer port locations on combustor.
Port Location θ [deg] z [mm]
OM-01 Oxidizer Manifold 0 -41
OFM-01 Outer Fuel Manifold 0 -2
CC-01 Chamber 180 27
CC-02 Chamber 270 27
CC-03 Chamber 0 49
CC-04 Chamber 270 49
PT-OM Oxidizer Manifold
PT-OFM Outer Fuel Manifold
PT-IFM Inner Fuel Manifold
PT-01 Chamber 0 27
PT-02 Chamber 180 49
CTAP-01 Chamber 270 100

2.3 Results and Discussion

The RDWC was tested with both injector configurations across a range of operating

conditions in a broad parametric survey of mass flux, G, mass fraction of oxygen in the main

oxidizer flow, Y Ox
O2 , equivalence ratio, φ, and mass fraction of hydrogen in the fuel flow, Y F

H2 .

Approximately 60 tests were conducted with each injector, where half of all tests used air

without oxygen enrichment. The range of tested conditions is summarized in Table 2.2 .
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Table 2.2. Range of tested combustor operating conditions.
G [kg/m2/s] φ Y Ox

O2 [%] T3 [K] Y F
H2 [%] Pc [MPa]

200-500 0.85-1.2 23.2-35 575-800 0-17 0.7-1.8

2.3.1 Chamber Dynamics

Figure 2.5 a presents a pressure-time history illustrating a typical test sequence. Pro-

pellant flows are established prior to ignition to allow fuel manifolds to fully prime. The

pre-detonator injects a detonation wave into the chamber and ignites the main chamber pro-

pellants at t = 0. Ignition triggers a short startup transient where the number and direction

of detonation heads can change on a per-cycle basis. The pressure fluctuations then enter a

limit cycle characteristic of one or more rotating detonation waves within the chamber. The

pressure-time history in Fig. 2.5 b shows steep-fronted waveforms with modulating peaks that

decay to approximately the mean chamber pressure. The pressure measurements at CC-01

and CC-02 exhibit a consistent phase relationship, indicating the presence of co-rotating

detonation waves in the chamber. Inspection of high speed video reveals a single wave cir-

cumscribing the chamber, corroborating observations from the pressure transducers. This

test was conducted with injector B using the CR = 1.93 nozzle. The operating conditions

were a mass flux of G = 350kg/m2/s, equivalence ratio of φ = 0.90, air inlet temperature of

T3 = 590K, and pure air as the oxidizer. Operation with a single detonation wave was only

observed at a narrow range of conditions similar to this test.

Figure 2.6 shows the operating wave mode and velocity as a function of flow condition for

the injector B and CR = 1.93 nozzle configuration. This was the only configuration to exhibit

either single or co-rotating waves. Single-wave operation was observed at each of the three

tested mass fluxes and only in a narrow range of equivalence ratios between 0.90 and 0.95.

While most other conditions produced counter-rotating waves with one wave propagating in

each direction, the test conducted at a mass flux of G = 450kg/m2/s and equivalence ratio

of φ = 1.0 resulted in two waves propagating in each direction. Equivalence ratios greater

than 1.15 resulted in steady combustion. The wave speed relative to the CJ velocity varied

between 55-65% for all conditions operating with this injector and nozzle configuration.
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Figure 2.5. Representative high frequency pressure measurements illustrating
(a) test sequence and (b) steep fronted waves from a rotating detonation wave
in the chamber.
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Figure 2.6. Wave mode and velocity as a function of flow condition for injector
B using the CR = 1.93 nozzle.

The power spectral density (PSD) of the chamber pressure signal computed from a 100 ms

window of the representative test is shown in Fig. 2.7 a. The steep-fronted oscillations evident

at measurement location CC-01 correspond to the fundamental frequency of 1.45 kHz and

subsequent harmonics. Measurement location CC-02 shows a similar sequence of harmonics.

Both chamber pressure transducers exhibit a minor peak at 1.24 kHz near the fundamental
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frequency. This corresponds with a counter-propagating wave which gains strength and

subsequently decays during the 100 ms window of the PSD, though the dominant operational

mode is still a single detonation.

Figure 2.7. Power spectral density plots of (a) chamber pressure transducers
and (b) manifold pressure transducers.

The steep-fronted waves found in the combustion chamber apply forcing to the propellant

manifolds. Spectral analysis of transducers located in the outer fuel and oxidizer manifolds,

OFM-01 and OM-01 respectively, reveals periodic content in Fig. 2.7 b. During combustion,

both manifolds respond at the fundamental forcing frequency of 1.45 kHz, and higher har-

monics. It is unclear why the fuel manifold responds so strongly at 5.8 kHz, the fourth

harmonic of the chamber fundamental frequency. The peak frequency of both manifolds

is observed to vary between harmonics of the chamber frequency across the range of tested

conditions, though no trend is discernible. Figure 2.7 b overlays a second PSD from a window

immediately prior to ignition to see if any frequencies inherent to the manifolds persist. The

oxidizer manifold exhibits no clear natural frequency, while the fuel manifold has natural

resonances at 2 and 2.4 kHz. These manifold responses are typical of the parametric survey,

where the forcing applied by steep-fronted detonation waves is observed in manifold pres-

sure fluctuations, but there is no indication that the manifold acoustics correspond to the

chamber limit cycle frequency.
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Imaging of the combustor annulus provides information about wave dynamics throughout

each test. Figure 2.8 a plots the time-history of pixel intensity around the chamber circum-

ference by transposing the θ direction of Fig. 2.4 onto the y-axis, similar to the method

of Bennewitz et al. [48 ]. Inspection of the pixel intensity time-history (referred to as the

“detonation surface”) reveals a single detonation wave propagating in the +θ direction, con-

sistent with the phase relationship between CC-01 and CC-02 in Fig. 2.5 . Comparison with

the single image of Fig. 2.8 b illustrates how the detonation surface can be used to extract

information about the wave structure. The vertical width of lines on the detonation surface

reflect the extent of post-wave combustion luminescence, seen extending from the wave front

at θ = 85° to θ = 340° in Fig. 2.8 b. An ideal detonation front would appear as a line of

vanishing width in Fig. 2.8 a. Changes in line slope and spacing make cycle-to-cycle variation

in wave propagation apparent on the detonation surface, while it is difficult to ascertain from

image sequences.

Figure 2.8. Detonation surface plot (a) and high-speed image (b) showing a
single detonation wave.

Figure 2.9 depicts the pressure-time history and detonation surface plot from another

representative test with two counter-propagating detonation waves in the combustion cham-

ber. This test was conducted with injector A and the CR = 2.75 nozzle, where the operating

conditions were G = 250kg/m2/s, φ = 1, T3 = 730K, and pure air as the oxidizer. The
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wave intersection at θ = 0° and θ = 180° throughout the time slice of Fig. 2.9 b is consistent

throughout the duration of the test, aside from startup and shutdown transients. Transducer

CC-01 is situated at the θ = 180° intersection point, resulting in the pressure fluctuation

amplitudes seen in Fig. 2.9 a that exceed three times the mean chamber pressure. Pressure

probe CC-02 is located at θ = 270°, resulting in lower fluctuation amplitudes and two peaks

between each peak in CC-01. While the wave intersection points in this test are aligned

with the inlets feeding the oxidizer manifold located upstream at θ = 0° and θ = 180°, this

is not observed at all operating conditions. The intersection points have been observed to

precess during the test while still producing high-amplitude pressure fluctuations at other

flow conditions [49 ].

Figure 2.9. Pressure time history (a) and detonation surface plot (b) for a
representative test case with two counter-propagating detonation waves.

2.3.2 Analysis Approach

In order to understand the sensitivity of the strength and stability of chamber dynamics to

operating condition, two metrics were selected to evaluate each test. The average amplitude

of pressure fluctuations normalized by the mean chamber pressure measured with PT-02,

P/Pc, provides an indication of the strength of detonation waves in the chamber. The

pressure fluctuation amplitude for a single transducer is computed as the difference between
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the mean peak pressure and mean valley pressure across a sufficient number of samples to

converge the first-order moment [50 ].

Figure 2.10 a and b illustrate the efficacy of the peak identification process for the pressure

histories of Fig. 2.5 b and Fig. 2.9 a, respectively. The figure shows a plot of each pressure

series notated with the identified peaks alongside a histogram of the pressure fluctuation

amplitude for each transducer location. The overlapped histograms of Fig. 2.10 show that

a single detonation wave produces a similar distribution of pressure fluctuation amplitudes

at each transducer location. In comparison, Fig. 2.10 b shows a test where the intersection

point of counter-rotating waves aligned with a single transducer, producing peak pressures

that do not appropriately characterize the overall chamber dynamics. There is little overlap

in the distributions of pressure fluctuation amplitude for each transducer. A more represen-

tative value of P is then obtained by averaging the pressure fluctuation amplitude measured

across all installed transducers. The typical relative uncertainty of the normalized pressure

fluctuation amplitude, P/Pc, is 2-4% with a 95% confidence interval.
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Figure 2.10. Peak identification and distribution of pressure fluctuation am-
plitudes for representative test cases exhibiting (a) single and (b) counter-
rotating wave modes.
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The coherence of wave dynamics was characterized by the fraction of spectral power

contributing to the primary limit-cycle process in the measured pressure-time history and

was computed as the integral of the power spectral density under peaks corresponding to

the fundamental frequency, harmonics, and subharmonics normalized by the total power

contained in the signal. The domain of integration spanned until the power had dropped

to 95% of the peak value, or an adjacent peak was found. Termed the power fraction

(PF), this parameter is expected to approach unity for stable, robust chamber dynamics and

will diminish to zero for weaker dynamics with additional frequencies that correspond to

superimposed processes. Similar to the pressure fluctuation amplitude, the reported power

fraction is an average of the power fractions computed for each installed pressure transducer.

Figure 2.11 demonstrates the ability of this method to distinguish signals affected by

different types and magnitudes of contamination. Two synthetic signals are presented as

examples, a sine wave and a periodic, steep-fronted waveform. Increasing the parameter σ

systematically decreases the coherence of each signal using three corruption models. The

“Noise” method adds white Gaussian noise with a variance of σ2. The “Mix” model has been

used in prior studies of signal regularity [51 ] and samples either the underlying signal or a

uniformly distributed random value with probability σ. As σ increases, the corruption model

transitions from sampling the true signal to sampling random noise. The sample timeseries

use a value of σ = 0.1 for both the “Noise” and “Mix” models. Finally, the “Dephase”

corruption method changes the signal phase by a random, uniformly distributed amount

with probability σ, where a value of σ = 0.02 was selected for the plots of Fig. 2.11 a.

Figure 2.11 b then presents the power fraction computed for the six combinations of wave-

form type and corruption method over a range of the parameter value, σ. For each combi-

nation, the power fraction was averaged over 10-40 realizations of the corruption method.

As expected, the power fraction of both the sine and steep-fronted waves begins near unity

and is insensitive to the “Noise” and “Mix” corruption methods for σ < 0.1. Higher levels

of contamination result in a gradual roll-off in power fraction. The “Dephase” corruption

model results in a steep decline in power fraction for values of σ as low as 0.001. The high

sensitivity to dephasing is the desired outcome, as it is most representative of the signal

corruption that the power fraction attempts to differentiate.
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Figure 2.11. Demonstration of power fraction metric with (a) synthetic sine
wave and steep-fronted signals with three types of contamination and (b) power
fraction for varying levels of signal contamination.

The pressure fluctuation amplitude and power fraction are computed from a 100 ms

window (150-600 waves, depending on operating condition) selected from the approximate

middle of each test to avoid the transient effects of startup or fuel cutoff at shutdown. The

pressure fluctuation amplitude was 1.9 and 2.4 for the two tests corresponding to Fig. 2.10 a

and b, respectively. The corresponding power fractions were 51% and 63%.

2.3.3 Global Operability

Figure 2.12 depicts scatter plots that summarize the range of tested conditions in terms

of power fraction, estimated wave speed, and estimated cell size at mean chamber conditions.

The markers are colored by the pressure fluctuation amplitude, while the shape indicates the

injector configuration. Figure 2.12 a shows that the power fraction, estimated wave velocity,

and pressure fluctuation amplitude are all approximately correlated. This is expected, as
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Figure 2.12. Scatter plots of detonation quality evaluated by power fraction,
pressure fluctuation amplitude, cell size, and estimated wave velocity.

faster detonation waves will produce stronger leading shocks and thereby higher pressure

fluctuations. Tests with high power fractions, indicating stable detonation propagation, will

similarly tend to produce higher pressure fluctuation amplitudes because there are fewer

auxiliary processes within the combustion chamber that could destructively interfere with

and weaken the detonation.

Figures 2.12 a also shows an approximate floor in the observed wave velocities between 50-

60% of the CJ detonation velocity for the mixture. Studies of the deflagration-to-detonation

transition process have found that deflagration waves will accelerate to approximately half

of the CJ detonation velocity before spontaneous transition to detonation [2 ]. Furthermore,

deflagration waves can propagate at this velocity in a quasi-steady manner, which produces

an uncoupled precursor shock ahead of the combustion front wherein turbulence is likely the

mechanism supporting self-propagation. This shock-turbulent reaction front complex has

been modeled as a CJ deflagration, resulting in a predicted velocity that closely matches

the observed 50% of the CJ detonation velocity [52 ]. In the present RDWC experiments,

it is possible that the intense turbulence created in the inflow supports the propagation of

a combustion wave similar to a CJ deflagration, which would explain the observed floor in

velocity with moderate pressure fluctuation amplitudes.
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Some of the points in Fig. 2.12 a demonstrate the limitations of both the power fraction

and the estimated wave velocity for interpretation of test outcome. For example, the two

points at the upper left of the plot indicate tests that had estimated wave speeds of 65-75%.

However, their low power fraction and pressure fluctuation amplitude indicates that these

tests likely produced steady combustion instead of detonation waves. Test cases with high

power fractions but very low pressure fluctuation amplitudes similarly resulted in steady

deflagration. This highlights the benefit of using both the power fraction and pressure

fluctuation amplitude when looking at trends between test cases.

Figure 2.12 b compares the estimated wave speed and cell size with the pressure fluctu-

ation amplitude. Here it is apparent that the estimated cell size is not correlated with the

pressure fluctuation amplitude or estimated wave speed. In fact, the cases with the highest

pressure fluctuation amplitudes and wave speeds have cell widths that are approximately

the width of the combustor or one half its width. As discussed in Section 2.2.2 , the nonideal

flow field and boundary conditions found in an RDWC relegate the detonation cell size to

an approximate scaling parameter. Figure 2.12 b then suggests that the cell size must be of

the right order of magnitude to support detonative operation, but that continued decreases

do not guarantee more stable operation.

2.3.4 Parameter Sensitivities

The effect of individual inlet flow conditions on combustor operability was then investi-

gated for each tested combination of injector and backpressure nozzle. The combustor mass

flux, oxygen mass fraction, equivalence ratio, and hydrogen mass fraction were all varied

independent of other operating conditions. Each test was conducted at either a high or low

oxidizer inlet temperature, T3 = 710− 750K and T3 = 600− 675K respectively. Injector A

could not be reliably ignited with the CR = 1.93 exit nozzle because of a high degree of flow

expansion into the chamber. Pressure transducers at locations PT-01 and PT-02 measured

approximately 70 kPa prior to ignition at this condition, while the oxidizer manifold pres-

sure PT-OM was 1.3 MPa. This indicates the bulk velocity in the injection and combustion
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region was O(800m/s) with a Mach number of 2.5, preventing the combustion process from

occurring within the chamber.

Figure 2.13 shows the sensitivity of detonation propagation within the combustor to

changes in the mass flux, G. These tests were conducted with unity equivalence ratio and an

oxidizer inlet temperature, T3, of 600 − 675K. The mass fraction of oxygen in the oxidizer

flow was fixed at Y Ox
O2 = 28% with injector A, while pure air was used for the tests with

injector B.

200 250 300 350 400 450

Massflux [kg/m2.s]

0

0.5

1

1.5

2

2.5

3

3.5

4

P
'/P

c

0

0.5

1

1.5

P
o

w
er

 F
ra

ct
io

n

A   2.75
B   1.93
B   2.75

Inj.  CR
 

P'/P
c   

PF
 

Figure 2.13. Sensitivity of combustor operability with respect to mass flux, G.

The pressure fluctuation amplitude decreases with increasing mass flux for each combina-

tion of injector and backpressure nozzle. Similarly, power fraction decreases with increasing

mass flux for injector A, consistent with detailed observations of the pressure-time history

that indicate less stable wave propagation [49 ]. However, there is no clear trend in power

fraction as the mass flux is increased for injector B with both backpressure nozzles. Inspec-

tion of the corresponding pressure-time histories shows that the pressure fluctuations are

highly periodic, but low amplitude. In addition, the wave speed decreases from 65-70% of

the CJ detonation velocity to 55-60%. This could correspond to a transition from low-order

detonations to CJ deflagration waves. Increasing the mass flux also results in an increased

number of detonation fronts in the combustor. For injector A, the number of waves increases
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from one propagating in each direction to two in each direction at G = 300kg/m2/s. Injector

B with the CR = 2.75 nozzle behaves in the same manner, although the transition from one

to two waves propagating in each direction is observed to occur at G = 350kg/m2/s due

to the more limited number of tested conditions. In contrast, Injector B with the CR =

1.93 nozzle maintains a single wave in each direction at G = 350kg/m2/s, but transitions to

two waves in each direction by G = 450kg/m2/s. The number of waves within the chamber

increases with mass flux for both injectors and results in a higher wave arrival frequency,

which decreases the amount of time available to refresh the combustor channel with suffi-

ciently mixed, fresh propellants. Combustion of reactants that are not completely mixed

will then reduce the wave speed and pressure fluctuation amplitude, until a new equilibrium

between wave strength and propellant mixing has been reached.

Variation of mass flux (Fig. 2.13 ) approximately isolates the effect of chamber pressure on

the wave dynamics because the injection pressure ratios and Mach numbers remain constant

for a given geometry defined by the combination of injector configuration and backpressure

nozzle. The reduced pressure fluctuation amplitudes with increasing mass flux may then

be a result of higher pressures suppressing the detonation waves. This is consistent with

the observed operation of injector B with the CR = 1.93 nozzle, which produces a lower

chamber pressure for a given mass flux and accordingly is able to operate at higher mass

fluxes. Nozzles with high contraction ratios have also been shown to reflect the trailing

oblique shock from the detonation front back into the injection region, which can adversely

affect injection dynamics and lead to wave failure [53 ]. It should be noted that varying

mass flux does not strictly isolate the effect of chamber pressure, as propellant mixing and

chemical kinetics also depend on local gas thermophysical properties such as density.

Sensitivity to the chemical kinetic timescales of the propellant mixture was explored by

changing the mass fraction of oxygen in the main oxidizer flow and the combustor inlet

temperature while maintaining the equivalence ratio and mass flux constant at unity and

250kg/m2/s, respectively. Trends in detonation strength and stability are shown in Fig. 2.14 .

For all injector and nozzle configurations, the fundamental frequency of the chamber dynam-

ics increased with Y Ox
O2 . Tests with Injector A at low T3 exhibited a narrow range of oxygen

content that supported stable, detonative operation, shown in Fig. 2.14 by the peak in P/Pc
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at Y Ox
O2 = 26% and higher power fraction for tests with Y Ox

O2 = 26 − 28%. These conditions

resulted in stable, counter-propagating detonation waves, while higher and lower oxygen

content produced chaotic chamber dynamics, with inconsistent pressure fluctuation ampli-

tudes and waveforms. At the higher oxidizer inlet temperature range, the range of oxygen

contents that produced stable, counter-propagating waves shifted to pure air, Y Ox
O2 = 23.2%.

While increasing the oxygen content to 26% resulted in low pressure fluctuation amplitude

and power fraction characteristic of muddled chamber dynamics, further increases permitted

stable combustion fronts to re-form. This is observed in the increase in both P/Pc and power

fraction in Fig. 2.14 .

Figure 2.14. Sensitivity of combustor operability with respect to mass frac-
tion of oxygen in oxidizer flow, Y Ox

O2 .

While the addition of oxygen improves detonation stability for injector A at some operat-

ing conditions, it appears to uniformly decrease the operational stability for injector B. This

is shown by the monotonic decrease in pressure fluctuation amplitude with increasing oxygen

content for both nozzle configurations. While the power fraction similarly decreases for the

CR = 2.75 nozzle, it increases for the CR = 1.93 nozzle. This is not consistent with obser-

vations of raw pressure-time histories and imaging of chamber wave dynamics, illustrating

the importance of considering multiple metrics in evaluating combustor operation.
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For injector A, the shift in the oxidizer oxygen content that causes the combustor to

transition from two to multiple counter-propogating waves at different oxidizer inlet tem-

peratures could be explained by the role of the two parameters in the chemical kinetics of

the reactant mixture. RDWC operation requires a fine balance between transient propellant

mixing and chemical reaction timescales to present an appropriately prepared mixture to

the detonation wave without producing deflagration [50 ], [54 ]. Increasing the inlet air tem-

perature or the mass fraction of oxygen are both expected to change the reaction timescales

by reducing the ignition delay time of the propellant mixture. Therefore, increasing mixture

temperature would require a corresponding decrease in oxygen content to maintain the bal-

ance between mixing and chemical kinetics to support detonation in a particular operating

regime.

Figure 2.15 presents the variation in combustor operability with respect to equivalence

ratio, conducted with a mass flux of 250kg/m2/s and pure air as the oxidizer. The tests

with injector A were conducted at the high T3 condition, while those with injector B used

air inlet temperatures in the low range. Both injector configurations produce the strongest,

most stable detonation waves at unity equivalence ratio when operating with the CR =

2.75 nozzle. This is seen by the sharp drop in power fraction and pressure fluctuation

amplitude moving to fuel-rich or fuel-lean mixtures. In contrast, injector B with the CR

= 1.93 nozzle exhibits more stable operation with higher pressure fluctuation amplitudes at

lean equivalence ratios. While P/Pc peaks at φ = 0.9, the power fraction plateaus between

φ = 0.9−0.95. In particular, the condition with φ = 0.9 produces a single detonation wave in

the chamber, while all other conditions result in counter-propagating detonations or steady

combustion with no wave fronts visible in high speed imaging.

Viewing the sensitivities presented in Figs. 2.14 and 2.15 together then presents a more

complete view of the dependence of combustor operation on the chemical kinetic sensitiv-

ity of the propellant mixture. For injector A, the chemical kinetic timescales need to be

modestly reduced via enriching the air with oxygen or operating with higher inlet tempera-

tures before a stable, high-amplitude detonation forms. More significant perturbations from

further sensitizing the mixture with additional oxygen or departure from the stoichiometric

condition significantly diminishes the ability of the detonation to propagate. Injector B with
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Figure 2.15. Sensitivity of combustor operability with respect to equivalence
ratio, φ. Injector B with the CR = 1.93 nozzle at φ = 0.9 results in operation
with a single detonation wave.

the CR = 2.75 nozzle functions similarly, though unlike injector A does not require the addi-

tional sensitization from oxygen or increased air inlet temperature to produce strong, stable

detonation waves. The primary difference between these two configurations is the geometry

of the injection and mixing regions. The operational differences between the two inlets,

where injector A requires enrichment to produce stable detonation waves while injector B

does not, could then be attributed to their relative mixing effectiveness and would indicate

that injector B better mixes the propellants than injector A. Further enhancing the chemical

kinetics with injector B then produces deflagration burning, as the mixture is able to ignite

prior to arrival of subsequent waves.

The same reasoning suggests that injector B with the CR = 1.93 nozzle produces even

better mixing. While operation with pure air in the low temperature range produces strong

detonations, reducing the equivalence ratio increases the detonation stability, resulting in the

bias towards fuel-lean mixtures seen in Fig. 2.15 . The conclusion that reducing the nozzle

contraction ratio produces better mixing is consistent with basic fluid dynamics analysis,

where decreasing the nozzle contraction ratio increases the pressure ratio across both the fuel

and oxidizer injectors. The shock trains within each injectant flow are then stronger and the
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resultant unsteady interactions result in more complete mixing on shorter spatial/temporal

timescales. In addition, the manifolds are better able to re-initiate flow after being checked

off by the overpressure from the passing detonation wave. However, this configuration is also

observed to produce higher losses [55 ].

The final operational parameter varied was the mass fraction of hydrogen in the fuel,

shown in Fig. 2.16 . A limitation of this study was that the hydrogen could not be premixed

with the natural gas and was instead injected via the inner injector of configuration A, while

natural gas was flowed through the outer injector. These tests were conducted with G =

250kg/m2/s, pure air as the oxidizer, φ ≈ 1, and T3 in the range of 710− 750K. Addition of

hydrogen resulted in a sharp decrease in the pressure fluctuation amplitude, while the power

fraction remained approximately constant across the series of conditions. Inspection of high

speed video for tests with hydrogen revealed no wave motion, while individual pressure-time

histories exhibited chamber dynamics more similar to combustion instability with smooth,

nearly sinusoidal waveforms that produced a high power fraction.
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Figure 2.16. Sensitivity of combustor operability with respect to hydrogen
addition to fuel, Y F

H2 , with injector A and nozzle CR = 2.75.

The detonation wave dynamics with hydrogen addition observed in this study do not

match trends found in prior research, where it has been shown to improve detonation strength
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and stability. Several possible explanations include differences in injection geometry or oper-

ating conditions and chemical kinetic limitations. Injection of pure hydrogen from the inner

fuel manifold and natural gas from the outer fuel manifold of injector design A is expected

to produce radial fuel stratification. As a consequence, a propellant mixture near the inside

diameter of the combustor would be more susceptible to deflagration burning, and could

interfere with the development of coherent chamber dynamics. Compared to other experi-

ments that have investigated RDWC operation with mixtures of hydrogen and natural gas

or methane, this experiment operated at higher air inlet temperatures [23 ], and higher pres-

sures and natural gas content [26 ]. Furthermore, at comparable hydrogen mass fractions,

Y F
H2 , Bykovskii et al. observed either poor, unstable detonations or combustion external

to the chamber [23 ]. The tests conducted in this study and by Bykovskii et al. could be

near a crossover point in the chemical kinetics of hydrogen-natural gas mixtures, where one

fuel begins to have a greater effect than the other. Detailed calculations of the chemical

kinetics of hydrogen-air mixtures applied to RDWC systems have shown similar crossover

points due to pressure variation [54 ]. The sensitivity to mixture chemical kinetic timescales

observed through changing the propellant combination and by variation of equivalence ratio

and oxygen addition highlights the importance of testing RDWCs at application relevant

flow conditions with corresponding propellants.

2.4 Conclusion

Detonation wave dynamics in a high pressure, natural gas-air RDWC were investigated

using high frequency pressure measurements and direct imaging of wave motion in the com-

bustor annulus. A broad parametric survey characterized the sensitivity of combustor oper-

ability to the mass flux of reactants, oxygen mass fraction in the oxidizer flow, equivalence

ratio, and mass fraction of hydrogen in the fuel. Sensitivities were evaluated using pressure

fluctuation amplitude as a measure of detonation strength and the fraction of spectral power

associated with the primary chamber dynamics, termed the power fraction, for comparison

of operational mode stability.
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Global evaluation of detonation quality showed that combustion fronts in the combustor

propagate at a minimum velocity of approximately 50% of the mixture CJ detonation ve-

locity. This could correspond to a precursor shock-turbulent flame complex that forms a CJ

deflagration wave. Comparing operability metrics to the estimated detonation cell size for

each test showed that cell size should be at most of the order of the chamber gap, but that

smaller cell sizes fail to guarantee formation of high-order detonation waves. This supports

the view of the cell size as an approximate scaling parameter for RDWC design, due to the

non-canonical flow and boundary conditions found in a combustor.

Comparison of combustor operation at different mass fluxes showed that higher chamber

pressures likely suppressed the detonation, resulting weaker pressure fluctuation amplitudes

and less stable wave propagation for the studied configurations. Parametric variation of

the oxidizer oxygen content showed that injector A required limited sensitization to support

robust detonation, but that further oxygen enrichment resulted in more waves and chaotic

pressure-time histories. Increasing the oxidizer inlet temperature reduced the range of oxygen

content that supported stable operation to pure air, pointing to changes in chemical kinetics

as an important factor. In comparison, injector B required no sensitization with the CR

= 2.75 backpressure nozzle, and produced stronger detonation waves at fuel-lean conditions

with the CR = 1.93 nozzle. This suggests that injector B produces better mixing than injector

A, as any method of sensitizing the mixture results in less coherent chamber dynamics

or steady deflagration. Finally, addition of hydrogen to the fuel was shown to result in

deflagrative combustion with no wave motion.

The parametric survey showed that chamber wave dynamics are typically characterized

by multiple, counter-rotating detonation heads. However, a limited range of conditions with

injector B and the CR = 1.93 nozzle exhibited sustained operation with a single detonation

wave. To the authors’ knowledge, this is the first demonstration of RDWC operation with a

single wave using natural gas and air as propellants.
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3. PERFORMANCE CHARACTERIZATION OF A NATURAL

GAS-AIR ROTATING DETONATION ENGINE

This chapter has been previously published in the Journal of Propulsion and Power [56 ].

DOI: https://doi.org/10.2514/1.B38087  

3.1 Introduction

The possibility of achieving thermodynamic cycle efficiencies greater than traditional gas

turbine and rocket combustors has motivated recent interest in pressure-gain combustion

(PGC) cycles, wherein gas expansion is constrained during heat release to achieve a cycle-

averaged total pressure increase [8 ], [13 ]. The rotating detonation engine (RDE) has received

particular interest because it operates with quasi-steady flow and is geometrically similar to

existing engine architectures. In an RDE, one or more detonation waves propagate trans-

verse to incoming reactants, typically in an annular chamber. Detonation speeds of order 1-2

km/s produce typical cycle frequencies of 1-10 kHz in air-breathing RDEs and require injec-

tor designs that can dynamically respond to passing detonation waves through high injection

pressure drops or fluidic valving due to the high pressures behind the shock-coupled reac-

tion front. The high reaction front propagation velocities produce thermal power densities

greater than deflagrative combustors and permit new integration approaches for propulsion

system design. However, PGC systems must compete against modern gas turbine and rocket

engines, which have benefited from decades of incremental technology development. Further-

more, modeling and design of an RDE remains difficult due to the complex coupling of fluid

mechanic and chemical kinetic processes inherent to the cycle, and due to strong sensitivities

to geometric parameters.

Two principal challenges in the development of RDEs are achieving operation at engine-

relevant conditions as well as quantifying (and subsequently optimizing) performance so

that the theoretical pressure gain can be achieved in practical systems. While a number

of studies have been conducted on a range of combustor designs, most have focused on

laboratory-scale conditions or readily detonable propellants [7 ], [15 ], [17 ], [18 ], [20 ], [21 ],
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[57 ]. However, interest in RDEs operating with natural gas-air mixtures for land-based

power generation gas turbine engines has presented additional challenges. The chemical

kinetics of these reactants make them difficult to detonate, as characterized by their cell size

of 300 mm at standard conditions. Bykovskii et al. [22 ]–[24 ] conducted studies of a 500 mm

RDE with syngas and mixtures of methane with hydrogen. While the combustor was able

to operate with co-rotating waves for mixtures that were less than 70% methane by mass,

greater fractions of methane produced counter-rotating waves or external combustion. Roy

et al. [58 ] similarly studied air-breathing RDE operation with natural gas-hydrogen mixtures

in a 150 mm combustor, but found it was only able to support detonation with mixtures that

were at least 85% hydrogen. While preheating the air and operating at a chamber pressure

of 0.3 MPa produced more stable operation, it failed to expand the range of operable natural

gas concentrations. The limited range of operable natural gas mass fractions was attributed

to significant increases in the chemical induction time and thereby detonation cell size as the

natural gas concentration increased, until the cells outgrew the combustor hardware scale.

Quantifying the performance of PGC systems and RDEs has proven difficult due to the

inherently unsteady nature of operation and high-enthalpy gas flows exiting the combustor.

A number of methods have been proposed for evaluating the net pressure gain based on

measurement of outlet flow conditions or combustor thrust production. Recent research has

applied laser diagnostics to obtain temporally resolved measurements of exhaust plume ve-

locity [59 ] and of temperature and species content [60 ], although measurement of combustor

thrust production remains a standard method of performance evaluation. Kaemming and

Paxson developed the Equivalent Available Pressure (EAP) method of estimating the net

pressure gain produced by a combustor based on thrust measurements and applied it to sim-

ulation results to demonstrate the sensitivity of pressure gain to combustor geometry, heat

release, and non-axial momentum [61 ]. Bach et al. applied this technique to a laboratory-

scale hydrogen-air RDE to show that experimental measurements follow the same trends as

simulations with respect to combustor geometry [62 ]. TenEyck [63 ] also analyzed experi-

mental thrust measurements using the EAP methodology and observed similar sensitivities

to combustor area ratios. He then used design correlations for flame holder pressure drop to

show that the measured pressure loss was comparable to combustor designs typical of ramjets
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or afterburners, suggesting that RDEs can achieve performance comparable to traditional

combustors for these applications. Finally, Baratta and Stout [64 ] recently demonstrated

operation of a low-loss RDE and measured a total pressure drop of less than 5% between

the reactant plenum and combustor exhaust, also using the EAP method.

Application of thermodynamic models to the RDE cycle is key to elucidating the pa-

rameters that affect device performance, as is the case for any power conversion technology.

A number of analytic models of RDE performance have been proposed, providing insight

into different aspects of the cycle including parasitic loss mechanisms, component integra-

tion, and flight vehicle performance [55 ], [65 ]–[68 ]. For example, Braun et al. presented a

model used to study the performance of an RDE for ramjet applications [68 ]. Stechmann

et al. analyzed the performance of RDEs in rocket applications, with particular emphasis

on the effects of nozzle integration and propellant selection [65 ]. The study implemented an

unsteady outflow model to assess the effect of the transient blowdown process inherent to

PGC cycles on nozzle performance. The analysis of Kaemming et al. focused on the effect of

loss mechanisms on device performance, including deflagration burning, exit flow distortion,

lateral relief in the detonation front, and secondary shocks [55 ]. Their study accounted for

these loss mechanisms by tracing the independent thermodynamic pathways present in an

RDE and compared the results to performance measurements from experiments and numer-

ical simulations to establish model efficacy. Appropriate application of such thermodynamic

models will be critical to development of an RDE capable of achieving a pressure gain, which

has not yet been demonstrated in the open literature.

The present study seeks to apply a thermodynamic model to elucidate the factors that

affect RDE pressure gain for a generic combustor and subsequently compare its predictions

to integral performance measurements. Measurements of thrust, chamber pressure, and

wave dynamics were conducted on a combustor developed to operate at the flow conditions

of land-based power generation gas turbines, with natural gas and air as the reactants,

chamber pressures up to 2 MPa, and air preheat temperatures up to 800 K.

57



3.2 Experiment Description

3.2.1 Test Article

A combustor was developed to study RDE operation with natural gas and air reactants at

a mean chamber pressure up to 2 MPa. The system permits variation of reactant flowrates,

stoichiometry, reactant types, system backpressure, and air pre-heat temperature. A cross

section of the combustor is shown in Fig. 3.1 , with basic dimensions labeled. The outside

diameter of the RDE chamber is 228 mm, with a 19 mm annular gap and length of 130 mm.

Figure 3.1. Cross section of RDE test article with major dimensions labeled (in mm).

The combustor was tested with axial and sting injector designs, respectively denoted A

and B in Fig. 3.2 . Both designs inject the oxidizer through circumferential slots at the head

end of the chamber with fuel injection orifices shortly downstream of the oxidizer throat. The

centrally-located sting in injector B creates two axial air slots. Design A injects fuel from

both the inner and outer circumference of the combustion chamber and design B injects fuel

from the middle of the combustion channel into both axial air slots. Additional details about
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the combustor and injector design along with supporting analysis are provided in Walters et

al. [12 ].

Figure 3.2. Detailed schematic of combustor head end geometry for axial
injector A (a) and sting injector B (b) with arrows highlighting the flow of fuel
(FU) and oxidizer (OX).

Test operations were conducted on a thrust stand installed at the Maurice J. Zucrow

Laboratories [27 ], [28 ], which also provided requisite propellant supply systems. The test

platform can supply of up to 10 kg/s of non-vitiated, heated air to the test article with com-

mensurate flows of natural gas, gaseous oxygen, nitrogen, cooling water, and other gaseous

fuels. The air flow can be enriched with additional oxygen up to a mass fraction of oxygen

in the oxidizer flow of Y Ox
O2 = 40%, compared to Y Ox

O2 = 23.2% for pure air. Increasing the

oxygen content of the oxidizer can increase the range of operability for less detonable pro-

pellants by reducing the chemical induction timescale and thereby the detonation cell size

[2 ]. Natural gas is sourced from a local pipeline, while oxygen is supplied by manifolds of

high-purity cylinders. The mole fraction of major species in the natural gas supply reported

by the distributor are averaged each month to compute fuel composition. The composition

of natural gas for these experiments was CH4 92.4%, C2H6 6%, N2 1%, CO2 0.3%, and

C3H8 0.3%. This mixture was used for calculations of natural gas flowrate and mixture

stoichiometry.
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The mass flow rates of fuel and oxidizer are metered by critical flow venturi nozzles

(CFVNs) that conform to ASME and ISO specifications [30 ], [69 ]. The mass flowrate is

computed using Eq. (4-3) of [69 ],

ṁ = CdAthC
∗
RPt√

(Ru/MW )Tt
, (3.1)

where Cd is the discharge coefficient, Ath is the throat area, C∗R is the real gas critical flow

function, Ru is the universal gas constant, and MW is the species molecular weight. The

pressure and temperature are monitored throughout each test and then corrected to total

conditions, Pt and Tt respectively, using the diameter ratio between the CFVN throat and up-

stream tubing. The real gas critical flow function, C∗R, is a nondimensional constant relating

the CFVN throat mass flux to the upstream stagnation conditions. All fluid thermophysical

properties, including C∗R, are computed using the NIST Reference Fluid Thermodynamic

and Transport Properties Database (REFPROP) [31 ], as recommended by [69 ]. This ap-

proach uses a high-accuracy real-gas equation of state to determine the critical flow function

under the assumption of isentropic flow with constant total enthalpy. Departure from an

ideal gas equation of state can be significant at pressures and temperatures typical for CFVN

operation, particularly for species with high critical temperatures, such as methane.

Uncertainty of mass flow rates, and subsequently operating conditions, are computed

using the Kline-McClintock method of uncertainty propagation [32 ]. Uncertainty of a de-

pendent variable is computed as

uy =

√√√√∑
i

(
uxi

∂y

∂xi

)2

(3.2)

where xi are the independent variables and uxi is the corresponding uncertainty. Partial

derivatives are evaluated numerically using a central difference scheme to propagate un-

certainties through all steps of calculating flowrates, including through REFPROP when

computing the real gas critical flow factor and other fluid properties. All sources of uncer-

tainty considered for computing flowrates are enumerated in Table 3.1 . The analysis follows

recommendations in [69 ], [70 ], where uncertainty sources are labeled as Type A to indicate
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that they are computed using statistics, or Type B to indicate that they are evaluated using

other methods. Total uncertainty of each mass flow rate is approximately 0.8% with a 95%

confidence interval. This results in a typical uncertainty in operating conditions of 0.5% of

total mass flux, 0.9% of equivalence ratio, and 0.1% of mass fraction of oxygen in the main

oxidizer flow.

Table 3.1. Sources of uncertainty for mass flowrate calculations.

Quantity Uncertainty Uncertainty SourceType

Pressure
A 100 ms average with 95% confidence interval

B 0.04% Full-Scale
(GE UNIK 5000 Premium Accuracy transducer)

Temperature

A 100 ms average with 95% confidence interval

B
Greater of 1.1K or 0.4% of reading

(Omega Special Limits of Error
Type K thermocouple)

Molecular Weight A Only applied for natural gas, and based on
constituent uncertainty from 1-month average

Throat Diameter B Manufacturer tolerance of 0.013 mm
Throat to Upstream B Derived from throat diameter uncertainty and

Diameter Ratio assumed 1% uncertainty of upstream diameter
Discharge Coefficient B 0.3% Correlation accuracy [30 ], [69 ]

Critical Flow Function B 0.025% REFPROP database accuracy [69 ]

Combustion is initiated by injection of a detonation wave into the chamber from an exter-

nal pre-detonator [33 ]. The shock-coupled reaction front ignites the main chamber reactant

flows, which are established prior to initiation to reduce transient effects of valve actuation,

regulator response, and manifold priming. A short startup transient follows wherein the

number and direction of detonation waves is observed to vary on a per-cycle basis. After

the transient, limit-cycle operation establishes with one or more rotating detonation heads

in the main combustor. Combustion is terminated by replacing the fuel flow with an inert

gas purge. The steady-state test operation is approximately one second, which provides

a statistically significant number of detonation cycles for analysis while ensuring hardware

survivability in the absence of active cooling measures.
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3.2.2 Instrumentation and Diagnostics

The experiment is remotely monitored and controlled using a National Instruments (NI)

based data acquisition and control system. Analog inputs from pressure transducers, ther-

mocouples, and thrust stand load cells are recorded using a 16 bit analog to digital converter

(NI PXIe-6375). The data system also provides auto-sequenced control with redline monitor-

ing for valve actuation and set-point control of electronic regulators for closed-loop feedback

control of pressure upstream of CFVNs. All experiment control and condition monitoring

operates at a frequency of 1 kHz [27 ]. High-frequency pressure and timing measurements

were recorded with an independent NI data acquisition system that provides non-multiplexed

readout on up to 32 channels at frequencies up to 2 MHz.

Measurement of the thrust generated by the combustor was conducted using a Force

Measurement Systems single component axial thrust stand. The stand is outfitted with an

Interface 2000-D-10K-4-U load cell to measure thrust loads up to 44 kN. Correction for tares

from plate flexures, fluid lines, and instrumentation cables is achieved via an in-situ hydraulic

calibration system using an identical load cell. Deviation from the applied calibration load

is less than 5 N across the calibrated range, including effects of nonlinearity and hysteresis.

A Vishay Model 2100 strain gauge conditioner system is used to amplify the millivolt signal

from the load cells for recording by the data system.

To evaluate RDE performance during combustor development, it is valuable to decouple

the performance of the combustor from any installation effects or downstream components,

such as an expansion nozzle. One such effect is the interaction of the exhaust plume with

a bluff-body combustor, which has been shown to produce sub-atmospheric pressures (base

drag) on aft-facing surfaces of the combustor [71 ]. It is therefore necessary to measure the

local pressure on combustor aft surfaces so that the measured thrust can be corrected for

the base drag. The base pressure on combustor aft surfaces was measured with seven GE

UNIK 5000 pressure transducers, which have a range of 200 psi and full-scale accuracy of

0.04%. The location of the base pressure ports are indicated in Fig. 3.3 as EAP-01 through

EAP-07.
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The thrust of warm reactants exhausting from the chamber prior to ignition could not

be directly measured with the current configuration due to thermal expansion of preheated

air pipes parallel to the thrust-line applying an unknown load to the thrust stand metric

bed. Instead, the load cell measures the thrust increment from pre-ignition conditions to

steady-state combustion. An auxiliary test determined that the thrust of steady reactant flow

prior to ignition could be calculated by evaluation of the thrust equation based on measured

chamber conditions and mass flowrates. This test also determined that the natural frequency

of the live bed assembly is approximately 33 Hz. A 4th order Butterworth band-rejection filter

is applied to remove the effect of stand resonances, as they are not relevant to performance

calculations. This also permits a more appropriate estimate of measurement variation for

uncertainty analysis.

Reported gross thrust measurements, Fg, are then composed of three components: the

load cell measurement corrected using the calibration system and filtered to remove stand

resonances, the computed reactant thrust of warm reactants prior to ignition, and base drag

measured during each test. The base drag component was typically 10-20% of the gross

thrust in the current measurements, while the load cell measurement varied between 40-60%

and reactant thrust accounted for the balance. An example summation of each component

for computing the gross thrust, Fg, is included in Section 3.4.1 .

An error analysis similar to that used in computing uncertainty of mass flowrates and

operating conditions was conducted for gross thrust measurements. Precision uncertainty

of base pressure and load cell measurements were determined by averaging over 100 ms

intervals during each test run. The manufacturer supplied transducer accuracy was used as

the bias uncertainty of base pressure measurements. Bias uncertainty of load cell readings

was assigned a value of 10 N to account for manufacturer quoted accuracy and the observed

residual of ±5 N during daily calibrations. An additional uncertainty of 2% of the inert

propellant flow thrust correction was added based on the residual between the computed and

measured thrust during the auxiliary cold flow test. After accounting for the enumerated

error sources, the typical relative uncertainty in gross thrust was 1.5% with a 95% confidence

interval.
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The RDE is instrumented with an array of low-and high-frequency pressure transduc-

ers within the combustion chamber and propellant manifolds. Pressure fluctuations were

measured with water cooled piezoresistive transducers (Kulite WCT312M-3000A), which

have a reported element natural frequency of 1.65 MHz. Prior studies have shown that it

is difficult for transducers to survive in the preferred, flush-mount configuration due to the

high heat fluxes associated with detonative combustion [16 ], [46 ]. Therefore, the transducers

are installed in a recessed cavity with a resonant frequency > 50 kHz, which provides a

measurement of detonation pressure with lower amplitude attenuation and phase lag than

a comparable semi-infinite tube pressure installation while protecting the instrument [47 ].

Each transducer was sampled at a frequency of 1 MHz to provide a high level of temporal

resolution. Transducer port locations in the combustion chamber and propellant manifolds,

along with the coordinates of each port with respect to the indicated r−z−θ coordinate

system are shown in Figure 3.3 . The origin of the z-axis coincides with the oxidizer injec-

tor throat, as shown in Fig. 3.1 . Reported measurements refer to the instrumentation port

number to specify transducer location.

Figure 3.3. Transducer port locations and coordinates on combustor (dimensions in mm).

The wave dynamics in the chamber are visualized by direct imaging of the combustor

annulus. Images are recorded at 44 kHz with a resolution of 256 x 256. Broadband chemi-
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luminescence from the chamber is collected by a 500 mm focal-length, f/5.6 objective lens

(Nikon AF-S 200-500mm) and imaged by a Phantom v411 high speed CMOS camera. These

images are used to provide topological information about the combustor dynamics, including

the number of detonation waves and the corresponding wave velocities.

3.3 Analysis Approach and Results

3.3.1 Performance Model

A simplified model of the RDE thermodynamic cycle was developed to characterize the

influence of combustor geometry and operating conditions on device performance. The

model was adapted from that of Kaemming et al. by removing loss mechanisms due to

shocks, deflagration burning, and outlet flow distortion [55 ]. The resulting model estimates

the performance of an ideal RDE and reduces the number of empirical parameters. Figure 3.4 

shows thermodynamic station numbers relative to a representative combustor geometry.

Figure 3.4. Diagram showing station numbers for the thermodynamic cycle model.

The temperature-entropy diagram of Fig. 3.5 shows the components of the model cycle

along with the cycle of an ideal, constant pressure (CP) combustor for comparison. The two

cycles are based on identical inlet flow conditions and combustor geometry. A description

of the simplified model is included here, but the full model including loss mechanisms and

detailed rationale can be found in [55 ]. The model requires an iterative solution procedure

where the inlet and outlet flowrates are balanced by adjusting the assumed pressure immedi-

ately ahead of the detonation wave, P3.2. Propellant manifold total state conditions (Tt3, Pt3)

are required inputs. The temperature ahead of the detonation wave is then given as

T3.2 = Tt3

1 + γR−1
2 maxM2

3.1
= 2Tt3
γR + 1 , (3.3)
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where γR is the ratio of specific heats for the reactants and the second equality is based

on the observation that the maximum injection Mach number, M3.1, is unity for all studied

configurations. he fluid temperature immediately ahead of the detonation wave will likely

be greater than that given by Eq. (3.3 ) in a real system due to product gas recirculation and

potential deflagration burning [7 ]. However, numerical simulations show that Eq. (3.3 ) is an

appropriate approximation for the ideal case where these loss mechanisms are ignored [72 ].

The Chapman-Jouguet (CJ) conditions (TCJ , PCJ) are then computed from the initial state

(T3.2, P3.2), assuming equilibrium thermochemistry using NASA CEA [73 ].

The flowrate of reactants into the chamber is determined using a time-dependent inflow

model. The sub-model assumes a pressure-time history that exponentially decays from PCJ

to P3.2 according to

P3.1 (t) = P3.2 + (PCJ − P3.2) e−kt, (3.4)

where k is a tuned time-constant parameter. The Mach number of propellants entering the

chamber is then

M3.1 (t) = min

1,

√√√√√√ 2
γR − 1

( Pt3
min (P3.1 (t) , Pt3)

) γR−1
γR

− 1


 , (3.5)

where the pressure has been limited to prevent imaginary results and the Mach number

has been limited to one to produce choked flow. The mass flowrate of reactants into the

combustion chamber during the wave period, T , is

ṁin = A3.1Pt3

√
γR

RRTt3

∫ T

0
M3.1 (t)

(
1 + γR − 1

2 M2
3.1 (t)

)− γR+1
2(γR−1)

dt. (3.6)

Equation (3.6 ) neglects any injector backflow resulting from the high pressure behind the

detonation wave, an assumption consistent with the objective of presenting a simplified

performance model.

The detonation wave is modeled as a normal shock (station 3.2 - station vN) followed

by heat addition (station vN - station CJ) to the Chapman-Jouguet point, in accordance
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with the Zel’dovich-von Neumann-Döring theory [2 ]. However, the resulting peak pressure

and temperature do not represent a steady condition from which work is extracted. This

process instead occurs through an unsteady blowdown, where each pressure and temperature

state corresponds with an infinitesimal mass packet. The work available for extraction

from downstream of the detonation can then be computed by modeling this time-dependent

blowdown process or using an appropriately averaged mean state. Paxson and Kaemming

[13 ] further establish that the appropriately averaged state is set by the mass-averaged

total temperature of products and demonstrate that this must equal the constant pressure

adiabatic flame temperature for a generic PGC device. Each method of computing the work

available for extraction has advantages. For example, Stechmann et al. approximated the

unsteady blowdown to investigate nozzle integration in an RDE [65 ]. The current model

is intended to study global system performance and therefore computes the appropriately

averaged mean state.

The conditions of this mean state are computed from the CJ condition by accounting

for the “shock work.” For an unsupported, freely propagating detonation, as in an RDE, an

expansion must occur behind the detonation front to provide the thrust necessary to support

propagation of the leading shock [2 ], [14 ]. Mathematically, this is a result of the Galilean

transformation from the wave-fixed frame of reference to the laboratory frame of reference.

While energy is conserved across a non-reacting normal shock in the shock-fixed frame, a

shock propagating through a quiescent medium increases the static temperature and velocity

of the flow, and hence the total enthalpy in the laboratory frame. Thus, the shock has done

work on the fluid. It is assumed that the energy transferred to the fluid by the shock is equal

to the energy required to sustain its propagation and is therefore not available to do work.

Finally, it can be shown that the total specific enthalpy increase is equal to V 2/2, where

V is the shock propagation velocity [74 ]. The shock work is then modeled as an expansion

immediately following the CJ point (station CJ - station 4.). The resulting temperature is

computed as

Tt4 = TCJ + a2
CJ + u2

3.1 −D2
CJ

2cp,P
, (3.7)
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where aCJ is the speed of sound at the CJ conditions, u3.1 = maxM3.1(t)
√
γRRRT3.2, the

reactant inflow velocity, and DCJ is the CJ detonation wave velocity. The expansion from

the CJ state to Tt4 is modeled as isentropic, resulting in a post-combustion total pressure of

Pt4 = PCJ

(
Tt4
TCJ

) γP
γP−1

. (3.8)

Finally, the mass flowrate of products out of the combustion chamber is computed as-

suming choked flow, giving

ṁout = A8Pt4

√√√√√ γP
RPTt4

(
2

γP + 1

) γP+1
γP−1

. (3.9)

Simulations have shown that RDE exhaust does not remain precisely choked, but that the

assumption is appropriate on average provided that the overall pressure ratio, Pt3/P∞, is

sufficient [61 ]. Furthermore, it is a conservative approximation that results in the lowest

possible pressure, Pt4, required to exhaust a given propellant flowrate from the combustion

annulus. The inlet and outlet mass flowrates are then compared to check convergence of

the assumed pressure ahead of the detonation wave, P3.2. The assumed pressure is adjusted

and the calculation repeated until flowrates have been balanced within a relative tolerance

of 0.01%.

The conditions following the expansion for shock work (station 4.) represent the ther-

modynamic state that is available to do work. Inspection of Fig. 3.5 shows that this state

lies above the propellant manifold pressure isobar, indicating that a pressure gain has been

achieved. In comparison, the heat addition isobar for the constant pressure cycle lies slightly

below that of the manifold pressure, producing the expected total pressure loss. As expected

from the previous discussion, the total temperature of the appropriately averaged state in

the RDE cycle is approximately equal to the adiabatic flame temperature of the constant

pressure cycle. Any differences in the work available for extraction is then a result of the

different pressures at this condition. That is, while PRDE
t4 6= PCP

t4 , TRDEt4 ≈ TCPt4 , where devi-

ations in temperature are the result of different product gas mixtures and properties. While

the model predicts that an RDE operating with the particular geometry and flow conditions
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Figure 3.5. Temperature-entropy diagram showing the thermodynamic cycle
of the RDE model and an ideal, constant pressure cycle operating at the same
conditions.

used to generate Fig. 3.5 produces a pressure gain relative to the propellant manifold total

pressure, this is not always the case.

3.3.2 Performance Metrics

Several methods of evaluating RDE performance have been proposed, with the aim of

quantifying the pressure gain or loss from experiments and computations. These include the

Equivalent Available Pressure (EAP) methodology developed by Kaemming and Paxson [61 ]

and the thrust efficiency outlined by Stechmann et al. [65 ]. Both of these methods will be

explained and evaluated for application to the current study.

The EAP method computes the total pressure that would produce the measured thrust

when expanded to the combustion chamber outlet. For a combustor with no expansion

region, this corresponds to thermodynamic station number 8 at the exhaust throat. The

method assumes unity Mach number at this station, which was shown to be a conservative

approximation that underpredicts EAP by 10% at most. The EAP is then given as

EAP =
Fg
A8

+ P∞

γP + 1

(
γP + 1

2

) γP
γP−1

, (3.10)
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where Fg is gross thrust and P∞ is the ambient pressure. The EAP is then compared to

manifold total pressure to determine if the combustor produces a positive pressure gain.

Comparison to the manifold stagnation pressure produces a performance metric that treats

the RDE as a system which includes losses from its injector. While this approach assumes

equal stagnation pressures for all reactants, the oxidizer manifold pressure can reasonably

be considered representative for air-breathing RDEs due to the disparity in fuel and oxidizer

flowrates. A weighted average of the fuel and oxidizer supply pressure may be required for

rocket-type RDEs with a higher fuel mass fraction. The net pressure gain across the system

is then computed as

Pressure Gain (PG) = EAP

Pt3
− 1, (3.11)

where EAP is computed from Eq. (3.10 ) and Pt3 is the total pressure measured by PT-OM.

By this convention, a negative pressure gain corresponds to a total pressure loss. The EAP

computed from thrust measurements has recently been applied in a number of experimental

efforts to quantify the total pressure difference across an RDE [62 ]–[64 ].

The combustor thrust efficiency, ηCombF , is a second approach for evaluating RDE per-

formance proposed in [16 ], [65 ]. It compares the thrust generated by an RDE to an ideal,

constant pressure combustor operating with the same nozzle exit area, A8, and same total

propellant mass flowrate, ṁ. This ideal thermodynamic model overpredicts CP combustor

performance compared to real systems because it ignores typical loss mechanisms. Neverthe-

less, it was chosen for this study to highlight conditions for which an RDE could outperform

any CP combustor without consideration of device-specific factors. As a performance metric,

the combustor thrust efficiency assumes that an RDE has achieved a pressure gain when it

produces more thrust than the corresponding CP combustor such that ηCombF > 1. However,

the imposed restriction of equal exit areas does not provide a consistent basis of comparison

between RDE and CP combustors. The following analysis demonstrates that the combustor

thrust efficiency will equal unity for an ideal RDE. That is, this parameter is unable to

identify when a pressure gain has been achieved and is therefore not a useful performance

metric for the current study.
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Using the same assumptions as the model, ηCombF can be evaluated analytically. In par-

ticular, the RDE and CP combustors are assumed to operate with choked exit flow with

no nozzle or expansion (M8 = 1). The combustion product properties, γP and RP , are

assumed equal as mixture property differences are a secondary effect. In accordance with

the assumption of steady outflow applied in the thermodynamic model, the analysis begins

from the thrust equation for steady flow,

F = ṁu8 + (P8 − P∞)A8, (3.12)

and appropriate relations can be substituted for unknown variables. As a result of the

choked exit condition, the mass flowrate is given by Eq. (3.9 ), the sonic exit velocity results

in u8 =
√

2γPRPTt4
γP+1 , and the exit plane pressure is computed with the isentropic relation

P8 = Pt4
(

2
γP+1

) γP
γP−1 . Substituting and simplifying gives

F = A8Pt4

(
σF −

P∞
Pt4

)
, (3.13)

where σF is introduced and defined as σF = (γP + 1)
(

2
γP+1

) γP
γP−1 to permit more compact

notation. The RDE and CP combustor must have the same flowrate, such that

ṁRDE = ṁCP →
ARDE8 PRDE

t4√
TRDEt4

= ACP8 PCP
t4√

TCPt4
, (3.14)

after substituting in Eq. (3.9 ) for each combustor type and simplifying. However, the total

temperature of the RDE and CP products must be equal, as discussed in Section 3.3.1 .

Therefore, the flowrate equality can be further simplified to

ARDE8 PRDE
t4 = ACP8 PCP

t4 . (3.15)

The ratio of the thrust generated by the RDE and CP combustors can now be written as

FRDE
FCP

=
ARDE8 PRDE

t4

(
σF − P∞

PRDEt4

)
ACP8 PCP

t4

(
σF − P∞

PCPt4

) =
σF − P∞

PRDEt4

σF − P∞
PCPt4

. (3.16)
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For the combustor thrust efficiency, the mass flowrate and exit area are held fixed as

mentioned previously. Since ARDE8 = ACP8 , Eq. (3.15 ) simplifies to PRDE
t4 = PCP

t4 and

ηCombF = FRDE
FCP

∣∣∣∣
ṁ, A8

= 1. (3.17)

As Eq. 3.17 demonstrates, the combustor thrust efficiency of an ideal RDE will be unity as

a result of the constant flowrate and exit area. Therefore, the combustor thrust efficiency is

unable to distinguish when an RDE outperforms an ideal CP combustor, or when a pressure

gain has been achieved. In contrast, the pressure gain computed using the EAP normalized

by the reactant manifold total pressure in Eq. (3.11 ) will clearly demarcate both of these

points. As PGC cycles deliver a performance benefit through increased pressure, any figure

of merit for quantifying their benefit must do so in this context. Normalizing measured work

output by the driving potential in the system as a baseline, in this case Pt3, provides the

context necessary to quantify the pressure gain.

An alternative method could compare the thrust from RDE and CP combustors while

holding the reactant mass flowrate and manifold pressure fixed, as this provides an appro-

priate connection to the reference driving potential. This performance metric, or “system

thrust efficiency,” can be evaluated in a manner similar to the combustor thrust efficiency

to assess its relationship with the pressure gain of Eq. (3.11 ). Starting from Eq. (3.16 ), the

CP combustor injector is assumed ideal such that PCP
t4 = Pt3 and

ηSysF = FRDE
FCP

∣∣∣∣
ṁ, Pt3

=
σF − P∞

PRDEt4

σF − P∞
Pt3

. (3.18)

Using Eq. (3.11 ), the percentage increase or decrease in thrust relative to the ideal constant

pressure combustor, or “Thrust Gain,” can then be written as

Thrust Gain (TG) = ηSysF − 1 =
1− 1

PG+1
Pt3
P∞
σF − 1

. (3.19)

Hence the system thrust efficiency and thrust gain are closely related to the pressure gain,

as they incorporate appropriate normalization by the same driving potential in the system,

Pt3. An RDE which has achieved a pressure gain will then produce a system thrust efficiency
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greater than unity, or equivalently a positive thrust gain. For the assumed configuration of

a development combustor without an expansion nozzle, Eq. (3.19 ) shows that the thrust

gain decreases with increasing pressure ratio. In the limit of a vacuum ambient condition,

a combustor operating without a nozzle would be unable to demonstrate a pressure gain on

the basis of a thrust measurement. It would also be possible to relax the requirement of a

lossless CP combustor injector and account for an assumed pressure drop representative of

fielded systems when evaluating the thrust gain. This approach may prove insightful during

a trade study evaluating the different combustor types. The current study will primarily use

the pressure gain defined by Eq. (3.11 ) because pressure is a more relevant parameter in the

motivating application of terrestrial power generation.

3.3.3 Model Results

Prior work has shown that the pressure gain depends strongly on the area ratios A3.2/A3.1

and CR = A3.2/A8, which are respectively the oxidizer inlet area ratio and the nozzle contrac-

tion ratio [61 ]–[63 ]. While the two area ratios have typically been considered independently,

Fig. 3.6 shows that the pressure gain computed by a parametric survey of combustor geome-

tries using CFD results presented by Kaemming et al. [61 ] can be collapsed by eliminating

A3.2, the combustor annulus area. The pressure gain that an RDE can produce appears to

be intricately tied to A8/A3.1, the area ratio between the outlet and inlet of the combustor.

Figure 3.6 includes the pressure gain computed from CFD simulations using both the

method of Eq. (3.10 ) (EAP) and a related method that uses the full thermodynamic and flow

state available to a simulation (EAPi) [61 ]. Results from the performance model discussed

in Section 3.3.1 are overlaid on Fig. 3.6 for ideal rotating detonation and constant pressure

combustors. The ideal RDE pressure gain, indicated by the solid black line of Fig. 3.6 ,

exhibits excellent agreement with the CFD results across the entire range of area ratios.

The only flow variables that were matched with the simulations for this parameter sweep

were the propellants (hydrogen and air), stoichiometry, and inlet total temperature. Analysis

of the model equations determined that neither the mass flowrate nor manifold total pressure,

Pt3, affected the predicted pressure gain for chamber pressures sufficient to choke the outlet
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Figure 3.6. Comparison of pressure gain computed with thermodynamic
model and reference CFD data [61 ].

flow. As a result, the only input parameters that affect the pressure gain predicted by the

thermodynamic model are those matched between the simulation and model: the reactants,

stoichiometry, and inlet total temperature.

The broken black line of Fig. 3.6 shows the pressure gain produced by a constant pressure

combustor for comparison to the other results. As expected, the pressure gain for the CP

combustor approaches zero as A8/A3.1 approaches unity, corresponding to an ideal injector.

The maximum pressure gain is not precisely zero, as a pressure drop must exist to generate

a nonzero massflow. The RDE and CP models reach a crossover point near A8/A3.1 = 3,

where both models forecast a 20% pressure loss. For greater outlet-to-inlet area ratios, the

RDE is predicted to produce a lower pressure gain than a CP combustor operating with the

identical flow conditions and geometry. However, for high-loss injectors where A8/A3.1 > 3,

the thermodynamic model also indicates that both combustor types will produce a very

similar pressure loss. As a result, it will be difficult to distinguish a well-performing RDE

and CP combustor on the basis of performance for high-loss configurations typical of most

current experiments.

While Fig. 3.6 shows that low outlet-to-inlet area ratios are required for an RDE to

achieve a pressure gain, it should be noted that this requirement can conflict with other design
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objectives. Reducing this area ratio reduces the mean pressure ratio across the injector, which

can increase the time required for reactant flow to reestablish after detonation passage. It

will also change the average flow velocities and residence time within the chamber, which

can affect combustor operability. Similarly, the specific injector inlet (A3.2/A3.1) and nozzle

contraction (A3.2/A8) area ratios will each play a role in determining device operability and

hence performance for a real system. For example, a lower injector inlet area ratio will

promote coupling with the oxidizer plenum and can transition the RDE to a non-detonative

mode of operation [62 ]. Prediction of these interactions is outside the scope of the simple

model presented here. Development of a high-performance RDE will require consideration

of the trade-offs between these competing requirements and objectives.
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Figure 3.7. Comparison of pressure gain computed with thermodynamic
model for different propellants.

Figure 3.7 presents pressure gain as a function of outlet-to-inlet area ratio for several

reactant combinations, as the effect of propellant selection is not explored in the current

experiments. Hydrogen, methane, ethylene, and vaporized Jet-A fuels with air and oxygen

as oxidizers were selected because these propellant combinations have been widely consid-

ered or studied for RDE applications [6 ], [8 ], [16 ], [18 ]–[20 ], [23 ], [59 ], [75 ], [76 ]. Inlet flow

conditions of Tt3 = 300 K and φ = 1 were used for the calculations. The trend for each reac-

tant mixture is similar to that observed in Fig. 3.6 for hydrogen-air, where the pressure gain
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rapidly decreases as the area ratio A8/A3.1 increases. Methane-air reactants are predicted to

produce a marginally higher pressure gain than hydrogen-air for a given area ratio. Switch-

ing oxidizers to pure oxygen produces a significant increase in computed pressure gain for

methane. Exchanging the oxidizer for a hydrogen-fueled combustor brings the pressure gain

closer to zero, decreasing positive values and increasing negative values of pressure gain. The

other hydrocarbon fuels, ethylene and vaporized Jet-A, exhibit similar trends as methane.

For air-breathing conditions, the curves are almost identical to that of methane, while the

model predicts that combustion with oxygen produces a greater increase in pressure gain

than for methane. The similarity between the hydrocarbon fuels is not surprising, as they

all have similar heating values and fuel mass fractions for each oxidizer.

The claim that RDEs are capable of achieving a thermodynamic cycle efficiency higher

than current power and propulsion systems operating on the Brayton cycle is evaluated using

the performance model. The thermal cycle efficiency can be written as,

ηth = 1− cP (T9 − Tt1)
∆hv (f/a) , (3.20)

where ∆hv is the fuel heating value and f/a is the fuel-air mass ratio [13 ]. The constant

pressure combustor shown in Fig. 3.6 has a cycle efficiency of 49% for an ideal injector, while

the RDE cycle efficiency varies between 36-59%, depending on the outlet-to-inlet area ratio.

The range of thermal efficiencies the thermodynamic model predicts for the ideal RDE then

brackets the efficiency of the ideal CP combustor, which is expected based on the range of

pressure gain shown in Fig. 3.6 . The mechanism by which a PGC cycle can deliver increased

thermal efficiency is via a higher effective overall pressure ratio, as Section 3.3.1 showed that

the mass-averaged temperature of combustion products is the same as in a CP cycle.

3.4 Experimental Results

3.4.1 Performance Characterization

The combustor operational envelope and chamber dynamics were previously character-

ized in a broad parametric survey of operating conditions. Approximately 120 tests were

conducted, the majority of which used natural gas with pure air that was not enriched with
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additional oxygen. The range of tested conditions is summarized in Table 3.2 . Further

details about combustor operational sensitivities to propellant flowrate, oxygen enrichment,

and equivalence ratio can be found in [12 ]. From this survey, a test case that exhibited

stable operation with one detonation wave propagating in each direction was selected to

demonstrate the data reduction and performance analysis method.

Table 3.2. Range of tested combustor operating conditions.
G [kg/ (m2 · s)] φ Y Ox

O2 [%] T3 [K] Pc [MPa] A3.2/A3.1 A3.2/A8
200-500 0.85-1.2 23.2-35 575-800 0.7-1.8 8.6, 9.4 1.93, 2.75

The selected case was conducted with a chamber propellant mass flux of 250 kg/ (m2 · s),

unity equivalence ratio, an inlet oxidizer temperature of 725 K, and pure air as the oxidizer.

Figure 3.8 a presents the pressure-time history recorded by the high-frequency transducers

installed in the propellant manifolds and combustion chamber. The pre-detonator injects

a detonation wave into the chamber and ignites the main chamber reactants at t = 0.

After a short ignition transient (typically 10-20 ms), pressure fluctuations enter a limit cycle

characteristic of one or more rotating detonation waves within the chamber. The pressure-

time history in Fig. 3.8 b shows steep-fronted wave forms with modulating peaks that decay

to approximately the mean chamber pressure. The mean peak-to-valley chamber pressure

fluctuation amplitude P/Pc [12 ], [50 ] was 2.8 times the mean chamber pressure of 0.82 MPa

measured at PT-01, indicating the presence of strong detonations. This is corroborated by

the average wave velocity of 1230 m/s, which is 68% of the CJ speed for these operating

conditions.

The transducer located at CC-02 measures high amplitude pressure fluctuations of more

than four times the mean chamber pressure throughout the duration of the test. Peak pres-

sure amplitudes can reach three times the measured fuel and oxidizer manifold pressures.

Simultaneously-acquired chemiluminescence images indicate that the intersection points of

the counter-rotating detonation waves are located near θ = 90°, 270°, which is aligned with

CC-02. These locations are not geometrically aligned with any reactant injection or combus-

tor feature and have been observed to change over the test duration for other flow conditions.

The wave intersections produce high amplitude pressure peaks as the counter-rotating deto-
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Figure 3.8. High frequency pressure measurements illustrating (a) test se-
quence and (b) steep fronted waves from rotating detonation waves in cham-
ber.

nations interact and amplify the resulting pressure rise in a manner reminiscent of a reflected

shock interaction.

Figure 3.9 a shows an example segment of a detonation surface plot, where the pixel inten-

sity distribution around the annulus circumference has been extracted from the high speed

images and transposed onto a θ − t time history [48 ]. The lines with positive and negative

slope correspond to detonation waves traveling in the +θ and −θ directions, respectively.

The crosshatch pattern shows that the waves intersect near θ = 135°, 315° for the selected

time window, while the regular line spacing indicates stable wave dynamics. The annulus

image of Fig. 3.9 b shows waves at θ = 100°, 170° shortly before an intersection event at

θ = 135°. The counter-propagating waves observed in this test are representative of most

tests conducted with the combustor.

Figure 3.10 shows the pressure on aft-facing surfaces of the combustor relative to ambient

conditions measured during the test. The probe locations correspond with those enumerated

in Fig. 2.4 . The flow of propellants prior to the start of combustion produces subatmospheric

pressures on the combustor centerbody region, but has little effect on the surface pressure

of the combustor outerbody. Ignition and the presence of rotating detonation waves in the
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Figure 3.9. Detonation surface plot (a) and high-speed image (b) showing
counter-propagating detonation waves.

chamber is observed to alter the pressure distribution on the centerbody, corresponding to

probes EAP-01 through EAP-04. The pressure at probe locations EAP-02 and EAP-03

decreased to 25% below ambient atmospheric conditions. Recent experimental studies have

observed similar subatmospheric pressures in the center bluff body region [63 ]. Harroun

further conducted simulations to show that rotating detonation waves enhance the base

region ejector effect compared to a steady flow [71 ]. The pressure on aft-facing surfaces

outside of the combustor annulus are comparatively unaffected by the combustion processes

in the chamber, in agreement with other experimental results [63 ]. The total base drag

acting on the combustor bluff body, FB, is then computed using an area-weighted sum of

the measured base pressures.

The time-history of thrust in Fig. 3.11 shows the contribution of each component of

the gross thrust, Fg, discussed in Section 3.2.2 . The thrust of pre-ignition reactant flow

is given as Fflow and computed using the chamber conditions and reactant mass flowrate

immediately prior to ignition (−0.3 < t < −0.1 s). The thrust stand step response after

filtering oscillations from the live bed resonance natural frequency of 33 Hz is represented

by FLC in red. Base drag, FB, accounts for 14% of the gross thrust for this case, while

the load cell measurement and computed reactant flow thrust each account for 43%. Across

the range of tested conditions, the base thrust was observed to vary between 10-20% of the

total gross thrust. This represents a significant decrement to the measured thrust and would

result in severe performance under-prediction if the base drag is not measured. The thrust
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Figure 3.10. Raw base pressure measurements. Transducers in the legend
top row correspond to locations on the combustor centerbody, while those on
the bottom row lie outside the combustion annulus.

measurement signal exhibits significant unsteadiness during the RDE hot-fire, but averaging

over a 100 ms window results in a gross thrust of 4.52 kN with a 2σ uncertainty of 1.7%

after accounting for the error sources discussed in Section 3.2.2 .
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Figure 3.11. Breakdown of gross thrust into constituent components: reac-
tant flow, load cell, and base drag.
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The measured gross thrust Fg, nozzle throat area A8, oxidizer plenum pressure pt3 mea-

sured at PT-OM, and estimated product ratio of specific heats γP , are then used to compute

the net pressure gain according to Eqs. (3.10 ) and (3.11 ). The combustion product ratio of

specific heats, γP , is estimated by averaging γ computed using equilibrium thermochemistry

for a CJ detonation and a constant pressure combustor, which approximately bounds the

range of possible values [73 ]. Uncertainty of pressure gain is computed through applica-

tion of Eq. (3.2 ), where gross thrust uncertainty is computed as discussed in Section 3.2.2 .

The uncertainty in nozzle throat area is computed using measured part dimensions and an

assumed deviation of twice the specified manufacturing tolerance to account for possible

degradation during operation. Oxidizer plenum pressure uncertainty is computed using the

measurement variance and manufacturer reported transducer accuracy. Finally, deviation in

the value of γP is estimated as half the difference between the two specific heat ratios used in

its computation. Combined, these error sources result in an average pressure gain absolute

uncertainty of ±0.8% with a 95% confidence interval.

This test condition produces a net pressure gain of -46% relative to the oxidizer manifold

with an absolute uncertainty of ±1.3% with a 95% confidence interval. As discussed in

Section 3.3.2 , the convention of Eq. (3.11 ) results in a negative value of pressure gain when

there is a total pressure loss. For comparison, the test condition delivers a thrust gain (loss)

relative to an ideal constant pressure combustor computed according to Eq. (3.19 ) of -9.2%

with absolute error bounds of ±1.6%.

3.4.2 Parameter Sensitivities

The sensitivity of RDE performance to controlled flow parameters was studied by com-

paring experimental measurements of pressure gain to predictions from the idealized model

across the range of tested operating conditions. Reported pressure gain values for injector A

have not been corrected for base pressure, as the requisite hardware was not installed during

those tests. Each injector was tested in the natural gas RDE over a range of mass fluxes,

oxygen mass fractions, and equivalence ratios, with each parameter varied independent of

the others. Tests were conducted with an oxidizer inlet temperature either in the low range
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of T3 = 600− 675 K, or in the high range of T3 = 710− 750 K. In the following plots, lines

with markers denote experimental measurements while the solid and broken lines show the

pressure gain predicted by the performance model for an RDE and CP combustor, respec-

tively. Unfilled markers denote flow conditions that operated in a deflagrative combustion

mode with no evidence of wave motion in chemiluminescence imaging. Error bars are not

included because the typical uncertainty, evaluated in the same manner as Section 3.4.1 , is

±0.8%, less than the marker size.

Figure 3.12 shows the variation in combustor performance as the combustor annulus

mass flux is increased. Injector A was operated with oxygen-enriched air with Y Ox
O2 = 28%

for this sweep, while injector B used pure air for both tested nozzle contraction ratios.

All tests were conducted with φ = 1 and an oxidizer inlet temperature between 600 and

670 K. The performance model predicts that net pressure gain for both combustor types is

independent of the total propellant flowrate, or equivalently the propellant manifold pressure.

Injector B closely follows this trend, with little variation in pressure gain as the mass flux

is increased. While the trend for injector A is similar, a greater pressure loss is observed

for G = 250 − 300 kg/ (m2 · s). It is possible that the decrease is related to the transition

from one to two counter-rotating waves propagating in each direction, which was observed to

occur in this range of mass fluxes using the chemiluminescence imaging. For these conditions,

injector B achieves a pressure loss 5-10 percentage points lower than model predictions while

injector A is 10-15 points below predictions. As discussed in Section 3.3.3 , the observed

independence of combustor performance with respect to combustor mass flux was expected,

as analysis of the model determined that pressure gain was independent of manifold pressure.

This is a result of no loss mechanisms and the choked exit boundary conditions, which causes

all pressures to rise proportionally as total flowrate is increased.

Enriching the oxidizer mixture with additional oxygen is generally expected to increase

the net pressure gain, as the greater proportion of fuel for a given equivalence ratio will result

in higher mass-specific heat release. This trend is observed in Fig. 3.13 for the theoretical

combustor calculations and in Fig. 3.7 for the transition to pure oxygen. All tests included

in this figure were conducted with G = 250 kg/ (m2 · s) and unity equivalence ratio. Injector

B follows the expected trend reasonably well for both nozzle contraction ratios. Exceptions
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Figure 3.12. Combustor performance sensitivity to mass flux, G.

occur when the CR = 2.75 nozzle transitions to a deflagative combustion mode, and as

conditions approach the corresponding transition point for the CR = 1.93 nozzle, just beyond

Y Ox
O2 = 28%. Similar trends are not observed for injector A at either of the tested oxidizer

preheat temperatures, T3 = 600− 670 K or T3 = 710− 750 K.

However, increasing the propellant inlet temperature uniformly decreases both the pre-

dicted and measured pressure gain across the range of oxygen mass fractions. At these con-

ditions, increasing the inlet temperature by approximately 100 K has an effect on pressure

gain comparable to a 10% increase in A8/A3.1. The increased initial propellant temperature

decreases the combustor pressure gain via two mechanisms. First, it results in a lower pres-

sure ratio across the detonation wave. This can either be explained by reduction of initial

density, or through reduction in the CJ Mach number and hence pressure ratio, as the reac-

tant speed of sound is more sensitive than the detonation velocity to the initial temperature.

Second, an increased inlet temperature increases the required manifold pressure for a given

flowrate, while the mass averaged product temperature and associated pressure, Tt4 and Pt4,

are relatively unaffected.

Figure 3.14 shows the dependence of combustor performance on equivalence ratio, where

a fixed mass flux of G = 250 kg/ (m2 · s) and pure air were used for all tests. For this series,

injector A was operated with T3 = 710 − 750 K while injector B was operated in the low
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Figure 3.13. Combustor performance sensitivity to mass fraction of oxygen
in oxidizer, Y Ox

O2 . Unfilled markers indicate operating conditions that failed to
produce rotating detonations.

inlet temperature range with T3 = 600− 670 K. Similar to Fig. 3.13 , injector B follows the

trend predicted by the model while injector A does not. The relationship between pressure

gain and equivalence ratio is the result of a similar mechanism as the oxygen mass fraction

dependence. As the equivalence ratio shifts away from unity, near the maximum pressure

gain, the heat release per unit mass decreases.

Injector B with the CR = 1.93 nozzle at φ = 0.9 is the only test condition that produces

a single detonation wave within the combustion chamber. The combustor returns to a

counter-propagating mode as the equivalence ratio is increased to 0.95, similar to all other

operating conditions. The transition results in a minor increase of net pressure gain from -

68% to -67%, which is within the measurement accuracy. The similarity between these values

suggests that for the selected conditions, the details of the wave propagation do not have a

significant impact on the RDE propulsive performance. This may be related to the overall

wave strength, as these conditions produced stable, but not high-order detonations. The

single wave case (φ = 0.9) exhibits a wave speed that is 58% of the CJ detonation velocity

with pressure fluctuations of 2.2 times the mean chamber pressure, while the wave speed and

pressure fluctuation amplitude were respectively 61% and 1.9 for the counter-propagating
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Figure 3.14. Combustor performance sensitivity to equivalence ratio, φ. Un-
filled markers indicate operating conditions that failed to produce rotating
detonations.

wave mode (φ = 0.95). These tests were also conducted with a high-loss injector design,

which limits the maximum achievable pressure gain and thereby plays a more important

role in determining the performance than wave dynamics. As discussed in Section 3.3.3 and

shown for these particular conditions in Fig. 3.14 , the gap between RDE and CP combustor

performance is quite small, supporting the conclusion that relative detonation quality has

limited impact on pressure gain for high-loss systems.

A number of loss mechanisms present in experiments but ignored in the idealized ther-

modynamic model may contribute to the observed performance deficits for both injectors.

Examples include incomplete mixing, mixture stratification, product gas recirculation into

the reaction zone, and injector response dynamics [7 ], [62 ]. While it is difficult to ascribe

specific aspects of the injector design to these potential mechanisms, comparative evaluation

of performance trends can point to deficiencies. For all three varied operating parameters,

mass flux, equivalence ratio, and oxygen mass fraction, the injector B performance gener-

ally followed the same trends as the thermodynamic model, while injector A did not. This

suggests that an uncontrolled factor, potentially one of the possible loss mechanisms, plays

a dominant role in determining the performance of injector A, rather than the mixture

thermodynamics.
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As shown in the injector schematics of Fig. 3.2 , the fuel orifices for injector A are situated

in a shallow diverging region downstream of the oxidizer throat followed by a rapid expansion

to the combustion annulus width. In comparison, injector B has a shorter, continuous tran-

sition from the oxidizer throat to the chamber cross section with fuel orifices located further

into the expansion region. Two plausible outcomes from these design differences are that

injector A has an increased susceptibility to product gas recirculation due to the aggressive

expansion, and a reduced ability for the fuel supply to respond to the chamber dynamics

due their comparatively sheltered location in the shallow expansion. The operability analysis

presented by Walters et al. [12 ] further concluded that injector B mixes the reactants more

effectively than injector A on the basis of the respective sensitivities to mixture chemical

kinetics. It then seems likely that one or multiple of these loss mechanisms, mixing effi-

ciency, exhaust gas recirculation, or injector dynamic response, contribute to the observed

performance deficit for injector A.

Though multiple factors may contribute to the disparity in measured performance rela-

tive to idealized calculations, the effect of the injector discharge coefficient can be quantified

with the current measurements. While the model assumes an injector discharge coefficient

of unity, injector A has a discharge coefficient of approximately 0.9, while it is 0.8 for injec-

tor B. This effectively reduces the injector throat area, A3.1, corresponding to an increase

in the outlet-to-inlet area ratio, A8/A3.1, by 11% and 25% for injectors A and B, respec-

tively. The change moves the RDE operating point further to the right along the line of

Fig. 3.6 and reduces the theoretical pressure gain by 5-10 percentage points. The sensitivity

of RDE pressure gain to the outlet-to-inlet area ratio is contrasted against the above pa-

rameter studies, which demonstrated comparatively low sensitivity to combustor operating

conditions. This underscores the role of the outlet-to-inlet area ratio as the most important

parameter governing RDE pressure gain.

3.4.3 Global Trends

Global trends in combustor performance can be used to better understand differences

between the two tested injectors. Figure 3.15 presents a scatter plot of relative pressure gain
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against the detonation cell size colored by pressure fluctuation amplitude. The cell size was

estimated for each test condition using the correlation developed by Walters et al. [12 ]. The

relative pressure gain is computed as

RPG = PGexp. + 1
PGmodel + 1 =

(
EAP

Pt3

)
exp.
·
(
Pt3
Pt4

)
model

, (3.21)

and compares the experimentally measured net pressure gain to that predicted by the per-

formance model at the same operating conditions.

Figure 3.15. Scatter plot of relative pressure gain and estimated detonation
cell size colored by pressure fluctuation amplitude. Shaded regions highlight
points associated with each injector type.

Inspection of Fig. 3.15 revealed that test points were approximately grouped according to

their injector type. The corresponding regions are shaded to highlight the resulting trends.

There appears to be a trend between estimated cell size and relative pressure gain for injec-

tor B, while points corresponding to injector A show no apparent trend with the cell size

parameter. The trend for injector B suggests that reducing cell size improves combustor per-

formance relative to theoretical predictions, until it is similar to the chamber gap dimension.

Further reductions, which were typically the result of oxygen enrichment, resulted in a high

relative pressure gain that was coupled with transition to a deflagrative combustion mode.

This supports the notion of the detonation cell size as an approximate scaling parameter
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whose specific value does not necessarily determine the operability or performance of an

RDE. Adequate operation and performance can be achieved once the cell size is of a similar

scale as the combustor annulus width.

Injector B is able to operate across a wide range of relative pressure gain and estimated

cell sizes, while injector A typically operates in a more narrow range. The differences may be

explained in terms of the relative effectiveness of the two injector designs. Injector A seems

to support moderate performance across a wide range of conditions, while injector B is able

to achieve higher performance when operated at the correct flow parameters. However, these

trends do not explicitly capture details about the ability of the injector design to produce

robust, rotating detonation waves. While select conditions using injector A generated the

fastest detonation waves and highest pressure fluctuation amplitudes observed with this

combustor, all conditions produced counter-propagating wave dynamics. Injector B was

able to produce a single, co-rotating wave for lean equivalence ratios, but the waves were

typically slower across the tested conditions.

While the current measurements do not demonstrate a pressure gain, it is promising that

two, quite different, and unoptimized injector designs approach the performance predicted

by an ideal performance model. The combustor also has a length of 130 mm, resulting in a

thermal power density ten times greater than existing systems [77 ]. Furthermore, the ma-

jority of these tests were conducted with natural gas and pure air, a propellant combination

that is difficult to detonate and presents challenges for RDEs. Finally, the dependence of

net pressure gain on the combustor outlet-to-inlet area ratio, A8/A3.1, provides direction for

development of high-performance combustors.

3.5 Conclusions

Performance of a high pressure, natural gas-air RDE was investigated using measurements

of thrust combined with high frequency pressure measurements and imaging of detonation

wave motion in the combustor annulus. Experimental results were compared to an idealized

RDE performance model. Analysis of common performance metrics demonstrated the ne-

cessity of normalizing by the propellant manifold conditions for any consistent evaluation of
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RDE performance. PGC systems achieve a performance benefit through increased pressure,

so it is necessary to normalize work output by the propellant manifold pressure, the driving

potential in the system, for a performance metric to be capable of identifying a pressure

gain.

Predictions of RDE pressure gain using the thermodynamic performance model closely

matched results from numerical simulations and revealed that the pressure gain depends

strongly on the area ratio between the exit and inlet of the combustor. Analysis using the

model showed that it is difficult to distinguish a well-performing RDE operating with a high-

loss injector from a constant pressure combustor on the basis of performance. Application of

the model to different propellant combinations showed that fuel selection had minimal effect

on the pressure gain of air-breathing RDEs, but more significant effects for rocket-type RDEs

operating with oxygen.

Measurements of net pressure gain using the equivalent available pressure methodology

were compared with model predictions to evaluate the effect of operating conditions on

RDE performance. Injector B (incorporating transverse injection from a centrally-mounted

“sting”) performance followed trends predicted by the model, while injector A (employing

transverse jet injection from both sides of the channel) generally did not. Combined with

a global analysis of relative pressure gain for each injector across all tested conditions, this

supported the conclusion that operation of injector A is controlled by an secondary process,

likely reactant mixing. The global analysis also highlighted the effect of detonation cell

size as an approximate scaling parameter, where detonative combustor operation is possible

as long as the cell size is of a similar scale as the annular gap. The similarity between

trends observed in the experiments and predicted by the thermodynamic model is promising

for an RDE operating with less detonable reactants, namely natural gas and air. While a

pressure gain was not demonstrated, the results elucidate the methods of analyzing RDE

performance and point to avenues of future development that could lead to an optimized,

integrated rotating detonation combustor.
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4. FLOW AND PERFORMANCE ANALYSIS OF A NATURAL

GAS-AIR ROTATING DETONATION ENGINE WITH

HIGH-SPEED VELOCIMETRY

This chapter has been accepted for publication in Combustion and Flame [78 ].

DOI: https://doi.org/10.1016/j.combustflame.2021.111549 

4.1 Introduction

The potential of achieving thermodynamic cycle efficiencies and thermal power densi-

ties greater than traditional combustors has motivated recent interest in rotating detonation

engines (RDEs) [6 ], [8 ]. Computational and experimental studies have explored a range of

applications, including gas turbines, ramjets, and rockets [7 ], [17 ]. However, further work

is required to advance RDE technology to a readiness level where the cycle benefits can

be realized in an integrated propulsion or power system. The recent review of Anand and

Gutmark [9 ] provides an overview of pending challenges, including dynamic injection and

mixing, detonation propagation in non-ideal conditions, operation with application-relevant

reactants and corresponding conditions, highly-unsteady transonic exhaust, and system in-

tegration. Furthermore, no experiment in open literature has successfully demonstrated a

pressure gain relative to the reactant supply necessary to attain the desired thermodynamic

advantages. Continued progress will require computational modeling in concert with exper-

imental investigation of the tightly coupled physics driving detonation structure, dynamics,

and performance.

The structure and propagation dynamics of detonation waves in an RDE are the result

of interaction between chemical kinetics and unsteady injection and mixing, which is in-

extricably linked to the cycle. High pressures behind the detonation front induce reactant

flow cessation, resulting in a dynamic injection process where fresh reactants must enter the

combustion annulus and mix prior to subsequent wave arrival. Mixing between incoming

reactants and products from previous waves is likely to occur in the turbulent flowfield, po-

tentially initiating auxiliary reactions that can compete with the detonation [7 ], [79 ]. These
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tightly coupled processes have been observed to produce a range of combustion modes, in-

cluding one or more co- or counter-rotating detonation heads [16 ], [80 ]. Imaging of the

combustion annulus has revealed interactions between waves as well as mode transitions,

where the number or direction of waves change in a transient event [18 ], [20 ]. For example,

experiments by Bleumner et al. [80 ] identified a progression from counter-rotating waves

of equal strength to a single detonation front wherein one of the counter-rotating waves

becomes weaker, splits into multiple fronts, and eventually disappears as the mass flowrate

of reactants is increased. These regimes were classified based on the relative wave velocity

as counter-rotating waves at equal speed, transitioning counter-rotating waves, single-wave

with counter-rotating components, and single-wave. Other experiments have observed a cas-

cading sequence of wave bifurcations with increasing flowrate, where wave velocity increases

until nucleation of a new co-rotating wave accompanies a drop in velocity [7 ].

The structure of single and co-rotating detonation waves has been studied through exten-

sive experiments and numerical simulations. Early imaging of broadband chemiluminescence

using motion compensated photography techniques provided qualitative insight into the flow-

field, revealing a detonation wave front with an attached oblique shock wave propagating

into a triangular refill region [7 ]. Simulations supported these observations and have been

used to interrogate the flow physics, boundary conditions, and thermodynamic processes

occurring within RDEs [14 ], [81 ]. Later experiments acquired images of OH* chemilumin-

scence and mid-infrared radiation to make quantitative measurements of the wave height,

oblique shock angle, and reactant refresh height and characterize their sensitivity to operat-

ing conditions [15 ], [82 ]. Phase averaging has also been applied to resolve the circumferential

detonation structure using combustion annulus images and point pressure transducer probes,

as in Bohon et al. [18 ]. Finally, recent experiments have used combustor flame imaging in

conjunction with differences in wave arrival at axially distributed pressure transducers to

reconstruct the wavefront structure for several different reactant combinations in a hollow

combustor [83 ].

Despite their prevalence in experimental studies of RDEs, the structure of counter-

rotating wave modes has not been studied as extensively as co-rotating waves. While counter-

rotating fronts of equal strength are frequently observed to propagate at or near the speed
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of sound of combustion products [80 ], sustained propagation at speeds of up to 70% of the

reactant mixture Chapman-Jouguet velocity has been observed in an RDE operating with

natural gas and air [12 ]. Some experiments have observed conditions that support a disparity

in velocities between the two counter-propagating waves. Bleumner et al. [80 ] hypothesized

that the weaker wave propagates as a shock between intersections with the main detonation

front, creating a local explosion that energizes both waves for the ensuing lap. Optically

accessible combustors have permitted direct observation of the wave structure, demonstrat-

ing that counter-rotating detonation waves propagate in the same axial plane, producing

complex wave interactions [15 ], [23 ]. In computations, counter-rotating waves have been

observed to fail in two-dimensional simulations [84 ], which may suggest that they are a fun-

damentally three-dimensional phenomena and that a corresponding flowfield is required to

support their propagation [9 ]. Recent three-dimensional simulations of hollow RDEs have

focused on the appearance of counter-rotating waves and analyzed the instantaneous process

of wave interaction [85 ], [86 ].

Application of high-speed diagnostics has permitted rapid progress in understanding the

structure and dynamics of detonation waves in RDEs, as well as their effect at downstream

boundaries. In addition to the high-speed imaging discussed above, non-intrusive laser-based

techniques have provided quantitative, time-resolved measurements within the combustion

chamber and at the combustor exit plane. Laser absorption spectroscopy has been applied

to acquire time-resolved point measurements of reaction product concentration, tempera-

ture, and pressure at repetition rates ranging from 20 kHz up to 3 MHz [60 ], [87 ]–[89 ].

While instantaneous measurements, frequency analysis, and average fuel consumption are

typically reported, these studies were primarily focused on development and demonstration

of the diagnostic technique. Recent work has conducted simultaneous measurement of gas

temperature at four axially distributed probe locations in a hydrogen-air RDE [90 ]. Three

conditions with increasing mass flowrate were analyzed to extract phase-averaged reconstruc-

tions of the unwrapped temperature field, which were qualitatively similar to those observed

in numerical simulations. Further analysis estimated the fraction of combustion products in

the pre-detonation mixture and pointed to the role of exhaust gas recirculation in depress-

ing the detonation velocity, temperature, and pressure from Chapman-Jouguet equilibrium
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conditions, as is commonly observed in experiments and detailed simulations. Particle im-

age velocimetry (PIV) has also been applied to measure the time-history of flow velocity at

the exit plane of an RDE combustor, though initial attempts encountered challenges with

seed density and illumination, resulting in frequent vector dropout [91 ]. Journell et al. [59 ]

used a burst-mode laser to resolve these issues, revealing periodic azimuthal velocity fluc-

tuations synchronized to the wave cycle, while the axial velocity component exhibited high

levels of turbulence. In addition to providing a fundamental understanding of flow structure,

wave dynamics, and combustor performance, time-resolved measurements also provide di-

rect quantitative means of comparison with high-fidelity models which permit more detailed

analysis of wave structure and performance [92 ]–[95 ]. Experimental measurements of flow

variables, such as velocity and temperature, are necessary to anchor detailed models and

build confidence in their validity prior to use in combustor design.

Despite significant progress in understanding the fluid mechanic and combustion pro-

cesses that govern RDE operation, consistent methods of quantifying RDE performance

required to conclusively demonstrate their thermodynamic benefits have remained elusive.

Recent work has highlighted the necessity of comparing RDE performance to the system

driving potential, typically the reactant manifold supply pressure, for determining whether

a combustor has produced a pressure gain [56 ]. The Equivalent Available Pressure (EAP)

methodology [61 ], which computes a hypothetical, steady pressure consistent with the exper-

imentally measured thrust, has gained acceptance as one method of making this comparison

[56 ], [62 ], [64 ], [96 ], [97 ]. For example, Fievisohn et al. [97 ] provided a detailed presentation

of the application of the technique, including experiment design and uncertainty quantifica-

tion. Experiments applying the EAP method, in conjunction with simplified models, have

also highlighted that the pressure gain an RDE can achieve is largely determined by the area

ratio between the reactant inlet and combustor outlet [56 ], [96 ]. While these insights have

enabled significant progress, the currently reported best-performing RDE still operates with

a total pressure loss of 5% [64 ], below the threshold necessary to achieve the long-sought

pressure gain.

Understanding the connection between local flow dynamics and global combustor per-

formance is necessary to develop integrated RDE systems. Current methods of performance
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measurement rely on globally integrated quantities, which necessarily make assumptions

that systematically underestimate the potential work output due to the unsteady, transonic

flowfield found in RDEs. The objective of this paper is then to investigate the front and flow

structure of single and counter-propagating wave modes in a natural gas-air RDE operating

at a mean chamber pressure of pc = 0.7MPa. Natural gas presents challenges for airbreathing

RDEs because its primary constituent, methane, does not readily detonate in air. However,

the challenges associated with less-detonable reactants are expected to be more representa-

tive of those encountered as RDE technology progresses toward fielded systems. Procedures

for adapting a combustor design from readily-detonable (e.g. hydrogen-air, methane-oxygen)

to less-detonable (e.g. natural gas-air, methane-air) reactant combinations have not been

established. Therefore, the current work focuses on such conditions where there has been

limited prior application of advanced diagnostics. High-speed PIV is applied in the RDE

exhaust plume with simultaneous measurements of the circumferential wave structure to in-

terrogate the instantaneous and phase-resolved flowfield. The wave-resolved measurements

are used to quantify the effect of wave propagation mode on flowfield structure and com-

bustor performance. The presented velocimetry provides an experimental interrogation of a

critical boundary condition through direct measurement of a primitive flow variable in an

RDE. The measurements further enable quantitative examination of RDE performance and

flow using the novel analysis framework derived herein.

4.2 Experiment Description

4.2.1 Hardware

A natural gas and air fired RDE was operated at the Purdue University Maurice J. Zucrow

laboratories [27 ], [28 ]. The combustor was designed to operate with mean chamber pressures

up to 2 MPa while supporting parametric variation of reactant flow rate, stoichiometry,

and air preheat temperature. Figure 4.1 shows a cross section of the combustor. The

annular combustion chamber has an outside diameter of 228 mm, annular gap of 19 mm,

and length of 118 mm. Reactants are introduced using a ‘sting’ injection system, where air

is fed axially through two, coaxial circumferential slots separated by a centrally located sting
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which injects fuel through discrete orifices into the expansion region downstream of each slot

at the chamber head end. Non-vitiated, heated air is supplied by a heat exchanger while

natural gas fuel is sourced from a local pipeline. The ratio of combustion annulus area to

injector area is 9.4 for this injector configuration, while the contraction ratio is 1.93 between

the chamber and exit nozzle throat. Additional details about the combustor, injector, and

fluid supply systems are provided in Walters et al. [12 ].

Figure 4.1. Cross section of RDE test article with major dimensions labeled (in mm).

The mass flow rate of reactants and combustor thrust are critical integral quantities

that will anchor performance analysis based on the PIV measurements. The mass flow

rates of reactants are metered with critical flow venturi nozzles that conform to ASME

specifications [69 ]. The RDE is installed on a single-component thrust stand outfitted with a

load cell (Interface 2000-D-10K-4-U) for measurement of the combustor net thrust. Aft facing

surfaces of the chamber are instrumented with static pressure ports to isolate the thrust

produced by the RDE from exhaust plume flow effects, which have been shown to produce

suction on bluff-body combustors [71 ]. Uncertainty in flow rate and thrust measurements

are computed according to the procedure outlined by the ISO “Guide to the expression

of uncertainty in measurement” [70 ], accounting for contributions from Type A (computed

using statistics) and Type B (evaluated using other methods) uncertainty sources. Typical
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relative uncertainties of mass flow rate and gross thrust are 0.8% and 1.5% respectively, each

with a 95% confidence interval. A complete enumeration of considered uncertainty sources

has been previously provided by Walters et al. [56 ].

4.2.2 Diagnostic Arrangement

Figure 4.2 shows a schematic of the RDE labeled with instrumentation locations and

the diagnostic arrangement. Pressure fluctuations in the reactant manifolds and combustion

chamber are monitored with high frequency pressure transducers (Kulite WCT312M-3000A)

sampled at 2 MHz at multiple axial and circumferential locations. The transducers are in-

stalled in a recessed cavity with a resonant frequency > 50 kHz, which reduces the amplitude

attenuation and phase lag compared to a semi-infinite tube pressure installation while pro-

tecting the instrument from the high heat fluxes associated with detonative combustion [16 ],

[46 ], [47 ]. Biases introduced by the installation method preclude quantitative interpreta-

tion of the resulting dynamic pressure measurements as the thermodynamic state within

the combustion chamber, though relative values can provide directional sensitivities. Wave

dynamics in the chamber are visualized by direct imaging of the combustor annulus with a

CMOS camera (Phantom v411) operating at a repetition rate of 44 kHz and resolution of

256 × 256. Broadband chemiluminescence from the chamber collected by a 500 mm focal-

length, f/5.6 objective lens (Nikon AF-S 200-500 mm) provides information about the wave

number, topology, and velocity. While the spatial resolution of the chemiluminescence imag-

ing is likely coarser than the computed lower bound of 1 mm/pixel, this proved sufficient for

tracking the wave location throughout the test duration.

PIV measurements were conducted using a Nd:YAG-based master oscillator power ampli-

fier Pulse-Burst Laser (PBL) system (Spectral Energies QuasiModo) and high-speed CMOS

camera (Phantom v2512). The PBL provided a 10 ms doublet pulse train of 532 nm light

at a repetition frequency of 100 kHz, yielding approximately 1000 vector fields. At this

repetition rate, the laser delivers 3 mJ of energy per pulse. The beam was expanded and

collimated using two cylindrical lenses in a telescope arrangement and then focused using

two additional cylindrical lenses. Details of the optical arrangement are included in Fig. 4.2 .
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Figure 4.2. Schematic of combustor, instrumentation port locations, and
diagnostic arrangement.

The laser sheet was focused just beyond the measurement plane to achieve a near-constant

laser sheet thickness of 600µm while avoiding an increase in particle drop-out near the

beam waist. The air flow was seeded with 200 nm zirconia (ZiO2) particles, and the Mie

scattering signal was imaged using a 200 mm f/4.0 lens (Nikon AF Micro NIKKOR) with

a 3-nm FWHM bandpass filter. The CMOS camera collected images with a resolution of

256 × 256 pixels at 200 kHz, with a 4.23µs exposure and doublet pulse separation time of

1.5µs. The 200 nm zirconia particles will respond to a fluid timescale of 50 kHz, equal to

the Nyquist frequency of the velocity measurements [98 ]. This is sufficiently removed from

the timescales of interest, which are of the same order as the wave circumscription frequency

of approximately 1.5 kHz, that any risk of particle agglomeration was deemed acceptable.

Image spatial calibration, pre-processing, cross-correlation, and vector post-processing

were executed using a commercial multi-pass adaptive-windowing software package (LaV-

ision DaVis 8.3). Vector post-processing applied a three-pass universal outlier detection

median filter to remove spurious vectors, where final vector fields had approximately 80-90%

first choice vectors and an average correlation peak ratio greater than two. A final interroga-

tion window size of 32×32 pixels with 75% overlap yielded a vector spacing of 1.6 mm. This
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vector field resolution was considered sufficient given the combustor size (228 mm outside

diameter) and average axial flow velocity of 1000 m/s, which corresponds to a flow displace-

ment of 10 mm between measurements. For both cases, the average statistical correlation

uncertainty in axial and azimuthal velocity components was 4% and 8%, respectively [99 ].

No periodic trend in uncertainty was observed relative to the wave cycle. PIV accuracy

was further evaluated by comparing the measured velocity at non-reacting flow conditions

with the expected, sonic velocity. The exhaust velocity averaged over the 10 ms of PBL

operation was 435± 2 m/s with a 95% confidence interval, which deviates less than 1% from

the computed sonic velocity of 439 m/s for the upstream total temperature of 575 K.

Figure 4.2 shows the PIV system arrangement, where the camera field of view (FOV)

is centered at the θ = 180° position and the Vθ vector component is oriented in the lo-

cal +θ direction. The radial velocity at the RDE exit was not resolved by the current,

two-component PIV measurements. However, three-dimensional numerical simulations have

reported radial velocity variation between Vr = ±20 m/s for the majority of the wave cycle,

with an isolated excursion to -100 m/s, such that the radial velocity remained less than 1%

of the total velocity throughout the entire cycle [100 ]. Purely axial (Vz) and azimuthal (Vθ)

velocity components are then measured along the tangent line formed by the intersection

of the measurement plane and exit annulus centerline, where the local (x− y) and global

(z − θ) coordinate systems coincide. The three view projection of Fig. 4.2 depicts the loca-

tion of the PIV probe volume and clarifies interpretation of the resulting velocity vectors,

where the tangent intersection line is labeled ‘Line of Interest’ in the ‘side’ view.

4.3 Results and Discussion

Operability and performance trends observed during a broad, parametric survey of op-

erating conditions encompassing approximately 120 tests in this RDE have been reported

by Walters et. al [12 ], [56 ]. Counter-rotating waves were observed during most tests, while

select lean conditions generated a single wave mode. Thrust measurements revealed that

combustor performance was a strong function of the area ratio between the combustor exit

and injector throat, while it was weakly sensitive to the operating condition. The current
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study focuses on two conditions selected from this survey, case A and B, whose operating

parameters are enumerated in Table 4.1 . The equivalence ratio (φ) was varied between lean

and stoichiometric, while the chamber mass flux (G) and air inlet temperature (T3) were

held constant. Case A predominantly had a single, co-rotating wave while case B exhibited

a counter-propagating wave mode with one wave propagating in each direction. Table 4.1 

also includes wave strength metrics and key integral quantities required for subsequent anal-

ysis, along with associated uncertainties. The wave Mach number was approximately 1.15

with respect to the maximum acoustic speed in the combustion products for both test cases.

The following sections first examine the detonation propagation dynamics and their instan-

taneous coupling with the measured flow. The measurements are then phase averaged with

respect to the detonation wave location to expose the flow structure. Finally, the phase

resolved velocity measurements are used to examine the flow quantitatively by analyzing the

performance and global azimuthal momentum balance of the selected cases.

Table 4.1. Operating conditions for test cases, along with key parameters and
associated uncertainties used in subsequent analysis.

Case G [ kg
m2·s ] φ T3 [K] pc [MPa] p

pc
Vwave
VCJ

ṁ [kg
s

] F [kN]
A 350 0.91 570 0.73 1.5 58% 4.38± 0.017 5.84± 0.078
B 350 1.01 580 0.74 1.8 59% 4.39± 0.017 6.14± 0.075

4.3.1 Flow Dynamics

The wave frequency and direction for each test is shown in Fig. 4.3 as a function of time,

where the broken vertical lines bracket the period of PBL operation for conducting PIV. The

global operating mode was determined by first extracting the spatio-temporal history of the

chemiluminescence intensity around the circumference of the combustor annulus in a manner

similar to Bennewitz et al. [48 ]. Segments of this spatio-temporal history corresponding to

the highlighted segments in Fig. 4.3 are presented as θ − t diagrams for each test case in

Fig. 4.4 a.1 and b.1. The mode shown in Fig. 4.3 is then identified by applying a 2D FFT to

compute the frequency of the +θ and −θ running waves. The first half of case A exhibits

a single wave propagating in the −θ direction, though a counter-propagating wave traveling
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9% slower appears during the period of PIV data collection. Two, stable counter-propagating

waves are observed during the first 0.24 s of case B, where the +θ detonation front travels

6% faster than the −θ wave. The mode change in both cases following shortly after the end

of the velocity measurement window likely results from a step change in equivalence ratio as

the auxiliary air circuit used to introduce the PIV seed is shutdown.
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Figure 4.3. Temporal history of wave mode and frequency for case A (a) and
B (b). Broken vertical lines indicate the window of velocity measurements.

Figure 4.4 presents the pressure time history at location CC-01 and velocity time history

sampled at the intersection of the combustor exit plane and ‘Line of Interest’ highlighted

in Fig. 4.2 during the window of PBL operation for cases A and B. The strong lines with

negative slope in Fig. 4.4 a.1 show the dominant wave propagating in the −θ direction for case

A, while the counter-rotating mode of case B is apparant in the stable crosshatch pattern of

Fig. 4.4 b.1. Vibration of the imaging system during case A obscured a sector of the annulus,

resulting in the white band centered at θ = 90° in Fig. 4.4 a.1.

Close inspection of Fig. 4.4 a.1 reveals a weak counter-propagating wave during t = 0.205-

0.210 s, consistent with appearance of a +θ wave near t = 0.2 s in Fig. 4.3 a. Similar behavior

has been observed for RDEs operating with natural gas and oxygen-enriched air, where even

strong single-wave modes (p/pc > 2.5, Vwave/VCJ > 85%) exhibit weak counter-rotating

waves [59 ]. Based on these prior findings and the relative strength of the counter-rotating

wave, which only appears for for a short time during the first half of the test and is observed

to strengthen and decay during the window of record in Fig. 4.4 a, case A is classified as a

predominantly single-wave mode. The transient growth and decay of the counter-propagating
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wave can be observed in the timeseries presented in Fig. 4.4 a.2 and a.3. At the beginning of

the window, the single-wave is characterized by periodic, steep-fronted pressure waveforms

at CC-01 and similarly steep-fronted Vθ fluctuations in the −θ direction. As the counter-

propagating wave strengthens, the pressure peaks at CC-01 split and the circumferential

velocity, Vθ, abruptly switches between the positive and negative θ directions. The counter-

rotating wave subsequently decays near t = 0.210 s, and the waveforms of pressure and

azimuthal velocity for the remainder of the data window are similar to the beginning of the

timeseries. The axial velocity component (Vz) exhibits strong fluctuations throughout the

measurement window resulting from broadband turbulence in the RDE exhaust plume.
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Figure 4.4. Spatio-temporal history of combustor annulus chemiluminescence
intensity ((a.1) and (b.1)), time history of pressure at CC-01 ((a.2) and (b.2)),
and velocity ((a.3) and (b.3)) for case A and B, respectively.

Unlike the transitional dynamics observed in case A, one wave propagates in each direc-

tion around the RDE annulus throughout the test duration for the counter-rotating wave

mode of case B. The 6% difference in wave velocity noted in Fig. 4.3 b results in the pre-

cession of the intersection point between the counter-rotating waves from θ = 60° and 240°

to θ = 250° and 70° during the observation window. When the wave intersection points, or

nodes, are offset from location CC-01 and the PIV FOV at θ = 180°, pressure fluctuations are

lower in amplitude and exhibit secondary peaks on the waveform. The azimuthal velocity,
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Vθ, alternately turns sharply in the +θ and −θ directions as trailing oblique shocks attached

to the passing detonation waves divert the flow in the direction of wave propagation. As

the wave node aligns with the measurement region, the Vθ velocity fluctuations are damped,

while the pressure and Vz measurements exhibit more coherent, periodic fluctuations.

Comparing the Vθ velocity component between cases A and B in Fig. 4.4 a.3 and b.3,

respectively, supports the classification of case A as a single-wave mode. The unidirec-

tional, steep-fronted azimuthal velocity fluctuations observed during single-wave operation

(t < 0.205 s, 0.210 s < t of case A) are not observed at any point during case B, even when

the wave intersection node precesses through the PIV FOV. The unidirectional azimuthal

velocity jumps then provide a differentiating factor that is a marker of single-wave opera-

tion. As a vector quantity, the Vθ velocity measurement is a unique diagnostic compared to

the scalar quantities of pressure and chemiluminescence intensity because its sign conveys

additional quantitative information. During a typical RDE wave cycle, the sign of Vθ in the

exhaust plume is expected to change abruptly as a result of the trailing oblique shock and a

second time as the pressure gradient behind the detonation wave reverses the flow direction

[81 ], which is observed during the single-wave portions of Fig. 4.4 a.3. Case A can therefore

be delineated as exhibiting single-wave operation, providing a discriminating operating mode

from case B.

Figure 4.5 shows a typical sequence of PIV vector fields from case A, which correspond

with the measurements marked with black dots in Fig. 4.4 a.3. The centerline of the PIV

FOV, y = 0 mm, is aligned with θ = 180° and labels indicate the orientation of the FOV

with respect to the global coordinate system. The background color is scaled relative to

the Vθ velocity component, and every other vector is shown for clarity. The sequence of

vector fields corresponds with the period of single-wave operation and starts immediately

after the trailing oblique shock wave attached to the detonation wave has passed through

the FOV in frame (a). The flow has been turned in the −θ direction, the direction of wave

propagation as expected from one-dimensional shock relations. The flow then relaxes so

that it is approximately axial in frame (b), before turning in the +θ direction in frame

(c). Figure 4.5 d captures the trailing oblique shock wave passing through the FOV, starting

a new wave cycle. The white boxes denoting zero azimuthal velocity in the upper third
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of frame (d) mark the shock location, separating the flow with a positive circumferential

velocity due to relaxation behind the previous wave from the flow turned in the direction of

wave propagation.
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Figure 4.5. Representative vector fields from four points in a wave cycle of
case A. Every other vector is shown for clarity.

Bulk flow acceleration moving from the RDE exit plane (x = 0 mm) downstream into the

exhaust plume is apparent in the vector fields of Fig. 4.5 , particularly frame (b). The axial

velocity gradient, ∂Vz/∂x, results from the underexpanded combustor exhaust producing a

pressure gradient that accelerates the flow. On average, the axial velocity increases by 330

m/s in the PIV FOV for case A and 250 m/s for case B. No trend in the axial gradient

of axial velocity was observed with respect to the wave cycle. While velocity vectors were

computed for the entire field of view as shown in the frame sequence, subsequent analysis

will focus on a single velocity time history, computed as the average of the velocity vectors

highlighted by the green boxes in Fig. 4.5 . A point along the combustor centerline where the

laser sheet was tangent to the exhaust annulus was selected so that the PIV and combustor

coordinate systems coincide, as discussed in section 4.2.2 .

From the raw time histories of Fig. 4.4 , it is clear that the frequency and coherence of

pressure and velocity shift over the duration of the data window. The continuous wavelet

transform (CWT) is applied to investigate the physical mechanisms for the variation by

comparing the coherence of the multiple, simultaneously acquired signals in time-frequency

space. A CWT based on the analytic Morse wavelet provides a time-frequency decomposi-

tion of each signal [101 ], shown in the wavelet scalograms of Fig. 4.6 a.1-a3 for case A and
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Fig. 4.6 b.1-b.3 for case B. The shaded regions bounded by broken white lines denote the

“cone of influence,” indicating regions influenced by CWT edge-effects. For case A, the pres-

sure at CC-01 (Fig. 4.6 a.1) exhibits strong content near the fundamental frequency of 1.43

kHz during the periods of single-wave operation. During the window of counter-rotating

wave action (0.205 < t < 0.21), the dominant frequency of pressure oscillations doubles

and becomes weaker as each wave separately passes the transducer and their interactions

reduce the pressure amplitude. The axial velocity component (Fig. 4.6 a.2) exhibits simi-

lar trends as the pressure at CC-01, where periods of single-wave operation feature stronger

content at the fundamental frequency, while twice this frequency is excited when the counter-

rotating wave strengthens. The time-frequency resolution of the CWT clarifies the coupling

between axial velocity and pressure, as the high levels of turbulence affecting the axial ve-

locity measurement obscured this relationship in the raw timeseries of Fig. 4.4 a. While prior

simulations of steady RDE operation have shown coupling between pressure and axial veloc-

ity, the current, high-fidelity measurements demonstrate that this coupling remains even for

off-nominal modes of RDE operation. Finally, the circumferential velocity (Fig. 4.6 a.3) has

frequency content at the wave circumscription period throughout the timeseries. However,

the scalogram shows that azimuthal velocity fluctuations are strongest during the period of

counter-propagating wave motion, in contrast to the pressure and axial velocity. This results

from the counter-propagating waves increasing the amplitude of circumferential velocity fluc-

tuations, rather than doubling their frequency, as each wave deflects Vθ in its corresponding

direction of propagation.

A similar relationship between flow quantities is observed for case B (Fig. 4.6 b.1-b.3),

where the pressure and axial velocity simultaneously have strong fluctuations at the fun-

damental frequency of 1.5 kHz, while the strongest circumferential velocity fluctuations are

temporally offset. In this test, the changes in frequency content and oscillation strength

result from the node precession noted in Fig. 4.4 b.1. Coherent frequency content in the

pressure and axial velocity signals occurs when the wave intersection point is aligned with

CC-01 and the PIV FOV between t = 0.205-0.209 s. Conversely, when the node is offset

from the measurement location, the passage of each counter-rotating wave results in weaker

pressure and axial velocity oscillations, at twice the fundamental frequency. At the same
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Figure 4.6. Wavelet scalogram of pressure at CC-01 ((a.1) and (b.1)), axial
velocity ((a.2) and (b.2)), and circumferential velocity ((a.3) and (b.3)) for
case A and B, respectively.

time, the azimuthal velocity fluctuations at 1.5 kHz become strong for the same reason as

noted in Fig. 4.6 a.3, where the counter-rotating waves pull the flow in opposing directions,

increasing the oscillation amplitude. The time history of Fig. 4.4 b.3 shows that Vθ is approx-

imately zero with minimal coherent fluctuations when the node is aligned with PIV FOV.

The scalogram in Fig. 4.6 b.3 corroborates this, with minimal frequency content shown during

t = 0.205-0.209 s. This is in contrast to case A, where azimuthal velocity fluctuations at the

wave circumscription frequency persist throughout the timeseries in Fig. 4.6 a.3 due to the

trailing oblique shock attached to the single detonation wave producing jumps in azimuthal

velocity in the −θ direction.

Timeseries analysis of the RDE chamber pressure and exhaust plume velocity informed

by annulus imaging revealed a complex, non-stationary flowfield convolved with wave inter-

actions and highly turbulent processes. While wavelet analysis helped clarify relationships

between the amplitude and frequency of fluctuations in the measured variables, phase aver-

aging will elucidate the structure of the RDE flowfield for the two studied cases.
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4.3.2 Phase Averaged Flowfield

The circumferential structure of the detonation wave and combustor exit plane flow are

reconstructed for each case by phase averaging the pressure, velocity, and annulus chemilu-

minescence measurements presented in Fig. 4.4 . Experimental RDE investigations typically

observe some degree of wave unsteadiness, resulting in inter- or intra-lap variations in the

wave velocity [18 ], [20 ], [48 ]. Phase averaging based on a mean cycle frequency will then tend

to smear the wave front due to the stochastic variations in its arrival at a given probe volume.

Therefore, the presented flowfields are phase averaged using the instantaneous wave front

location determined from the high-speed chemiluminescence imaging of the RDE annulus.

Timing signals from the chemiluminescence and PIV cameras are acquired simultaneously

with the high frequency pressure to synchronize the measurements. The identified wave lo-

cation is then interpolated from the chemiluminescence imaging rate to the PIV and pressure

transducer sampling frequencies.

A wave tracking algorithm capable of capturing intra-cycle wave speed variations was

developed to identify the pointwise leading edge of the detonation front within the annulus.

The annular profile of chemiluminescence intensity at each time is filtered and differentiated

using FFT methods that leverage the exact periodicity inherent to the annular geometry.

Wave fronts are identified as peaks in the derivative of the annular profile, where additional

checks are performed to ensure that the front lies near the maximum chemiluminescence

intensity and that the wave advances monotonically. For the counter-rotating waves in case

B, the wave tracks are split into +θ and −θ components using a 2D FFT prior to applying

the wave tracking routine. Figure 4.7 a and b present the identified wave fronts overlaid on

the spatio-temporal chemiluminescence history for the same period as in Fig. 4.4 . Red lines

track the −θ wave in both cases, while blue lines correspond to the +θ wave in case B. It

is clear that the program has accurately identified the wave front at each instant in time,

despite the obscured annulus sector in case A and low intensity of the −θ wave in case B.

The algorithm provides θ+ and θ− as outputs, respectively the angular position of the +θ

and −θ running waves as a function of time. In case A, the position of the single −θ wave

is read as θ− and directly used to generate the subsequent phase averages. While the mean
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Figure 4.7. Location of instantaneous wave front for case A (a) and B (b),
and resulting annulus angle and cycle angle phase signals for case B (c).

flowfield of case A is self-similar such that it can be considered steady in the wave frame

of reference, the counter-rotating waves of case B produce a non-stationary flowfield that

continuously evolves throughout the wave cycle. A doubly phase resolved flow reconstruction

procedure is then adopted to recreate each variable around the annulus circumference and

at each phase of the wave intersection cycle. This is possible due to the precession of the

wave nodes observed in Fig. 4.4 b.1, as each point-measurement probe collects data at each

combination of wave location and separation over several wave cycles. The wave locations

are thus converted into a cycle angle, θCA, that varies with the separation between the two

counter-rotating waves, and an annulus angle, θAA, which represents the location of the two

waves with respect to the point-probe volume. The parameters are computed as
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θCA = 1
2mod (θ+ − θ−, 360) (4.1)

θAA = mod (180− θ+ + θCA, 360) , (4.2)

and plotted in Fig. 4.7 c. The two phase angles are finally used to reconstruct the flowfield

for case B.

Table 4.2. Phase averaging intervals for each test case and flowfield parameter.
Case Chemiluminescence Pressure Velocity

A 0.014-0.252 s 0.014-0.252 s 0.202-0.205 s, 0.210-0.212 s
B 0.015-0.235 s 0.015-0.235 s 0.201-0.211 s

While the velocity measurements were restricted to the 10 ms period of PBL operation,

pressure and chemiluminescence were collected for the entirety of the test. These measure-

ments were then averaged over the longer periods documented in Table 4.2 . Note that in

both cases, the windows exclude the mode transitions observed after the PIV data window in

Fig. 4.3 . The window of velocity measurements is also noted, including the period excluded

from the phase average for case A due to the temporary appearance of a counter-propagating

wave. This left six wave cycles to compute the phase averaged velocity for case A.

The phase averaged flowfield for case A is presented in Fig. 4.8 as the profile of each

variable around the circumference of the RDE annulus when the wave front is aligned with

θ = 180°. Shaded regions surrounding the axial and circumferential velocity profiles represent

a 95% confidence interval of the phase average, including the contribution from the statistical

correlation uncertainty discussed in Section 4.2.2 . The steep-fronted rise in pressure at the

chamber head end marks the wave front, which coincides with the peak chemiluminescence

intensity. Pressure profiles from CC-01 and CC-02 are shown, where the profile of CC-02

has been shifted to account for its offset circumferential position. Both transducers show

a similar phase averaged profile, indicating that the detonation wave remains stable as it

circumscribes the chamber annulus. The peak-to-valley pressure fluctuation amplitude is

1.04 MPa for both averaged waveforms, in agreement with the p/pc in Table 4.1 computed
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using a peak finding algorithm [12 ]. The trailing oblique shock attached to the detonation

front impinges on the downstream CC-03 transducer after a short time delay determined by

the shock angle, producing the lagged pressure profile observed in Fig. 4.8 a. The magnitude

of downstream pressure fluctuations at transducer CC-03 is similar to those at the chamber

head end; this is likely due to the relatively low combustor diameter to length ratio. As

shown in Fig. 4.8 c and previously noted in Fig. 4.5 d, the oblique shock extends into the

combustor exhaust, turns the azimuthal velocity in the −θ direction, and increases the axial

velocity, consistent with the canonical RDE flowfield [81 ].
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Figure 4.8. Phase-averaged (a) pressure (b) chemiluminescence intensity and
(c) velocity for case A.

Behind the wave front at θ = 180°, the pressure, chemiluminescence intensity, and cir-

cumferential velocity all relax to the conditions ahead of the detonation. The relaxation

in pressure at the aft end of the combustor (CC-03) and exit plane azimuthal velocity oc-

cur over a similar circumferential distance, as the pressure gradient behind the detonation

wave induces the flow turning. The relaxation in the chemiluminescence profile of Fig. 4.8 b

occurs over half the circumference of the RDE annulus, indicating that the wave and its

associated heat release is spatially protracted. The spatial extent of the wave may indicate
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that combustion is not completed within the detonation front and continues behind the

wave as a deflagration. This hypothesis is consistent with an observed wave speed for case

A that is 58% of the Chapman-Jouguet detonation velocity. In comparison, RDE experi-

ments conducted with readily detonable reactants have observed that more compact waves

correlate with higher wave speeds [16 ]. It appears that one or multiple auxiliary loss mech-

anisms prevent all of the reactants from being consumed in the detonation front, reducing

the energy release available to support propagation. Recent research has provided experi-

mental evidence for the important role of product gas recirculation and deflagrative burning

in altering the mixture ahead of the detonation wave from the ideal manifold conditions

and thereby depressing the detonation wave speed [90 ], a mechanism originally hypothesized

by Edwards [79 ]. Additional mechanisms that plausibly contribute to the observed deficit

include incomplete mixing and heat loss to the combustor walls [7 ], [62 ].

The wave chemiluminescence, pressure, and velocity for case B shown in Fig. 4.9 were

reconstructed using the two phase components shown in Fig. 4.7 c. The broken blue and

red lines indicate the location of +θ and −θ propagating waves, respectively. Note that the

reconstruction has exploited the symmetry between the wave locations, where the first and

third, and second and fourth quadrants are identical. Horizontal lines in the reconstruction

then reproduce a measurement of each variable around the entire annulus circumference at an

instant in time corresponding to a given cycle phase. The Fig. 4.9 d color scale white point is

set to the mean axial velocity. The extended data window noted in Table 4.2 permitted phase

averaging the annulus chemiluminescence and pressure, whereas the velocity measurements

were reconstructed based on the instantaneous wave locations because data collection was

limited by the 10 ms PBL pulse train. While the average azimuthal wave structure is more

evident in the phase averaged chemiluminescence intensity, patterns with respect to the wave

cycle are apparent in all four measurements. The reconstruction follows a complete wave

cycle, with both waves starting immediately after an intersection at θ = 0° and intersecting

again at θ = 180° at a cycle angle of π, before returning to the starting location at θ = 0°,

where the cycle repeats.

The high chemiluminescence intensity and pressure fluctuation amplitude along the bro-

ken blue line contrasted with the low amplitude along the red line of Fig. 4.9 a and b cor-
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roborates the prior observation that the +θ propagating wave of case B is stronger than

the counter-propagating wave. While the +θ wave persists through the entire cycle, the

−θ wave appears to decay prior to the subsequent intersection event. The different wave

strengths, which are observed to persist for hundreds of cycles, could be sustained through a

self-reinforcing process coupled to injection dynamics. Consider a region near θ = 90°, offset

from the wave intersection point. The high pressure behind the stronger, +θ-propagating det-

onation near a cycle phase of π/2 prolongs injector recovery, leaving less reactant for the −θ

wave which will propagate through the same region at a cycle phase of 3π/2. With reduced

reactants to support propagation, the −θ wave releases less energy and produces a lower

pressure rise. This results in a shorter injector recovery time, generating a better-prepared

mixture for +θ wave. The alternating cycle between weak and strong waves appears stable

so long as the weaker wave doesn’t fully decay. Bleumner et al. have alternately suggested

that the weak, counter-rotating wave is simply an inert shock, as reviewed in Section 4.1 

[80 ]. Figure 4.9 a and b show that the highest pressures and chemiluminescence intensities

are found near the wave intersection points, where the measured pressure reaches 2.6 MPa.

Combustion at wave nodes proceeds at pressures higher than normal wave propagation due

to shock interactions, which could energize both waves for the ensuing cycle. The weaker

−θ wave is then able to continue propagating until the next collision rather than decaying

and leaving a single wave.

Figure 4.9 c shows that the +θ wave produces the highest circumferential velocity midway

through a wave intersection cycle near a phase angle of π/2. Conversely, the minimum

azimuthal velocity behind the −θ wave occurs near a cycle angle of π, before the subsequent

wave intersection. The azimuthal velocity relaxation occurs faster behind the +θ wave than

the −θ wave, resulting in a negative Vθ prior to the subsequent −θ propagating wave. Behind

the −θ wave, the azimuthal velocity remains negative until the next +θ wave arrives. The

higher pressure gradient behind the +θ wave produces greater flow turning opposite the

direction of wave propagation, resulting in the observed difference in circumferential velocity

relaxation. At the wave intersection, Vθ drops to zero as the interacting trailing oblique

shocks destructively interfere and produce zero flow turning. This explains the period of

near-zero azimuthal velocity observed in Fig. 4.4 b.3 when the intersection node is aligned
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Figure 4.9. Phase-averaged (a) annulus chemiluminescence, (b) pressure, (c)
circumferential velocity, and (d) axial velocity around the annulus circumfer-
ence over the course of a full wave-intersection cycle for Case B.

with θ = 180° between t = 0.205-0.209 s. During this period, the trailing oblique shocks from

the passing waves cancel instead of alternately turning the flow in the +θ and −θ directions.

The pattern of wave strengthening and decay observed in the chemiluminescence, pres-

sure, and azimuthal velocity measurements is not present in the phase resolved axial velocity

component of Fig. 4.9 d. Instead, the profile of Vz around the combustor annulus is almost

independent of cycle phase angle, with bands of low velocity aligned with the wave nodes at

θ = 0° and 180° separated by regions of high axial velocity. These regions of high axial veloc-

ity are centered near the annulus angle where the strongest azimuthal velocity fluctuations

occur.

The transonic exhaust flow producing oblique shocks and associated high azimuthal ve-

locity fluctuations observed in both test cases is likely to challenge system integration efforts

with downstream components, particularly turbines [9 ]. Even for the comparatively simple
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scenario of case A, the flow switches swirl direction twice within each wave cycle. Calculating

the pointwise flow angle using the velocity profiles of Figs. 4.8 and 4.9 shows variation of

±15° and ±30° for cases A and B, respectively. This experimental characterization of the

downstream boundary condition presented by an operating RDE to an interfacing compo-

nent illustrates the challenges associated with integrating an RDE into a gas turbine system.

Downstream components will also have to accommodate the dramatic variations in flowfield

resulting from different wave modes, as shown by the juxtaposition between Fig. 4.8 and

Fig. 4.9 . One possible solution presented by Stout and Baratta [64 ] attenuates the unsteadi-

ness via a carefully contoured flowpath between the combustor and downstream components,

but it unclear whether the thermodynamic benefit of an RDE can be maintained when the

flow has been homogenized [16 ]. A complete evaluation of any configuration requires careful

characterization of the exhaust stream work output potential.

4.3.3 Quantitative Flowfield Evaluation

Experimental quantification of RDE performance has proved challenging due to the un-

steady, high-enthalpy flows inherent to the cycle. While directional sensitivities may be

captured by direct thrust measurements, this metric provides no indication of whether a

pressure gain has been achieved. Furthermore, thrust is not a relevant performance metric

for combustion systems where work extraction is the primary objective. Consistent methods

of RDE performance analysis must compute the exhaust flow work availability and draw

comparison to the system driving potential, typically the reactant manifold pressure, to de-

termine whether a pressure gain has been achieved [56 ]. A new method of quantifying this

work potential in an RDE that employs the phase-resolved velocity measurements extracted

in Section 4.3.2 is formulated and applied. While pressure gain combustors produce an

unsteady blowdown process wherein work is extracted from a range of total pressures and

temperatures [13 ], [14 ], a single representative metric of combustor performance is typically

sought for ease of interpretation and comparison to existing (constant pressure) devices. One

such approach is the Equivalent Available Pressure (EAP) methodology [61 ], which computes

the equivalent, steady total pressure available to produce thrust using either the full flow and
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thermodynamic state information available to simulations or experimental measurement of

gross thrust. The EAP can then be compared to the reactant manifold pressure to determine

whether the combustor produces a pressure gain. The EAP is computed from experimen-

tal measurements by rearranging the thrust equation for the exit plane pressure and then

correcting to stagnation conditions using isentropic relations, giving

EAP =
F
Ae

+ p∞

γ + 1

(
γ + 1

2

) γ
γ−1

, (4.3)

where F is the gross thrust, Ae is the annulus exit area, p∞ is the ambient pressure, and γ

is the reaction product specific heat ratio. Equation (4.3 ) relies on an assumption of unity

Mach number at the combustor exit plane, which conservatively produces the minimum

pressure consistent with the measured thrust. However, this assumption and the associated

performance decrement of up to 10% observed in prior numerical studies [61 ] may prove

overly prohibitive to experimental demonstration of a pressure gain.

A new scheme for evaluating RDE performance that leverages the current high-speed

velocity measurements is derived for comparison with the EAP method and in-situ valida-

tion of its assumed exit Mach number. As with the EAP, the range of total temperatures

and pressures driving the RDE exhaust is encapsulated in a single, steady thermodynamic

stagnation state representative of the work that can be extracted from the combustor and

consistent with the measurements. The analysis starts from the integral form of the conser-

vation equations for mass and momentum, whose global balance is closed by measurement of

the flowrate of reactants entering the combustor and the thrust of exiting combustion prod-

ucts, respectively. The conservation of mass and momentum at the outlet of an RDE where

the outlet flow is assumed uniform across the width of the annulus but varies temporally

and circumferentially, as in case B, can be written as
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ṁ = Aefcc
2π

1
fcc∫
0

2π∫
0

ρeVz∂θ∂t, (4.4)

F = Aefcc
2π

1
fcc∫
0

2π∫
0

(
ρeV

2
z + pe − p∞

)
∂θ∂t, (4.5)

where fcc is the limit cycle frequency and pe, ρe are respectively the pressure and density at

the RDE exit. Integration averages the mass and momentum flux of exhausting combustion

products over the wave period and the annulus circumference. Given that only Vθ and

Vz have been measured, isentropic relations and a calorically perfect gas equation of state

are used to relate the theoretical, equivalent steady upstream state, p0, T0, to the RDE exit

plane properties. It should be noted that chamber pressure measurements are not considered

quantitative, as discussed in Section 4.2.2 , and therefore not used in the following analysis.

Rearranging Eq. (4.4 ) and (4.5 ) results in relations that can be solved for the total pressure

and total temperature,

p0 = RuT0ṁ

AeMW

 1∫
0

1∫
0

Vz

(
Te

T0

) 1
γ−1

∂ϑ∂τ

−1

, (4.6)

F = p0Ae

1∫
0

1∫
0

MW

RuT0

(
Te

T0

) 1
γ−1

V 2
z +

(
Te

T0

) γ
γ−1

 ∂ϑ∂τ − p∞Ae, (4.7)

where the ratio of static to stagnation temperature,

Te

T0
= 1− MW · (γ − 1)

γRuT0
· V

2
z + V 2

θ

2 , (4.8)

has been used to simplify notation. In Eq. (4.6 -4.8 ), the product gas properties of molecular

weight, MW , and the ratio of specific heats, γ, can be computed using NASA CEA [73 ].

For this application, the combustion product properties are estimated by averaging values

computed using equilibrium thermochemistry for a CJ detonation and a constant pressure

combustor, which approximately bounds the range of possible values. Furthermore, both
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parameters are insensitive to the heat addition process for the reactant mixtures considered

here. Averages over the wave period and circumference have been normalized so that the

integration limits are (0, 1) and the θ and t differentials have been replaced with ϑ and

τ , respectively. The phase resolved RDE exit plane flowfield for each case developed in

Section 4.3.2 is used as the input Vz and Vθ profiles. The total temperature is then determined

by numerically solving the implicit expression that results from substituting Eq. (4.6 ) into

Eq. (4.7 ), which subsequently permits recovery of the total pressure using Eq. (4.6 ).

An uncertainty analysis is conducted for all computed performance parameters to account

for contributions from the measured velocity, mass flowrate, and thrust in addition to the

estimated exhaust gas properties. The uncertainty of a dependent variable is computed as

uy =

√√√√∑
i

(
uxi

∂y

∂xi

)2

, (4.9)

where xi are the independent variables and uxi is the corresponding uncertainty [70 ]. Partial

derivatives are evaluated numerically using a central difference scheme to propagate uncer-

tainties through all steps of calculating each parameter, including the numerical solution of

Eq. (4.7 ) for total temperature. Uncertainty in the mass flowrate of reactants and thrust

measurements are reported in Table 4.1 . Velocity uncertainty for case A uses the bounds

shown in Fig. 4.8 c, while case B uses the average statistical correlation uncertainty. The

uncertainty in product gas properties, MW and γ, is estimated as half the difference be-

tween the CJ detonation and constant pressure combustion bounding values used to compute

each parameter. Finally, the uncertainty in nozzle throat area is computed using measured

part dimensions and an assumed deviation of twice the specified manufacturing tolerance to

account for possible degradation during operation.

Results of the performance calculations and associated uncertainties for cases A and B

are summarized in Table 4.3 . The total pressure produced by the combustor computed

using the EAP method (Eq. (4.3 )) or the PIV measurements (Eq. (4.6 )) is between 35-40%

of the air manifold pressure, p3, measured at transducer port PT-OM of Fig. 4.2 . The

60-65% pressure loss is comparable to other recent works, which have focused on readily

detonable hydrogen-air reactants [96 ], [97 ]. Operation with high-performance combustor
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designs remains challenging, particularly with the less-detonable natural gas-air reactants

used in this study. The total pressure loss is principally a result of a high-loss injector

configuration. Prior work has shown that RDE performance is more sensitive to the area

ratio between the combustor exit and reactant inlet than any other parameter [56 ], where

this area ratio is 4.86 for the current injector. This effectively limits the maximum possible

combustor performance to a pressure loss of 55-60%, based on an idealized thermodynamic

performance model [56 ]. This also explains the 6% difference in total pressure between cases

A and B, despite their significantly different flowfields. The high-loss injector design controls

the performance, such that differences in the operating mode can only have a marginal effect.

Comparing the two performance metrics shows that the method of Eq. (4.6 ) computes a

total pressure 6% higher than the EAP for case A and 8% higher for case B. The EAP

method assumes that the exhaust products are choked at the combustor exit, resulting in a

lower total pressure. Incorporating the velocity measurements relaxes this assumption and

accounts for a spatio-temporally varying exit Mach number. The EAP then underpredicts

the total pressure of the RDE exhaust by 5-10%, consistent with the previously mentioned

decrement observed in simulations [61 ].

The proposed performance analysis method based on PIV measurements made use of two

conservation equations whose global balance was closed with integral measurements. There-

fore, two independent state variables can be computed which together specify the full state

of the hypothetical, steady condition representative of the work that could be extracted from

the RDE. As mentioned previously, a total temperature is computed using Eq. (4.7 ) in addi-

tion to the total pressure computed with Eq. (4.6 ). Prior analysis by Paxson and Kaemming

[13 ] has shown that while PGC cycles extract work from a range of stagnation conditions in

an unsteady blowdown process, the mass-averaged total temperature must equal the adia-

batic flame temperature for constant pressure combustion. The path of heat addition during

combustion does not alter the energy liberated from reactant chemical bonds, only the as-

sociated entropy increase. That is, while the heat addition process is unable to affect the

energy contained within the flow, it can influence its availability, typically measured by total

pressure. The total temperature is then reported relative to the adiabatic flame temper-

ature, Tad, for each condition in Table 4.3 . This compares the experimentally determined
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mass averaged total temperature to its theoretical counterpart, and can be interpreted as a

combustion efficiency. Case B then achieves a combustion efficiency 4% higher than case A,

in line with the 6% difference in total pressure.

Table 4.3. Combustor performance for each case. Pressures in MPa, and
uncertainty bounds are given using 95% confidence intervals.

Case p3 EAP p0 T0/Tad p0|T0=Tad Swirl

A 2.33 0.81 0.86 0.82 0.91 0.072
±0.012 ±0.013 ±0.027 ±0.013 ±0.009

B 2.34 0.84 0.91 0.85 0.96 -0.028
±0.012 ±0.011 ±0.023 ±0.011 ±0.001

The total pressure was also evaluated assuming complete combustion by using the adia-

batic flame temperature as the total temperature (T0 = Tad) in Eq. (4.6 ), in lieu of computing

it using Eq. (4.7 ). This approach simplifies the analysis and eliminates the need for a thrust

measurement, but could overestimate the delivered total pressure if the combustion is incom-

plete. The result is reported as p0|T0=Tad in Table 4.3 , which demonstrates that assuming

complete combustion produces the expected result of increasing the total pressure. Relative

to the approach that accounts for the combustion efficiency, the simplification increases the

total pressure by 5% for both cases. The performance estimate based on the combined clo-

sure of mass and momentum conservation is more conservative than this approach, which

only uses the conservation of mass. While the local flow measurements permit reduction

in the assumptions made in the analysis of RDE performance and consequently improve its

accuracy, they must be anchored by the globally integrated quantities.

Uncertainty bounds for the performance parameters in Table 4.3 are reported using 95%

confidence intervals. The absolute uncertainty in stagnation pressure is similar whether com-

puted using the EAP method or Eq. (4.6 ), resulting in a lower relative uncertainty using

the latter method as it predicts a higher total pressure for both cases. This also suggests

that any errors in the velocity measurements do not dominate the resultant uncertainty for

the proposed method. Indeed, detailed accounting indicated that the uncertainty of total

pressure, temperature, and EAP were all dominated by uncertainty in the RDE exit area and

measured thrust. Sensitivity analysis further demonstrated that the total pressure is inde-
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pendent of the mixture molecular weight, which is not obvious due to the nonlinear, implicit

interdependence between Eq. (4.6 ) and Eq. (4.7 ). The uncertainty in RDE performance

could then be further reduced by reducing the uncertainty of thrust measurements.

The stagnation state conditions are used in conjunction with isentropic relations to fur-

ther interrogate the RDE exhaust flow and evaluate the axial Mach number at its downstream

boundary condition as

Mz = Vz√
γRuT0
MW

· Te
T0

, (4.10)

where Te/T0 is given by Eq. (4.8 ). The distribution of axial Mach number is shown in the

histograms of Fig. 4.10 a. The samples are computed from the timeseries of PIV measure-

ments during the windows used for phase averaging listed in Table 4.2 . As has been observed

in simulations [61 ], [81 ], the axial Mach number is not precisely unity and instead spans the

transonic regime. The significant variation in exit Mach number confirms its role in re-

ducing the EAP relative to the computed total pressure presented in Table 4.3 . While the

EAP method makes the conservative assumption of unity exit Mach number, the method of

Eq. (4.6 ) accounts for the observed variation.

One approach to addressing the limitations of the Equivalent Available Pressure method

accounts for an estimated or experimentally determined Mach number at the RDE exit plane

[102 ]. The Mach-corrected EAP can then be computed as

EAPM =
(
F

Ae
+ p∞

) (1 + γ−1
2 M2

z

) γ
γ−1

1 + γM2
z

. (4.11)

Figure 4.10 b plots this relationship between the axial Mach number and the corrected EAP

using the thrust and estimated ratio of specific heats for each of the two test cases. The

curves with minima located at Mz = 1 confirms that the assumption of unity exit Mach

number selects the minimum total pressure consistent with the measured thrust. Figure 4.10 b

also shows that the variation in axial Mach number of ±0.5 observed in Fig. 4.10 a can

increase the corrected EAP by 10% relative to its uncorrected counterpart. While the Mach-

corrected EAP has previously been evaluated using a single estimate of the exit Mach number
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[102 ], here we use the axial Mach number samples used to compute the distribution of

Mz to determine a corresponding distribution of corrected EAP, shown in Fig. 4.10 c. The

distribution of Mach-corrected EAP is skewed towards lower values because the axial Mach

number distribution for both cases is centered near the minimum of Eq. (4.11 ). While the

peak for both cases lies in the minimum bin, both also have tails that extend beyond the total

pressure computed using Eq. (4.6 ). Using the computed distribution, a maximum corrected

EAP of 0.95 MPa encompasses 90% of the samples in each case, which is 5-10% higher

than the total pressure in Table 4.3 computed using Eq. (4.6 ). This approach addresses a

principal limitation of the EAP method, but it is unclear how to most appropriately average

the range of corrected Equivalent Available Pressures to produce a single estimate of the

total pressure. As discussed previously, determining a single, representative total pressure

is a critical requirement for any method of quantifying RDE performance, so that it can be

compared with the manifold pressure to assess the net pressure gain. By explicitly invoking

conservation equations for mass and momentum in integral form, averaging across the range

of measured flow states is directly incorporated into the proposed method of Eq. (4.6 ). This

results in a method that makes more appropriate use of the velocimetry measurements and

removes this ambiguity from the RDE performance assessment.

The distribution of Mz in Fig. 4.10 a peaks near unity for case B, while it is centered at

higher Mach numbers for case A. The regions of low axial velocity observed in Fig. 4.9 d for

case B shift the corresponding distribution towards unity. In comparison, the axial velocity

component of case A during single-wave periods in Fig. 4.4 a.3 shows elevated velocities that

would contribute to higher exit plane Mach numbers. The limitations of this analysis should

be noted, where the exit plane static temperature and sonic velocity have been computed

using the total temperature and local flow velocity. As noted previously, the exhaust from

an RDE does not issue from a single thermodynamic stagnation state, but instead from a

range of total temperatures and pressures in a continuous blowdown process. While the

assumption of a single stagnation state may bias the distributions shown in Fig. 4.10 a from

their true values, it is apparent that a geometric throat at an RDE outlet does not constrain

Mz to unity, as is expected in a constant pressure combustor. Similar to the wide variation

120



0.0 0.5 1.0 1.5
Density

0.5

1.0

1.5

2.0

A
xi

al
 M

ac
h

 N
u

m
b

er
 (

M
z
)

0.8 0.9 1.0 1.1 1.2
Mach-Corrected EAP [MPa]

0

5

10

15

D
en

si
ty

Case A
Case B

(a) (b)

(c)

Figure 4.10. Distribution of instantaneous axial Mach numbers (a), relation-
ship between axial Mach number and Mach-corrected EAP for both cases (b),
and distribution of resulting Mach-corrected EAP.

in flow angles noted in Section 4.3.2 , turbines and expansion nozzles must be able to accept

and efficiently expand the transonic exhaust issuing from an RDE [9 ], [71 ].

The exit plane PIV measurements can further be applied to quantify the azimuthal

momentum balance at the RDE downstream boundary condition and hence assess the claim

that no net swirl is produced in an RDE combustor [14 ]. The instantaneous partitioning

of kinetic energy between the axial and azimuthal velocity components is first considered.

As shown in Fig. 4.11 , the majority of the exhaust flow has low azimuthal kinetic energy.

However, the distributions for both cases have significant tails, where the azimuthal kinetic

energy is at least 5% of the axial kinetic energy for 20% of the samples. The heavy tails

are a result of the strong, but spatially localized, fluctuations in the azimuthal velocity

immediately behind the oblique shock waves that extend into the RDE exhaust.

Finally, the azimuthal momentum balance is evaluated by computing the swirl number,

the ratio between the axial fluxes of azimuthal and axial momentum [103 ]. By assuming
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Figure 4.11. Distribution of instantaneous azimuthal kinetic energy as a
fraction of the axial kinetic energy.

that the outlet flow is uniform across the annulus width, the equation for the swirl number

can be rewritten as

S =

R∫
0
ρVzVθr

2∂r

R
R∫
0
ρV 2

z r∂r

=

1∫
0

1∫
0
ρeVzVθ∂ϑ∂τ

1∫
0

1∫
0
ρeV 2

z ∂ϑ∂τ

, (4.12)

where ρe is computed using Eq. (4.8 ) in conjunction with the stagnation conditions. The

resulting swirl number of the flow exiting the combustor is listed in Table 4.3 for both test

cases. The associated uncertainty reported in Table 4.3 was computed using Eq. (4.9 ) to

propagate input uncertainties in the same manner as the other performance parameters.

However, this method fails to account for uncertainty that results from the assumptions

and simplifications of the underlying the mathematical model. In particular, evaluation of

the swirl relied on the assumption that the RDE exhaust could be described by a single

stagnation state, such that the exit plane density fluctuations were solely caused by the

spatio-temporal velocity variations. While the listed uncertainties are then underestimates,

the true uncertainty is likely no more than an order of magnitude larger. Given the lim-

itations of the analysis approach discussed above and the short, 10 ms PBL interrogation

window, the swirl number of less than 0.1 for both cases supports the assertion that RDEs
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produce no net swirl. The experimental confirmation of zero net swirl informs future efforts

towards integrating an RDE into a propulsion or power system [9 ]. In propulsion systems,

a net swirl would produce a torque on the vehicle that could potentially depend on the

direction of wave propagation. While turbine performance is particularly sensitive to the

instantaneous flow angle [104 ], a net swirl could require designs tailored to account for the

mean direction [9 ].

The utility of exhaust plane velocity measurements for evaluating the performance and

thermodynamics of RDEs has been demonstrated on two test cases, alternately exhibiting

predominantly single- and counter-rotating wave modes. While a pressure gain relative to

the reactant manifold pressure was not achieved due to the high-loss injector design, the

technique may enable a future, positive demonstration that would otherwise be obscured

by the limitations of the EAP method. In addition, it is promising that a design with

high pressure drop and a relatively simple injection scheme achieves reasonable combustion

efficiency within a combustor length of 118 mm, resulting in a thermal power density ten

times greater than existing systems [77 ].

4.4 Conclusions

High-speed (100 kHz) velocimetry measurements were performed at the combustor exit

plane of a natural gas-air RDE to characterize the flow structure and combustor performance.

Two test conditions were studied, one exhibiting a predominantly single-wave mode with in-

termittent counter-rotating components, and a second operating in a steady counter-rotating

mode. Timeseries analysis using the continuous wavelet transform identified synchronous

shifts in the frequency and amplitude of pressure and velocity measurements. Phase av-

eraging the point measurements with respect to the detonation wave location revealed the

expected structure during single wave operation, with a steep-fronted rise in pressure and

broadband chemiluminescence at the wave front followed by the flow turning downstream

and in the direction of wave propagation due to the trailing oblique shock attached to the

detonation front. Counter-rotating waves produced a more complex flowfield due to the peri-

odic interactions between detonation fronts. Each wave induced flow turning in its direction
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of propagation, resulting in large fluctuations in flow angle around the exhaust annulus,

while wave interactions produced a sustained deficit in axial velocity aligned with the wave

nodes.

In addition to highlighting the single wave flow structure and counter-rotating wave in-

teractions, a new method for computing combustor performance using the time-resolved

velocity measurements was presented. While similar to the established EAP method, elimi-

nating the conservative assumption of unity combustor exit Mach number resulted in a total

pressure greater than the EAP. In addition to an estimate of an equivalent, steady total

pressure, the proposed method computes a corresponding stagnation temperature that is

used to estimate the combustion efficiency. All metrics indicated that the test case with

counter-rotating waves delivered 5% greater performance than the single-wave case. The

small difference in performance can be attributed to the high-loss injector configuration lim-

iting the contribution of wave mode to the overall performance. Finally, the assertion that

RDEs do not generate a net swirl in the exhaust products was confirmed by computing the

swirl number using the available measurements and an evaluation of key assumptions in the

calculation. Application of high-speed particle image velocimetry provided unique, experi-

mental insight into the relationship between flow structure and combustor performance in a

rotating detonation engine.
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5. ROTATING DETONATION ENGINE OPERABILITY

MODELING

5.1 Introduction

The rotating detonation engine (RDE) is the leading concept to achieve the increased

thermodynamic cycle efficiency promised by pressure gain combustion due to its high ther-

mal power density, simple design, and relative compatibility with existing propulsion and

power architectures [6 ], [8 ], [9 ]. These advantages provide a variety of benefits across a range

of applications, including decreased fuel consumption in propulsion systems [14 ], reduced

pumping or compression requirements [105 ], enhanced flame stabilization in high-speed air-

breathing combustors [106 ], [107 ], limited need to mitigate combustion instability during

development [16 ], and wide operational limits [83 ], [105 ]. However, these potential advan-

tages are tempered by the challenge of harnessing the nonlinear, limit-cycle saturation of a

combustion instability inherent to RDE operation, which traditional (deflagrative) combus-

tors have sought to suppress [9 ], [108 ]. The nonlinear detonation wave dynamics give rise to

a wide range of RDE operating modes observed in experiments and simulations, including

one or multiple detonation fronts propagating in one or both directions of a typically annular

chamber [80 ], [109 ], [110 ]. Despite the critical role of wave topology and detonation strength

in determining the operability and hence performance of an RDE, current models are either

computationally expensive or unable to naturally capture the diversity of observed dynam-

ics while maintaining sufficient fidelity to permit direct comparison with experiments. In

this paper, we develop a physically derived, reduced-order model for studying the nonlinear

detonation dynamics observed in RDEs with sufficient physical fidelity to capture and study

variations in combustor design, operating condition, and reactant selection. The coupling

between the flow, chemical kinetics, and inlet/outlet flows of mass, energy, and species are

evolved in a quasi-one-dimensional (1D) modeling framework based on the Euler equations,

permitting the spontaneous development of propagating detonation fronts without a priori

specification of wave topology.
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5.1.1 Experiments and Balance Physics

Experimental investigations of RDEs have revealed a broad range of wave topologies

and concomitant range of wave strengths, typically characterized by detonation velocity

or the amplitude of measured pressure oscillations. The operating mode, defined by the

number, direction, and strength of the waves, has been observed to vary with operating

condition [7 ], [80 ], combustor geometry [16 ], [62 ], and reactant selection [34 ]. Spontaneous

transitions have also been observed at otherwise stable operating conditions [20 ]. Potential

wave modes include one or multiple co-rotating waves [7 ], [16 ], counter-rotating waves of

equal or disparate strength [12 ], [80 ], and instabilities that can disrupt wave propagation

entirely [111 ]. While extensive experiments have indicated which factors can influence the

naturally selected mode of operation, the trends are not universal. For example, numerous

experiments have observed that the number of waves increases with the total mass flowrate of

reactants, where the nucleation of new waves is associated with a drop in wave velocity that

creates a cascading bifurcation structure [7 ], [15 ], [112 ]. However, an experiment focused on

high pressure conditions characteristic of rockets observed no change in wave mode despite

a nearly 400% increase in total mass flow [16 ]. Heuristic design rules have been developed

for predicting the number of waves and are typically based on the detonation cell size, an

intrinsic lengthscale of the reactant mixture [2 ]. Early work by Bykovskii et al. provides a

guideline for the number of waves in terms of the combustor diameter, d, and detonation cell

width, λ, as n = πd/(80·2±1λ) [7 ]. The number of waves suggested by this guideline varies by

a factor of four, restricting its applicability beyond simple estimations for preliminary design.

St. George et al. developed a similar criterion by enriching mixtures of hydrogen and air

with oxygen to independently vary the cell size and annular combustor gap to show that the

number of waves increased when the wave front perimeter normalized by the detonation cell

width exceeded a critical value, p/λ = 7.4 [34 ]. While simple design rules are appealing,

experiments with less-detonable reactants have shown that their utility is limited when

counter-rotating wave modes are dominant [12 ]. Ultimately, these criterion fail to capture

the diversity of wave topologies and provide no indication of detonation strength or whether

an RDE will be able to operate at a given condition.
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Based on the diversity of experimentally observed RDE wave topologies and strengths,

operating mode selection is unlikely to be governed by an intrinsic lengthscale of detona-

tion fronts propagating in quiescent, homogeneous mixtures. Instead, the relaxation into

limit-cycle or mode-locked detonation propagation results from the interplay and global bal-

ance between multiple physical processes operating on distinct spatial and temporal scales.

Figure 5.1 provides a conceptual illustration of several processes that potentially influence

RDE operating mode selection. The coupled unit physics are explicated by tracing the

trajectory of a hypothetical fluid parcel along the depicted, wave-frame streamline through

the combustor. Fuel and oxidizer are typically introduced from separate plenums in a non-

premixed configuration due to the high likelihood of detonation flashback associated with

a premixture [7 ], [9 ]. Intense turbulence then mixes the fuel and oxidizer before combus-

tion can occur. While the fresh reactants and products from previous cycles are notionally

stratified into separate layers, turbulence from the injectors will entrain some fraction of

products from prior wave cycles across the interface [16 ], [79 ]. The resulting mass fraction

of products intermixed with the reactants will then depend on the details of the injector de-

sign, its dynamic response to downstream perturbations, and the RDE operating condition.

Mixing of reactants and products will increase the fluid parcel temperature and potentially

lead to deflagration burning or autoignition if the period between detonation waves is larger

than the fluid parcel ignition delay time. The competition between these timescales is a

strong function of the reactant combination [54 ]. In combination with the initial product

recirculation, either mechanism reduces the strength of the detonation, resulting in reduced

wavespeeds and peak pressures relative to the Chapman-Jouguet condition for a wave in

a homogeneous mixture of the reactants [79 ], [90 ]. The detonation then consumes the re-

actants, transferring the hypothetical fluid parcel to the product region. The detonation

products are then expanded and exhausted from the combustor as the pressure decays to

the conditions immediately ahead of the detonation.

Despite the linear progression that results from following a single fluid parcel, each unit

process is coupled to the rest. Reactant injection is modulated by the detonation overpres-

sure, which is in turn influenced by the mixing of reactant and product gas. The blowdown

of products from prior cycles also modifies the introduction of fresh products. The com-
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bustion chemistry within the detonation front determines the composition of products that

recirculate back to the reactants, affecting the kinetics in subsequent waves. The transport

of product gases across the contact surface from the downstream to upstream segments of

the streamline in Fig. 5.1 visually depicts the closure of this loop. The tight coupling be-

tween hydrodynamics, turbulent mixing, heat release, and inflow/exhuast of reactants then

necessitates a global balance between all physical processes. This global balance across a

wide range of scales and the separation thereof is a unique aspect of RDEs [113 ].

Figure 5.1. Conceptual schematic of physical processes governing RDE mode
selection and subsequently dynamics of detonation propagation.

Fig. 5.1 only illustrates the quasi-steady state, limit-cycle operation of an RDE. Operating

mode selection is expected to principally occur during initiation and combustor startup,

underscoring that any physical model must be capable of capturing this sequence of events.

At a global level, rotating detonation waves form due to confinement of energy release in the

annular channel, creating sharp gradients in temperature and pressure that self-steepen as a

result of Arrhenius kinetics and form shock-coupled reaction fronts in the periodic medium.

The coupled evolution of hydrodynamics and chemical kinetics subject to the supply of fresh
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reactants by the injection and exhaust of products at the outlet are the same governing

processes found in the steady-state discussed above. The physics that govern limit-cycle

operation are then the same processes at play during initiation and startup, permitting the

natural evolution of the mode-locked equilibrium depicted in Fig. 5.1 .

5.1.2 A Hierarchy of Models

A wide variety of computational models have been used in conjunction with experiments

to enhance understanding of the physics governing RDE operation. The tradeoff between

physical fidelity and computational cost is a principal consideration in the development of

any model, particularly for the coupled multi-physics occurring across spatial and temporal

scales spanning orders of magnitude found in RDEs. Similar to the hierarchy of models and

experiments developed for the study of combustion instability [108 ], [114 ], a similar series

of models of increasing complexity has been developed for the study of RDEs. The range

includes steady-state thermodynamic, dynamic, two-dimensional CFD, and 3D unsteady

simulations with detailed injection geometry.

The first and simplest type of model used to study RDEs focus on the thermodynamic

cycle and ensuing combustor performance. Such inexpensive models are well suited for para-

metric studies across multiple variables, including combustor geometry, reactant selection,

and operating condition. Specific applications include analysis of flight vehicle performance

[68 ] or nozzle design and propellant selection [65 ]. Early modeling efforts were conducted

by Nicholls et al. [11 ] and Adamson et al. [115 ], who developed a steady-state, azimuthally

1D model of the RDE flowfield for preliminary performance estimates. Their analysis con-

sidered the limiting cases of perfect mixing between reactants and products and complete

stratification between the two, similar to Fig. 5.1 . As a steady-state model, a priori specifi-

cation of wave topology was required, but the authors made the important observation that

reactant-product stratification plays a key role in the RDE flow physics. The more recent

model of Kaemming et al. [55 ] follows representative fluid parcels through the multiple,

distinct thermodynamic paths found in an RDE to study the effect of loss mechanisms on

combustor performance, including deflagration burning, exit flow distortion, lateral relief at
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the detonation front, and secondary shocks. As a final example, Fievisohn and Yu developed

a model of the RDE flowfield using the Method of Characteristics [116 ]. This approach

accounts for the fundamentally two-dimensional nature of the flowfield, but again requires

specification of the operating mode.

Dynamic models form the second class in the RDE modeling hierarchy. These range from

approximate, asymptotic model forms to time-dependent solutions of the Euler or Navier

Stokes equations with additional modeling terms. Asymptotic models share heritage with the

rich field of detonation analogs, which have traditionally been used to study the linear sta-

bility, bifurcations, and one- or two-dimensional dynamics of detonations [117 ]–[119 ]. Koch

et al. [120 ] recently extended Majda’s detonation analog with reactant injection and prod-

uct exhaust source terms to study the process of RDE mode-locking and subsequent wave

bifurcations. The model exhibited qualitative agreement with the transient wave nucleation

or destruction process observed in RDEs, as well as the global wave bifurcation structure.

While this approach is potentially suitable for a data-fit modeling approach, the asymp-

totic form inhibits direct comparison with RDE experiments. Fievisohn et al. developed a

reactor network model for predicting the RDE wave strength (velocity, pressure oscillation

amplitude) [121 ]. This model uses separate, 0D reactors for the reactants and products

to incorporate the key physics of injection, reactant-product stratification and subsequent

mixing, and chemical kinetics in both regions. However, the 0D format lacks the azimuthal

dynamics required to capture the process of RDE mode selection. Several researchers have

developed 1D models based on solving the Euler or Navier Stokes equations in the azimuthal

direction of an RDE [113 ], [122 ], [123 ]. Gupta et al. [122 ] and Humble et al. [123 ] both incor-

porated detailed chemical kinetics in their model, but encountered issues with wave failure

after a few cycles. Koch and Kutz found greater success with their approach of single-step

chemistry in conjunction with modeling terms to emulate non-premixed injection [113 ]. The

model explicitly varied the timescales of injection, reaction, and mixing to observe a range

of RDE operating modes comparable to those observed in experiments, including wave bi-

furcations and counter-rotating modes. However, the 1D format effectively assumes perfect

mixing between reactants and products, corresponding to the limiting case considered in the

steady-state model of Nicholls [11 ] and Adamson [115 ]. The recent successes of dynamic
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RDE models are promising, but each approach has required simplifications by removing

azimuthal dynamics, or by ignoring the spatial separation between injected reactants and

detonation products.

The ratio between the annulus width and mean diameter of a RDE is typically much

greater than unity, which permits the domain to be unrolled in the azimuthal direction and

reasonably approximated as 2D. This modeling approach was pioneered by Zhdan et al.

[124 ], who continuted to refine the technique and analyze additional conditions as comput-

ers became more capable [125 ], [126 ]. Two-dimensional simulations have since been used to

interrogate the effect of combustor geometry, reactant selection, boundary conditions, and

different modeling approaches on the flow physics and thermodynamic processes occuring

within RDEs [14 ], [17 ], [81 ], [106 ], [127 ], [128 ]. We highlight several observations derived

from these studies pertinent to the present issue of RDE mode selection. Zhdan et al. [124 ]

note the existance of a neutral Mach line (NML), where the detonation products become

axially supersonic and hence can no longer influence the upstream wave front dynamics.

A similar region appears in the simulations of Schwer et al. [81 ], where the NML forms

immediately downstream of the detonation front. This suggests that the physical processes

influencing RDE mode selection must principally occur within the axial length of the deto-

nation front, as downstream perturbations cannot travel upstream past the NML. A unique

aspect of the work by Zhdan et al. is the view that the length of the periodic dimension

in 2D RDE simulations is not a free parameter and instead must be determined during the

course of the simulation [126 ]. In correlating with experimental results, they conclude that

the circumferential domain length must not be greater than twice the minimum dimension

capable of supporting a rotating detonation front, as the model format “[does] not contain

the mechanism of [Transverse Detonation Wave] multiplication” [126 ]. This perspective im-

plicitly defines a mode selection criterion that the number of waves in an RDE is determined

by the combustor circumference relative to the minimum period. While Zhdan et al. refer

to this minimum domain length as an eigenvalue of the system, the absence of an explicitly

formulated eigenvalue problem suggests that the minimum period is better described as the

“minimal unit” of the rotating detonation, in analogy to the similar concept in turbulence

theory [129 ]. This understanding of RDE mode selection fails to account for the diversity
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of experimentally observed wave modes, but highlights potential limitations of 2D RDE

simulations for the present problem. For example, recent simulations have used alternating

wall/injector boundary conditions to emulate the effect of non-premixed injection schemes

typically used in RDEs [127 ], [128 ]. However, the mixing both between fuel and oxidizer and

between reactants and products will depend on the fundamentally 3D nature of turbulence.

Three-dimensional, time-dependent simulations with detailed injection geometry provide

the final, highest-fidelity method of modeling RDEs, but require extensive computational

resources. These simulations often use turbulence models based on the large eddy simula-

tion approach in conjunction with detailed models for the chemical kinetics. Typical studies

examine instantaneous and averaged snapshots of scalar fields, along with statistical analysis

of the flow relative to the wavefront or of global heat release [93 ], [109 ], [110 ], [130 ]. While

parametric surveys of operating condition with comparison to experiment have been con-

ducted for some geometries, the simulations fail to consistently predict the correct number

of waves [109 ], [130 ]. Though high-fidelity simulations have become increasingly common,

the computational cost remains too large to conduct more complete sweeps to determine if

trends are captured correctly.

5.1.3 Objective

We seek to develop a reduced-order model that can begin to address the phenomena of

RDE mode selection in a manner consistent with the physical processes observed in exper-

iments and detailed simulations. We adopt a quasi-1D framework to reduce the computa-

tional cost and permit broad, parametric studies while retaining the key physical features and

processes identified in Section 5.1.1 necessary for modeling the nonlinear detonation wave

dynamics observed in RDEs. The flow dynamics in the azimuthal direction of the annulus

of an RDE are modeled using the Euler equations to allow combustion fronts to form and

self-steepen into detonation waves. Stratification between reactants and products is modeled

by extending the 1D domain with a second cell in the axial direction. The interface between

the two regions is modeled as a contact surface whose axial location evolves in response to

the azimuthal dynamics. The reactant and product domains are then coupled by computing
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the flux of the conserved quantities between domains when interface displacement produces

overlap between adjacent cells. Chemical reactions, injection of reactants, and exhaust of

products are finally modeled as source terms in the appropriate region.

Our model builds upon the recent successes in dynamic RDE modeling discussed in Sec-

tion 5.1.2 . Each of the dynamic and quasi-steady state thermodynamic models depended

upon one of two major simplifications that limit their applicability when drawing comparison

to experiments. Either the wave mode had to be provided as an input to the model, or the

model ignored the fundamentally 2D nature of the RDE flowfield that produces stratification

between newly injected reactants and detonation products. This simplification corresponds

to the perfect mixing limit of the model developed by Nicholls [11 ]. We address these limi-

tations by creating a model that combines explicit stratification, as in Fievisohn et al. [121 ],

with the Euler equations for 1D azimuthal dynamics, as in Koch and Kutz [113 ], and hence

more faithfully recreates the physics governing RDE mode selection in a computationally

tractable manner. The quasi-1D format allows us to further address the limitations of 2D

RDE simulations identified in Section 5.1.2 with the inclusion of modeling terms that can be

tuned to mimic the global properties of the non-premixed, highly turbulent injection schemes

found in experiments that impact the RDE mode-locking process.

We first review the model formulation and numerical implementation. Initial results and

verification studies are then presented. Finally, we conclude with a discussion of the unique

aspects of the model and areas of future development.

5.2 Model

The model is formulated to resolve the unit physics relevant to the process of RDE mode

selection and subsequent limit-cycle propagation discussed in Section 5.1.1 and depicted in

Fig. 5.1 . In particular, the model must be able to capture the stratification between reactants

and products, the azimuthal fluid dynamics responsible for detonation propagation, chemical

reactions, and the inflow and outflow of species and energy. The quasi-1D approach to

modeling the domain is first introduced in conjunction with the governing equations, followed

by the logic and equations that determine the evolution of the interface between reactants
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and products. We then describe the source terms that control the injection of reactants and

exhaust of products, and conclude with a description of the numerical implementation of the

model.

5.2.1 Quasi-1D Domain

The observations from experiments and simulations noted in Section 5.1 have indicated

that RDE wave dynamics are governed by the physical processes occurring within the axial

length of the detonation front, extending from the injector face at the chamber head end to

the NML. While fresh reactants are physically separated from detonation products across

a contact surface, axial gradients within this region are otherwise negligible compared to

the azimuthal gradients across the detonation front and are therefore neglected. A quasi-1D

modeling approach is then adopted where the azimuthal dynamics are simulated while the

axial stratification is modeled as separate domains that are nominally labeled “reactants”

and “products.” The quasi-1D Euler equations are used as the foundation of our model,

including additional source terms for reaction chemistry and inflows/outflows:

∂q
∂t

+ ∂f
∂x

= schem + sbc, (5.1)

where

q =



ρY1
...

ρYN

ρu

ρe


, f =



ρY1u
...

ρYNu

ρu2 + p

ρue + pu


, (5.2)

are respectively the conserved state variable and inviscid flux vectors. The model is formu-

lated to permit a thermally perfect gas in conjunction with an ideal gas equation of state,
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e =
∫ T

Tref
cvdτ + u2

2 , (5.3)

p = ρRT, (5.4)

R = Ru

N∑
n=1

Yn
Wn

, (5.5)

where Tref is the reference temperature, Ru is the universal gas constant, and Wn is the

molecular weight of the nth species.

The reaction chemistry source term is given as

schem =



ω̇1
...

ω̇N

0

−∑N
n=1 ∆ef,n° (Tref ) ω̇n


, (5.6)

where ω̇n and ∆ef,n° (Tref ) are respectively the net production rate and the formation energy

at the reference temperature for the nth species. The source term for injection and exhaust,

sbc, will be discussed in Section 5.2.3 .

The stratification between reactants and products is incorporated in our model by ex-

tending the domain with an additional cell in the axial direction, as illustrated in the insets of

Fig. 5.2 . With injection at the bottom and exhaust at the top of the RDE flowfield schematic

of Fig. 5.2 , the bottom row of cells then corresponds to a notional reactant region, while

the top row will principally consist of detonation products. The height of each individual

cell evolves in the course of the simulation according to the rules discussed in Section 5.2.2 ,

though the total height of the domain remains fixed as hdom. The two domains are coupled

by evolving the flow not just between adjacent cells within a single domain, but also between

domains when the difference between the height of adjacent cells produces overlap between

the reactant and product domains. The interface evolves to produce a step change in height
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Figure 5.2. Model structure relative to the typical RDE flowfield. Within
all insets, blue and red respectively indicate reactant and product domains.
Top right inset: Separation of domain into reactant and product regions with
intra- and inter-domain fluxes. Bottom right inset: Interface modification by
shock sensor for enforcing domain overlap and mass transfer from reactants to
products. Bottom left inset: Evolution procedure for interface applied to all
cells.

at the detonation front, permitting freshly injected reactants to be transferred to the product

region, exothermically converted to products, and exhausted.

The intra- and inter- domain fluxes are illustrated in the top right inset of Fig. 5.2 ,

where the inviscid flux within the reactant (product) domain is denoted fR
(
fP
)
, and the

flux from the reactants to the products (products to reactants) is denoted fR→P
(
fP→R

)
.

The solid lines show which fluxes would be active given the depicted configuration of cell

interface heights, while the broken lines show the remaining, inactive fluxes. Using a finite
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volume implementation, the resulting semi-discrete form of the conservation equations for

the reactant domain is given as:

∂qRi
∂t

+ 1
∆x · hi

(
ARi+ 1

2
· fRi+ 1

2
− ARi− 1

2
· fRi− 1

2
+ AR→Pi+ 1

2
· fR→Pi+ 1

2
− AP→Ri− 1

2
· fP→Ri− 1

2

)
= sRi , (5.7)

where qRi and sRi are respectively the state vector of conserved variables and source term for

the reactant region. The flux areas, A, are computed as

ARi+ 1
2

= min (hi, hi+1) , AR→Pi+ 1
2

= (hi − hi+1) ·H (hi − hi+1 − hlim) ,

ARi− 1
2

= min (hi, hi−1) , AP→Ri− 1
2

= (hi − hi−1) ·H (hi − hi−1 − hlim) .
(5.8)

A Heaviside function, H, has been used in Eq. (5.8 ) to require a user-defined minimum

interface length, hlim, between the reactant and product regions before the inter-domain

fluxes are applied. This prevents spurious interaction between the reactant and product

regions, such that coupling only occurs at the detonation wavefront. The minimum overlap

for reactant-product coupling to activate has been set as 10% of the overall domain height

for all reported simulations. The corresponding equations for the evolution of the conserved

quantities in product region and associated flux areas are analogous to Eqs. (5.7 -5.8 ).

5.2.2 Interface Dynamics

In order to permit proper coupling between the two domains, the interface must evolve

to track the detonation front without a priori specification of the RDE operating mode.

The interface evolution procedure is then composed of two components: a heuristic shock

sensor to ensure coupling between the domains at the shock front, and a physically derived

rule for setting the interface height at all other points. We first describe the heuristic shock

sensor, shown schematically in the lower right inset of Fig. 5.2 . The shock sensor is activated

whenever the pressure in either domain increases above the reactant manifold pressure, pman,

as this indicates that reactants have been checked off by the overpressure. In a typical RDE

cycle, the pressure behind the leading shock of a detonation front can reach several times
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the manifold pressure before quickly decaying, making the selected condition a reasonable

indicator of the detonation front. Figure 5.2 shows how when the shock sensor is activated

in a given cell, the reactant domain height is immediately set to a user-defined minimum

value, hmin, and the corresponding conserved quantities are transferred to the product region

according to

qPi = (hdom − hi) qPi + (hi − hmin) qRi
hdom − hmin

. (5.9)

This approach serves the dual purpose of producing sufficient overlap between domains to

ensure transport coupling at the detonation front and assisting in the transfer of fuel and

oxidizer to the product region to subsequently be consumed. The minimum interface height,

hmin, is selected to prevent numerical stiffness in the source terms and has been set to 1%

of the total domain height for all reported simulations.

After the shock sensor is applied, the interface position at all cells is evolved to balance

the pressure between the reactant and product domains. The reactant-product interface

produces a contact surface in the canonical 2D RDE flowfield, where the pressure and velocity

are continuous, but discontinuities can exist in species, temperature, and density. While our

model also permits a discontinuity in velocity across the interface, balancing the pressure

between domains produces a physically consistent method of evolving the interface height.

The interface evolution process is illustrated schematically in the bottom left inset of Fig. 5.2 

and proceeds as follows. The interface height required for pR = pP is first computed assuming

isothermal volume change:

hnew = hdom · h · pR
hdom · pP + h · (pR − pP ) . (5.10)

The domain height is then limited so that neither domain becomes too small

hnew = min (hdom − hmin,max (hnew, hmin)) , (5.11)

where hmin is the same minimum domain height as before. The cell velocity is also limited

to the speed of sound computed using the Roe-averaged state at the domain interface. This
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prevents non-physical movement of the contact surface, but the limit is rarely applied in prac-

tice. Finally, the solution state is updated by applying isothermal expansion/compression

to each domain:

pR = pR ·
h

hnew
, pP = pP ·

hdom − h
hdom − hnew

ρR = ρR ·
h

hnew
, ρP = ρP ·

hdom − h
hdom − hnew

.

(5.12)

The interface evolution procedure is applied in the order described, where the shock sensor

is first used to account for the updated location of the detonation front, and the pressure

is then isothermally equillibrated between domains to enforce the physical requirement of a

contact surface.

5.2.3 Injection and Exhaust

The injection of fuel and oxidizer into the reactant domain and exhaust of combustion

products from the product region are modeled as source terms applied to the respective

domain. The injection of reactants is modeled as a series of micro-nozzles with specified

throat area supplied by a premixed reactant manifold with known stagnation conditions,

Tman, pman, consistent with the method used in 2D RDE simulations [14 ], [81 ], [124 ]. The

Mach number of reactants entering the reactant region is then given as

Min = min

1,

√√√√√ 2
γman − 1

( pman
min (pR, pman)

) γman−1
γman

− 1

 , (5.13)

where pR is the pressure in the reactant domain and γman is the ratio of specific heats for

the premixed reactants at the manifold stagnation conditions. The pressure in Eq. (5.13 )

has been limited to prevent imaginary results and the Mach number has been limited to one

to produce choked flow. The mass flux of reactants is then

ṁin = Ai

Ac
pman

√
γman

RmanTman
Min

(
1 + γman − 1

2 M2
in

)− γman+1
2(γman−1)

, (5.14)
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where Ai/Ac is the area ratio between the injector throat and chamber cross section. This

implementation of the injector boundary condition neglects any backflow of fluid into the

injector resulting from the high pressure behind the detonation wave. The source term for

the reactant domain is now

sRbc = ṁin

h
·



Y man
1
...

Y man
N

0
RmanTman
γman−1


, (5.15)

where the inlet mass flux is divided by the reactant layer height because it is not a volumetric

source, but instead emulates an upstream boundary condition.

Similar to the reactant injection, the Mach number of the exhaust from the product

region is computed as

Mout = min

1,

√√√√√√ 2
γP − 1

( pP
min (pP , p∞)

) γP−1
γP

− 1


 , (5.16)

and the corresponding mass flux is

ṁout = Ae

Ac
pP

√
γP

RPTP
Mout

(
1 + γP − 1

2 M2
out

)− γP+1
2(γP−1)

. (5.17)

Here, p∞ is the ambient pressure and Ae/Ac is the area ratio between the RDE exit and

chamber area. The source term for the product domain is then computed as

sPbc = − ṁout

hdom − h
·



Y P
1
...

Y P
N

0
RPTP
γP−1


, (5.18)
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where the height of the product domain has been accounted for to again emulate a boundary

flux instead of a volumetric source.

5.2.4 Numerical Implementation

We conclude our discussion of the model formulation with a brief description of the nu-

merical methods employed and other implementation details. The open-source StanShock

solver [131 ] for 1D, compressible, reacting flows is used as the foundation for the model.

The governing equations are discretized using the finite volume method, where a fifth-order

WENO scheme is used to reconstruct the cell edge states. This scheme ensures that spu-

rious oscillations are not introduced at the expected shock fronts. In addition, the WENO

interpolation is conducted using the characteristic variables, which has been found to assist

in the reduction of oscillations near discontinuities [132 ]. The double-flux model is used

in conjunction with the Harten-Lax-van Leer contact (HLLC) approximate Riemann solver

to compute the cell fluxes, as implemented in the original StanShock solver [131 ]. The

double-flux model requires two evaluations of the flux per cell face instead of one, but reduces

pressure oscillations for multicomponent flows with variable specific heats [132 ]. Finally, the

species thermodynamic properties and reaction kinetics are evaluated using Cantera [133 ].

The advection and source terms are advanced in time using an operating splitting frame-

work to permit application-specific integration schemes. The advection terms are advanced

using a third-order strong stability preserving Runge-Kutta scheme commonly used in com-

pressible, reacting flow simulations [132 ]. The injection and exhaust source term, sbc, is

advanced using a second-order Runge-Kutta scheme, as the limit on minimum cell size elim-

inates potential sources of stiffness. In contrast, the reaction chemistry results in a stiff

system of differential equations that must be advanced implicitly. Two integration schemes

are implemented and can be selected depending on the expected timestep. Large timesteps

are best handled using the Cantera reactor class, which uses CVODE [133 ]. However, the

multistep BDF scheme in CVODE has a high startup cost and therefore can be suboptimal

for compressible, reacting flow simulations, where the CFL criterion requires small timesteps

for the advection terms [134 ]. An additional, semi-implicit Rosenbrock-Krylov integration
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scheme, ROK4E [134 ], is then available for when the timestep becomes sufficiently small,

typically ∆t < 30 ns.

The operating splitting scheme then advances the different physical processes in the

following order:

q (t+ 2∆t) = S∆t ◦ N∆t ◦ S∆t ◦ C2∆t ◦ N∆t ◦ q (t) , (5.19)

where N , C, and S are the respectively the operators for advection, chemistry, and the

combination of the inlet/outlet source term and interface advancement. Reaction chemistry

is only advanced in the product domain for all reported simulations. The timestep, ∆t, is

set by CFL condition and user selected Courant number. The order was selected to reduce

the frequency of chemistry integration steps, which are found to be the largest contributor

to the computational cost of the simulation. In preliminary testing, the solution was found

to be most sensitive to the coupling between the advection and interface evolution. The

operators are therefore ordered such that the interface is always updated immediately before

the advection is advanced. It was further found that this coupling also drives the timestep

requirements to achieve a temporally converged solution, supporting the selected operator

splitting sequence.

The underlying StanShock solver is written in object-oriented Python for portability

and modularity, and our model maintains this implementation approach and philosophy to

streamline additional development for subsequent studies. While the ROK4E integration

scheme requires interfacing with an external, compiled library, the simulation is able to fall

back on the built in integrator included with Cantera. The solver has also been modified

to distribute the domain across multiple cores via MPI for Python [135 ], which enables use

of fine grids required to resolve the detonation front and long integration times required for

the waves to reach a mode-locked equilibrium.

5.3 Verification and Sensitivity Analysis

A formal verification of the model is non-trivial because the dynamic interface and com-

plex source terms preclude an analytic solution or canonical test case for comparison. We
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therefore take a multistep approach to verifying the model. We first note that the underly-

ing numerical methods for WENO interpolation, flux calculation, thermophysical property

evaluation, and reaction chemistry have been verified in the original StanShock solver,

and remained unchanged in the current model [131 ]. We next enumerate the physical and

user-specified parameters required as model inputs and review a test case using a notional,

baseline RDE configuration to demonstrate that the model is capable of naturally producing

detonation wave dynamics representative of RDEs without a priori specification of operat-

ing mode. Results from a spatial and temporal convergence study are presented. Finally,

we conduct sensitivity studies to investigate the impact of the user-specified parameters on

model results.

5.3.1 Model Parameters

The outcome of each numerical experiment conducted with our model is a function of the

parameters that define the RDE geometry, operating condition, user-defined model settings,

and inputs to control the numerical methods. We describe all required parameters vis-à-vis

the baseline RDE configuration, which are subsequently summarized in Table 5.1 . The first

set of parameters are set by the RDE design and geometry. The length of the periodic model

domain is set as the annulus centerline diameter, selected as 300 mm to correspond with a

95 mm diameter combustor. The combustor annular gap is set as 5 mm, but is only used

in post-processing for performance calculations such as computing the delivered thrust or

total mass flowrate of reactants. The inlet area ratio, Ai/Ac, is set as 0.2 and the outlet area

ratio, Ae/Ac, is unity, corresponding to a combustor with no geometric exit contraction.

The second set of parameters determines the operating condition and principally influ-

ences the premixed reactant manifold state. This includes the choice of reactants, selected

as methane and oxygen for the baseline configuration, and equivalence ratio, which is set

as unity. The manifold temperature and pressure are respectively set as 300 K and 1 MPa,

while the ambient pressure is set as 100 kPa. The model requires several user-defined pa-

rameters for controlling the interface evolution, including the total domain height, minimum

domain height, and minimum height for inter-domain coupling to be activated in Eqs. (5.7 -
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5.8 ). The domain height is set as 50 mm, while the minimum domain and coupling heights

are respectively set as 1% and 10% of the domain height for the baseline RDE, as noted

in Section 5.2.1 and 5.2.2 . Reaction kinetics calculations use the FFCMy-12 model [136 ],

which has previously been used for 3D RDE simulations [110 ]. Finally, the simulation spatial

resolution and timestep are set by the number of cells and Courant number.

Table 5.1. Simulation parameters for baseline RDE.
Parameter Value Description
L = πDc 300 mm Domain length
∆ 5 mm Annulus gap
Ai/Ac 0.2 Inlet to chamber area ratio
Ae/Ac 1 Outlet to chamber area ratio
Fuel CH4 Species
Oxidizer O2 Species
φ 1 Equivalence ratio
Pman 1 MPa Reactant manifold pressure
Tman 300 K Reactant manifold temperature
P∞ 100 kPa Ambient pressure
hdom 50 mm Total domain height
hmin/hdom 1% Minimum domain height
hlim/hdom 10% Minimum coupling height
Mechanism FFCMy-12 Reaction chemistry model
N 2000 Number of cells
CFL 0.2 Courant number

5.3.2 Typical Results

The baseline RDE geometry and operating conditions enumerated in Table 5.1 are used as

the initial test conditions for the model. Unless noted otherwise, all simulations are initiated

using an manufactured blast profile. The peak pressure of the blast is set as 10Pman (10 MPa

for the baseline configuration) and is centered at 0.45L < x < 0.55L in both the reactant and

product domains. The temperature of the product domain in this region is set as 2000 K,

while it is set to Tman elsewhere. The pressure and temperature profiles are generated using

hyperbolic tangent functions to prevent the spectrum of the initial condition from changing

with grid refinement. The initial species in the reactant domain are set as a mixture of the
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selected fuel and oxidizer at the specified equivalence ratio, modulated by a sinusoidal profile

of water vapor to break the symmetry of the initial conditions. The product domain is set as

pure water vapor. Finally, the interface height is set as half the total domain height, expect

where the pressure exceeds Pman, where it is set as hmin in accordance with the shock front

evolution procedure described in Section 5.2.2 .

Figure 5.3 illustrates the startup transient and progression to a stable limit-cycle with two

waves propagating in the −x direction using contours of pressure in the product domain. The

initial shocks propagating in both directions are nonreactive, but chemical reactions initiate

at the wave fronts after the first collision near t = 0.1 ms. An additional −x wave nucleates

shortly after the second interaction of the original shock fronts and subsequently strengthens

over several cycles. The initial +x wave eventually dissipates after repeated interactions

with the −x-running waves, leaving the two waves to enter a mode-locked equilibrium. The

detonation fronts propagate with a velocity of 1980 m/s, which is 82% of the Chapman-

Jouguet velocity of 2420 m/s for the reactant mixture. The total flowrate of reactants, 0.55

kg/s for this baseline RDE condition, is not specified as an input and is instead an outcome

of the simulation due to the implementation of the reactant injection source term.
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Figure 5.3. Product region pressure θ − t diagram illustrating startup tran-
sient and establishment of a steady, limit-cycle with 2 waves for baseline RDE
configuration.
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Representative solution profiles after the detonation waves have stabilized in a limit-

cycle are shown in Fig. 5.4 . The contours of Fig. 5.4 a display the density in each region of

the model, with the red profile demarcating the boundary between the reactant and product

domains. While the product domain extends to a height of 50 mm, the vertical axis has been

truncated for clarity. The interface develops a shape similar to that shown in the conceptual

schematic of Fig. 5.1 , with a step change in height at the wavefronts near x = 0.1, 0.25 m

producing vertical overlap between adjacent cells in the two domains, followed by expansion

back to the maximum height as the pressure behind the wavefront decays and fresh reactants

are injected into the reactant domain. The detonation front stabilizes at a height of 10 mm,

which is dynamically set by the balance between the blowdown of products and injection

of reactants. The pressure profiles of Fig. 5.4 c demonstrate that the pressure in the two

domains can become mismatched at the wavefront. This results from the minimum domain

height, as once the interface has been set to the minimum height at the shock front it

is unable to further compress the reactant domain to match the elevated product domain

pressure. Additional reactants are then injected until reactant domain pressure reaches Pman
and the injection is checked off. The pressures are then equalized behind the wave front after

sufficient products have been exhausted to permit interface movement. The temperature in

the reactant domain remains near the manifold temperature for the entirety of the cycle,

while the product region temperature remains near its maximum. The product domain

temperature is momentarily reduced as reactants are transferred at the detonation front,

but the highly concentrated heat release rate shown in Fig. 5.4 e indicates that the fresh

reactants are immediately consumed behind the wave front. The heat release rate profile

indicates that reactions have completed in the first few cells behind the wave front.

5.3.3 Convergence

Model convergence is assessed by conducting a series of simulations starting from the

limit-cycle solution shown in Fig. 5.4 . While the simulation presented in Section 5.3.2 uses

a mesh resolution of 2000 cells and Courant number of 0.2, the convergence study uses

a Courant number of 0.4 and span of mesh resolutions from 1000 to 32000 cells with a
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Figure 5.4. Instantaneous profiles of (a) interface location, (b) temperature,
(c) pressure, (d) velocity, and (e) heat release rate. Contours in panel (a) show
density in reactant and product regions.

refinement factor of two between successive cases. Each case is advanced by 0.2 ms, or ap-

proximately one full wave revolution. The profiles of interface height and product domain

pressure for each simulation are overlaid in Fig. 5.5 . While it is evident that all profiles are

similar, the detonation wave leading edge is shifted in each simulation, where a log-scale is

used to emphasize the relatively small differences. A quantitative comparison between solu-

tions would reveal the expected, first-order convergence due to the use of a shock capturing

scheme [137 ]. Therefore, we evaluate convergence by inspecting the peak shock pressure and

the final location of the shock front near x = 0, measured by position where the shock sensor

is first activated. Both values are plotted with respect to the number of cells in Fig. 5.6 . The

final shock location initially asymptotes to a value of 5.5 mm upon successive grid refinement.

However, continued refinement establishes a non-monotonic trend that brings the degree of

convergence into question. The maximum pressure does not appear to converge, likely as
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a result of the highly concentrated heat release noted in Fig. 5.4 . The strong dependence

of maximum pressure on mesh resolution indicates that a very fine mesh would be required

to resolve the von Neumann post-shock conditions and ensuing thermally neutral induction

region of the detonation front. While this analysis only considers a single Courant number,

similar convergence is observed as the timestep is reduced.
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Figure 5.5. Profiles of (a) interface height and (b) product domain pressure
for successive levels of mesh refinement.
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Figure 5.6. Final shock location after 0.2 ms and peak pressure at shock front
with respect to mesh resolution.
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5.3.4 Sensitivity of Domain Height

Since the total domain height, hdom, does not evolve naturally as the model is advanced

in time and is instead set as user-defined parameter, we conduct a sensitivity study to

evaluate its effect on the solution. The study is conducted by continuing the simulation

of Section 5.3.2 with the baseline domain height of 50 mm. The domain height is ramped

continuously from 50 mm to a final height of 25 mm over 0.5 ms, as shown by the broken line

of Fig. 5.7 . Figure 5.7 further shows that the velocity of both waves, arbitrarily labeled 1 and

2, increases linearly with the linear reduction in domain height. From the initial steady state

at a domain height of 50 mm to the later steady state at 25 mm, the wave velocity increases

by 8% from 1980 m/s to 2140 m/s. The overlaid solution profiles from snapshots at t =

1.0 ms and t = 2.0 ms in Fig. 5.8 highlight significant changes in the waveform. The most

important changes include the increased wave height, lower minimum temperatures in the

product domain, increased peak pressure at the detonation front, a lower minimum pressure

immediately ahead of the detonation wave, and significantly higher azimuthal velocities.
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Figure 5.7. Wave velocities as domain height is reduced from 50 mm to 25 mm.

The changes in waveforms and detonation velocity highlight the important role of the

total domain height within the model and in particular, its height relative to that of the

wave. At the wave front, fuel and oxidizer are transferred from the reactant to product

domains, where they are then converted to products in the detonation front. However, as
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the product region is much taller than the reactant region at the wave front, a significant

fraction of the mixture is still composed of products after the shock sensor has initiated

the transfer. The residual products have two effects on the ensuing reactions. First, they

increase the initial temperature behind the shock front, activating the kinetics and pushing

the reactions to completion much faster than in a laminar detonation. This causes the

extremely narrow heat release rate profile of Fig. 5.4 e. Second, the heat release per unit

mass behind the detonation front is much lower as the reactants have been diluted by the

residual products. This reduces the strength of the detonation wave and is similar to the

product gas recirculation mechanism of reducing wave strength [79 ], [90 ], [121 ], though by a

non-physical mechanism. The reduced product gas fraction resulting from a shorter product

region relative to the wave height then causes the observed increase in wave speed and

pressure ratio across the detonation front.

In addition to affecting the fraction of residual products in the product region, changing

the domain height affects the model in several other ways. The decreased domain height

reduces the time required for the product domain to exhaust, resulting in the taller wavefront

of Fig. 5.8 a and lower pressure immediately ahead of the wave in Fig. 5.8 c. As shown in

Fig. 5.8 d, the azimuthal velocity in the product domain also increases significantly, reaching

a peak in excess of 2000 m/s. Further decreases in domain height were found to create

instability in the solution profiles, as the azimuthal velocity continues to increase and results

in the flow kinetic energy becoming comparable to the sensible energy.

The dependence on a user-specified domain height is a key limitation of the proposed

quasi-1D modeling approach. As discussed in Section 5.1.2 , a Neutral Mach Line is estab-

lished at the top of the detonation wave front that isolates the detonation driving zone from

downstream products. In our model, the product domain extends far beyond the axial lo-

cation of the NML, producing the noted issue with residual product gases. Furthermore, it

is not possible to simply set the total domain height to the detonation wave height, as it is

not know a priori, and would produce the aforementioned instability as the domain height

approaches the wave height.
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5.4 Conclusions

Our development of a reduced-order model of RDE operation was motivated by current

limitations in predicting the number and strength of detonation waves observed in experi-

mental combustors. Critical review of the potential physical processes governing RDE mode

selection and the assumptions and limitations of existing models informed the required phys-

ical fidelity and guided model development. In particular, we identified that prior models

either lacked stratification between reactants and products or required a priori specifica-

tion of the combustor wave mode, precluding the desired, natural evolution of limit-cycle

wave dynamics. We therefore used the Euler equations as the foundation of our model to

simulate the flow dynamics along the circumference of an RDE and developed a dynamic
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interface model that separates reactant and product domains to address these limitations.

Injection, exhaust, and reaction chemistry source terms completed the model specification

to incorporate important RDE geometric parameters and define the operating condition.

Our reduced-order model is intended to bridge the divide between 1D and 2D models

of RDE operation while addressing disadvantages of each. Fully 1D models correspond to

the limit of perfect mixing between reactants and products [11 ], such that the detonation

propagates into its own tail, where residual products reduce the wave strength. Reactant-

product stratification is then required for accurate modeling of the detonation wave strength

(speed, pressure amplitude), as it ensures that the wave propagates into the correct mixture

and thereby produces the correct profiles of heat release and flow expansion that drive its

continued propagation. This unique feature of the RDE flow field is therefore expected to

be critical for the prediction of RDE wave modes, as the wave speed sets the most impor-

tant timescale of RDE operation, the wave arrival frequency. This timescale subsequently

determines the time available for mixing between fuel and oxidizer, product gas recircula-

tion, and potential autoignition in the reactant region. While each of these processes further

influence the wave strength [90 ], [121 ], autoignition could result in nucleation of a new wave

if the reaction front is able to steepen and transition from a deflagration to detonation [138 ].

These factors delineate our motivation for including separate reactant and product domains,

despite the increased model complexity.

In comparison to 2D simulations that unwrap the annular geometry of RDEs, our model is

designed to reduce the computational cost of simulations while retaining the key flow physics

described above. In addition, the quasi-1D format permits explicit modeling approaches to

bypass the limitations associated with 2D simulations discussed in Section 5.1.2 . As noted,

reactant injection generates intense turbulence that mixes fuel and oxidizer and recirculates

detonation products into the reactant region in a process that is fundamentally 3D. Even

with novel boundary conditions that emulate non-premixed injection, 2D simulations will be

unable to match the mixing characteristics of real injection schemes. Instead, our quasi-1D

modeling approach can include these processes via source terms that explicitly vary the rate

or timescale of reactant mixing or product gas recirculation. Explicit rate parameters can

152



then be tuned based on experimental measurements of the modeled, unit processes or via

interrogation of 3D simulations.

After developing the model format, initial tests demonstrated that the model was capable

of progressing through a startup transient and forming propagating detonation waves for a

baseline RDE configuration. Inspection of limit-cycle solution profiles demonstrated that the

model produces the expected sequence of shock-induced combustion followed by exhaustion

of products and injection of fresh reactants, producing modulation of the reactant interface

surface. While a mesh refinement study was unable to demonstrate quantitative convergence

in terms of the location or peak pressure of the leading shock, the solution profiles had

qualitatively converged. A sensitivity study dynamically varied the total domain height to

investigate its effect on the model, as it does not evolve as part of the solution. Comparison

of wave speeds and solution profiles revealed significant differences due to simultaneous

reduction of residual detonation products in the product domain and of the product domain

exhaust timescale as the domain height was decreased.

While the presented model addresses a principal limitation of existing reduced-order mod-

els for RDE wave dynamics and mode selection, several aspects restrain the model from the

desired level of general applicability. The most important factor stems from the discussed

dependence of wave strength on the domain height. The prescribed domain height causes

the model to violate the RDE flowfield physics, as it prevents formation of a Neutral Mach

Line to isolate the detonation driving zone from downstream products. The current model

formulation also does not include the important physics of product gas recirculation. As

discussed in Section 5.1.1 , turbulent mixing of combustion products across the contact sur-

face and into the fresh reactants will influence the detonation strength. Furthermore, this

mixing can lead to incipient autoignition in the reactant mixture and potentially induce a

deflagration to detonation transition that produces an additional detonation wave. Other

limitations are the result of intentional simplifications to the model, particularly the source

terms. The current format assumes premixed reactants, while nearly all RDE experiments

use a non-premixed injection scheme. The injector flow model assumes that the injector

flowrate responds instantaneously to the downstream pressure. While a reasonable approx-

imation for the high-loss injectors typical of current experiments, flow inertia will become
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important for injector designs with low pressure drop required to realize the thermodynamic

advantages of RDEs. These same conditions will also potentially allow backflow of com-

bustion products into the injector as the detonation wave passes over a given injector site.

Finally, the quasi-1D model format assumes that the detonation dynamics can be sufficiently

described by a 1D, laminar detonation model. Instead, the structure of gaseous detonations

is always fully 3D, where the additional dimensions and ensuing turbulence significantly

modify the propagation limits [139 ].

The limitations of our model described above naturally correspond to potential areas

for future development. In particular, the key issues involved with the fixed domain height

provide a clear starting point for future attempts to improve the model. Allowing the to-

tal domain height to vary with position is the most promising avenue to address the issues.

However, physically-derived rules for evolving the height of the product domain are less clear

for this modeling approach. In comparison, exhaust gas recirculation into the reactant do-

main is relatively straightforward to implement via a direct transfer using the model source

terms. The rate of product gas transfer could then be set by a tuned parameter, permitting

variation to match experimental observations of global wave dynamics, direct experimen-

tal measurements using laser-based diagnostics [90 ], or mixing characteristics derived from

detailed simulations. These two modifications should then permit a robust comparison to

well-characterized RDE experiments.

Further developments could then modify source terms to address the noted model simpli-

fications. A mixing model could be implemented to emulate non-premixed reactant injection,

possibly as part of the kinetic mechanism. Similar to the proposed modeling approach for

product gas recirculation, direct modification of reactant mixing rates or timescales would

be more insightful than a mechanistic approach. A direct approach produces readily inter-

pretable, user-tuned parameters that enable comparison with advanced experimental mea-

surements or post-processing of detailed simulations. An injector backflow model would

require tracking the total mass of products that have passed upstream of the injector throat

and then ejecting them before a given injector site begins to introduce fresh reactants. Fi-

nally, the injector dynamic response to passing detonation waves could be modeled using

an empirical response function akin to that used in the study of combustion stability [108 ].

154



Depending on the level of desired fidelity, the response function could be fit to dedicated

experiments or simulations.

The reduced-order model we have developed shows significant promise for helping to

elucidate the factors governing RDE wave dynamics and hence combustor operability. While

additional work is required to achieve the objective of a robust, generally applicable modeling

tool, the identified areas for further development would enable the model to help identify an

avenue towards delivering the long-sought total pressure gain.
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6. CONCLUSIONS

This study has sought to advance understanding of rotating detonation engine operation and

performance at conditions representative of gas turbine combined cycle power plants. Such

conditions are not conducive to RDE operation due to the low relative detonability of natural

gas in air, the reactant combination of choice for the application. However, pressure-gain

combustion could increase the cycle thermodynamic efficiency by 3-5%, providing significant

incentive towards developing and deploying RDEs in this application. To this end, a combus-

tor and associated test facility were developed to investigate the unique challenges associated

with RDEs in terrestrial power generation systems. The combustor design enabled operation

with natural gas and preheated air across a broad range of flow conditions and with chamber

pressures up to 2 MPa. The experiments have provided unique insight into the operation

of RDEs with less-detonable reactants, while complementary modeling helped to generalize

the observations.

The requirement of operating with natural gas-air reactants drove primary combustor

design, where the detonation cell size at the target operating conditions was estimated and

used to set the scale of the RDE. Two injector concepts, denoted “axial” and “sting,” were

then developed to permit investigation of the sensitivity of detonation wave dynamics and

combustor operation to the mixing field. Multiple backpressure nozzles were used to further

probe the effect of the chamber bulk flowfield. Detonation wave dynamics were characterized

using high-frequency pressure measurements and imaging of the combustion annulus for

direct visualization. Combustor performance was assessed using thrust measurements.

The natural gas-air RDE was tested across a range of conditions, in a parametric survey

to characterize sensitivity of combustor operability and performance to the injector design,

mass flux of reactants, oxygen mass fraction in the oxidizer flow, oxidizer temperature,

equivalence ratio, and mass fraction of hydrogen in the fuel. Two metrics were developed

to characterize combustor operation across the wide range of test conditions and observed

operating modes. The strength of propagating detonation waves, or any other chamber dy-

namics that developed, was evaluated using the amplitude of measured pressure oscillations.

The stability of a particular operating mode was characterized using a novel metric called
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the power fraction, which computes the fraction of spectral power associated with the pri-

mary chamber dynamics in a given signal. Tests on synthetic data demonstrated that the

power fraction was insensitive to random noise, but acutely sensitive to waveform dephasing

characteristic of marginal combustor operation. Sensitivity of RDE performance to hardware

configuration and operating condition was evaluated using the Equivalent Available Pressure

methodology, which computes the hypothetical, steady total pressure, the EAP, required to

match the measured thrust. This pressure can then be compared to the reactant manifold

pressure to assess the delivered net pressure gain.

Across the range of hardware configurations and operating conditions tested in the para-

metric survey, chamber wave dynamics were typically characterized by multiple, counter-

rotating detonation wave heads. However, a limited range of lean conditions using the

“sting” injector design and backpressure nozzle with the largest throat exhibited sustained

operation with a single detonation wave. Global evaluation of trends in wave strength and

stability across all tested conditions revealed a minimum observed wave velocity of approxi-

mately 50% of the mixture Chapman-Jouguet detonation velocity, which may correspond to

the Chapman-Jouguet deflagration velocity. Global trends in RDE operability and perfor-

mance indicated that the detonation cell size is an at-best approximate scaling parameter for

RDE design with less-detonable reactants. Detonative combustor operation with reasonable

performance was observed once the cell size decreased to a similar scale as the combustion

annulus gap, but further decreases failed to guarantee high-order detonation waves or in-

creased performance. The reduced importance of the cell size for less-detonable reactants is

unsurprising, as the cellular structure of such reactants exhibits a broad range of lengthscales

and because the flow and boundary conditions of RDEs are far removed from the canonical

setting of cell size measurements.

Independent variation of operating parameters revealed that RDE operability was strongly

sensitive to the reactant mixture reaction kinetics and mixing, while combustor performance

was only weakly sensitive to the flow conditions. Elevated mean chamber pressures through

increased reactant mass flux appeared to suppress the detonation fronts, but had no effect

on the delivered pressure gain. Parametric variation of the oxidizer oxygen mass fraction

and inlet air temperature demonstrated that the “axial” injector required sensitization of
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the reactant mixture kinetics to achieve stable detonations, while the “sting” injector did

not. Furthermore, the “sting” injector with the most open backpressure nozzle produced

stronger detonations at fuel-lean conditions, while the “axial” injector quickly reverted to

deflagrative operation as the equivalence ratio deviated from stoichiometric. These trends

collectively suggested that the “sting” injector better mixed the reactants, as any method

of sensitizing the mixture kinetics produced deflagration. Variations in equivalence ratio or

oxygen mass fraction had minimal effect on performance for either injector configuration.

Instead, the injector and backpressure nozzle configuration were found to have the greatest

impact on the delivered net pressure gain. However, all tested conditions were observed to

produce a stagnation pressure loss relative to the reactant manifold.

While the observed trends in RDE operability are likely the result of the details of tur-

bulent mixing, reaction chemistry, and the injector dynamic response and are hence beyond

simple explanation, thermodynamic modeling was applied to assist interpretation of the ob-

served performance trends. A simple performance model was developed to predict the pres-

sure gain, or loss, at conditions matched to the experiment. Comparison of results across

the range of conditions tested in the parametric survey revealed that the “sting” injector

better followed the trends predicted by the model, supporting the observation that the op-

eration and performance of the “axial” injector is likely limited by reactant mixing. Though

useful for informing the observed experimental performance trends, applying the model to a

generic RDE provided significant insight into RDE performance measurement and the design

of high-performance combustors. The analysis first highlighted the necessity of normalizing

any RDE performance metric by the driving system potential, typically the reactant mani-

fold pressure. Parametric variation of the model parameters further demonstrated that the

area ratio between the combustion chamber exit and inlet is the most important parameter

influencing RDE pressure gain, consistent with the experimental observation of the perfor-

mance sensitivity to the backpressure nozzle. The thermodynamic performance model was

applied to identify the range of area ratios that would produce a pressure gain for several

different reactant combinations.

A pair of test conditions using the “sting” injector that alternately exhibited a single and

counter-rotating wave mode were then selected for application of high-speed particle image
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velocimetry at the RDE exit plane to characterize the exhaust flow for contrasting wave

dynamics. In conjunction with high-frequency pressure and aft-end imaging, the velocity

measurements were phase averaged with respect to the instantaneous detonation front loca-

tion. The single wave case exhibited the canonical, self-similar RDE exhaust flow structures,

with an oblique shock wave sweeping through the products and into the exhaust. In con-

trast, the counter-rotating detonation fronts of the second case produced shock interactions

that generated destructive interference in the azimuthal velocity component, but resulted in

an axial velocity component independent of wave location. A new method for experimen-

tally quantifying RDE performance was then developed to remove conservative assumptions

involved in the EAP method used throughout the rest of study. The performance analy-

sis computes a hypothetical, steady stagnation pressure and temperature by leveraging the

phase resolved velocity profiles to balance the global conservation of mass and momentum

against the measured reactant flowrate and thrust.

The final component of the study developed a reduced-order model for investigating RDE

operability. Circumferential detonation wave dynamics are simulated using the Euler equa-

tions, while axial stratification between reactants and products is captured using a dynamic

interface between two domains that become coupled at the detonation front. Additional

source terms govern reaction chemistry, injection of reactants, and exhaust of products.

The model format permits natural evolution of the diverse range of wave modes observed

in RDEs while maintaining sufficient physical fidelity to facilitate direct comparisons with

experiments. Preliminary verification and sensitivity studies are presented, establishing that

the model is able to naturally develop wave dynamics similar to those observed in RDEs

without a priori specification of the operating mode. Areas of further development so that

the model can be applied for comparison with experiments, design exploration, and opti-

mization are identified.

In summary, the key contributions of this thesis are as follows. First, a natural gas-air

RDE was developed and used to demonstrate operation at a wide range of flow condi-

tions, providing insight into the unique challenges of RDE operation with less-detonable

reactants. Second, it has advanced fundamental understanding of RDE performance and

provided the necessary tools to experimentally demonstrate a pressure gain. The identified
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relationship between combustor performance and the outlet-to-inlet area ratio provides a

quantitative design parameter to guide development of a RDE for this purpose, while the

novel method of performance quantification using exhaust plane velocity measurements pro-

vides a more accurate method for its experimental verification. In addition, the need to

normalize RDE performance by the driving system potential further provides a necessary

condition for demonstrating the cycle thermodynamic advantages. Finally, the reduced-order

operability model is an initial step towards developing the understanding of RDE mode se-

lection required to facilitate development of a combustor capable of operating at the low-loss

conditions necessary to achieve a pressure gain.
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