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ABSTRACT

The research includes machine Learning and Deep Learning Approaches to Print Defect
Detection, Face Set Recognition and Face Alignment, and Visual-Enhancement in Space and
Time. This thesis consists of six parts which are related to 6 projects:

In Chapter 1, the first project focuses on detection of local printing defects including
gray spots and solid spots. We propose a coarse-to-fine method to detect local defects in a
block-wise manner and aggregate the blockwise attributes to generate the feature vector of
the whole test page for a further ranking task. In the detection part, we first select candidate
regions by thresholding a single feature. Then more detailed features of candidate blocks
are calculated and sent to a decision tree that is previously trained on our training dataset.
The final result is given by the decision tree model to control the false alarm rate while
maintaining the required miss rate.

Chapter 2 introduces face set recognition and Chapter 3 is about face alignment. In order
to reduce the computational complexity of comparing face sets, we propose a deep neural
network that can compute and aggregate the face feature vectors with different weights. As
for face alignment, our goal is to solve the jittering of landmark locations when applied on
video. We propose metrics and corresponding methods around this goal.

In recent years, mobile photography has become increasingly prevalent in our lives with
social media due to its high portability and convenience. However, many challenges still
exist in distributing high-quality mobile images and videos under the limit of data capacity,
hardware storage, and network bandwidth. Therefore, we have been exploring enhancement
techniques to improve the image and video qualities, considering both effectiveness and
efficiency for a wide variety of applications, including WhatsApp, Portal, TikTok, even the
printing industry.

Chapter 4 introduces single image super-resolution to handle real-world images with
various degradations, and its influence on several downstream high-level computer vision
tasks. Next, Chapter 5 studies on headshot image restoration with multiple references,

which is an application of visual enhancement under more specific scenarios. Finally, as a
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step towards the temporal domain enhancement, the Zooming SlowMo framework for fast

and accurate space-time video super-resolution will be introduced in Chapter 6.
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1. BLOCKWISE BASED DETECTION OF LOCAL DEFECTS

1.1 Introduction

Print quality is an important criterion for a printer’s performance. The detection, classi-
fication, and assessment of printing defects can reflect the printer’s working status and help
to locate mechanical problems inside. To handle all these questions, an efficient algorithm is
needed to replace the traditional visual checking method. In this project, we focus on pages
with local defects, including gray spots and solid spots. We propose a coarse-to-fine method
to detect local defects in a blockwise manner, and aggregate the blockwise attributes to gen-
erate the feature vector of the whole test page for a further ranking task. In the detection
part, we first select candidate regions by thresholding a single feature. Then, more detailed
features of candidate blocks are calculated and sent to a decision tree that is previously
trained on our training dataset. The final result is given by the decision tree model to con-
trol the false alarm rate while maintaining the required miss rate. Our algorithm is proved
to be effective in detecting and classifying local defects compared with previous methods.

Laser electrophotographic (EP) printers have been widely used in past decades. As one
of the most important criteria in evaluating the performance of a printer, print quality is
not only of concern to customers, but also designers of printers. For the reason that print
quality can reflect the current working status and reveal hidden mechanical problems inside
of a printer, the assessment of print quality has continued to be an important topic in
printer-related research.

The traditional way of print quality diagnosis relies on the manual examination of a
printed page, which is specially designed for testing purposes. The assessment work that is
usually conducted by well-trained experts, includes marking exact areas with local defects
and rating the overall page. Each test page can be rated as “A” “B” “C” or “D” four
ranks, in which “A” and “B” mean the page passes the print quality assessment, while “C”
and “D” mean the page fails the assessment. However, given the large number of pages
to be evaluated, manually examining all pages is too costly and time-consuming. To solve
this problem, a print defect detection algorithm is highly desired for building a smart print

quality diagnosis system.
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The local defect is one of the print defects of most critical concern. Typical local defects
include gray spots and solid spots. The gray spot (also called carrier spot) is a phenomenon
of low density around the agglomerates, which usually happens when the toner transfer from
the Organic Photoconductor (OPC) to the Intermediate Transfer Belt (ITB) is blocked by
some developed carriers or toner agglomerates on the OPC. Thus, a poor transfer of toners
occurs around the agglomerates. An obvious visual feature of gray spots is that their color
is lighter than that of the surrounding content (as shown in Figure 1.1).

The solid spot is another type of local defect. Different from gray spots, the color of solid
spots is usually darker than nearby contents (as shown in Figure 1.1)). This phenomenon
of high density around is due to the agglomerates of toner or carriers. The solid spot is a
defect that occurs during the retransfer process, and is often observed in halftone patterns.
Generally, the cause of solid spots is that the toner retransferred from the I'TB to the OPC is
blocked by some developed carriers or toner agglomerates on the I'TB. When the after-image
transferred on the I'TB moves to the next Pod (T1 or T2), an air gap occurs by the carrier
on non-image area or contamination. Since the retransfer quantity is lower in the air gap

area, the area appears as a solid spot.

Gray spot image Solid spot image

Figure 1.1. Comparison of simulated gray spots and solid spots.

There are some previous works on the automatic detection of print defects. Jing et al. [1]
borrowed a metric from the image quality area for print defect assessment. Ju et al. [2],
Yan et al. [3] and Xiao et al. [4] proposed new algorithms to predict the visibility of fading
defects. Zhang et al. [5][6] modeled periodic and aperiodic bands, and applied a histogram-
based method to detect them. Nguyen et al. [7][8][9] designed a complete framework for print
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defect prediction based on defined intra-block and inter-block features for local and global
characteristics, respectively. For local defects, Wang et al. [10] developed an algorithm to
detect them and predict overall print quality with a trained support vector machine (SVM).
In previous papers, we have a limited understanding of the cause, type, and severity of local
defects. Different from streaks [11] or banding [12], we still lack a model describing common
local defects.

In this project, we develop a blockwise algorithm to detect and characterize local defects.
This method involves a coarse-to-fine strategy in defect areas detection: first select possible
regions by simple thresholding, and then apply a decision tree to exclude false alarms. In
addition, our algorithm can classify different local defects according to their perceptual

attributes, including size, brightness, and other aspects.

1.2 Methodology

The overall workflow of our method is shown in Figure 1.2. The detection of local defects
can be roughly divided into two stages: finding candidate areas, and verify the defect features
inside each candidate block to give the final results. The two-stage detection pipeline can

greatly reduce the runtime while ensuring the required miss rate.

Block-wise features

r MDE

Descreen, Divide into MDL Find Candidate

sRGB-L*a*b* [l grid blocks || Vo Blocks

Test page
DDE

Spotsize |
Maijor axis
Feature .
Vector for ——— RFlnalIt Decision Tree R length B
Test Page esults Minor axis
length

Figure 1.2. The pipeline of our method.
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1.2.1 Preprocessing Test Page

Masking

The test pages are letter-size pages with at least one constant-tint area that is printed
with one solid color (cyan, magenta, red, etc.). These test pages are scanned at 600 dpi and
stored in Portable Network Graphs (PNG format) that includes an alpha channel as a mask,
which is a binary channel where 0 (black) stands for the masked part while 1 (white) is for
the content. The mask channel is used to tell our algorithm which part of the test page
should be processed. Because besides those constant-tone areas that our defect detection
algorithm focuses on, each test page also has some other contents such as fiducial marks, and
a barcode that records metadata about the master file and the original printer. Also, the
unprinted areas, e.g., white edge, should also be excluded from our area of interest. Figure

1.3 shows an original image, and the masked image of one test page.

Mask

(LRI LT AT )

Figure 1.3. Test page sample (Original Page and masked page).

Descreening

Since all the pages are printed as halftones, high-resolution scanning would show the
halftone patterns in our test pages. This might cause abnormal false alarms for local defect
detection. In order to remove the halftone patterns without ruining the local defects, we

apply a 12 x 12 Gaussian filter with a standard deviation of 2. Figure 1.4 shows a test area
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before and after descreening. It is clear to see that the processed region is smoothed with

no visible halftone patterns while maintaining the gray spots in which we are interested.

Original Descreened

Figure 1.4. Comparison of the original page and descreened page.

Color Space Conversion

After descreening the halftoned pages, we need to transfer the pixels from the RGB color
space to the CIE L*a*b* color space, where Lx is the lightness, and a* and bx are the green-
red and blue-yellow color components, respectively. Compared with the RGB color space,
L*a*b* is designed to be perceptually uniform according to human color vision [13]. Thus,

the L*a*b* color space is widely used in color comparisons.

1.2.2 Blockwise Detection of Local Defects

Select Candidate Blocks

In order to detect local defects, we first divide the big region into relatively small blocks
and detect local defects in each block. The advantage of blockwise detection is to lower
memory consumption. We choose 75 x 75 as the block size according to the scale of common
local defects (see Figure 1.5), so that a block can be big enough to contain a complete local
defect, but not too big that it contains multiple defects that might interrupt the following

computations. The pages are scanned at 600 dpi.
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Figure 1.5. Choosing block size based on defect size.
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Since the local defects are randomly located on our test page, it is very likely that a local
defect falls on the boundary or even a vertex of the grid. If such a case happens, these local
defects might be hard to detect. So it is necessary to search a second time for the missing
defects. In the second detection, we move the grid by 35 pixels in both the z and y directions
from its initial location. Figure 1.6 shows the difference between the two grids. The local
defects that cannot be detected the first time would fall in the middle of a block. So we
need to combine the two detection results to get all the local defects. However, there can be
overlaps between the two detection results. The connected components algorithm is applied
to count the local defects accurately. The combined output is our initial estimation of areas
with local defects, or the Region of Interest (ROI).

For each block, we use the metrics of graininess on the local scale that were first defined
by Nguyen et al. [9]. These metrics have proved to be effective in the following works [7][10].
In general, Nguyen et al.quantized the intra-block fluctuation by computing the RMS (root
mean square) difference from the mean for each pixel in a block.

In the pre-processing step, the input page is converted to L*a*b* color space. So for each
block, we can compute the average L*, a*, and b* according to every pixel’s L*a*b* value.

Then we can compute the difference between the block average and a pixel i inside of block

J

AEij = \/(Llj - LZlockj)2 + (a;kj - aZlockj)Z + (b;kj - Zlockj)2 (11)

where Ljjoep, s Qhiock; s Dbiock; denote average values within the block j, and Lj, ajj, bjj stand
for the pixel values. After finishing the calculations for all the pixels, the mean AE (MDE)

for a block j can be computed:

752
i=1

The standard deviation of AE (DDE) is given by:

1 752

i=1
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> Local Defects

Defects on a vertex of the grid may not be detected

(a) Initial grid

35 pixels

35 pixe

/ Local Defects

(b) Move the grid by 35 pixels in both directions

Figure 1.6. Move the grid to detect defects in all possible positions. After
performing the detection twice, we combine the detected blocks as the Region
of Interest (ROI)
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In a similar manner, we can define Lx related metrics AL, M DL, and DDL:

ALj = |Lj = Lyjoer| (1.4)
752
i=1
1 752
i=1

We repeat the calculations above until we go over all blocks. Higher DDE is related to
a block with more fluctuations, and thus it is more likely to have local defects. We take the
DDE as the metric to get the candidate ROI. As shown in Figure 1.7, first, we remove the
baseline of DDE to make our algorithm less sensitive to local noise. Then we need to filter
out the blocks with less fluctuation by thresholding *. The peaks remaining in the last graph
identify the blocks that comprise the ROI.

Features of Local Defects

In this section, we will introduce how to find the visible defects in the candidate blocks.
Usually, local defects are small spots that are lighter or darker than the background. So
we adopted the valley-emphasis algorithm to mark the distinctive pixels in a candidate
block. Otsu’s algorithm [14] is a popular method, where the preferred threshold ¢ is chosen

automatically by maximizing the between-class variance:

= arg max Jor () (8)* + w? (#) 2 (2)?), (1.7)

where ¢ denotes the input (e.g.AF, L*) value, L is the number of distinct gray levels, wy,
wo are percentages of pixels that belong to the background and defects, respectively, and 1

and po are the average values of background and defect pixels.

11Generally, we set the lower threshold to be 0.3 and the upper threshold to be 2 to filter out the undesired
regions coarsely. These threshold values are chosen empirically. Here, the image DDE values are on a scale
from 0 to 5
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Figure 1.7. Select candidate blocks according to their DDE.
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Ng et al. [15] proposed a new form of valley-emphasis algorithm based on Otsu’s method
by adding a new term in the maximization to emphasize the “valley” in the histogram. It
is based on the assumption that the correct threshold should be located at the “valley”
of histogram; so the foreground and background can be separated properly. Ng et al.’s

modification can be expressed as:

t* = arg max [(1 — p(t)) (w1 (D ()° + & (O)ua(t)°) (1.8)

The additional term p(t) is the percentage of pixels at level t. It serves as a weighting
term, so that the lower the percentage is, the higher the weight is.

In Figure 1.8, we compare the results of applying the valley-emphasis algorithm followed
by thresholding, to the descreened image expressed in either AE or L* units. Figure 1.8
shows the results of different inputs after thresholding. The left-most image is the descreened
input block, which includes a gray spot on the upper-left corner and some dispersed dark
agglomerates. The result of L* seems to be more focused on the gray spot region, while the
AF result marks out both the gray spot and the dark agglomerates. For comparison, we also
show the result that is directly acquired from the FWHM (Full width at half maximum) of
AL, which is more close to the AFE results. The reason for this difference lies in operation to
get the “A values”, which is computing the absolute difference from average. In this manner,
both dark and light regions strongly deviate from average, so that they are both marked out
by the valley-emphasis algorithm. According to more comparisons on our test pages, the L*
inputs tend to give more gray spot results while fewer dark spots. Depending on our actual
needs, we can choose either input to maximize accuracy.

After we get the mask of defects within a block, we can conduct the analysis for its

attributes:

« Size (pixels): number of pixels in the defect area selected by valley-emphasis algorithm;

o Light / Dark: if the defect area is lighter or darker than the block average. This
attribute can help us identify the type of local defect;
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Input: AE Result of valley-emphasis thresholding

Result of FWHM

Original image thresholding of AL

Input: Lt Result of valley-emphasis thresholding

Figure 1.8. Results of Valley-emphasis Algorithm.
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e Major and minor axis lengths: major and minor axis lengths of the equivalent eclipse

of the defect area;
o Severity: the contrast of the defect area versus the background, defined by:

Zdefect AFE
Zbackground AE7

which can also be regarded as the ratio of “defect volume” to the “background volume”.

By inspecting each ROI according to the process shown in Figure 1.9, we can get the
attributes above. Along with DDE, M DL, DDL, these features will be used in the following
steps to exclude false positives (invisible defects). To better visualize the detected visible
defects, we draw a white bounding box around the block with gray spots, and a black box
around the block with dark spots. We use the Connected Components algorithm to combine

bounding boxes of adjacent blocks with the same type of defect into one bigger box.

(a) Candidate area (b) Valley-emphasis method (c) Defect mask (d) Bounding box

Figure 1.9. The processing of a candidate area in each step.

If we mark blocks with visible local defects as 1 and the rest as 0, we can plot their
distribution versus each feature as shown in Figure 1.10. According to these plots, we can
tell that M DL, DDL, and DDE are all good metrics for choosing candidate blocks in
the initial step. The severity can exclude abnormal cases (e.g.infinite values). With defect
size, we can exclude cases that are too small to see. Similarly, the major and minor axis
lengths can help us exclude thin lines that are imperceptible and non-local. Although all
these features obviously correlate with the existence of visible local defects, there is no single

threshold that separates blocks with /without defects.
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Blockwise Dataset

We create a blockwise dataset that includes several types of local defects, including gray
spots, pinholes, etc.. for further refinement models. This dataset is from 15 test pages with
66 uniform color regions including 12 colors. These test pages are in A4 size, scanned at 600
dpi. Taking out margins and barcode areas, 67,465 blocks are sampled from all test pages,
among which 1,502 blocks are marked as blocks with local defects. After initial computation,
5,043 blocks are selected as ROIs by our algorithm.

Each block sample contains the following three types of metadata: 1) global features,
including filename, block index, and color, which are related to the whole page; 2) blockwise
features, including the block’s # and y coordinate ranges, average L*, a*, b* values, DDF,
MDL, DDL, and the ground truth of local defects. These features can help us locate the
block among the raw pages and are only related to the block itself; 3) local defect features:
light /dark, defect size, equivalent eclipse’s major and minor axis length, and severity. Only
the 5,043 blocks that passed initial selection have the third type of feature.

Based on our blockwise dataset, we trained a decision tree model with 7 blockwise features
as decision nodes: M DL, DDL, DDFE, defect size, major axis length, minor axis length,
and severity. We calculate the information gain (/G) of these features a to decide which

feature to use and the its proper split:
IG(T,a) = H(T)— H(T|a), (1.9)
where T' denotes our training set. The entropy is:

H(T)= ) —plogpi (1.10)

i€labels

For a value v taken by feature a, let S,(v) = {z € T|z, = v} to be the set of training data

of T for which feature a is equal to v, the conditional entropy H(T|a) is:

H(Tla)= 3 P22 H(S,(0) (L11)

vEvals(a)
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Since in our training set, the number of blocks with defects is smaller compared to normal
blocks, we train the decision tree model with a 2 X 2 cost matrix, where element C'(i,j) of
this matrix is the cost of classifying an observation into class j if the true class is i. By
changing the miss-classification cost, we can get models with different miss rates and false

alarms that are calculated by:

FN
Mi = — 1.12
iss Rate TP FN (1.12)
FP
False Al == 1.1
alse Alarm = o (1.13)

where F'N denotes “False Negative”, TP is “True Positive”, F'P is “False Positive”, and
TN is “True Negative”. The performance of our model is shown in Figure 1.11. Considering
the balance of the false alarm and the miss rate, the best result of our model is obtained

when cost = 2, the False Alarm rate is 0.088, while the Miss rate is 0.266.

1.3 Results

Taking the final output blocks of the decision tree, we can get the final detection output
as shown in Figure 1.12. By aggregating their information, we can generate a feature vector
for the whole test page. There are several features that we care about: number of all types
of defects on the test page, number of each type of defect, local defects’ average size, and
maximal and minimal size, and standard deviation of the size, average severity, maximal and
minimal severity. In addition, we also want to know the average location of all local defects
to determine whether or not their distribution is random. The output feature vector for a
test page is listed in Table 1.1.

Our algorithm can not only be applied on print quality assessment, but also on detecting
the scratches and contamination in the manufacturing of glass touchpads. Figure 1.13 shows
that our method is robust to background noise that is generated from the matte surface and

uneven lighting.
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Figure 1.11. ROC (Receiver operating characteristic) plot. The best operat-
ing point is circled.

Table 1.1. Table 1: The feature vector for a test page

Number of defects on this page 19
Number of Gray Spots 15
Number of Solid Spots 4
Average size (mm?) 0.53
Max size (mm?) 1.24
Min size (mm?) 0.08
The standard deviation of size (mm?) 0.30
Average severity 0.16
Max severity 0.16
Min severity 0.16
Average y coordinate from the center of the page (mm) -5.95
Average x coordinate from the center of the page (mm) 24.27

43




Humidity=16.0
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Figure 1.12. Detection output of a test page. The boxes indicate the de-
fects that have been identified (White boxes stand for gray spots, black boxes
represent solid spots).

Figure 1.13. The detection output of touchpad products. The boxes indicate
the defects that have been identified.
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1.4 Conclusion

In this project, we develop a coarse-to-fine method to automatically detect local defects,
including the initial detection by thresholding, and the secondary refinement by a trained
model. Different from previous works, we propose blockwise features to describe attributes
of visible defects in the candidate area, which can help us determine the exact defect type.
With these proposed features, we build a blockwise dataset of local defects for future training.
A decision tree model is applied to produce more accurate results for visible local defects.
Finally, we agglomerate blockwise results to generate a feature vector for each test page,

which can be used for further assignment of page rank.

45



2. FACE SET RECOGNITION WITH MULTI-COLUMN
NETWORK

2.1 Introduction

Face recognition is widely applied in areas including video surveillance, mobile payment,
etc.. In practical applications, we are often faced with the problem of comparing two sets of
face images. Face set recognition is designed to deal with such cases. Different from single
face identification and verification, a face set may include images with various quality, head
angle, illumination conditions, and an unknown number of images. Besides face feature
extraction and similarity comparison, the key issue in face set recognition is to find an
appropriate representation for the target set to increase the accuracy.

Due to the great success of deep neural networks on image classification [16][17][18], the
approach to face set recognition follows the similar manner: first train a deep convolutional
neural network on face image classification [19][20][21][22][23], and then acquire a set-wise
descriptor by aggregating the features of single images [24][25][26][27][28][29]. The identifi-
cation and verification process is conducted on the set descriptor domain via cosine distance.
With the help of large-scale datasets [30][31][32][33][34], methods following the procedures
above have achieved impressive results on challenging benchmarks including I1JB-A [35],
[JB-B [36], IJB-C [37], etc.

In this project, we apply a multi-column network to aggregate the face features into a
unified fixed-length feature vector to efficiently conduct the set-wise comparison. We apply
SphereFace [38] as the backbone network in face feature extraction, and use a multi-column

network for face feature aggregation.

2.2 Experimental Setup

The workflow consists of the following steps: face alignment, face feature extraction, and
set feature aggregation as plotted in Figure 2.1. This process will be introduced in detail in

the following sections.
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2.2.1 Face Alignment

Since the input images are of different sizes and face regions, directly sending the whole
image into the face feature extractor would also include a lot of unwanted information from
the background. In order to improve the accuracy of the face feature extractor, face alignment
is needed as a pre-processing step: locating and cropping the face region, and aligning the
face to a normalized location.

We apply MTCNN [39] to detect the 5-point facial landmarks of the face. Then the
face images are cropped using a similarity transformation. Each pixel in the original RGB
images(in the range [0, 255]) is normalized to [0, 1] for the following steps.

However, since there are many images with occlusion, blurring, rare-angle, and bad illu-
mination issues, MTCNN cannot detect the face or facial landmarks in every image set. On
the complete IJB-C dataset, MTCNN can only successfully find 15,928/22,257 still images
(missing rate: 28.4%), and 80,510/118,484 for video frames (missing rate: 32.0%). Taking
Set 4 as an example, MTCNN failed on 7 images out of 145 inputs as shown in Figure 2.2.

Figure 2.2. Images that are failed to be detected by MTCNN.

So here comes the question: what should we do with the images without landmarks?
In order to address the problem, we build a small subset out of IJB-C with 15,000 pairs of
faces and conduct the 1:1 verification experiment on them. Note that the 15,000 matching
pairs could include a face image with landmarks, and a face image without landmarks. We
can conduct a similarity transformation to align the images with landmarks, and for the
remaining images, we have no way to align them.

Here, I conduct the following four experiments:
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1. Only make the comparison between aligned faces and ignore the remaining pairs (ideal

case: only aligned-aligned pairs);

2. Compare all pairs of aligned faces and un-aligned faces (possible cases: aligned-aligned,

aligned-unaligned, and unaligned-unaligned pairs);

3. Compare all pairs, but when one of the faces fails to be detected, treat both of the

images as unaligned (possible cases: aligned-aligned, unaligned-unaligned);

4. Don’t align any images and conduct comparisons on them (base case: unaligned -

unaligned).

Table 2.1 shows the results of all four experiments in TAR (True Acceptance Rate) under
different FARs (False Acceptance Rates) using the workflow shown in Fig. 2.1. According
to these results, we can conclude that the alignment of faces can greatly improve the perfor-
mance of face feature extractors. Hence we can acquire high accuracy on face identification.
On the other hand, the existence of unaligned images will decrease the matching accuracy. A
very interesting fact is that comparing the aligned face and unaligned face in the same pair
will actually decrease the matching accuracy, which could be because the extracted features
are not from the same domain. As a result, our following experiments apply the settings

from Experiment 3.

Table 2.1. Influence of Face Alignment on Face Pair Identification
Setting Type TARQFAR 0.001 TARQ@FAR 0.01 TARQFAR 0.1

1 0.7154 0.8495 0.9430
2 0.4457 0.5651 0.7309
3 0.4589 0.5939 0.7489
4 0.2055 0.3473 0.5766

2.2.2 Single Face Feature Embedding

To extract the feature vector of each input image, we apply SphereFace [38] trained on

the CASIA-WebFace [31] as the extractor.
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We fine-tune the feature extractor on the CASIA-WebFace dataset [31]. We test the final
model on LFW [40][41] and our subset of IJB-C [37] to measure and compare the performance
of the face extractor. The TARQFAR curves are shown separately in Figures 2.3 and 2.4.

1.0 P 0.9907 0.9963

0.8

0.6

0.4

True Accept Rate

0.2

0.0009

1073 1072 1071 109
False Accept Rate

Figure 2.3. TARQFAR curve of the SphereFace model on the LFW dataset.

Compared with the public released SphereFace model’s performance (shown in Table

2.2), our fine-tuned model shows even higher accuracy on the LFW dataset.

2.2.3 Feature Aggregation

We consider the following two factors for face feature vector aggregation: the quality

and the content of the input images. The multi-column network is attached at the end of
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Figure 2.4. TARQFAR curve of the SphereFace model on the IJB-C subset.
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Table 2.2.

Influence of Face Alignment on Face Pair Identification.

We

compare the accurary of different methods on the LFW [40] and YTF [30]
datasets. For a fair comparison, we also denote the number of models used
in each method and the source of their training data. For the methods using
private datasets, we include the number of training images instead.

Method Model number Data LFW YTF
DeepFace [42] 3 4M 97.35 914
FaceNet [43] 1 200M 99.65 95.1
Deep FR [44] 1 2.6M 08.95 97.3
DeepID2+ [45] 1 300K 08.70 N/A
DeeplD2+ [45] 25 300K 99.47 93.2
Baidu [46] 1 1.3M 09.13 N/A
Center Face [47] 1 0.7M 99.28 94.9
Yi et al. [31] 1 WebFace [31] 97.73  92.2
Ding et al. [48] 1 WebFace [31] 98.43 N/A
Liu et al. [49] 1 WebFace [31] 98.71 N/A
Softmax Loss 1 WebFace [31] 97.88 93.1
Softmax+Contrastive [50] 1 WebFace [31] 98.78 93.5
Tripet Loss [43] 1 WebFace [31] 98.70 934
L-Softmax Loss [49] 1 WebFace [31] 99.10 94.0
Softmax+Center Loss [47] 1 WebFace [31] 99.05 944
SphereFace [38] (Adopted by us) 1 WebFace [31] 99.42 95.0
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the SphereFace and generates the quality factor and content factor with two fully connected

layers. The structure of the multi-column network is shown in Figure 2.5.

feature (V)

Image 1 Image n
SphereFace
| 1 x 512 feature | 1 x 512 feature
V1) (V)
fcl
Alpha factor (aq) Alpha factor (a;,) —
! fc2
Beta factor () [+ Beta factor (f3,,)
Weighted sum

-

fc3: classifier

[ Predicted label )

(who)

Figure 2.5. multi-column network structure.

End-to-End
Set Aggregation

The o and S factors generated by the two columns serve as the weighting factor for each

face. The final set descriptor can be expressed by

V=

Y if}iVi
>iaif

(2.1)

where ¢ refers to the ¢-th input image, and V refers to the feature vector with 1 x 512

dimensions.
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2.3 Experiment Results

2.3.1

Training Details

The multi-column network is trained on MsCeleb-20K [32]. In order to make the network

implicitly learn the weight factors, we train the network with three images in a group and

use the angular softmax loss as the supervision to maximize the difference between different

faces while minimizing the distance of the faces from the same identity. Since the first face

feature extractor network SphereFace is already fully trained, we freeze the weights and only

train the multi-column layers with the SGD [51] optimizer. The training loss and verification

accuracy over the epochs are shown in Figure 2.6.
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Figure 2.6. Plot of the loss and accuracy in the training process of the multi-

column network shown in Fig. 2.5.
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2.3.2 Results on the I1JB-C Benchmark

The TARPA Janus Benchmark-C face challenge (IJB-C) [37] is related to unconstrained
in-the-wild face images. It defines eight challenges addressing verification, identification,
etc. of full-motion videos. This challenge is supported by the IJB-C set of 138000 face

images, 11000 face videos, and 10000 non-face images. It includes three different tasks:

1. 1:1 verification: the goal is to compare the probe templates with gallery templates
(G1/G2). The verification list includes around 16 million matching pairs, with 10°

10! faces in each template;

2. 1:N close-set identification: given the probe templates, the goal is to find the closest
identities in G1/G2;

3. 1:N open set identification: it is similar to 1:N close-set identification, but the goal is
more than finding the correct identities in G1/G2. It also includes rejecting the ones

that are not in G1/G2.

The 1:1 verification results for the NIST benchmark and our model are plotted in Figure
2.7. Our results for the 1:N identification (Task 3 above) is plotted in two graphs: the ROC
graph in Figure 2.8, and the CMC graph in Figure 2.9. The quantitative comparison between
our results and the NIST benchmarks is shown in Table 2.3, where we show the FPIR (False
Positive Identification Rate) and the accuracy of the 1, 5, and 10 top-ranked predictions.
Our result outperforms the NIST benchmarks when the FPIR is low.

Table 2.3. Comparison of our result with NIST benchmark on IJB-C :N identification

Name FPIR0.001 FPIRO0.01 FPIR0O.1 Rankl Rankb Rankl0
GOTS 0.0266 0.0578 0.156 0.3785 N/A 0.6024
FaceNet [43] 0.2058 0.3240 0.5098 0.6922 N/A 0.8136
VGGFace [44] 0.2618 0.4506 0.6275 0.786 N/A 0.892

Ours 0.3253 0.4728 0.6197 0.712 0.7805 0.8065
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Figure 2.7. Results of the [JB-C 1:1 verification task.

ROC

0.8000
0.6000
x
T 0.4000
|—
0.2000

0.0000
0.0000 0.0001 0.0010 0.0100 0.1000 1.0000

FPIR

Figure 2.8. ROC of IJB-C 1:N identification task for our method.
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Figure 2.9. CMC of IJB-C 1:1 verification task for our method.
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2.4 Conclusion

In this project, we have presented a multi-column network for face set representation and
recognition. It takes all the images in the set as input and extracts their features and weights
based on the quality and content factors, and aggregates them to a compact representation of
the face set. This method only adds an extra ~ 6k parameters to the face feature extraction
models, and can be widely used in scenarios including video surveillance, mobile payment,

and other tasks.
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3. FACE ALIGNMENT

3.1 Introduction

The evolving algorithms for 2D facial landmark detection empower people to recognize
faces, analyze facial expressions, etc.. However, existing methods still encounter problems of
unstable facial landmarks when applied to videos. Because previous research shows that the
instability of facial landmarks is caused by the inconsistency of labeling quality among the
public datasets, we want to have a better understanding of the influence of annotation noise
in them. In this project, we make the following contributions: 1) we propose two metrics that
quantitatively measure the stability of detected facial landmarks, 2) we model the annotation
noise in an existing public dataset, 3) we investigate the influence of different types of
noise in training face alignment neural networks, and propose corresponding solutions. Our
results demonstrate improvements in both the accuracy and the stability of detected facial

landmarks.

Figure 3.1. Video frames from the 300-VW dataset with the detected 3D
bounding box and 68 landmark points.

2D facial landmark detection, as shown in Figure 3.1, is a fundamental technology be-
hind face recognition [52], expression recognition [53], augmented reality 3D mask rendering,
etc.. Besides precise and accurate localization, several problems have attracted more and
more attention in recent years: landmark stability, facial landmark detection under ex-
treme conditions such as occlusion, rare angle faces, low luminance, large movement, etc..
Datasets play a pivotal role in addressing these problems in landmarks localization, includ-
ing the early AFLW dataset [54] with 21 point markup and the more recent 300-W [55],
300-VW [56][57][58] with 68 point annotations, and WELW [59] with 98 manually annotated
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landmarks. These datasets have not only grown larger in scale, but also have become more
diverse in attributes, including occlusion, pose, make-up, illumination, motion, and facial
expressions.

Although the scale of facial landmark datasets is growing, it is still far from being compa-
rable with the tremendous size of face recognition datasets such as Ms-Celeb-1M [32], which
consists of 10M images of 100K celebrities. These large-scale datasets, along with research
on data cleaning [60], drive the development of new methods to achieve better results in
face recognition. The main factor that constrains the scale of facial landmark datasets is
that, in the current stage, the labeling of landmarks heavily relies on manual annotation
and verification. Different from establishing face recognition datasets whose labels can be
cleaned automatically, building a facial landmark dataset is tedious and time-consuming.
Besides, [61] noticed that human annotations inherently have flaws in precision and consis-
tency: the positions of the same landmark point annotated by different people vary a lot,
even those of the points with clear features (e.g., corner of the mouth). The variance in the
training data would degrade the stability of landmark detectors, thus leading to perceptually
unpleasant jitters when the detector is applied to videos. Traditional landmark detection
frameworks treat each frame of a video as an individual input and pay little attention to
temporal consistency; as a result, it is hard for the output points to maintain a consistent
visual presence in consecutive frames.

Considering the fact that the inconsistency of landmark annotations widely exists in
popular facial landmarks datasets, such as 300-W and 300-VW, we regard the unwanted
jitters as a type of noise and design relevant experiments around this concept.

The first goal of our work is to understand the noise in facial landmarks and how it
will influence the training of deep convolutional neural networks (CNN). In other words,
we concern ourselves with the relationship between the training set’s noise and the model’s
performance, the extent that the noise can be reduced, and the best method to get a clean
output. To achieve this goal, we propose two plausible metrics that measure landmarks’
stability. Although we have to admit that currently it is almost impossible to get noise-free

landmark points in either the training or the detection stage, a better understanding of the
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concerns expressed above would be beneficial for the design of more robust algorithms for
real-world applications.

The second goal of this project is to propose a complete workflow to help decrease the
inconsistency of facial landmark annotations that exists in a wide range of popular public
datasets. In this project, we show that training on a corrected dataset can actually improve
the detector’s performance. Our proposed workflow can also boost the performance of exist-
ing methods. The corrected dataset used in training our facial landmark detector consists of
approximately 4,000 still images and 300 videos of 200 identities. Due to the nature of the
dataset source, these images exhibit great variations in scale, pose, lighting, and occlusion.
For a better comparison, we also carried out experiments on corrupted datasets by injecting
noise on landmark annotations following previous research [61]. By controlling the amount
of additive noise, this study helps us understand the noise’s influence on detection accuracy
quantitatively.

The third goal of this project is to explore practical solutions for real-world applica-
tions, including dense facial landmarks, augmented reality (AR) mask rendering, etc.. Such
application environments usually require real-time and temporally consistent landmark de-
tection on mobile devices. Based on the understanding of noise, post-processing methods are
introduced to generate the required results with small additional computation costs. Our
experimental results show that these methods can significantly reduce perceptually annoying

jitters as a complement to deep CNN.

3.2 Related Work

Semi-automatic Facial Landmarks Annotation: To aid the manual annotation
work, Christos et al. [62] proposed a semi-automatic methodology for facial landmark an-
notation in creating massive datasets. They used the annotated subset to train an Active
Orientation Model (AOM) that provides an initialization to non-annotated subsets, and then
classifies the results to “good” and “bad” manually. However, this kind of method can only
reach a relatively accurate annotation by cleaning out the obviously “bad” examples, but

cannot avoid the jitters among different annotations.
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Face Alignment and Tracking: To improve face alignment in the video, Peng et
al.. [63] proposed an incremental learning method for sequential face alignment. To better
make use of the temporal coherency in image sequences, Peng et al. [64] designed a recurrent
encoder-decoder network model for video-based face alignment, where the encoding mod-
ule projects the input image into a low-dimensional feature space, whereas the decoding
module maps the features to 2D facial point maps. The recurrent module demonstrates
improvements to the mean and standard deviation of errors by taking previous observations
into consideration. However, this module unavoidably increases the network complexity
and training difficulty. Besides, many researchers applied tracking as an extension of face
alignment, though it always results in drifting and loss of accuracy of facial landmarks.
Conducting face tracking usually involves generic facial landmark detection, the combina-
tion of model-free tracking and re-initialization [65]. Khan et al. [66] proposed a synergistic
approach to eliminate tracking drifts, in other words, to apply face alignment when drift-
ing happens. Still, stepping happens when shifting between tracking and detection results.
Barros et al. [67] applied a Kalman filter to fuse the tracking and detection.

3.3 Methodology
3.3.1 Noise Modelling

Noise in Public Datasets

Naturally, people assume that the ground truth in popular public datasets is accurate and
precise. However, Dong et al. [61] has noticed the existence of hand annotation noise. Here,
we will look into two most commonly used datasets, 300-W [55] and 300-VW [56][57][58]:

300-W provides 68 2D landmark annotations for 3,837 face images. These images were
split into four sets: training, common testing, challenging testing, and full testing. In this
project, our base detector is trained on the 300-W training set. In addition, we evaluated
the detector’s performance and modeled the output noise on all three 300-W test sets.

300-VW [56] is a video dataset consisting of 50 training videos with 95,192 frames.
Its test set contains three subsets (1, 2, and 3) with 62,135, 32,805, and 26,338 frames,

respectively. Among the three categories, Subset-3 is the most challenging. We apply the
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proposed method to correct landmarks of the 300-VW full set and report results on all three
subsets.

Figure 3.2 shows some examples of inaccurate annotations in the 300-W and 300-VW
datasets. Images in the dataset can be categorized into four categories: accurate subset:
data samples with acceptable ground truth; inaccurate eyes, inaccurate mouth, and
inaccurate contour. Besides, there are also images with more than one inaccurate facial

component.

Accurate

Inaccurate
contour

Inaccurate
eyes

Inaccurate
mouth

Figure 3.2. Noisy annotations in public datasets. The images in the left
3 columns are from 300-W, and the images in the right 3 columns are from
300-VW. The quality of the annotations is not consistent among these two
well-known datasets. The reader is advised to zoom in to see the annotations.

Metrics

In this section, we will introduce the widely used metrics for facial landmark accuracy, and

our proposed methods to measure the stability of detected facial landmarks quantitatively.
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Accuracy reflects the difference between the predicted result and the ground truth. A
good facial landmark detector should produce results of low prediction error for any given
inputs, including still images and video frames, which corresponds to a small prediction
error.

The normalized mean error (NME) is widely used as the evaluation metric for accuracy.

It is defined as follows:
% Zi]il L2(f0(551), yi)

NME =
d ?

(3.1)

where y and fy(%) denote the ground truth and predicted points, respectively. N is the
number of landmarks on a face (in this project, N = 68), and d represents the outer ocular
distance (the distance between outer corners of eyes) for normalization. It is worth noting
that in some previous papers, the distance between centers of eyes (inter pupil distance) was
also used for normalization.

Precision reflects the robustness of a model when given inputs with different kinds of
noise, e.g.pixel-wise noise including camera shot noise, Gaussian blur, or re-centering, etc.,
which can exist in video frames. These kinds of noise will not change the spatial distance
among different facial components of the ground truth, but may cause jitters in detection
outputs. Since the absolute locations of facial landmarks should be unchanged, we can define

the variance of the detected points for precision as follows:

« Standard Deviation (STD). This metric does not require annotated ground truth but
a test set of still images, e.g. video frames of an unmoved face from a fixed camera.
In this case, each frame is naturally injected with different camera shot noise. The
normalized standard deviation of the landmark locations in the same video can be

used as a metric for stability:

L | S (fo(d:) — fol))?
STD:d\l e R (32)

where i refers the index of frames: 1,...,1,...n. This output of this equation is an array
composed of the standard deviation of each landmark coordinate. Larger standard

deviation indicates more jitters.
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 Standard Deviation of Difference (SDD). This metric requires annotated ground truth
as a reference: Firstly, the difference between the ground truth and detection results
for each frame is calculated as Ay; = fo(Z;) — v;. In the ideal case where the detection
results exactly follow the ground truth, the variance of the difference should be low no

matter how big the difference is. Larger SDD values indicate more jitters. For a given

video of frames 7 € {1,...,n}, the formula for this metric is given by:
(Ay; 2
SDD = STD(A \/ izt (A — : Ay) (3.3)
n —_

We borrow the idea from similar definitions of noise made in other fields that require
assessment over variant application backgrounds [12][68]. In a similar manner, we can then
define the detection noise as the deviation between the detection results and the target
values, as mentioned in Section 3.3.1. We can use the distribution of the detection noise as
a tool to visualize the detector’s robustness and stability. Figure 3.3 shows an example of
the noise of each landmark point in both the X and Y coordinates that is calculated from
a “pseudo” video generated by the augmentation method mentioned later in Section 3.4.1.
In this figure, the detection noise is plotted in bar graphs with error bars, where blue and
red bars correspond to the mean value of the detection results’ difference from ground truth
in the X and Y directions, respectively. The error bars are calculated from the standard
deviation of these differences among a group of test images, as defined previously in this
project. We can get some interesting information from this plot: the most unstable points
are the eyebrows’ ends and then the lowest point of the lips, which are actually the most
deformable points on our face. Besides, the color fading of the eyebrows’ ends also throws
challenges to the landmark detector.

Figure 3.4 shows the detection noise plotted as a 2d histogram with both X and Y di-
rections, which serves as another way to visualize the spatial distribution of the noise. In
previous research papers, for simplicity, all noises are assumed to be of a Gaussian distribu-
tion. In this graph, the scattered map of points without clear peaks usually indicates that

the noise severely deviates from a Gaussian distribution. This graph can be used to select
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stable landmarks as reference points for further face alignment in Augmented Reality (AR)
applications.

The noise in the detection result is connected with inaccurate locations and jarring vi-
sual effects. Thus, methods including tracking and temporal filtering are applied in post-
processing to reduce the noise as discussed in Section 3.3.2. Although the physical noise
cannot be eliminated due to the limitation of the input data, it is possible to attain better

results using prior knowledge about the noise distribution.

Theoretical Assumptions

Assume we have a set of unreliable annotations (4, 9z, ...) of facial landmarks. Denoting
the “true and only” landmark coordinate as y, we describe their relationship by the following

equation:

g=y+ 5(:’4)7 (34)

where §(z) is the difference between the annotated data and the true value, or to say, the
human annotation noise. Usually, the noise distribution is assumed to have zero mean and

finite variance [69]:

Eld(y)] =3 d(y)ps = 0,n — o0 (3.5)

Based on this assumption, we can get

Elgl = Ely+0(y)] =y + El6(y)] = v, (3.6)

indicating that the expected value of the human-annotated value is the true unknown y. In
practice, it is possible to approach y through a learned mapping function with a sufficient
number of randomly distributed training samples. Most facial landmark models are trained

with L2 loss (MSE Loss): The influence of noise in the target data is further discussed below.

1Y .
L2Loss = — > M folxs) — ill3, (3.7)
i=1
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where z; denotes the input data, and fy is the mapping function. Thus, fy(z;) is the network’s
output array, ¢; is the value of the ground truth, and NN refers to the number of elements in
the network’s output array. For the common case of 68-point facial landmarks, N = 136.

The optimization goal of L.2 Loss is given by:

argming By [(fo(x:) — §:)°] = (3.8)
argming Eg, e |[Egi oo [(Folr) — 9)°]]

As mentioned before, the noise in landmark positions is assumed to be zero-mean with
finite variance for all images in our dataset. A network trained with L2 loss, from a statistical

point of view, will produce outputs that approximate the conditional mean of the target

values in the training set:

E[Gi| fo(x1)] = E[gi] (3.9)

As defined in Equation 3.6, the expectation of ¢; can approach the unobserved true value
y; if there are enough random inputs.

However, if d(y) belongs to other types of noise, L2 loss may not guarantee that the
destination of optimization is E[§;] = y;. For example, if injected with salt-and-pepper noise
(impulse noise), the conditional median would be better at approaching the true value, which
can be learned by least-absolute-value training with L1 loss. Following a derivation similar

to that above, we can get the correspondence between loss function and noise type shown in

Table 3.1.

Table 3.1. Loss function for each type of noise.
Noise Type Loss Function
Additive Gaussian noise

) . L2 loss
Poisson noise
Bernoulli noise (binominal noise) Modified L2 loss [70]
Salt-and-pepper noise L1 loss
Random-valued impulse noise LO loss
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Researchers from the image denoising area have already noticed the connection between
noise type and training loss type [70]. In [71], the model learns to restore images by only
looking at corrupted data with synthetic noise. Previous research [72] also compared training
facial landmark detectors using L1 and L2 loss, and a custom loss function. The different per-
formances of acquired models, along with our noise modeling results, indicate that the actual

noise in public training data is more complex than that based on theoretical assumptions.

3.3.2 Methods to Reduce Noise

Based on previous assumptions about noise, we propose a method to reduce the spatial
noise with the temporal information from adjacent frames. For each image, we assume the

relationship between the ground truth and the prediction is:

P = gti + ern, (3.10)

where gt denotes the ground truth, p stands for the prediction(or annotation), and err is
the error for view i. The landmark points of different frames can be regarded as individual
samples around the ground truth. The difficulty lies in calculating the errors from different
frames under the same view. We choose optical flow to find the corresponding points between

two images; this process can be expressed as follows:

Ff(ps) = FF(gti + erri) = pir. (3.11)

where F; represents the point registration process, and p;j stands for the information in
sample p; under view k. Note that the acquired p;; includes err;j that is cast to the new
view. In this way, we can apply the previous equation in Section 3.3.1 to reduce noise.
Until now, optical flow has been successfully used as a tracking method in many applica-
tions. Optical flow assumes that the brightness of a point that moves slightly from frame to
frame does not vary as the time varies; the movement of the neighbors follows in the same
way. In our method (Figure 3.5), the 68 facial landmarks detected from the first frame are

considered the initial points of interest to be tracked by the optical flow, which gives the
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Figure 3.5. Overview of our framework. Each frame of the video sequence
is fed into the cascaded detection network to obtain the facial landmarks pre-
diction. Then the optical flow algorithm is applied to the facial landmarks of
each frame to predict the landmarks of neighboring frames. Each frame now
has two sets of facial landmarks, which are then fused together by assigning
different weights to the landmarks of these two sets. For each landmark, if the
prediction from the optical flow is close to that from the detection network, a
higher weight is assigned to the prediction from optical flow, and vice versa.

predicted positions of these points in the second frame. Then, the optical flow is used again
on these predicted points but in a reverse way to predict their positions in the first frame.
Finally, the detection model gives another set of 68 facial landmarks in the second frame.
Therefore, in both frames, there exist two sets of 68 points, predicted by the detection model
and the optical flow. To supervise the correctness of optical flow, the tracking result is chosen
over the detection result in the second frame if the tracking result is close to the detection
result, and vice versa.

Usually, the optical flow performs well in tracking, but there exist some cases that easily
cause the failure of optical flow. For example, the point on the upper eyelid has been tracked

stably by optical flow, but when the person blinks their eyes, the point may stick to the lower
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eyelid instead of going up with the upper eyelid. Therefore, we assume that the tracking
result from optical flow should be close to the detection result. Also, the reason for applying
optical flow again to the tracking points in the second frame is to give their positions in the
first frame is to check the trustworthiness of the optical flow. This is based on the assumption
we made on the optical flow algorithm that the results of a two-frame scenario should be
consistent, regardless of the sequence of two frames.

Although applying optical flow to the detection results improves the stability of the facial
landmarks, it suffers from the failure case in which the detection result is not close to the
tracking result, so it is hard to decide which result should be chosen as the final landmark
of the frame. To resolve this issue, we developed a simple but efficient way to smartly
leverage the detection result and the tracking result. From a high-level view, the final facial

landmarks are given by

Pfinal = O-/Pdetection + ﬁPtrackinga (312)

where o and 5 = 1—« denote the weights assigned to the detection result and tracking result,
respectively. To determine the value of «, we made two assumptions: 1) forward projection
similarity: if we use optical flow to track the landmarks detected in the first frame to the
second frame, the acquired landmarks F?(p;) should be close to the detected landmarks ps in
the second frame, and 2) forward-backward projection consistency: if we project F?(p;) back
to the first frame, the obtained F}'(F?(p;)) should be close to the original detection results
pp in the first frame. By measuring these two distances, the value of « can be calculated
since the larger the distances, the smaller the value of a. In other words, the less trustworthy

the tracking result is.

3.4 Experiment and Analysis

3.4.1 Experimental Setup

Baseline. In [73], Mao et al. proposed a cascaded VGG-style network, which demon-
strated a strong ability to detect facial landmarks accurately and performed extremely well
on the 300-W test dataset [55]. This cascaded network is designed as a two-level network,

where the first level outputs initial 68 facial landmarks, and the second level further refines

72



the prediction results for each component, e.g., eyes, by fusing the global information ob-
tained by the first level network and the features extracted by the second-level network.
Compared to the conventional single-level network, this cascaded network outputs facial
landmarks of higher accuracy. Figure 3.6 shows an example comparing the results obtained
from the first-level network and the cascaded network. In this project, we adopt the first

level of Mao’s cascaded network as the basic facial landmark detector.

Figure 3.6. Comparison between the results obtained from the single-level
network and the cascaded network. The landmarks on the left-side eye are
predicted by the cascaded network, while the landmarks on the right-side eye
are predicted by the single-level network. This indicates that the cascaded
network performs better on the components since it only focuses on them.

Fusion By jointly detecting and tracking the landmarks using optical flow, we are able to
reduce the instability of the landmarks that appeared in 300-VW. In each video, the ground
truth landmarks can be treated as the detection result. Starting from the second frame,
the tracking result is obtained by applying optical flow on the detected landmarks in the
previous frame. Then these tracked landmarks in the second frame are used by the optical
flow to predict the landmarks back to the first frame. As previously mentioned in Section
3.3.2, the value of a and the weight assigned to each detected landmark can be calculated
to obtain the final facial landmarks in the current frame.

Data Augmentation. We design a data augmentation method especially for the video
task. The goal of our augmentation is to turn a still image into a “pseudo” video, with
continuous changes in the pixel-wise noise, motion blur, brightness, scale, projective distor-
tions, etc.. The key point of doing this data augmentation is to acquire a training video
without intra-frame noise in landmark locations. To generate diversified videos with these

augmentation methods, we borrow the idea of a “storyboard” from designers to assign the
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Figure 3.7. Comparison between the image from the original 300-VW dataset
and our corrected 300-VW dataset. The annotations of the original 300-VW
dataset are not temporally consistent, causing the original dataset to be too
noisy to be used. The image on the left side shows one of the examples:
the landmarks on the contour are not closely attached to the face contour.
However, this is not the case in the image on the right side, which is obtained
from our corrected 300-VW dataset.
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start status and the end status of the generated video, where the intermediate steps are set

to adapt to the fps (frame-per-second) in order to simulate real-world changes.

Figure 3.8. Data augmentation. This sequence of images continuously
changes in brightness, Gaussian noise, scale, and projective distortion. In this
way we can augment a single image into a “pseudo” video.

3.4.2 Results on Public Datasets

The comparison of our result with previous methods on the three test sets of 300-VW
dataset is shown in Table 3.2. Both the base model [73] (as described in Section 3.4.1) and
the new model, which is retrained using L2 loss with our proposed method, are compared
in this table. The better performance of the new model shows that noise reduction can
improve the performance on all three subsets. Compared with the baseline model [73],
the noise reduction training provides our network with a better comprehension of the data
distribution in hyperspace.

We also report the NME on the three test sets of 300-W for several different methods
in Table 3.3. Table 3.3 shows that the best result on 300-W so far is reported by LAB [59]
along with a new dataset WFLW [59] including 10,000 images with different environments,
poses, occlusions, etc.. In addition, SBR [61] and SAN [78] also include private training sets.

Our model is able to reach comparable results with only 300-W’s training set.
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Table 3.2. Comparison of NME on the 300-VW test set. The results of the
three subsets are showed in different columns, respectively.

Method Training Set Subset-1 Subset-2 Subset-3
Inter-pupil distance

SDM [74] / 7.41 6.18 13.04

TCDCN [75] 300-W 7.66 6.77 14.98

CFSS [76] 300-W 7.68 6.42 13.67

DRSN [77] AFLW, 300-W, CelebA, MAFL, 300-VW 5.33 4.92 8.85
Inter-ocular distance

Ours-base 300-W 5.13 5.94 8.81

Ours-new 300-W 4.60 4.04 8.49
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3.4.3 Effect of Noise on the Accuracy and the Precision

As discussed in Section 3.3.1, we can estimate the mean of target landmark values to any
desired degree of accuracy if given a sufficiently large and representative training set [82]. L2
loss can guarantee a high accuracy towards the “true and only” target as long as the noise
is zero-mean. In order to verify this, we add different amounts of Gaussian noise (from 0%
to 3%) following the settings in [61] to the training set and train another three models using
the same approach as the base model. The results in Figure 3.9 show that even if these
models have never seen clean data, they are able to reach the same level of accuracy as the

base model. Similar results are also discussed in previous papers [61][71].

= Npise-3
B Moise-2
= Moise-1
2 35 —— Moise-0
g
s s
4.5 ——
0 5 10 15

Epoch

Figure 3.9. NME of models trained with different amounts of injected noise.
The X-axis is the epoch of training. Each line represents a series of models
acquired by injecting a fixed amount of Gaussian noise to facial landmark
locations in the training set. All models are tested on the same 300-W test
set. As the epoch increases, all models would converge to a similar level of
accuracy regardless of how much injected noise in training data.

When we tried to fine-tune our base model on a small subset of challenging images, we
also discovered a possible “blessing” of the noise. Since the challenging images are of a small
number and severely deviate from the main set, the fine-tuning can lead to a generally worse
result on the 300-VW test set because of over-fitting on the challenging set. We compare the

fine-tuning results from original data, augmented data (higher probability of over-fitting),
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and data with 3% additive Gaussian noise in Table 3.4. Surprisingly, the model trained with
additive noise performs better than the other two. This result may imply the positive effects
of known noise in overcoming the trend of over-fitting, which could be the blessing of noise

in the facial landmark problem.

Table 3.4. Comparison of NME acquired by fine-tuned models on 300-VW test set.
Model Subset-1 Subset-2 Subset-3

Original 5.62 4.63 9.97
Aug 5.88 4.76 9.98
Noise 5.55 4.54 9.87

The annotation noise’s curse to the detection accuracy has already been discussed in
earlier sections. Besides, our experimental results also reveal that the noise in the training
set can degrade the model’s precision and lead to more jitters in video results. We compare
the facial landmark outputs of three models trained with different data: corrected data,
noisy data without noise reduction processing, and augmented data. As shown in Figure
3.10, compared with the corrected-data model, the model trained with noisy data is higher
in SDD. It indicates that the injected noise would increase the spatial instability of output
landmarks. Besides, the augmented-data model shows the best performance among all three
models by a large margin, which indicates our 2d-augmentation method can reduce the

output jitters without extra modifications to the model.

3.5 Conclusion

In this project, we investigate the effect of noise on the facial landmark detection task
by modeling the noise in both the training set and detection output, and comparing models
trained with different noise and training strategies. Our results show the great potential of
getting a better landmark detector trained on public datasets with our proposed noise reduc-
tion method. Our method is capable of handling multiple types of noise in both annotation

and detection processes. Besides, we also discuss the relationship between the loss function
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Figure 3.10. Comparison of SDD of different models. In this graph, the X-
axis denotes the landmark point’s index (from 1 to 68), and the Y-axis is the
standard deviation of difference (SDD) as defined in Section 3.3.1. The X di-
rection and Y direction results are plotted in the top and bottom graphs, where
different color bars are results of three different models: corrected (trained on
corrected data), noise (trained on corrected data with injected noise), and aug
(trained on augmented corrected data).
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and different types of noise. Our further experiments suggest that noise injection could be

a good method to avoid over-fitting.
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4. SUPER-RESOLUTION ON COMPRESSED IMAGES

4.1 Introduction

Image down-scaling and compression techniques are widely used to meet the limits of
hardware storage and data capacity, which sometimes sacrifice the visual effects as well
as bringing troubles to visual detection and recognition. Compression artifact reduction
(CAR) [83] and single image super-resolution (SISR) [84] have been used in manifold ap-
plications, e.g. digital zoom on smartphones [85], video streaming [86] and print quality
enhancement [68], [87] to restore a high-quality and high-resolution image. With a higher
resolution, the target image has more pixels per inch (PPI), resulting in rich information
and creating a crisp image. Since Dong [88] first proposed SRCNN that applied a three-layer
convolutional neural network (CNN) for the SISR task, more and more works [89]-[91] have
explored how to make use of the deep neural networks (DNN) to achieve better image quality
as measured by PSNR and SSIM [92], or better visual quality [93], [94] as measured by other
perceptual metrics [95], [96].

Conventional methods adopt a two-stage pipeline to leverage the quality and resolution of
real-world images: first preprocess the user’s photos with a compression artifacts reduction
(CAR) algorithm [98]-[102], and then conduct a super-resolution (SR) algorithm [84], [88]—
[91], [103]-[106]. However, the CAR step often causes loss of high-frequency information,
which results in a lack of detail in reconstructed SR images. Besides, the computation and
data transmission between the two models is time-consuming. To deal with these issues,
a single-stage method that jointly solves the Compression Artifact Reduction and Super-
Resolution (CARSR) problems is needed to reach a balance between reducing artifacts while
retaining most details for the upscale step with a short run-time.

Both CAR and SR aim to learn the high-frequency information for reconstruction. Thus,
instead of simply concatenating two networks together, we design two functional modules
in a single-stage network that reduces the model size by simplifying the two reconstruction
processes into one, and can directly obtain high-quality SR output without reconstructing
the intermediate artifact-free LR images. Towards this end, we propose a context-aware joint

CAR and SR neural network (CAJNN) that can make use of the locally related features in
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Figure 4.1. Demonstration of the joint CAR and SR task. For a user’s image
without ground truth, our joint CAR and SR model can generate a more
visually appealing output with sharper edges and significantly fewer artifacts
compared with either CAR (DnCNN [97]), SR (RCAN [89]), or a two-stage
CARA+SR method with above models.
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low-quality, low-resolution images to reconstruct high-quality, high-resolution images. To
train this network, we construct a paired LR-HR training dataset based on modeling the
degradation kernels of web images. Our model turns out to be able to reconstruct high-
resolution and artifact-free images with high stability for users’ images from a garden variety
of web apps (e.g. Facebook, Instagram, WeChat). Figure 4.1 illustrates the performance of
our proposed algorithm and the benefits of the single-stage joint CARSR method compared
with previous two-stage methods: our result can reconstruct a more visually appealing output
with accurate structures, sharp edges, and significantly fewer compression artifacts. These
output images are not only more recognizable for human viewers, but also for off-the-shelf
computer vision algorithms. In this paper, we demonstrate that our proposed CAJNN can
enhance the detection and recognition accuracy of high-level vision tasks by reducing the
compression artifacts and increasing the resolution of input images.

To summarize, our contributions are mainly three-fold: (1) We propose a novel CAJNN
framework that jointly solves the CAR and SR problems for real-world images that are from
unknown devices with unknown quality factors. Here, we explore ways to represent and
combine both local and non-local information to enforce image reconstruction performance
without knowing the input quality factor. (2) Our experiments show that CAJNN achieves
the new state-of-the-art performance on multiple datasets e.g.  Set5 [107], Set14 [108],
BSD100 [109], Urbanl00 [110], etc. as measured by the PSNR and SSIM [92] metrics.
Compared with the prior art, it generates more stable and reliable outputs for any level of
compression quality factors. (3) We provide a new idea for enhancing high-level computer
vision tasks like real-scene text recognition and extremely tiny face detection: by preprocess-
ing the input data with our pretrained model, we can improve the performance of existing
detectors. Our model demonstrates its effectiveness on the WIDER face dataset [111], and
the ICDAR2013 Focused Scene Text dataset [112].
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4.2 Related Work

4.2.1 CNN-based Single Image Super Resolution

Convolutional Neural Network (CNN) methods have demonstrated a remarkable capa-
bility to recover LR images with known kernels after the pioneering work of Dong et al. [88]
that adopted a 3-layer CNN to learn an end-to-end mapping from LR images to HR images.
The follow-up work FSRCNN [105] established the general structure of most SR networks
until today, which conducts most computations in the low-resolution domain and upsamples
the image to the required scale at the end of the network. After 2016, more and more works
began to explore how to make the network go deeper. EDSR [89] reduces the number of
parameters by removing the batch normalization layer, and shares the parameters between
the low-scale and high-scale models to achieve better training results. RDN [90], [91] and
RRDB [94] employ densely-connected residual groups as the major reconstruction block to
reach large depth and to allow sufficient low-frequency information to be bypassed. In the
mean time, some useful structures have been introduced to enhance the processing speed or
output quality. Shi et al. [106] designed a sub-pixel upscaling mechanism. RCAN [103]
introduces a channel attention mechanism to rescale channel-wise features adaptively, and

SAN [113] exploits a more powerful feature expression with second-order channel attention.

4.2.2 Compression Artifact Reduction

Lossy compression methods [114], [115] are widely applied in web image transmission
due to their higher compression rates. Traditional methods for the CAR problem generally
fall into two categories: unsupervised methods, which include removing noise and increasing
sharpness [100], and supervised methods like dictionary-based algorithms [116]. After the
success of SRCNN on the super-resolution task, Yu et al. [117] directly applied its archi-
tecture to compression artifacts suppression. Similar to the development of SR, CNN-based
CAR networks also go deeper with the introduction of residual blocks and skip connec-
tions [97], [118], [119]. Besides, SSIM loss is employed [99] as a supervision method to

obtain better performance than MSE loss. JPEG-related priors are also considered in the
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network structure design, e.g. DDCN [120] adds a Discrete Cosine Transform (DCT)-domain
before the dual networks, and the D? [121] takes a further step in the practice of dual-domain
approaches [116] by converting sparse-encoding approaches into a one-step sparse inference
module.

Unlike the above approaches that require reconstructing the intermediate clean LR im-
ages, our joint CARSR framework directly obtains artifact-free HR images without prior

information of quality factors or explicit CAR supervision in the LR domain.

4.3 Joint Compression Artifacts Reduction and Super-Resolution

Given an LR JPEG image I"fF9 our goal is to reconstruct the high resolution, high-
quality image G(ILRLQ) that approaches the high-resolution, high-quality ground truth
THRHQ with a generator . The CARSR task can be expressed as:

arg min (1719, G179, 9,)), (4.1)

where [ is any designated loss function (e.g. MSE, L1, Charbonnier, etc.). G is the func-
tion representing our deep neural network with parameters 6, for which we wish Gy ~
F7Y((ITRR @ k) 14,q), where ® stands for the convolution operation, k is the degrada-
tion kernel of downsampling method, and s is the downscaling factor. To effectively handle
the CARSR task, we propose a single-stage framework, CAJNN. Our proposed model is
end-to-end trainable with I77FHQ and IMRE9 pairs according to the function above.

The CAJNN framework mainly consists of three modules (see Figure 4.2): the context-
aware feature extractor, the reconstruction module, and the upsampling and enhancement
module. The context-aware feature extractor captures and assembles both intra- and inter-
block information from different receptive fields. The reconstruction module further refines
the extracted feature maps. Finally, after the processing of the upsampling and enhancement

module, these feature maps are converted to high-resolution outputs.
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4.3.1 Model

Here we discuss the CAJNN structure in detail. The majority of our network operates in
the feature domain. Given ITRL@Q (c. h - w in size), a feature extraction layer first turns the
image into feature maps (ns-h-w in size, where ny denotes the number of feature channels) in
the domain for the following process. The feature map will be converted to a high-resolution
image (c- H - W in size) after passing the upsampling and enhancement module. To achieve
a balance between GPU capacity and output quality, we apply ny = 64 channels to ensure
enough information for the reconstruction. We adopt a 3 x 3 convolution layer that serves
as the initial feature extractor. After this module, the input image I*#? is turned into a

64 - h - w tensor fL.

H = h x scale
64 X h xw 192X h xw 64 X h xw cXHXW W = w X scale
5 cXHxW
cxhxw 4 % Y
— > |
— |
l 1 A4
. — - | (| ®
\ ;o\ A ’/
ASPP RRDB X 20 [5RHQ

Pixelshuffle

Figure 4.2. The network architecture of our proposed CAJNN. It directly
reconstructs artifact-free HR images from the LR low-quality images 7@,
Atrous Spatial Pyramid Pooling (ASPP) is adopted to utilize the inter-block
features and intra-block contexts for the joint CARSR task. The reconstruction
module turns the features into a deep feature map, which is converted to a
high-quality SR output I°#7¢ by the upsampling and enhancement module.

Context-aware Feature Extractor

The pipeline of JPEG compression involves the following steps: color space transforma-
tion (e.g. JPEG, H.264/AVC, H.265/HEVC), downsampling, block splitting, discrete cosine
transform (DCT), quantization, and entropy encoding. Some previous research assumed

that the quality factors of input images are known, and the original images are well-aligned
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by 8 x 8 patches with respect to the JPEG block boundaries. However, real-world inputs do
not always meet such assumptions. In the worst case, the input images might be compressed
multiple times and contain sub-blocks or larger blocks, which requires the model to be insen-
sitive, or even blind to the encoding block alignment. Thus, the spatial context information
of both intra- and inter- JPEG blocks is essential for designing a CARSR network.

We adopt the ASPP module to extract and integrate multi-scale features with an atrous
spatial pooling pyramid (ASPP) [122]. We adjust the dilation rates of each layer in the
pyramid to extend the filter’s perceptive field for extracting different ranges of context in-
formation, in which the largest field-of-view should cover the 8 x 8 block. Besides, we should
avoid sampling overlap in different levels of the 3 x 3 convolutions. Considering the factors
above, we choose 1, 3, 4 as the dilation groups to find a good balance between accurately
retrieving local details and assimilating context information between adjacent blocks. The
input tensors are sent to 3 layers of the pyramid: a 3 x 3 convolutional layer with dilation
rate = 1, a 3 X 3 convolutional layer with dilation rate = 3, and a 3 x 3 convolutional layer
with dilation rate = 4. The outputs of these three layers are concatenated and aggregated
by a 1 x 1 convolution that converts the 192—dimension feature into a 64-dimension one.

The process in ASPP can be described by:
F¥ = [Cax31 ® f*[Csx33 @ [F]Csxs4 @ f] @ Crng, (4.2)

where fL/ denotes the output feature (64 - h - w in size), Cyxq, represents the parameters of

a X a convolution with dilation rate r, and | is a concatenation operation.

Reconstruction

RRDB (residual-in-residual dense block) [94] is applied as the basic block for the re-
construction trunk. Compared with residual blocks, it densely connects the convolution
layers to local groups while removing the batch normalization layer. In our network, the

reconstruction module includes 20 RRDBs.
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Upsampling and Enhancement

After the reconstruction module, the image feature is preprocessed by a 3 x 3 convolution
layer before the PixelShuffle layer [106] for upsampling. The Pixelshuffle layer produces an
HR image from LR feature maps directly with one upscaling filter for each feature map.
Compared with the upconvolution, the PixelShuffle layer is log, s? times faster in theory
because of applying sub-pixel activation to convert most of the computations from the HR
to the LR domain. The feature %" is turned into a c- sh - sw HR image by the PixelShuffle

layer, which can be described by:
IS8 = pS(Wp @ f1" +by), (4.3)

where W}, denotes the convolution weights and by, the bias in the LR domain, P.S is a periodic
shuffling operator for re-arranging the input LR feature tensor f** (c¢-s%-h-w) to an HR

tensor of shape ¢ - sh - sw:

PS(T)J»‘,y,c = T\_x/sj,\_y/sj,c-s-mod(y,s)+c~s-mod(x,s)- (44)

Instead of directly outputting the high-resolution image, we process it through two 3 x 3
convolution layers for further enhancement, and get I°% = Csx31 ® (Csx31 @ 1 Sk,

To make the major network focus on learning the high-frequency information in the input
image, we bilinearly upsample the input LR image I*#9 and add it to form the final output
G(IMREQ g ):

G(IMFER 0,) = TFREQ 4, 4157, (4.5)

This long-range skip connection changes the target of our major network from directly
reconstructing a high-resolution image to reconstructing its residual. By letting the low-
frequency information of the input bypass the major network, it lowers the difficulty of

reconstruction and increases the convergence speed of the network.
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4.4 Experiments and Analysis
4.4.1 Experimental Setup

Training Dataset

In this paper, we choose the DIV2K dataset [123] (800 RGB images of 2k resolution)
and Flick2K dataset [124] (2650 RGB images of 2k resolution) as our training set. Here,
“resolution” refers to the number of pixels, not the spatial pixel dimensions in the displayed
image. To get the training pairs that approach the degradation kernels of web images, we
first model the downsampling and compression types of popular web platforms. We also
discover that adding severely compressed samples to the training set can improve the output
quality in terms of PSNR, even for input images compressed with high-quality factors. Based
on these pre-experimental results, the images of the training set are downsampled with a
scaling factor s = 4 and compressed by MATLAB [125] with random quality factors from
10 to 100. Besides, we perform data augmentation on these images by randomly cropping,
randomly rotating by 90°, 180°, and 270°, and randomly horizontal-flipping. As a result,

each cropped image patch can have eight augmentation types at maximum.

Test Datasets

We compare the performance of our model and previous methods on Set5 [107], Set14 [108],
BSD100 [109], Urban100 [110] and Mangal09 [126]. Each image is downscaled x4 and com-

pressed with quality factors of 10, 20, and 40 to be consistent with previous works.

Implementation Details

Our network is trained on one Nvidia Titan Xp graphics card. The batch size is 36, and
the patch size is 128 for ground truth and 32 for the low-resolution input. We use Adam [127]
as the optimizer with a cosine annealing learning rate, in which the initial learning rate is
2e —4, and the minimum learning rate is le—7. The scheduler restarts every 2.5e5 iterations.

The network is trained for 1e6 iterations in total.
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4.4.2 Results for Image Quality Assessment

Comparison with SOTA on Standard Test Sets

We compare the performance of CAJNN to the previous state-of-the-art (SOTA) methods
on the standard test sets as mentioned above. We report the PSNR and SSIM [92] of the
Y channels in the test sets to be consistent with previous works. We also show the number
of parameters and the inference time on Set5 in Table 4.1. Depending on the workflow
for solving the CAR and SR problem, these methods can be categorized into the following
three types: (1) SR: directly use pretrained SR models. (2) CAR+SR: the aforementioned
two-stage method, which first removes the compression artifacts and then sends the output
images to the SR model. (3) Joint CAR & SR: the single-stage method that jointly handles
CAR and SR with one model. We report both the direct output and the self-ensembled [90]
output of our network.

According to Table 4.1, CAJNN significantly outperforms the existing methods for all
QFs and yields the highest overall PSNR across all five datasets with Set5. The improvement
is consistently observed on SSIM, as well. Moreover, our model is more light-weight than
most of the current models, including one-stage and two-stage in summation, which results
in faster inference speed on the same hardware (all the tests are conducted on one Nvidia
Titan Xp graphics card).

Figure 4.3 gives a qualitative example of the results of our model, where the input image
is woman from the Set5 [107] that is downsampled and compressed by a wide range of quality
factors from 10 to 100. It is worth noting that compression with very low quality factors
causes a significant color shift to the hue and spatial distribution of the original image, which
can be seen in the leftmost LR image (QF = 10). Our model is able to correctly restore the

color aberrations of RGB images with a high consistency among different QFs.

Results on User Images

Besides the above experiments on standard test images, we also conduct experiments

on real user images to demonstrate the effectiveness of our model. We mainly focus on the
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perceptual effect since there are no ground-truth images. Figure 4.4 shows the CAJNN results
on real-world image from the WIDER face dataset [111]. For comparison, RCAN [103] and
RRDB [94] are used as representative SR method, ARCNN [98] and DnCNN [97] are used
as the representative CAR methods. The real-world images have unknown downsampling
kernels and compression mechanisms, depending on the platforms. According to Figure
4.4, the SR methods generate images with obvious color shift and ringing artifacts. These
artifacts are alleviated with two-stage methods. Still, the results are blurry. Compared
with the two-stage methods, our CAJNN can provide SR outputs with sharp edges and
rich details, which demonstrates the superiority of our proposed single-stage method when

applied to real-world CARSR problems.

4.4.3 Results for Low-Resolution Text Recognition

Comparing the input LR image and our output in Figure 4.4, the texts become more
readable after being processed by our model. Inspired by this observation, we conducted
the following experiments to explore our model’s potential to leverage a real-scene text
recognition task from low-resolution characters.

We compare the total accuracy of generic text detection on the ICDAR2013 Focused
Scene Text dataset [112] with TPS-ResNet-BiLSTM-Attn [128] as the text recognition method.
The baseline result is acquired by directly recognizing the original input images. As a com-
parison with the baseline, we use the CAJNN model as described in previous sections to
generate artifact-free SR images from the original images and the down-sampled images and
conduct recognition on the outputs.

As can be seen in Table 4.2, the preprocessing of CAJNN improves the recognition
accuracy from 85.30% to 85.75%, which indicates that the outputs of our model are not only
visually appealing to human viewers, but also include more distinct information for the text
recognition network as shown in Figure 4.5. It is worth noting that our output image is 4 x
the size compared with the baseline inputs, and the average detection time is increased from
31.22s to 41.56s. Although the improvement in accuracy demonstrates the positive effect

yielded by our model, the rise in computation is hard to ignore. Therefore, we disentangle the
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influence of SR and CAR by bicubicly downsampling the CARSR output images and acquire
the third recognition result. Since the image size remains the same as that of the original
image, the detection time is identical to the baseline. Compared with the downsampled
image, our method greatly improves the accuracy by 14.34%. Even compared with the
baseline, the recognition accuracy still improves 0.27% due to the reduction of compression
artifacts, which indicates that our model is capable of extracting and maintaining critical
features of input images. This experimental result points out a plausible direction for future
text recognition research: image quality plays a vital role in the recognition accuracy, which

can be improved by utilizing the learned priors from a pretrained CARSR model.

Table 4.2. Text recognition accuracy on the ICDAR 2013 Focused Scene
Text dataset [112]. Compared with the baseline method, the introduction of
our CARSR method improves the detection performance by 0.45% (without
downsampling). For the downsampled one, our method improves by 14.34%
(with downsampling).

Method Accuracy Detection Time (s)
Baseline [128] 85.30% 31.22
Ours + Baseline [128] 85.75% 41.56
Downsample + Baseline [128] 71.23% 2.65
Ours + Downsample + Baseline [128]  85.57% 31.22

4.4.4 Results for Extremely Tiny Face Detection

Extremely tiny face detection is another practical, yet challenging task in high-level
computer vision. Most of the state-of-the-art (SOTA) face detectors [129], [130] for in-the-
wild images have already taken various scales and distortions into consideration to achieve
impressive detection performance. [131] proposed a solution to tackle tiny face detection
by explicitly restoring an HR face from a small blurry one using a Generative Adversarial
Network (GAN) [132].

We experimentally validate the effect achieved by our CAJNN on tiny face images in the
WIDER FACE dataset [111] by comparing the detection results from the following three

types of data: original HR (serves as the baseline), 4x downsampled LR (serves as the
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Ours ( Ours (downsampled)
Figure 4.5. Test samples of ICDAR2013 dataset (word 161, word 836). The
first column shows original input images, the second column is the CARSR
output generated by our method, and the third column is acquired by down-
sampling the second column. By comparing the detection results in the first
and second columns, our method can serve as a supportive method for the
recognition of low-resolution texts. Besides, the artifact-free image in the third

column can also provide more recognizable features for the baseline model with-
out increasing the image size.
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extremely tiny face inputs) and CARSR outputs from our model. [133] is applied as the
backbone face detector (We use an unofficial PyTorch [134] implementation provided by
https://github.com /varunagrawal /tiny-faces-pytorch).

Table 4.3 shows the Average Precision (AP) of the downsampled tiny images and our en-
hanced ones on all the three validation sets (easy, medium, and hard) of WIDER FACE [111].
From Table 4.3, we observe that the data processed by CAJNN dramatically improves the
detection of LR inputs from 0.317 to 0.611 in AP on the hard set. The reason is that
the baseline detector performs downsampling operations by large strides on the tiny faces.
Considering the fact that the tiny faces themselves contain less information than average,
the detailed information of face structure is lost after several downsampling convolutions.
In contrast, our CAJNN provides an artifact-free SR image, which can boost the detection
performance by better utilizing the information of small faces. In Figure 4.6, the precision-
recall curve of our reconstructed image (green line) is close to the ground truth (red line)
on the easy and medium subsets. In the hard subset, our CAJNN yields a significant im-
provement compared to the LR curve. The gap between our output and the GT is due to
the irreversible loss of information in extremely tiny faces that happens more frequently in

the hard set during the downsampling process.

Table 4.3. Average precision of three data types in the WIDER FACE valida-
tion set [111] with the same face detector [133]. We downsample the original
images by scale factor= 4 to acquire the LR images. The application of our
CARSR method greatly improves the detection performance with LR images
on all three subsets.

Input Data Easy Medium Hard
GT 0.900  0.887  0.792
LR 0.824  0.692  0.317
LR + Ours 0.893  0.857  0.611
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4.4.5 Ablation Study

Effect of Multi-scale Information

As discussed in previous sections, both intra- and inter-block context information is im-
portant for designing a CARSR network. In other low-level vision tasks, context information
at different scales has already been proved to be effective in improving network performance.
Inspired by the first convolution layer of the ResNet [16], previous researchers [135] applied
7 x 7 convolution to extract the context features for the video frame interpolation task. How-
ever, such big kernels bring a tremendous number of parameters to the network, especially
when embedded in the feature domain, resulting in higher computational costs. Another
way of enlarging the filter’s receptive field is to use a non-local module [136], [137], where
the input images are downsampled by convolutional strides and processed at different scales.
The non-local module has a rather complex structure and also a large number of parameters.
In order to use the context information in a much simpler and lighter representation, our
method adopts atrous convolution. By adjusting the dilation rate r, the filter can incorpo-
rate the context information from a larger receptive field without dramatically increasing

the number of parameters compared to the above methods.

Table 4.4. Ablation Study on the validation set (Set5). We report the per-
formance of CAJNN without the long-range skip connection and ASPP as the
baseline. Rows 1-3 show the influence of different ways to extract contextual
information by replacing ASPP with other network structures. Rows 4-5 com-
pare the effect of two different upsampling methods on PSNR. The combination
of the ASPP and Pixelshuffle modules yields the best performance, and thus
is adopted in our network architecture.

Model Base 1 2 3 4
Non-local module Vv

ASPP V v

Segeuntial atrous pooling V
Upconvolution vV Vv V

Pixelshuffle v V
PSNR (dB) 27.868 28.274 28.276 28.292 28.262
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We conduct an ablation study to illustrate the effect of different ways of representing
contextual information in Table 4.4. In Rows 1-3, we compare the performance of the non-
local module, ASPP, and sequential atrous pooling. Comparing the base model to Column
1 in Table 4.4, we can conclude that the introduction of multi-scale information via a non-
local module can significantly improve the PSNR by 0.406 dB. This result validates the
superiority of aggregating both intra- and inter-block features rather than using a purely
local representation for the CARSR task. Furthermore, as seen by comparing Columns 1
and 2, replacing the non-local module with our well-designed ASPP can improve the PSNR
by 0.002 dB. Although the improvement is rather small, it is worth noting that the ASPP
has fewer convolution layers and parameters, which results in smaller model size and fewer
FLOPs. Remarkably, it can achieve results that are comparable, or even better than those
yielded by models with more parameters. By comparing Columns 3 and 4, we also note
that the PSNR of ASPP is higher than that of sequential atrous pooling by 0.03 dB, which
means that the pyramid-fusion structure is more efficient in representing the multi-scale
information. Finally, by comparing Columns 2 and 3 of Table 4.4, we can observe that the

PixelShuffle layer brings a 0.16 dB improvement to PSNR.

End-to-End Supervision by Joint CAR and SR

Another ablation study on supervising the CARSR task is conducted to illustrate the
effect of joint end-to-end training. Instead of supervising with I77HQ we attempt to dis-
entangle the CAR and SR by introducing a reconstruction loss according to the definition

in Equation 4.6, where we can generate an artifact-free LR image I**7% from the ground

truth [HEHQ.

[ERHQ _ () @ [HRHQ) | (4.6)

and use it to explicitly supervise the intermediate CAR output G (f L/) after the context-
aware module:

IER = [(TRHQ G(fHY). (4.7)
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Denoting the pixel-wise loss of the final output and ground truth (shown in Equation 4.1)

as ly g, the overall training loss becomes:
[ =1HE L \ER (4.8)

by increasing the weight A\, we can acquire models trained with higher disentanglement levels.
We train three models with A = 0,1, 16 while keeping all the other factors the same. The
performance of these models on our validation set is shown in Table 4.5. The trend is obvious:
the PSNR increases as the entanglement increases, which demonstrates the effectiveness of

the joint CARSR method with a single-stage network.

Table 4.5. Ablation study on joint end-to-end supervision. We introduce the
explicit reconstruction loss as a disentanglement mechanism of CAR and SR.
By changing the weight of this loss term, we can study the effect of different
levels of joint-supervision. Among all the settings, the model trained without
the reconstruction loss performs best on our validation set.

Model a b c
Weight of reconstruction loss A 16 1 0
PSNR (dB) 27.507 27.627 27.672

4.5 Conclusion

In this paper, we propose a single-stage network for the joint CARSR task to directly
reconstruct an artifact-free high-resolution image from a compressed low-resolution input.
To address the CARSR problem, we make use of the contextual information by introducing
a specially designed ASPP that integrates both intra- and inter-block features. Our ex-
periments illustrate the effectiveness and efficiency of our method with both standard test
images and real-world images. Moreover, the extensive experimental results reveal a high
potential for enhancing the performance of current methods for various high-level computer

vision tasks, e.g. real-scene resolution text recognition, and extremely tiny face detection.
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5. HEADSHOT IMAGE SUPER-RESOLUTION WITH
MULTIPLE EXEMPLARS

5.1 Introduction

It has been shown by numerous psychological and cognitive studies that face perception
is one of the most important and specialized aspects of social cognition [138], [139]. The
facial regions of a picture tend to draw the attention and interest of observers immediately.
Moreover, humans are susceptible to minor changes in familiar faces [140]. Thus, increasing
the quality of the face region in images and videos has the potential to significantly enhance
the user experience of many social communication applications, e.g. real-time video chat,
mobile photo booth, etc..

For the above reasons, the machine learning community has widely explored face halluci-
nation [141]-[146] as a domain-specific problem of single image super-resolution(SISR) [84],
[104], [147], which aims to restore realistic details from a low-resolution (LR) face image to
a high-resolution (HR) one. Benefiting from the integration of face structure and identity
priors and recent progress in deep neural network designs, it is now possible to generate
visually pleasing results even for extremely tiny faces. When the input LR headshot does

not contain enough attribute or identity information, using additional references can help

Exemplar Set

Figure 5.1. Headshot super-resolution that recovers the lost information in
the input using a set of exemplars, i.e. reference images.
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to achieve a more faithful reconstruction result. In this paper, we explore a novel method
that makes full use of an arbitrarily-sized set of exemplar images to increase the fidelity of
headshot image super-resolution.

In order to extract the correct information for reconstruction, we need to search the
matched regions and transfer the corresponding features to the output. Previous methods
choose to conduct the global context matching with registration [148], optical flow [149]-[152]
combined with a warping process [153]. Still, these works assume that the exemplars share
a similar viewpoint with the LR input [153], which cannot always be guaranteed. Besides,
their performance depends on accurate motion estimation and may poorly capture long-range
correlations. Other methods [154]-[157] solve this problem by conducting an exhaustive
patch-wise comparison of extracted features from the LR content and the references, which
require a large amount of computation, especially when the reference resolution is high'. In
addition, these methods cannot handle inter-patch misalignment or non-rigid deformations.
To better utilize the information of faces from different poses or views, we propose a Reference
Feature Alignment module (RFA) to find the corresponding information in reference features
and align them with the LR content. The acquired set of aligned reference feature maps can
be fed to the following modules for feature transferring and reconstruction.

In practical applications like smart home cameras or mobile photography, it is possible
to acquire many high-resolution images of different views when the user is close to the
camera. These images can naturally serve as good exemplars to enhance far-away tiny
faces. However, most previous works focus on reference-based super-resolution (RefSR)
with one exemplar [151]-[153], [155], [156], which is a simplified assumption. To handle
a set of exemplars, these methods require an extra step to select the most similar image
as the reference according to SIFT [158], [159] or facial landmarks points [160], which is
a poor representation of the whole set. [161] devises a framework to process and combine
multi-exemplars with a weighted pixel average. Still, it is not robust to the displacement
or distortions in reference images as is our method. To utilize the reference set effectively

and efficiently, we propose a Content-conditioned Feature Aggregation module (CoFA) that

1'Note that throughout this chapter, we use the terms “exemplars” and “references” to refer to the same
thing.
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simplifies the set-to-image RefSR problem to a point-to-point RefSR by aggregating feature
maps in a set into a single representation.

Benefiting from the module designs above, our network is end-to-end trainable without
requiring other face-specific meta-information. Aiming to generate an SR output with highly-
detailed textures, we propose a novel correlation loss inspired by the correlation layer in
FlowNet2 [162], [163] to supervise the reconstruction of texture patterns. We compute the
pixel-wise correlation across the channel dimensions to represent the local textures within a
certain window size.

In summary, our contribution is four-fold:

(1) we propose a novel headshot super-resolution network that takes advantage of multiple
exemplars. Our method is more effective than previous approaches by thoroughly integrating
the corresponding information in the exemplar set. It is also more computationally efficient
since we make the matching and transferring process in the LR space with careful design;

(2) we propose a novel reference feature alignment network to search and align corre-
sponding reference features to the LR content based on deformable sampling. We devise
a feature aggregation module conditioned on the LR content to explicitly improve the set
representation by favoring features that are high in quality and similarity to the LR content;

(3) we propose a novel correlation loss that helps represent the local texture and recon-
struct more realistic details;

(4) compared with previous approaches, our method achieves state-of-the-art face hallu-
cination performance on the CelebAMask-HQ testset. It has significantly fewer parameters

and computational costs than recent exemplar-guided methods.

5.2 Related Works
5.2.1 Reference-based Super-Resolution

Reference-based SR (RefSR) [164] can reconstruct more accurate structures and details
benefiting from the reference HR image. The general solution of RefSR includes two steps:

searching the matched textures between LR inputs and HR references, and transferring the

textures. Some of the previous RefSR approaches choose to align the LR and Ref images
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with either global registration [148] or optical flow [149], [150]. Other methods choose to
match by patches with gradient features [154], or deep features extracted by the CNN [155]—
[157]. Shim et al. [153] changes the feature matching to LR space to reduce computation.
Yang et al. [156] introduces the transformer architecture in a cross-scale manner to improve
the accuracy of searching and transferring relevant textures. The above works usually in-
clude pixel-wise reconstruction loss, perceptual loss [18] and adversarial loss as the objective
functions. Zhang et al. [159] introduce a Haar wavelet loss and a degradation loss to avoid
over-smoothing in the final results. Besides, CMSR [165] further expands the reference source
from a single image to a pre-built image pool and searches the k—nearest patches from the
pool. Since these patch-based methods exhaustively conduct a patch-wise comparison of LR

and reference feature maps, they usually have a high computational cost.

5.2.2 Face Hallucination

Face hallucination methods can be roughly divided into two categories: blind face hal-
lucination and exemplar-guided restoration. The first category focuses more on integrating
face priors in designing the reconstruction network and loss functions: some works include
sub-branches for facial landmarks or face structures [143], [166]-[170], or a face parsing
map [145], [171]. Using face structure priors may bring advantages, including the better re-
covery of the face shape, as reflected by fewer errors on face alignment and parsing. However,
the reconstruction results might not look like the same person, especially when the input
images contain barely any identifying information. To solve this problem, [172]-[174] em-
ploy identity information to supervised the training of the reconstruction network. However,
these blind reconstruction methods are heavily influenced by the bias within the distribution
of training data, and usually fail to generate satisfying results for minority groups.

The second category, exemplar-guided restoration, aims to use another HR image of
the same person to improve the visual content quality of the generated images. [151], [152]
include a warping sub-network for using the HR guidance, which increases the training steps
as well as the overall number of parameters of the network. [160] uses moving least-squares

to align the input and guidance images in the feature space and applies AdalN for feature
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transfer. It selects a single exemplar from the guidance images, thus it cannot fully use
the rich information in the guidance face sets. [161] takes a step forward by using multiple
exemplars with a weighted pixel average module in the network. But, it cannot handle the
large deformation between unaligned faces.

Compared with the approaches above, our method can take full advantage of an unaligned
exemplar set as a reference in headshot reconstruction, and our network is end-to-end train-

able without requiring face-specific metadata.

5.3 HIME Framework

Given a low-resolution input face I and a set of high-resolution headshot images 7"/ =
{I7*'},i = 1,2,... from the same identity, our goal is to generate the corresponding high-
resolution image I°%. To efficiently and accurately transfer the matched information from
the unaligned reference sets of arbitrary length, we propose the HIME framework as illus-
trated in Figure 5.2. This framework consists of four main components: feature extractor,
reference feature alignment module (RFA), content-conditioned feature aggregation module
(CoFA), and HR reconstructor. The detailed structures of these modules will be introduced
in Sections 5.3.1, 5.3.2, 5.3.3 and 5.3.4, respectively.

We first utilize an HR feature extractor to extract feature maps {F/*/}, from the
reference set with n HR images. For efficient feature matching and transfer, we downsample
these references to the LR space and use an LR feature extractor to extract the feature

Frelt ", from the downsampled reference set,

maps 'L from the input LR image, and {
respectively. Then we refine the reference feature maps with the proposed RFA module.
Furthermore, to better utilize the face set information, we use a CoFA module to aggregate
the refined features into one. Finally, we reconstruct the HR face image from the aggregated

feature map.

5.3.1 Feature Extractors

We adopt an HR feature extractor and an LR feature extractor to acquire the feature

maps in HR space and LR space, respectively. The HR feature extractor turns the HR
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reference images into a set of feature maps: {F/°/}" . The RGB images are first converted
into a mono-channel feature map as shown in Fig. 5.3, since the color information of the
reference images is not important for the final output. Then, we adopt a space-to-depth op-
eration to convert the HR feature maps into the same spatial resolution as the input without
discarding any information. Next, we apply a convolution layer and kj, residual blocks [16]
to extract the HR reference feature maps. The LR feature extractor generates feature maps

for both the input image and the downsampled reference set with a convolutional layer and

k; residual blocks [16].

Image Mono-channel feature map

Figure 5.3. Visualization of the mono-channel feature map after the conver-
sion. The image is 128 x 128-resolution.

5.3.2 Reference Feature Alignment

Given extracted feature maps F* from the input LR image, and {F/*/}™, and {F/*/"}n
from the reference images, we want to acquire guiding features that are well-aligned with the
contents of the LR image to mitigate any mismatches in view or pose. To achieve this goal,
previous reference-based face hallucination methods perform warping on RGB images [151],
[152], which require a pre-trained dense warping model and thus a two-stage training scheme.
We instead propose learning a feature alignment function f(-) to directly align the reference
feature maps Firef as shown in Figure 5.4. A general form of the alignment function can be

formulated as:

F = f(F R PN = TR, @), (5:1)
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where F7/4

denotes the i-th aligned reference feature, T'(+) is the sampling function, and ®;
is the corresponding sampling parameters. Inspired by the deformable alignment [175], [176]
in [86], [177], [L78] for spatial and temporal super-resolution, we propose to use deformable
sampling functions to implicitly capture the similarities between the LR content and the
reference images. With the deformable sampling, our RFA module can refine the reference
feature maps into an aligned form without any flow or landmark supervision.

The offset for the deformable sampling function should be learned based on the similarity
between the reference image and the input LR image. To make these features comparable,
we take Firef Land F L which are both in the LR space, to predict the offset Ap; for sampling
the FI/:

Ap = g([F%, F1), (5.2

where Ap; also refers to the sampling parameter ®;; g(-) denotes a general operation of
convolution layers for the offset estimation; and [-,:] denotes channel-wise concatenation.
With the learned offset, the sampling function in Equation 5.1 can be performed with a

deformable convolution [175], [176]:

F = T(F*, @) = DConv(F*/, Apy). (5:3)

5.3.3 Content-conditioned Feature Aggregation

Now we have a set of aligned reference feature maps: {Firef A  , for the following feature

transferring and reconstruction steps. As shown in Figure 5.5, the CoFA module aims to
map this feature map set to a representation with fixed dimension. In this way, the refer-
ence image set with a different number of images can be represented in a unified manner.
The representation is determined by all items in the set and conditioned on the LR con-
tent. Therefore it can be denoted as:F, = F(Fy*/4 Fye/4, . FrefA|FL), where F(.) is the
aggregation function that maps an arbitrary-sized set to a representation of fixed dimension.

It is challenging to find a proper F(-) that aggregates features from the whole reference

set to obtain an optimized representation. Based on the intuition that references with
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deformable convolution

Fre f

FrefL g()

offsets

) Concat. offset field
F

Figure 5.4. Reference feature alignment (RFA) based on deformable sam-
pling. Since the aligned Firef 4 will be used for transferring the feature to the
corresponding LR content, it will implicitly enforce the learned offset to match
the similarities between the LR and reference images.
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Figure 5.5. Illustration of the content-conditioned feature aggregation mod-
ule. For each aligned reference feature, we compute a similarity score p and
then aggregate all the features in the set with a weighted average.
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higher similarity and quality should contribute more to feature transfer, while faces with
mismatched features and low-quality features should have less effect on the set representation,

we denote F(-) as:
n refA
iy ik

FUFIA, APt = S5

(5.4)

i = S(F/4, Fr), (5.5)

where S(-) generates a similarity score y; for the aligned reference feature map Ffef 4 that is
acquired in the same manner as shown by Equation 5.3. Therefore, the final representation of
the set is a fusion of each feature weighted by its similarity score. For each aligned reference

feature FI°/4

, the pixel-wise similarity score is calculated as:
S(E FY) = a(qu(F/*)T go(FT)), (5.6)

where o(-) is sigmoid function that is used for bounding the outputs to the range [0, 1] and
stabilizing the gradient propagation; and ¢;(-) and go(-) denote general convolution layers.
The similarity score can also be regarded as an attention mask conditioned on the input
content.

Finally, the summation F, and LR feature map is sent to HR image reconstruction:
Fy = F, + FY. The similarity computation and weighted aggregation steps are parameter-

free. Thus, the CoFA module is light-weight by design.

5.3.4 High-Resolution Image Reconstruction

The HR reconstruction module takes the fused feature Fy as input and generates the
residual of our target HR output. It is composed of k, stacked residual blocks [16] for
learning deep features and a sub-pixel upsampling module with PixelShuffle [179] initialized
using the ICNR method as in [147], [180]. To encourage the network to focus on learning
high-frequency information that is not present in the LR input, we introduce a long-range
skip connection to form the final SR output: I°F = I* 1, +R(F t), where 1 denotes the

bicubic upscaling operation and s denotes the scale factor; R(:) denotes the reconstruction
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operations as described above. Allowing the low-frequency information in the LR input
to bypass the reconstruction network lowers the difficulty of reconstruction learning and
accelerates the convergence of the optimization process. We use the Charbonnier penalty

function [181] as the loss term for pixel-wise reconstruction to optimize our framework: L,.. =

\/ |[[#R — [SE||2 + €2 where [T denotes the ground-truth HR frame, and ¢ is empirically
set to 1 x 1073.

Since the input and reference images are highly related in the face domain, our model
can simultaneously learn the feature alignment and similarity score with only supervision

from the HR ground truths through the end-to-end training.

5.4 Correlation Loss

5.4.1 Motivation

The commonly used pixel-wise reconstruction losses inevitably lead to over-smoothing of
outputs and don’t match the human visual perception of natural images [181], since they fail
to capture the underlying local relationships between pixels. While the perceptual loss [18]
and style loss [182] have been introduced to provide more perception-oriented supervision,
they require a pretrained network from another high-level vision task, and are not versatile
for representing textures of very high-resolution images due to the limits of training data. To
effectively represent the local texture patterns at different scales in a controllable manner,
we devise the correlation loss. It first builds a correlation map from the correlation between
the center pixel and its neighbors to represent the spatial patterns. Thus, matching the
correlation map can help the network reconstruct more realistic details and improve the

perceptual quality of the output images.

5.4.2 Design of Correlation Loss

As shown in Figure 5.6, each image I can be represented by a 3D tensor of size (C, H, W),
where C' is the number of channels and (H, W) denotes the spatial resolution. We first

subtract the mean of each channel to center the data around 0. For a given pixel I(zx,y), we

114



calculate its inner product with the neighboring pixels I(x — i,y — j) as well as itself within

a k x k window:

.. 1 . .
CO’/’(I,J,QZ’,y) = ﬁ<1($7y)7[(x_17y_.])>7 (57)
k+1 k+1 1
where 1,j € L—;—, ;j, and 2 is for normalization. k is the maximal displacement

for computing the local correlation. As a result, we can acquire a local correlation map M,,,
of size (k x k, H,W). The correlation loss is defined as the distance between the correlation
maps resulting from the ground truth HR and the generated SR images:

Lcor: ||MHR_MSR|| (58)

cor cor

In our implementation, we adopt the L1—distance for this loss term. A larger window size
k can encode more information while quadratically increasing the computational cost. Thus,
we define the dilated correlation following the same manner as the dilated convolution [183].

By increasing the dilation factor d, we can enlarge the correlation window from k& x k to

(kd —d +1) x (kd — d + 1).

C k?

N
N\
N=
L
.M
I
“H
N
N o

Z dot product

k

Image [ Correlation map M

Figure 5.6. Illustration of the proposed correlation loss. The correlation
operator is used for both generated and ground-truth images. Then we take
the corresponding output correlation maps to calculate the correlation loss.
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5.4.3 Visualizing Correlation Maps

To better understand the correlation operation, we visualize the correlation maps of the
HR image with different correlation kernel window sizes k € {3,5,7}. The correlation map
is plotted in a heatmap using the maximum value of each channel. In Figure 5.7, we observe
that the correlation map encodes the original image based on the local textures. In each
correlation map, the blue areas correspond to the regions with more high-frequency features,
like fur and the background, regardless of the color difference. While the red regions are
more smooth, e.g., the brightest and darkest part of the fur. With the increase of window
size k, the correlation operator perceives and encodes features within a broader area, and

thus looks more coarse-grained in the visualized results.

Figure 5.7. Visualization of correlation maps of different window sizes. The
image is 128 x 128-resolution.

5.5 Experiment

5.5.1 Implementation Details

In our implementation, k; = 5, k;, = 3, and k, = 20 residual blocks are used in the LR fea-
ture extraction, HR feature extraction, and HR image reconstruction modules, respectively.
For each LR input, we randomly select three different HR images to build the reference set
during training and testing.

We use the Adam [127] optimizer, decaying the learning rate with a cosine annealing

schedule for each batch [184] starting from 1 x 10™*. For 16 x 16 LR inputs, we set the batch
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size as 128 and train the network on 1 Nvidia P100 GPU for 8 x 10* iterations. Our network
is implemented with PyTorch [134].

Architecture

HIME The overall structure of this network has been described previously. Here we plot the
detailed structure and profile the number of parameters of each module in Figure 5.8: the
LR feature extraction, HR feature extraction, RFA, CoFA, and HR reconstruction modules.
Discriminators We use the discriminator in StyleGANv2 [185] as the architecture for the
discriminator in our framework. It includes a convolutional layer and several residual blocks
that downsample the input feature into different scales and turns it into an output tensor as

the final prediction.

Objective Function

For a fair comparison with previous methods, we train two types of models: reconstruction-
oriented models HIME,... with L,.. only; and perception-oriented models HIMEp including
the pixel-wise reconstruction loss L,.., the adversarial loss L,4,, the perceptual loss Lye,,

and our proposed correlation loss L.,
£P = )\rechec + )\adeadv + )\peerer + )\cor‘Lcora (59)

where As are the weights for each loss term. In our implementation, A\... = 1.0, A\ego =
0.1, Aper = 0.01, Aspr = 0.1. The pixel-wise reconstruction loss and the correlation loss have
already been described. For the perceptual loss, we adopt the structure of VGG-19 [18§]
and extract the features Fea before the RelLU layer. The perceptual loss is measured by L
distance:

Lper = ||Fea™ — Fea®t||,. (5.10)

We adopt the relativistic GAN [186] for the Lgg,:

Lagw = —Egg[log(l — D (I7%, 197))] — Egg[log(Dga (157, I77))], (5.11)
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eters for each module.

118



IHR ]SR

where and stand for the ground-truth and generated images, respectively. Dg,

denotes the relativistic average discriminator, which can be formulated as:
Dra(I%, 157) = o(C(I7) — Bgn[C(IR)), (5.12)

where C/(+) is the discriminator output, and o is the Sigmoid function, Egg[ - | stands for

averaging all I°F in a minibatch. The discriminator loss is defined as:
Lp = —Epyg[log(Dra (175, I9%))] — Eggr[log(1 — Dpg,(I5%, I77))]. (5.13)

Datasets

CelebAMask-HQ is used as the training and evaluation datasets [187]. It is a large-scale
face image dataset including over 30,000 high-resolution (1024x1024) headshots selected
from the CelebA dataset [188]. However, it doesn’t have identity info. So we acquire the
identity information from the original CelebA dataset. Still, each identity might have a
very unbalanced number of images as shown in Figure 5.9. To make sure each identity has
enough exemplars during training, we remove 3,300 out of 6,217 identities with < 4 images,
which are not enough to construct a set of multiple references. The remaining identities are
randomly split into a training set and an evaluation set, including 2,600 and 287 identities,
respectively. We generate LR inputs by bicubic downsampling with factor= s. For each
LR input, we randomly select three different HR images to build the reference set during
training. The corresponding HR image of sx size is used for supervision. To evaluate our
model’s capability to conduct RefSR with different spatial resolutions and scale factors, we

set s = 2,4,8,16,32 and 64 to generate a wide range of LR faces from 16 x 16 to 512 x 512.

Evaluation Metrics

We adopt the Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [92]
metrics to evaluate the reconstruction performance on all RGB channels. We also compare

the perceptual quality of the generated images with LPIPS (Learned Perceptual Image Patch
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Figure 5.9. Histogram of number of images for each identity in the
CelebAMask-HQ dataset.
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Similarity) [189]. To measure the efficiency of the different methods, we also compare the
model parameters and computational cost for each setting.

Besides, we also compare the model size with the number of parameters, and the com-
putational cost with GMACs (Giga Multiply-ACcumulate operationS), which is computed
using Turing Profiler under standard CPU rules. It should be noted that this metric may
yield accurate estimates of computational cost for networks implemented on GPUs or hard-

wares with architectures especially designed for Al algorithms.

5.5.2 Comparison to the State of the Art

We evaluate the performance of our HIME network under the 4x and 8x upsampling
setting following the previous approaches. For 4x upscale, we compare two SOTA RefSR
methods: SRNTT [155]? and TTSR [156], and three recent face restoration methods SPAR-
Net [190], PSFR-GAN [171] and DFDNet [191]. We did not test DFDNet [191] on the
32 x 4 setting since its face and landmark detectors cannot handle such tiny faces. For
8x upsampling, we compare our method with five face hallucination methods: PFSR [146],
FSRNet [145]*, GWAInet [152], SPARNet [190] and PSFR-GAN [171]. Quantitative results
are shown in Table 5.1.

From Table 5.1, we can learn the following facts: (1) reference-based SR methods, like
SRNTT, TTSR and our HIME, demonstrate better performance than other non-reference
approaches on both distortion-oriented metrics and perception-oriented metrics, which val-
idates that using references can improve the SR fidelity. Our network outperforms the
second-best result by 1.09 dB on (32,4), and 0.83 dB on (64,4); (2) Although SRNTT and
TTSR have fewer parameters than other comparison methods, their computational costs are
relatively high due to the exhaustive search during feature matching. With the learnable
feature extractors, our model is over 7x smaller than SRNTT and TTSR. The small model
size and the reference feature alignment in LR space make our network have 14.3x fewer

GMACs than TTSR. For the (16, 8) setting, we can observe that our method performs well

24We adopt a third-party PyTorch implementation: https://github.com/S-aiueo32 /srutt-pytorch
34We adopt a third-party Pytorch implementation: https://github.com/cydiachen/FSRNET-pytorch.
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Table 5.1. Quantitative comparison of our results and other SOTA methods.

The best results are shown in bold.

(LR, s) Methods PSNR SSIM  LPIPS Params (M) GMACs
Bicubic 25.64 0.7752  0.3229 - -
(32,4) SRNTT [155] 28.02 0.8434  0.0682 6.30 36.47
TTSR [156] 27.31 0.8346  0.0633 6.73 26.62
SPARNet [190] 20.50 0.6118 0.1617 85.73 45.25
PSFR-GAN [171] 25.47 0.7709  0.0981 67.05 117.84
HIME, . 29.11 0.8794 0.1136 0.87 1.86
HIMEp 27.16  0.8269 0.0464 0.87 1.86
Bicubic 28.40  0.8169  0.2860 - -
(64,4) SRNTT [155] 30.41  0.8552  0.0906 6.30 145.89
TTSR [156] 29.87 0.8484  0.0851 6.73 106.48
SPARNet [190] 23.26  0.6990 0.1341 85.73 180.99
PSFR-GAN [171] 26.62 0.7685 0.1039 67.05 161.89
DFDNet [191] 21.55  0.6587 0.1581 133.34 601.04
HIME, . 31.24 0.8785 0.1611 0.87 7.48
HIMEp 29.06 0.8262 0.0633 0.87 7.48
Bicubic 21.83  0.5929  0.5247 - -
(16,8) |  PFSR[146] 2144 05778 02065  10.08 8.7
FSRNet [145] 20.03  0.5749  0.2865 15.52 3.20
GWAINet [152] 21.96 0.5844  0.2056 4.29 6.55
SPARNet [190] 19.00 0.5022  0.2576 85.73 45.25
PSFR-GAN [171] 22.05 0.6102 0.2062 67.05 117.84
HIME, ¢ 24.54 0.7411 0.2433 0.90 0.49
HIMEp 2245  0.6338 0.1297 0.90 0.49
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even under the very challenging 8x upsampling setting. Our model is almost 5x smaller
than the GWAINet while 6.5x fewer in GMACs than FSRNet.

The visual results on the DFDC dataset [192] are shown in Figure 5.10, which validates
our observations above. RefSR methods like SRNTT, TTSR and ours can generate more
robust and visually pleasing results. For the GAN-based face enhancement methods SPAR-
Net and PSFR-GAN, while their results are rich in details, sometimes they fail on tiny faces

with deformations.

Figure 5.11. Qualitative comparison with SOTA methods for 8x upscale
setting. Input resolution: 16 x 16. Zoom in for a better view of the reference
images.

The 8x upscale results of 16 x 16 input images are shown in Figure 5.11, we compare our
method with other face-hallucination methods: PFSR [146], GWAInet [152], SPARNet [190],
and PSFR-GAN [171]. We show the three reference images side by side with the LR input.
Comparing these results with the input and the ground truths, we can observe that PFSR

generates rich face details as well as artifacts: all the generated eyes are similar, and the
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shapes of generated lips are incorrect. For GWAInet and SPARNet, they fail to handle
such tiny faces as input. The PSFR-GAN can generate photo-realistic results on some
components, e.q. eyes, nose. However, the overall face structure is not well preserved in the
generated outputs. Compared with the above methods, our model can synthesize better
results that preserve the correct face structure. Besides, the facial components are realistic
and close to the ground-truth.

The 4x upscale results of 32 x 32 input images in addition to those shown in Figure 5.12
are shown in Figure 5.12, we compare our method with other RefSR methods: SRNTT [155]
and TTSR [156], and face hallucination methods SPARNet [190] and PSFR-GAN [171]. For
SRNTT and TTSR, the textures of hairs and backgrounds are pretty good, while the eye
regions are not as good. SPARNet cannot handle such tiny faces. PSFR-GAN can generate
more realistic facial components. However, these results are not similar to the ground truth.
Compared with these methods, our outputs have better fidelity and can construct vivid
details, even for non-symmetric faces, profile faces, and occluded faces.

The 4x upscale results of 64 x 64 input images are shown in Figure 5.10. We add DFD-
Net [191] into the comparison. Compared with other methods, our method can generate
sharper outputs that have higher fidelity. Our method is also robust to extreme poses and
facial expressions, and complex textures of hairs. The other RefSR methods, SRNTT and
TTSR, cannot generate sharp enough results due to the misalignment and distortions be-
tween the LR input and the reference image. The facial components generated by SPARNet
are not similar to the ground truth, e.g. shape of eyes. The outputs of PSFR-GAN are not
as sharp as ours. For DFDNet, while the results have vivid details, the overall image has a
color shift, making the outputs look as though the images were captured in soft and warm

light. Due to this reason, DFDNet doesn’t perform as well as other methods in terms of

PSNR and SSIM.

5.5.3 More Results of Our Method

Here we show more results of our method on these challenging settings: x8 upscale for

input resolution 32 in Figure 5.14, 64 x 64 in Figure 5.15, and 128 x 128 in Figure 5.16 and
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[156] [190] [171]

Figure 5.12. Qualitative comparison with SOTA methods for 4x upscale
setting. Input resolution: 32 x 32.
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5.17. Our method works well across different input resolutions and can generate visually-

pleasing results while maintaining a good fidelity of the input identity.

5.5.4 Failure Cases

In our current framework, the proposed RFA module can implicitly enforce the matching
and alignment of reference images according to LR contexts. However, when the input
resolution is too low to maintain some high-frequency contents that are not so common in
other face images, the results from our model still suffer from the following issues as shown in
Figure 5.18: incorrect eye-gazing and facial component reconstruction, squinted eyes turned
into open eyes, incorrect headwear, and failure to reconstruct hands on the face. To alleviate
this problem, we should consider collecting more diverse data with such challenging cases to

increase the robustness of the model.

5.5.5 Ablation Study

In previous sections, we have already illustrated the superiority of our proposed meth-
ods. In this section, we perform a comprehensive ablation study to further demonstrate the
effectiveness of the correlation loss and different modules in our network. We also discuss
the influence of face chirality under different data augmentation strategies. All experiments
below are conducted under the same setting: 8x upscale with input size 16 x 16 headshot

images.

Effectiveness of Deformable Feature Alignment

To investigate the proposed RFA module, we compare three models: (a), (b), and (c),
where (a) replaces the deformable convolution in the RFA module with common convolution
that does not have the capability of feature alignment, and (b) utilizes the deformable convo-
lution as illustrated in Section 5.3.2, (c) changes the way of computing Ap; into g(FiTef ,FL)
which is across the LR and HR spaces.

From Table 5.2, we can see that adopting the deformable feature alignment brings up

the performance on all metrics compared with using the common convolution of the same
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Our result Input Our result

Figure 5.14. Qualitative result of our method for 8 x upscale setting. Input
resolution: 32 x 32. Zoom in for a better view of the reference images.
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Figure 5.15. Qualitative result of our method for 8 x upscale setting. Input
resolution: 64 x 64. Zoom in for a better view of the reference images.
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Input Our result

Figure 5.16. Qualitative result of our method for 8 x upscale setting. Input
resolution: 128 x 128. Zoom in for a better view of the reference images.
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Input Our result

Figure 5.17. Qualitative result of our method for 8 x upscale setting. Input
resolution: 128 x 128. Zoom in for a better view of the reference images.
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" SPAR-
PFSR [146] GWAINet [153Vet [190]  GAN [171] HIME,

Figure 5.18. Failure cases: facial component, squinted eyes, headwear, and
hands, Input resolution: 16 x 16 for 8 x upscale.

Table 5.2. Ablation study of feature alignment methods.
Methods PSNR1 SSIMt LPIPS|
Conv 24.33  0.7311  0.2605
Dconv-LR ref  24.38  0.7339  0.2533
Dconv-ref 24.36 0.7333  0.2537
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kernel size. The results demonstrate that our deformable feature alignment module can
better match the features between the LR content and the references and is more robust to
the misalignment and distortion. Furthermore, we observe that model (b) is slightly better
than (c), which indicates that matching the features in the same space is better than cross-
space. Our network conducts the offset computation and feature matching in the LR space,

achieving a better performance while reducing the computational cost.

Set Feature Aggregation

To validate the effect of our proposed feature aggregation mechanism in the CoFA module,
we compare three different models: (a) averages the features without content conditioning,
(b) aggregates the features by max-pooling across the set, and (c) is our proposed aggregation
method weighted by the learned content similarity. The quantitative results are shown in

Table 5.3.

Table 5.3. Ablation study of feature aggregation methods.
Methods PSNR7T SSIM{T LPIPS|
Average  22.120 0.6350  0.4332
Max-pool 22.118 0.6349 0.4331
CoFA 24.381 0.7339  0.2533

From Table 5.3, we can see that the model with our content-conditioned feature aggre-
gation module outperforms the average and max pooling by over 2 dB in terms of PSNR.
Adopting the CoFA module greatly improves performance on all metrics, which indicates
that our designed module can extract a better set representation, helping to restore the LR

information and enhance the output quality.

Effect of Multiple Exemplars

To validate whether using an exemplar set can improve the face super-resolution result,
we conduct the following experiments: (a) non-ref: a baseline SR network without references

and removing the HR matching and aggregation modules, (b) training and testing with one
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reference image and (c) with three reference images. From the results in Table 5.4, we
can observe that using references significantly increases the PSNR by 0.49 dB while using
multiple references further improves it by 0.19 dB. Such improvements also apply to the
SSIM and LPIPS. These results verify that our model can benefit from the rich information
in the exemplar set, and can effectively utilize the corresponding features to improve the

output quality.

Table 5.4. Ablation study of multiple exemplars by changing the number of

references during training and testing.
Num of Ref PSNRf1 SSIM{ LPIPS|

0 23.84 0.7088  0.3440
1 2435 0.7318  0.2572
3 2454  0.7409  0.2433

Effect of Correlation Loss

To justify the effectiveness of correlation loss, we experimentally compare different con-
figurations of HIME in Table 5.5. We consider the following models: (a) reconstruction loss
only; (b) reconstruction loss + correlation loss; (¢) multiple losses in GAN training (without

correlation loss); (d) correlation loss + (c).

Table 5.5. Effectiveness of our proposed correlation loss.
Methods PSNRt SSIM?T LPIPS]
Lyec 24.38  0.7339 0.2533
Lyec + Leor 24.35 0.7346  0.2437
Lp w/o Loy 2244 0.6204  0.1543
Lp W/ Leor 23.28 0.6673  0.1389

From Table 5.5, by comparing the first two rows, we can observe that introducing the
correlation loss slightly decreases the PSNR. However, it improves the structural and per-
ceptual metrics SSIM and LPIPS, which demonstrates that the proposed correlation loss

benefits the reconstruction of local textures. Comparing the last two rows, training with the
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correlation loss greatly leverages the perception-oriented model’s performance on all met-
rics, which further validates the effectiveness of the correlation loss as perception-oriented
supervision.

Figure 5.19 shows the performance of HIME for different correlation window sizes k €
{1,3,5,7,9}, where k = 1 degrades to the common L1 loss of the squared pixel values. We
conduct two types of experiments: (a) training with correlation-loss only (plotted in blue),
(b) fine-tuning with both L,.. and L., (plotted in red). Viewing the blue plots, we can
observe that with the growth of k£, the model performs better in terms of PSNR and SSIM.
These results demonstrate that the correlation map itself is a good representation of the
RGB image. With a larger window size, the correlation map can encode more information.
Still, such improvement becomes more marginal when k is large enough. When k = 9, the
LPIPS even increases. As for the red plots, we can see a similar trend: when k& > 3, the
improvement on PSNR and SSIM is very trivial. These results indicate that for a certain
scale, there exists a range of k£ that work best in representing the local patterns. Within
this range, the LPIPS scores keep decreasing with the increase of k. It implies that the
correlation loss is more like perception-oriented supervision, which validates our description

in Section 5.4.

Face Chirality

Typical human faces contain a variety of asymmetries. [193] brings up the visual chirality
in faces and the distribution bias in public face datasets. Here we compare the influence
of such asymmetries in headshot RefSR to answer the following questions: 1) Does the
mismatch between input LR and references matter? 2) Does the bias in the training set

influence the reconstruction performance?

Table 5.6. Influence of face chirality.

Models No-aug Uneven h-flip Even h-flip | PSNRT SSIM?
(a) V 22.60 0.660
(b) V 22.52 0.654
(c) Vv 23.63 0.662
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Tabel 5.6 shows our experimental results of changing the augmentation: (a) no augmenta-
tion; (b) randomly horizontal-flip the LR or Ref images, but not both for a given pair, which
introduces the face view mismatch; (¢) randomly horizontal-flip both the LR and reference
images, which balances the number of left and right faces without introducing mismatches.
By comparing (a) and (b), we can observe that the PNSR drops by 0.08 and the SSIM
drops by 0.006, respectively, which indicates that training with mismatched views of faces
would impair the model’s performance. Compared with (a), (c¢) performs better in terms of
the PSNR and SSIM by a small margin, which demonstrates that the proper augmentation

improves the performance by mitigating the distribution bias in the dataset.

5.6 Conclusion and Future Work

In this paper, we propose an efficient framework for headshot image super-resolution with
multiple exemplars without face structure priors or pretrained dense warper. To achieve
this, we introduce a reference feature alignment module to search and align corresponding
features to the LR content. To construct an optimized set representation, we propose a
feature aggregation network conditioned on the input content. With such a design, our
network can learn to fully utilize the rich information in the exemplar set and to be robust to
misalignment and deformations. Furthermore, we propose a correlation loss that supervises
the reconstruction of local textures with correlation maps. We believe that our new Headshot
Image Super-Resolution with Multiple Exemplars network (HIME) provides a novel idea to
efficiently utilize a set of data for the reference-based super-resolution and face hallucination
task. In future works, we will explore other aggregation methods to generate a better
set representation with the aid of face priors. In addition, we will further validate the
effectiveness of the correlation loss as generic supervision for other low-level tasks, e.g. image

denoising, video frame interpolation, style transfer, etc..
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6. SPACE-TIME VIDEO SUPER-RESOLUTION

6.1 Introduction

Space-Time Video Super-Resolution (STVSR) [194] aims to automatically generate a
photo-realistic video sequence with high space-time resolution from a low-resolution and low
frame rate input video. Since HR high frame rate (HFR) videos are more visually appealing
containing fine image details and clear motion dynamics, they are desired in rich applications,
such as film making and high-definition television.

To tackle the problem, most existing works in previous literatures [194]-[199] usually
adopt hand-crafted regularization and make strong assumptions. For example, space-time
directional smoothness prior is adopted in [194], and [195] assumes that there is no significant
change in illumination for the static pixels. However, these strong constraints make the
methods have limited capacity in modeling various and diverse space-time visual patterns.
Besides, the optimization for these methods is usually computationally expensive (e.g., ~ 1
hour for 60 frames in [195]).

In recent years, deep convolutional neural networks have shown promising efficiency and
effectiveness in various video restoration tasks, such as video frame interpolation (VFI) [200],
video super-resolution (VSR) [201], and video deblurring [202]. To design an STVSR net-
work, one straightforward way is by directly combining a video frame interpolation method
(e.g., SepConv [203], ToFlow [204], DAIN [205] etc.) and a video super-resolution method
(e.g., DUF [206], RBPN [207], EDVR [177] efc.) in a two-stage manner. It firstly interpo-
lates missing intermediate LR video frames with VFI and then reconstructs all HR frames
with VSR. However, temporal interpolation and spatial super-resolution in STVSR are intra-
related. The two-stage methods splitting them into two individual procedures cannot make
full use of this natural property. In addition, to predict high-quality video frames, both
state-of-the-art VFI and VSR networks require a big frame reconstruction network. There-
fore, the composed two-stage STVSR model will contain a large number of parameters and
is computationally expensive.

To alleviate the above issues, we propose a unified one-stage STVSR framework to learn

temporal interpolation and spatial super-resolution simultaneously. We propose to adap-
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tively learn a deformable feature interpolation function for temporally interpolating inter-
mediate LR frame features rather than synthesizing pixel-wise LR frames as in two-stage
methods. The learnable offsets in the interpolation function can aggregate useful local tempo-
ral contexts and help the temporal interpolation handle complex visual motions. In addition,
we introduce a new deformable ConvLSTM model to effectively leverage global contexts with
simultaneous temporal alignment and aggregation. HR video frames can be reconstructed
from the aggregated LR features with a deep SR reconstruction network. To this end, the
one-stage network can learn end-to-end to map an LR, LFR video sequence to its HR, HFR
space in a sequence-to-sequence manner. Experimental results show that the proposed one-
stage STVSR framework outperforms state-of-the-art two-stage methods even with many
fewer parameters. An example is illustrated in Figure 1.

The contributions of this chapter are six-fold:

o We propose a one-stage space-time super-resolution network that can address tem-
poral interpolation and spatial SR simultaneously in a unified framework. Our one-
stage method is more effective than two-stage methods taking advantage of the intra-
relatedness between the two sub-problems. It is also computationally more efficient
since only one frame reconstruction network is required rather than two large networks

as in state-of-the-art two-stage approaches.

o We propose a frame feature temporal interpolation network leveraging local temporal
contexts based on deformable sampling for intermediate LR frames. We devise a novel
deformable ConvLLSTM to explicitly enhance temporal alignment capacity and exploit

global temporal contexts for handling large motions in videos.

o Our one-stage method achieves state-of-the-art STVSR performance on both Vid4
[208] and Vimeo [204]. It is 3 times faster than the two-stage network: DAIN [205] +
EDVR [177] while having a nearly 4x reduction in model size.

o We improve model performance via integrating guided feature interpolation learning

into our one-stage framework.
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« We investigate space-time video super-resolution under even noisy conditions, in which
random noises or JPEG compression artifacts corrupt the input LR video frames. Such

applications allow us to explore the flexibility and potential breath of our Zooming

SlowMo (ZSM) method.

o Additional and extensive experimental results demonstrate the effectiveness of the
proposed guided interpolation learning, and further show the superiority of our one-

stage network on tackling more challenging noisy STVSR tasks.

6.2 Related Work

In this section, we discuss works on three related topics: video frame interpolation (VFI),

video super-resolution (VSR), and space-time video super-resolution (STVSR).

6.2.1 Video Frame Interpolation

The target of video frame interpolation is to synthesize non-existent intermediate frames
in between the original frames. Meyer et al. [209] introduced a phase-based frame inter-
polation method, which generates intermediate frames through per-pixel phase modifica-
tion. Long et al.[210] predicted intermediate frames directly with an encoder-decoder CNN.
Niklaus et al. [200], [203] regarded the frame interpolation as a local convolution over the
two input frames, and used a CNN to learn a spatially-adaptive convolution kernel for each
pixel for high-quality frame synthesis. To explicitly handle motions, there are also many
flow-based video interpolation approaches [135], [205], [211]-][213]. These methods usually
have inherent issues with inaccuracies and missing information from the optical flow results.
In our one-stage STVSR framework, rather than synthesizing the intermediate LR frames as
current VFI methods do, we interpolate features from two neighboring LR frames to directly

synthesize LR feature maps for missing frames without requiring explicit supervision.
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6.2.2 Video Super-Resolution

Video super-resolution aims to reconstruct an HR video frame from the corresponding LR
frame (reference frame) and its neighboring LR frames (supporting frames). One key problem
for VSR is how to temporally align the LR supporting frames with the reference frame.
Several VSR methods [201], [204], [214]-[216] use optical flow for explicit temporal alignment,
which first estimates motions between the reference frame and each supporting frame with
optical flow and then warps the supporting frame using the predicted motion map. Recently,
RBPN proposes to incorporate the single image and multi-frame SR for VSR in which flow
maps are directly concatenated with LR video frames. However, it is difficult to obtain
accurate flow; and flow warping also introduces artifacts into the aligned frames. To avoid
this problem, DUF [206] with dynamic filters and TDAN [217] with deformable alignment
were proposed for implicit temporal alignment without motion estimation. EDVR [177]
extends the deformable alignment in TDAN by exploring multiscale information. However,
most of the above methods are many-to-one architectures, and they need to process a batch
of LR frames to predict only one HR frame, which makes the methods computationally
inefficient. Recurrent neural networks, such as convolutional LSTMs [218] (ConvLSTM),
can ease sequence-to-sequence (S2S) learning; and they are adopted in VSR methods [219],
[220] for leveraging temporal information. However, without explicit temporal alignment,
the RNN-based VSR networks have limited capability in handling large and complex motions
within videos. To achieve efficient yet effective modeling, unlike existing methods, we propose
a novel ConvLSTM structure embedded with an explicit state updating cell for space-time
video super-resolution.

Rather than simply combining a VFI network and a VSR network to solve STVSR,
we propose a more efficient and effective one-stage framework that simultaneously learns
temporal feature interpolation and spatial SR without accessing LR intermediate frames as

supervision.

143



6.2.3 Space-Time Video Super-Resolution

Shechtman et al. [221] firstly proposed to extend SR to the space-time domain. Since
pixels are missing in LR frames and even several entire LR frames are unavailable, STVSR
is a highly ill-posed inverse problem. To increase video resolution both in time and space,
[221] combines information from multiple video sequences of dynamic scenes obtained at sub-
pixel and sub-frame misalignments with a directional space-time smoothness regularization
to constrain the ill-posed problem. Mudenagudi [195] posed STVSR as a reconstruction
problem using a Maximum a posteriori-Markov Random Field [222] with graph-cuts [223] as
the solver. Takeda et al. [196] exploited local orientation and local motion to steer spatio-
temporal regression kernels. Shahar et al. [197] proposed to exploit a space-time patch
recurrence prior within natural videos for STVSR. However, these methods have limited
capacity to model rich and complex space-time visual patterns, and the optimization for
these methods is usually computationally expensive. To address these issues, we propose a
one-stage network to directly learn the mapping between partial LR observations and HR

video frames and to achieve fast and accurate STVSR.

6.3 Space-Time Video Super-Resolution

In this section, we first give an overview of the proposed framework in Sec. 6.3.1. Built
upon this framework, we then propose a novel frame feature temporal interpolation network
in Sec. 6.3.2; deformable ConvLSTM in Sec. 6.3.3; frame reconstruction module in Sec. 6.3.4;
guided feature interpolation learning in Sec. 6.3.5. Finally, we provide details about our

implementation in Sec. 6.3.6.

6.3.1 Overview

Given an LR, LFR video sequence: ZF = {I% [ }*! our goal is to generate the cor-
responding high-resolution slow-motion video sequence: ZH = {IH#}?"I!  To intermediate
HR frames {IZ1}" . there are no corresponding LR counterparts in the input sequence.

To fast and accurately increase resolution in both space and time domains, we propose
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a one-stage space-time super-resolution framework: Zooming Slow-Mo as illustrated in
Figure 6.1. The framework mainly consists of five parts: feature extractor, frame feature
temporal interpolation module, deformable ConvLSTM, HR frame reconstructor, and guided
feature interpolation learning module.

We first use a feature extractor with a convolutional layer and k; residual blocks to ex-
tract feature maps: {FL_,}7*! from input video frames. Taking the feature maps as input,
we then synthesize the LR feature maps: {F£}7, of intermediate frames with the proposed
frame feature interpolation module. Furthermore, to better leverage temporal information,
we use a deformable ConvL.STM to process the consecutive feature maps: {F/}"7!. Unlike
vanilla ConvLSTM, the proposed deformable ConvLSTM can simultaneously perform tem-
poral alignment and aggregation. Finally, we reconstruct the HR slow-mo video sequence
from the aggregated feature maps. Since the features for reconstructing intermediate frames
are synthesized, there will be feature synthesis errors that will be propagated into restored

HR frames, making the predicted video sequence suffer from jitters. To alleviate this prob-

lem, we further propose a guided feature interpolation learning mechanism.

6.3.2 Frame Feature Temporal Interpolation

Given extracted feature maps: F¥ and FY from input LR video frames: I and IF, we
want to synthesize the feature map F corresponding to the missing intermediate LR frame
IEF. Traditional video frame interpolation networks usually perform temporal interpolation
on pixel-wise video frames, which will lead to a two-stage STVSR design. Unlike previous
methods, we propose to learn a feature temporal interpolation function f(-) to directly
synthesize the intermediate feature map FY (see Fig. 6.2). A general form of the interpolation

function can be formulated as:
Fy = f(FF F) = H(TV(FF, @), T5(Fy, ®3)) (6.1)

where Ti(-) and T3(-) are two sampling functions and ®; and @3 are the corresponding

sampling parameters; H(-) is a blending function to aggregate sampled features.
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Figure 6.2. Frame feature temporal interpolation based on deformable sam-
pling. Since the approximated F} will be used to predict the corresponding
HR frame, it will implicitly enforce the learnable offsets to capture accurate
local temporal contexts and be motion-aware.
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For generating accurate Fif, the Ty () should capture forward motion information between
Fl and F}, and the T3(-) should capture backward motion information between Fi and Ff.
However, the FF is not available for computing forward and backward motion information
in this task.

To alleviate this problem, we use motion information between F{ and Fy to approxi-
mate forward and backward motion information. Inspired by recent deformable alignment
in [217] for VSR, we propose to use deformable sampling functions to implicitly capture
motion information for frame feature temporal interpolation. While exploring rich local
temporal contexts by deformable convolutions in sampling functions, our feature temporal
interpolation can even handle very large motions in videos.

The two sampling functions share the same network design but have different weights.
For simplicity, we use the Ti(-) as an example. It takes LR frame feature maps F and Fy

as input to predict an offset for sampling the FL:

where Ap; is a learnable offset and also refers to the sampling parameter: ®;; g; denotes
a general function of several convolution layers; [,] denotes the channel-wise concatenation.
With the learned offset, the sampling function can be performed with a deformable convo-
lution [175], [176]:

T(FE 1) = DConv(FE, Apy) . (6.3)

Similarly, we can learn an offset Aps = g3([FL, F]) as the sampling parameter: ®3 and then
obtain sampled features T3(FY, ®3) with a deformable convolution.

To blend the two sampled features, we use a simple linear blending function:
FF =axT(FE @) + B« Ty(FF, ®3) | (6.4)

where v and 8 are two learnable 1 x 1 convolution kernels and * is a convolution operator.
Since the synthesized LR feature map FYf will be used to predict the intermediate HR frame

IH it will enforce the synthesized LR feature map to be close to the real intermediate LR
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feature map. Therefore, the two offsets Ap; and Aps will implicitly learn to capture the
forward and backward motion information, respectively.
Applying the designed deformable temporal interpolation function to {Fi% |}, we can

obtain intermediate frame feature maps {Fy }7 ;.

6.3.3 Deformable ConvLSTM

Now we have consecutive frame feature maps: {F;£}7"7! for generating the corresponding
HR video frames, which will be a sequence-to-sequence mapping. It has been proven in pre-
vious video restoration tasks [177], [204], [214] that temporal information is vital. Therefore,
rather than reconstructing HR frames from the corresponding individual feature maps, we
aggregate temporal contexts from neighboring frames. ConvLSTM [218] is a popular 2D
sequence data modeling method; and we can adopt it to perform temporal aggregation. At

the time step ¢, the ConvLLSTM updates hidden state h; and cell state ¢; with:
hi,c; = ConvLSTM (hy_y,¢i1, FF) . (6.5)

From its state updating mechanism [218], we learn that the ConvLSTM can only implicitly
capture motions between previous states: h;_; and ¢;_; and the current input feature map
with small convolution receptive fields. Therefore, ConvLSTM has limited ability to handle
large motions in natural videos. If a video has large motions, there will be a severe temporal
mismatch between previous states and FtL . Then, h;_; and ¢;_y will propagate mismatched
“noisy” content rather than useful global temporal contexts into h;. Consequently, the

reconstructed HR frame I from h; will suffer from annoying artifacts.
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Figure 6.3. Deformable ConvLSTM for better exploiting global temporal
contexts and handling fast motion videos. At time step ¢, we introduce state
updating cells to learn deformable sampling to adaptively align hidden state
hi_1 and cell state ¢;_; with current input feature map: F*.

To tackle the large motion problem and effectively exploit global temporal contexts,
we explicitly embed a state-updating cell with deformable alignment into ConvLSTM (see
Fig. 6.3):

Apy = g"([he-r, FF)

Ap; = g°(ler-1, FY])

he = DConv(hy_1, Ap}) , (6.6)
¢y, = DConv(ciq, Apf)

hi,¢; = ConvLSTM (RS, ¢t |, FF) |

where g" and ¢¢ are general functions of several convolution layers, Ap? and Ap¢ are predicted
offsets, and h{ ; and ¢} ; are aligned hidden and cell states, respectively. Compared with
vanilla ConvLLSTM, we explicitly enforce the hidden state h;_; and cell state ¢,_; to align
with the current input feature map F} in our deformable ConvLSTM, which makes it more
capable of handling motions in videos. Besides, to fully explore temporal information, we use
the Deformable ConvLSTM in a bidirectional manner [224]. We feed temporally reversed
feature maps into the same Deformable ConvLSTM and concatenate hidden states from

forward pass and backward pass as the final hidden state h;! for HR frame reconstruction.

14We use h; to denote the final hidden state, but it will refer to a concatenated hidden state in the Bidirec-
tional Deformable ConvLSTM.
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6.3.4 Frame Reconstruction

To reconstruct HR video frames, we use a temporally shared synthesis network, which
takes the individual hidden state h; as input and outputs the corresponding HR frame. It has
ko stacked residual blocks [89] for learning deep features and utilizes a sub-pixel upscaling
module with PixelShuffle as in [106] to reconstruct HR frames {I7}7"{'. To optimize our

network, we use a reconstruction loss function:

Lee = \/|[IET — I71|[2 + € (6.7)

where I¢T refers to the t-th ground-truth HR video frame, the Charbonnier penalty func-
tion [181] is used as the loss term, and e is empirically set to 1 x 1072, Since the space and
time SR problems are intra-related in STVSR, our model is end-to-end trainable and can
simultaneously learn this spatio-temporal interpolation with only supervision from HR video

frames.

6.3.5 Guided Feature Interpolation Learning

In addition, we employ a cyclic interpolation loss to guide the learning of frame feature
interpolation with LR frames. It utilizes the inherent temporal coherence in natural video
(see Figure 6.4).

Given a sequence of LR, LFR inputs {I}; }/f!, we can obtain the extracted frame

feature maps {F ,}/%!, and the interpolated intermediate frame feature maps {FE}7,.
During the training phase, we have a a set of LR ground truth {7/¢7}?"f*. The first-order

interpolation loss is defined as:
= 11557 = p(Fg)les (6.8)

where || - ||. stands for the Charbonnier penalty function as defined in Equation (6.3.4), and

p represents the LR synthesis module that turns feature maps into the corresponding LR
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Figure 6.4. Feature interpolation learning guided by LR frames. The cyclic
interpolation loss is computed between the ground truth LR frames and the
Ist-order and 2nd-order interpolated LR frames. By minimizing the difference
of LR frames and their corresponding interpolation acquired at each order,
our temporal interpolation module can be self-supervised with the natural
temporal coherence.
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frames. We apply k3 stacked residual blocks [89] and a convolution layer, which is similar to
the design in Section 6.3.4, to predict the LR frames.

If we conduct feature interpolation on the acquired intermediate frame feature maps
{FL}r ., we can get a sequence of re-interpolated feature maps {Fi, };='. Similar to

Equation (6.8), the second-order cyclic interpolation loss is defined as:
B =155 = p(Fo)lles (6.9)

The overall training loss is the weighted summation of the reconstruction loss, and the

1st- and 2nd-order cyclic interpolation losses:
L = Mlyee + Aol 4 Asl2 (6.10)

6.3.6 Implementation Details

In our implementation, k& = 5 and ky = 40, and k3 = 5 residual blocks are used in the
feature extraction and HR frame reconstruction modules, respectively. We randomly crop a
sequence of down-sampled image patches with the size of 32x32 and take out the odd-indexed
4 frames as LFR and LR inputs, and the corresponding consecutive 7-frame sequence of 4x2
size as supervision. During the inference stage, we also take 4 frames as input and synthesize
a T-frame sequence. Besides, we perform data augmentation by randomly rotating 90°, 180°
and 270°, and horizontal-flipping. We adopt a Pyramid, Cascading and Deformable (PCD)
structure in [177] to employ deformable alignment and apply the Adam [127] optimizer,
where we decay the learning rate with a cosine annealing for each batch [184] from 4e — 4 to

le — 7. The batch size is set to be 24 and trained on 2 Nvidia Titan XP GPUs.

2tConsidering that recent state-of-the-art methods (e.g., EDVR [177] and RBPN [207]) use only 4 as the
upscaling factor, we adopt the same practice.
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Network Architecture

We further illustrate the feature temporal interpolation network in Figure 6.5 and the
proposed STVSR framework in Figure 6.6 to help readers better understand the overall
structure of our proposed network.

To make this chapter be concise and easy to follow, we use a simple version of de-
formable sampling to introduce the proposed feature temporal interpolation and deformable
ConvLSTM. However, in our implementation, as stated in Section 3.4 of this chapter, we
adopt a Pyramid, Cascading and Deformable (PCD) structure as in [177] to implement the
deformable sampling, which can exploit multi-scale contexts with a feature pyramid. The offi-

cial PyTorch implementation of the PCD can be found in https://github.com/xinntao/EDVR.

Feature Size:

L
Fai—s 64«W «H | Faee1
deformable deformable
sampling sampling
v v
1x1 conv, 64, 64 1x1 conv, 64, 64

Feature Size:
64 W «H

Figure 6.5. Feature temporal interpolation for intermediate LR frames. It
will predict an intermediate LR frame feature map F from two neighboring
feature maps: Fy_; and Fy,, |, where t = 1, 2, ..., n. Note that the deformable
sampling module on the left samples features from Fi | with generated sam-
pling parameters from both F%_, and Fj, ; on the contrary, the deformable
sampling module on the right samples features from Fy, ;.

6.4 Experiments and Analysis

6.4.1 Experimental Setup

Datasets Vimeo-90K is used as the training set [204], including over 60,000 7-frame training
video sequences. Vimeo-90K is widely used in previous VFI and VSR works [177], [205], [207],
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Figure 6.6. Flowchart of the proposed one-stage STVSR framework. The fea-
ture extraction and HR frame reconstruction networks are temporally shared
for all frames, in which different frames are processed independently.
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[213], [217]. Besides, Vid4 [208] and Vimeo testset [204] are used as the evaluation datasets.
To compare the performance of different methods under different motion conditions, we
split the Vimeo testset into fast motion, medium motion, and slow motion sets as in [207],
including 1225, 4977 and 1613 video clips, respectively. We remove 5 videos from the original
medium motion set and 3 videos from the slow motion set, which include consecutively
all-black frames that will lead to infinite values when calculating PSNR. We generate LR
frames by bicubic downsampling with factor= 4 and use odd-indexed LR frames as inputs

for predicting the corresponding consecutive HR and HFR video frames.

Evaluation Metrics We adopt Peak Signal-to-Noise Ratio (PSNR) and Structural Similar-
ity Index (SSIM) [92] to evaluate STVSR performance. To measure the efficiency of different
methods, we also compare the model parameters and inference time on the entire Vid4 [208§]

dataset using an Nvidia Titan XP GPU.

6.4.2 Space-Time Video Super-resolution

We compare the performance of our one-stage Zooming SlowMo (ZSM) network to other
two-stage methods that are composed of state-of-the-art (SOTA) VFI and VSR networks.
Three recent SOTA VFI approaches, SepConv? [203], Super-SloMo?* [211], and DAIN® [205],
are compared. Besides, three SOTA SR models, including a single-image SR model, RCAN®
[103], and two recent VSR models, RBPN7 [207] and EDVR?® [177], are adopted to generate
HR frames from both original and interpolated LR frames.

Quantitative results on Vid4 and Vimeo testsets are shown in Tables 6.1 and 6.2. From
these tables, we can observe the following facts: (1) DAIN+EDVR is the best performing
two-stage method among the compared 12 approaches; (2) the VFI model matters, especially
for videos with fast motion. RBPN and EDVR perform much better than RCAN for SR.

31https://github.com/sniklaus/sepconv-slomo

41Since there is no official code released, we used an unofficial PyTorch [225] implementation from https:
//github.com /avinashpaliwal/Super- SloMo.

Sthttps://github.com/baowenbo/DAIN

6thttps:/ /github.com /yulunzhang /RCAN

"thttps://github.com/alterzero/RBPN-PyTorch

81https://github.com /xinntao/EDVR
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Table 6.1. Quantitative comparison of two-stage VFI and VSR methods and
our results on the Vid4 [208] dataset. The best two results are highlighted in
red and blue colors, respectively. We measure the total run time on the entire
Vid4 dataset [208]. Note that we omit the baseline methods with Bicubic when
comparing in terms of run time.

VFI SR Vid4 Parameters Runtime-VFI Runtime-SR Total Average
Method Method PSNR  SSIM (Million) (s) (s) Run time (s) Run time (s/frame)
Bicubic 22.84 0.5772 19.8 0.28 - - -
SuperSloMo [211] RCAN [103] | 23.80 0.6397 19.8+16.0 0.28 68.15 68.43 0.4002
RBPN [207] | 23.76 0.6362 19.8+12.7 0.28 82.62 82.90 0.4848
EDVR [177] | 24.40 0.6706 19.8+20.7 0.28 24.65 24.93 0.1458
Bicubic 23.51 0.6273 21.7 2.24 - - -
SepCony [203] RCAN [103] | 24.92 0.7236 21.7+16.0 2.24 68.15 70.39 0.4116
- RBPN [207] | 26.08 0.7751 21.7+12.7 2.24 82.62 84.86 0.4963
EDVR [177] | 25.93 0.7792 21.7+20.7 2.24 24.65 26.89 0.1572
Bicubic 23.55 0.6268 24.0 8.23 - - -
DAIN [203] RCAN [103] | 25.03 0.7261 24.0+16.0 8.23 68.15 76.38 0.4467
B ) RBPN [207] | 25.96 0.7784 24.0+12.7 8.23 82.62 90.85 0.5313
EDVR [177] | 26.12 0.7836  24.0+20.7 8.23 24.65 32.88 0.1923
ZSM (Ours) 26.49 0.8028 11.10 - 10.36 0.0606

Table 6.2. Quantitative comparison of our one-stage ZSM and two-stage VFI
and VSR methods on the Vimeo-90K [204] testset. The best two results are

highlighted in red and blue colors, respectively.

VFI SR Vimeo-Fast Vimeo-Medium Vimeo-Slow
Method Method |PSNR SSIM PSNR SSIM PSNR SSIM
Bicubic |31.88 0.8793 29.94 0.8477 28.37 0.8102

SuperSloMo [211] RCAN [103]| 34.52 0.9076 32.50 0.8884 30.69 0.8624
RBPN [207]| 34.73 0.9108 32.79 0.8930 30.48 0.8584

EDVR [177]| 35.05 0.9136 33.85 0.8967 30.99 0.8673

Bicubic | 32.27 0.8890 30.61 0.8633 29.04 0.8290

SepCony [203] RCAN [103]| 34.97 0.9195 33.59 0.9125 32.13 0.8967
RBPN [207]| 35.07 0.9238 34.09 0.9229 32.77 0.9090

EDVR [177] 35.23 0.9252 34.22 0.9240 32.96 0.9112

Bicubic |32.41 0.8910 30.67 0.8636 29.06 0.8289

DAIN [205) RCAN [103]] 35.27 0.9242 33.82 0.9146 32.26 0.8974
RBPN [207]| 35.55 0.9300 34.45 0.9262 32.92 0.9097

EDVR [177]| 35.81 0.9323 34.66 0.9281 33.11 0.9119

ZSM (Ours) 36.96 0.9444 35.56 0.9385 33.50 0.9166
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However, when equipped with the more recent SOTA VFI network DAIN, DAIN+RCAN can
achieve a comparable or even better performance than SepConv+RBPN and SepConv+EDVR
on the Vimeo-Fast testset; (3) the VSR model also matters. For example, equipped with the
same VFI network DAIN, EDVR keeps achieving better STVSR performance than other SR
methods. Moreover, we can observe that our ZSM outperforms the DAIN+EDVR by 0.19 dB
on Vid4, 0.25 dB on Vimeo-Slow, 0.75 dB on Vimeo-Medium, and 1.00 dB on Vimeo-Fast
in terms of PSNR. Such significant improvements obtained on fast-motion videos demon-
strate that our one-stage approach with simultaneously leveraging local and global temporal
contexts can better handle diverse space-time patterns, including challenging large motions,
than two-stage methods.

Furthermore, we also compare the efficiency of different networks and show their model
sizes and run times in Table 6.1. To synthesize high-quality frames, SOTA VFI and VSR
networks usually come with very large frame reconstruction modules. As a result, the com-
posed two-stage SOTA STVSR networks will have a large number of parameters. Our
one-stage model has only one frame reconstruction module. Thus, it has many fewer param-
eters than the SOTA two-stage networks. Table 6.1 shows that our ZSM is more than 4x
and 3x smaller than DAIN+EDVR and DAIN+RBPN, respectively. In terms of run time,
the smaller model size makes our network more than 8x faster than DAIN+RBPN and 3x
faster than DAIN4+EDVR. Our method is still more than 2x faster compared to two-stage
methods with a fast VFI network: SuperSlowMo. These results can validate the superiority
of our one-stage ZSM model in terms of efficiency.

Qualitative results of these different methods are illustrated in Figure 6.7. Our method
demonstrates noticeable perceptual improvements over the other compared two-stage meth-
ods. Clearly, our proposed network can synthesize visually appealing HR video frames with
more accurate structures, more fine details, and fewer blurry artifacts, even for challenging
video sequences with large motions. We can also observe that the SOTA VFI methods: Sep-
Conv and DAIN fail to handle fast motions. Consequently, the composed two-stage methods
tend to generate severe motion blurs in output frames. In the proposed one-stage framework,

we simultaneously learn temporal and spatial SR by exploring the intra-relatedness within
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Figure 6.7. Visual comparisons of different methods on Vid4 and Vimeo
datasets. Our one-stage Zooming SlowMo model (ZSM) can generate more
visually appealing HR video frames with fewer blurring artifacts and more
accurate image structures.
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natural videos. Thus, our proposed framework: ZSM can well address the large motion issue

in temporal SR even with a much smaller model.

6.4.3 Noisy Space-Time Video Super-resolution

Real-world videos are usually compressed and come with complicated noise. To further
validate the robustness of the proposed space-time video super-resolution method on noisy
data, we add random noise and JPEG compression artifacts into LR video frames [147],

respectively.

Random Noise

In our experiments, we train our model on the Vimeo-90K dataset with a mixture of Gaus-
sian noise and 10% salt-and-pepper noise added to the input LR frames as in ToFlow [204].
We compare our method with four models: ToFlow + SepConv + RBPN, Toflow + Sep-
Conv + EDVR, Toflow + DAIN + RBPN, and Toflow + DAIN + EDVR on the Vid4,
Vimeo-fast, Vimeo-Medium, and Vimeo-Slow datasets. Here, Toflow is used for denoising in
the compared methods. The quantitative and qualitative results are shown in Table 6.3 and
Figure 6.8, respectively.

From Table 6.3, we can see that our one-stage Zooming SlowMo (ZSM) achieves the best
performance among all compared approaches in terms of the four evaluation datasets. Our
method outperforms the best three-stage method by 1.11 dB on Vid4, 2.41 dB on Vimeo-
Fast, 2.00 dB on Vimeo-Medium, and 1.81 dB on Vimeo-Slow in terms of PSNR. This trend
is more obvious in the visual results shown in Figure 6.8. From Figure 6.8, we observe that
all three methods can effectively remove severe noises in input LR frames while the HR
frames reconstructed by our model have more visual details and fewer artifacts. The results

demonstrate that our one-stage network is capable of handling STVSR even for noisy inputs.

JPEG Compression Artifact

For this setting, we train our model on the Vimeo-90K dataset with JPEG compression

of different quality factors (QF = 10, 20, 30, and 40). We compare our model with two com-
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pression artifact reduction (CAR) methods: DNCNN [102] and RNAN [226] +DAIN+RBPN
on Vid4 [208] and three subsets of Vimeo90K’s testset. The quantitative results and visual
comparisons for each quality factor are shown in Table 6.4 and Figure 6.9, respectively.

It is shown in Table 6.4 that our one-stage Zooming SlowMo (ZSM) outperforms the
existing three-stage methods for all QFs significantly, and yields the highest overall PNSR
and SSIM across all testsets, especially on Vimeo-fast that has large motions: our method
exceeds the second-best result by 1.60 dB for QF=10 test data, 1.54 dB for QF=20, 1.61 dB
for QF=30 and 1.76 dB for QF=40. Figure 6.9 provides some qualitative examples. We can
assess the quality of the output images from the following perspectives: compression artifact
reduction (e.g. blocking and ringing artifacts, color shift), and the reconstruction of details.
According to Figure 6.9, even though the other methods can reduce the compression artifacts
in most cases, they suffer from over-smoothing and lack of details. Compared with them,
our output has fewer ringing and blocking artifacts, and sharper edges under different QFs.
These results demonstrate that our one-stage framework can reach a better balance between
artifact reduction and high-fidelity reconstruction. It is worth noting that our method is
capable of restoring the color aberrations in the images compressed by low quality factors

(see the top 2 rows of Figure 6.9).

6.4.4 Ablation Study

In previous sections, we have already illustrated the superiority of our proposed one-stage
framework. In this section, we make a comprehensive ablation study to further demonstrate

the effectiveness of different modules in our network.

Effectiveness of Deformable ConvLSTM

To investigate the proposed Deformable ConvLSTM (DConvLSTM) module, we take four
different models for comparison: (b), (c), (d), and (e), where (c) adds a vanilla ConvLSTM
into (b), (d) adds the proposed DConvLL.STM, and (e) utilizes the DConvLSTM module in

a bidirectional manner.
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Table 6.5. Ablation study on the proposed modules in our ZSM method.
While ConvLSTM performs worse for fast-motion videos, our deformable fea-
ture interpolation and deformable ConvLLSTM can effectively handle motions
and improve overall STVSR performance.

Method (@ OO @ @0
Naive feature interpolation | /

DFI VIV vV
ConvLSTM Vi

DConvLSTM Vv

Bidirectional DConvLSTM vV vV
GFI vV
Vid4 (slow motion) 25.18 25.34 | 25.68 26.18 26.31 26.49
Vimeo-Fast (fast motion) | 34.93 35.66 | 35.39 36.56 36.81 36.96
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From Table 6.5, we can see that (c) outperforms (b) on Vid4 with slow motion while
performing worse than (b) on Vimeo-Fast with fast motion videos. The results indicate that
vanilla ConvLSTM can utilize global temporal contexts for slow motion videos, but cannot
handle sequences with large motion. Furthermore, we observe that model (d) is significantly
better than both (b) and (c¢), which demonstrates that our DConvLSTM can learn the
temporal alignment between previous states and the current feature map. Therefore, it can
better exploit global contexts for reconstructing visually appealing frames with more vivid
details. Our findings are supported by qualitative results in Figure 6.10.

In addition, we verify the bidirectional mechanism in DConvLSTM by comparing (e)
and (d) in Table 6.5 and Figure 6.11. From Table 6.5, we observe that (e) with bidirectional
DConvLSTM can further improve STVSR performance over (d) on both slow motion and
fast motion testing sets. The visual results in Figure 6.11 show that our full model with a
bidirectional mechanism can restore more details by making better use of global temporal

information for all input frames.

Effectiveness of Deformable Feature Interpolation

To validate our deformable feature interpolation (DFI) module, we introduce two base-
lines for comparison: (a) and (b), where the model (a) only uses convolutions to blend LR
features instead of deformable sampling functions as in model (b). Note that neither model
(a) nor model (b) has ConvLLSTM or DConvL.STM.

From Table 6.5, we observe that (b) outperforms (a) by 0.16 dB on Vid4 and 0.73 dB on
the Vimeo-Fast dataset with fast motions in terms of PSNR. Figure 6.12 shows a qualitative
comparison, where we can see that model (a) generates a face with severe motion blur,
while the proposed deformable feature interpolation module can effectively address the large
motion issue by exploiting local temporal contexts and help the model (b) generate clearer
face structures and details. The superiority of the proposed DFI module demonstrates that
the learned offsets in the deformable sampling functions can better exploit local temporal
contexts and capture forward and backward motions in natural video sequences, even without

any explicit supervision.
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w/o bidirectional w/ bidirectional

Figure 6.11. Ablation study on the bidirectional mechanism in DConvL-
STM. By adding the bidirectional mechanism into DConvLSTM, our model
can utilize both previous and future contexts, and therefore can reconstruct
more visually appealing frames with finer details, especially for video frames
at the first step, which cannot access any temporal information from preceding
frames.

Overlayed LR

w/o DFI@Qmodel (a) w/ DFI@Qmodel (b)

Figure 6.12. Ablation study on feature interpolation. The naive feature inter-
polation model without deformable sampling will obtain overly smooth results
for videos with fast motions. With the proposed deformable feature interpola-
tion (DFI), our model can well exploit local contexts in adjacent frames, thus
is more effective in handling large motions.

168



A B:EHb Ec Hd He

240

235

S

230

e

PSNR

225

220

215 Models >

Figure 6.13. Statistics of different models computed based on 31 frames from
the Vid4’s Calendar sequence. The box-whisker plot reflects the distribution
of PSNR for each model by five numbers: minimum, first quartile, median,
third quartile, and maximum. The box is drawn from the first quartile to
the third quartile, a horizontal line goes through the box at the median, and
the whiskers go from each quartile to the minimum or maximum. The “X”
is the average. At the first time step, ConvLSTM cannot leverage temporal
information, so the results for the first frame from models with ConvLLSTM are
much worse than other frames. These outliers are plotted as dots. As shown
in the plot, the average and median of PSNR become higher from model a to
e.
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In Figure 6.13 it is obvious to see that the entire distribution of PSNR moves up, which
indicates that deformable ConvLLSTM actually brings an improvement on both existent and
synthetic frames. Comparing models d and e in Figure 6.13, we can observe that the intro-
duction of the bi-directional mechanism solves the problem of outlier frames (the first frame

of the sequence), and further enhances the quality of all frames.

Guided Feature Interpolation Critic

We first validate the strength of the guided feature interpolation (GFI) learning on the
STVSR task by comparing the model trained with it (model f) to the model without its
supervision (model e) in Table 6.5. Since the final performance is evaluated on the overall
video sequence, optimizing the intermediate reward provided by LR frames can improve
temporal consistency across frames. Visual results illustrated in Figure 6.14 can further
demonstrate the superiority of the proposed GFI.

Furthermore, we demonstrate the influence of the guided feature interpolation on noisy
STVSR in Table 6.6. We compare PSNR and SSIM of the Y channel of models trained
with/without the guided loss on the Vid4 dataset [208]. For fair comparisons, both models
are trained for the same number of iterations. We observe that the intermediate features

guide actually decreases the performance in most cases when the input data is noisy.

Overlayed LR w/o guidance w/ guidance

Figure 6.14. Ablation study on guided feature interpolation module. The
additional guidance can help to strengthen the ability of the temporal feature
interpolation network on handling motions.
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Table 6.6. Ablation study of guided feature learning on noisy STVSR. We
compare the PSNR and SSIM of the Y channel of models trained with/without
the guided loss on the Vid4 dataset [208].

T w/o GFI w/GFI
ype PSNR SSIM PSNR SSIM
Noise 23.91 0.6514 23.89 0.6510

QF=10 | 22.03 0.5216 21.99 0.5204
QF=20 | 22,78 0.5696 22.78 0.5707
QF=30 | 23.25 0.6000 23.25 0.6013
QF=40 | 23.59 0.6226 23.55 0.6220

Compression
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6.5 Discussion

For space-time video super-resolution, the goal is to reconstruct HR frames for both

missing intermediate and input LR frames. For example, given four input LR frames:

{IF, IE IE TE}, we want to obtain the corresponding seven consecutive HR frames: {I{, IZ ..

Since Il IF, and I} are unavailable, we need to hallucinate missing information for the
frames. Therefore, it is more challenging to reconstruct {12, IF [} than {1/, IF 17 17},
The unbalanced difficulty can lead to temporally inconsistent video results; and the potential
video jittering becomes one of the most crucial issues that we need to consider when design-
ing a space-time video super-resolution method. In our current framework, the proposed
deformable ConvLLSTM can implicitly enforce temporal coherence by handling visual mo-
tions and aggregating temporal contexts. However, results from our model still suffer from
the temporal inconsistency issue due to the essential unbalanced difficulty (see Figure 6.15).
To further alleviate the problem, we could consider devising new temporal consistency con-
straints to explicitly guide HR video frame reconstruction.

Videos might contain dramatically changing scenes or objects due to the existence of
temporal motions and geometric deformations. Although our Zooming SlowMo is capable of
handling large-motion videos, it might fail for certain dynamic objects with severe deforma-
tions. Multiple parts in a video object across temporal frames might have different motion
patterns, which leads to complex object deformations and introduces additional difficulties
for space-time video super-resolution. We illustrate one failure example in Figure 6.16. Al-
though the synthesized frame from our model contains fewer artifacts, the reconstructed
hands are pretty blurry due to large deformations in the animated character. To mitigate
the issue, we desire a more deformation-robust temporal alignment approach. We believe it

would be a promising direction.

6.6 Conclusion

In this chapter, we propose a one-stage framework for space-time video super-resolution
to directly reconstruct high-resolution and high frame rate videos without synthesizing inter-

mediate low-resolution frames. To achieve this, we introduce a deformable feature interpola-
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DAIN+EDVR: t —1 DAIN+4+EDVR: ¢ DAIN+EDVR: t +1
ZSM: t—1 ZSM: t ZSM: t+1

Figure 6.15. Temporal inconsistency issue in STVSR. It is more difficult to
synthesis HR frame ¢ than HR frames: ¢ — 1 and ¢ + 1, since LR frames: ¢t — 1
and ¢t + 1 are available and LR frame ¢ is missing during testing. Synthesized
HR frame at the time step ¢ is more blurry with fewer visual details than results
att—1and ¢+ 1.

Overlayed LR DAIN+EDVR ZSM

Figure 6.16. Failure example. Our model might fail to handle dynamic video
objects with severe geometric deformations.
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tion network for feature-level temporal interpolation. Furthermore, we propose a deformable
ConvLLSTM for aggregating temporal information and handling motions. With such a one-
stage design, our network can well explore intra-relatedness between temporal interpolation
and spatial super-resolution in the task. It enforces our model to adaptively learn to lever-
age useful local and global temporal contexts for alleviating large motion issues. Extensive
experiments show that our one-stage framework is more effective, yet more efficient than
existing two-stage networks, and the proposed feature temporal interpolation network and

deformable ConvLLSTM are capable of handling very challenging fast motion videos.
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7. Summary and Contributions

Blockwise Based Detection of Local Defects

In Chapter 1, we present a coarse-to-fine method to automatically detect local defects.
This method includes the initial detection by thresholding, and the secondary refinement by

a trained model. Our major contribution include:

o Different from previous works, we propose blockwise features to describe attributes of

visible defects in the candidate area, which can help us to determine the exact defect

type.

o With these proposed features, we build a blockwise dataset of local defects for future

training.

o A decision tree model is applied to produce more accurate results for visible local
defects. Our algorithm can classify different local defects according to their percep-
tual attributes, including size, brightness, and other aspects. Finally, we agglomerate
blockwise results to generate a feature vector for each test page, which can be used for

further assignment of page rank.

Face Set Recognition

In Chapter 2, we present a multi-column network for face set representation and recog-
nition. It takes all the images in the set as input and extracts their features and weights
based on the quality and content factors, and aggregates them to a compact representation

of the face set. Our contribution include:

o We propose an efficient solution for face set recognition. This method only adds an
extra ~ 6k parameters to the face feature extraction model, and can be widely used
in a wide variety of scenarios including video surveillance, mobile payment, and other

tasks.

175



Face Alignment

In Chapter 3, we investigate the effect of noise on the facial landmark detection task by
modeling the noise in both the training set and detection output, and comparing models

trained with different noise and training strategies. Our contribution include:

o We propose two metrics that quantitatively measure the stability of detected facial

landmarks.
o We model the annotation noise in an existing public dataset.

« We investigate the influence of different types of noise in training face alignment neural

networks, and propose corresponding solutions.

o Our results demonstrate improvements in both the accuracy and the stability of de-
tected facial landmarks. Our further experiments suggest that noise injection could be

a good method to avoid over-fitting.

Super-Resolution on Compressed Images

In Chapter 4, we propose a single-stage network for the joint compression artifact reduc-
tion task to directly reconstruct an artifact-free high-resolution image from a compressed

low-resolution input. To summarize, our contributions are mainly three-fold:

o We propose a novel CAJNN framework that jointly solves the CAR and SR problems
for real-world images that are from unknown devices with unknown quality factors.
Here, we explore ways to represent and combine both local and non-local information

to enforce image reconstruction performance without knowing the input quality factor.

o Our experiments show that CAJNN achieves the new state-of-the-art performance on
multiple datasets as measured by the PSNR and SSIM metrics. Compared with the
prior art, it generates more stable and reliable outputs for any level of compression qual-
ity factors. Our experiments illustrate the effectiveness and efficiency of our method

with both standard test images and real-world images.
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o We provide a new idea for enhancing high-level computer vision tasks like real-scene
text recognition and extremely tiny face detection: by preprocessing the input data
with our pretrained model, we can improve the performance of existing detectors. Our
model demonstrates its effectiveness on the WIDER face dataset, and the ICDAR2013

Focused Scene Text dataset.

Headshot Image Super-Resolution with Multiple Exemplars

Chapter 5 presents a solution to a more specifc scenario: headshot image super-resolution

with multiple exemplars. In summary, our contribution is four-fold:

o We propose a novel headshot super-resolution network that takes advantage of multi-
ple exemplars. Our method is more effective than previous approaches by thoroughly
integrating the corresponding information in the exemplar set. It is also more com-
putationally efficient since we from the matching and transferring process in the LR

space with careful design.

o We propose a novel reference feature alignment network to search and align correspond-
ing reference features to the LR content based on deformable sampling. We devise a
feature aggregation module conditioned on the LR content to explicitly improve the
set representation by favoring features that are high in quality and similarity to the

LR content.

« We propose a novel correlation loss that helps to represent the local texture and re-

construct more realistic details.

o Compared with previous approaches, our method achieves state-of-the-art face halluci-
nation performance on the CelebAMask-HQ testset. It has significantly fewer param-

eters and computational costs than recent exemplar-guided methods.

In future works, we will explore other aggregation methods to generate a better set rep-
resentation with the aid of face priors. In addition, we will further validate the effectiveness
of the correlation loss as generic supervision for other low-level tasks, e.g. image denoising,

video frame interpolation, style transfer, etc..
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Space-Time Video Super-Resolution

In Chapter 6, we propose a one-stage framework for space-time video super-resolution to
directly reconstruct high-resolution and high frame rate videos without synthesizing inter-

mediate low-resolution frames. The contributions of this chapter are six-fold:

« We propose a one-stage space-time super-resolution network that can address temporal
interpolation and spatial SR simultaneously in a unified framework. Our one-stage
method is more effective than two-stage methods by taking advantage of the intra-
relatedness between the two sub-problems. It is also computationally more efficient
since only one frame reconstruction network is required rather than two large networks

as in state-of-the-art two-stage approaches.

o We propose a frame feature temporal interpolation network leveraging local temporal
contexts based on deformable sampling for intermediate LR frames. We devise a novel
deformable ConvLLSTM to explicitly enhance temporal alignment capacity and exploit

global temporal contexts for handling large motions in videos.

o Our one-stage method achieves state-of-the-art STVSR performance on both the Vid4
and Vimeo datasets. It is 3 times faster than the two-stage SOTA networks while

having a nearly 4x reduction in model size.

o We improve model performance by integrating guided feature interpolation learning

into our one-stage framework.

« We investigate space-time video super-resolution under even noisy conditions, in which
random noises or JPEG compression artifacts corrupt the input LR video frames. Such
applications allow us to explore the flexibility and potential breath of our Zooming

SlowMo (ZSM) method.

o Additional and extensive experimental results demonstrate the effectiveness of the
proposed guided interpolation learning, and further show the superiority of our one-

stage network on tackling more challenging noisy STVSR tasks.
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