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ABSTRACT

It has been realized that a p-wave order parameter can emerge in a synthetic superconduc-

tor constructed from a semiconductor and an s-wave superconductor, provided that fermion

doubling is removed [1 ], [2 ]. In one dimension, the required electron spectrum consists of

two counter-propagating modes with opposite spin orientations, so-called helical channels.

Helical channels can be realized in nanowires with spin-orbit interactions in the presence

of magnetic field [3 ], [4 ], topological insulators [5 ], at the edges of the quantum spin Hall

system [6 ], or in the integer and fractional quantum Hall effect regimes [7 ]–[10 ]. This thesis

will discuss the formation and control of helical states in different systems.

The thesis will begin with a brief review of the quantum Hall effect and fractional quan-

tum Hall effect, the theoretical and experimental study of ν = 2/3 edge states, and spin

polarization of the ν = 2/3 state. Chapter 2 will discuss the investigation of transport

properties of helical domain walls between incompressible spin-polarized ν = 2/3 and spin

unpolarized ν = 2/3. Experimentally, the current carried by helical domain walls is found

to be substantially smaller than the prediction of the naive model. The experimental results

are compared with detailed Luttinger liquid theory and it is showed that inclusion of spin

non-conserving tunneling process reconciles theory with experiment.

Chapter 3 will discuss the magnetic and transport properties of EuSe/Bi2Se3, which may

enable a control of helical states related to topological surface states in topological insulators

by using magnetic proximity effect. A metamagnetic insulator EuSe, which consists of

various magnetic phases, is proven to grow on Bi2Se3 in (001) direction. The magnetic

and transport results indicate that the interfacial exchange between EuSe and Bi2Se3 is

antiferromagnetic, which may modify the surface states and result in even more nontrivial

physics that are not observed before.
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1. INTRODUCTION

The first system discussed in this thesis for forming helical channels is is the 2DEG in frac-

tional quantum Hall effect (FQHE) regime. Some basic concepts of the quantum Hall effect

(QHE) and a two-dimensional electron gas system (2DEG) are introduced in this chap-

ter. The first section discusses 2DEG in heterostructures. Section 2 reviews the quantum-

mechanical transport characteristics of a 2DEG subjected to electric and magnetic fields and

presents Landau Levels (LLs), quantum Hall effect (QHE), and the formation of edges states.

The FQHE and the composite fermion (CF) theory are discussed in section 3. Sections 4

and 5 focus on the ν = 2/3 spin transition. This section also includes an introduction to the

transport properties of the longitudinal resistance peak, which relates to a spin transition.

Section 6 briefly discusses an experimental platform to realize parafermions with ν = 2/3

spin-polarized and unpolarized states. Section 7 and 8 discusses the spin degree of freedom

in the FQHE including electron-nuclear interactions and formation of skyrmions. The last

section will introduce another system - a topological insulator (TI) - where helical states

related to topological surface states can be controlled.

1.1 Heterostructures and a Two-Dimensional Electron Gas (2DEG)

In a 2DEG system, electrons are free to move within two dimensions (2D) but are

confined in the dimension perpendicular to this 2D plane. This system is a fundamental

low-dimensional system [11 ] for condensed matter physics and many critical physical phe-

nomena, such as integral and the fractional quantum Hall effects (IQHE and FQHE), which

were discovered in high-quality 2DEG [12 ], [13 ]. The two-dimensional behaviors of 2DEG

are observed in materials like Si − MOSFETS and heterojunctions of III-V compounds

such as GaAs/Ga1−xAlxAs and 2-dimensional van-der-Waals materials. These materials or

heterostructures with atomic precision can usually be grown using molecular-beam epitaxy

(MBE) or metal-organic chemical vapor deposition (MOCVD).

A record of high electron mobility µ ∼ 35 × 106cm2(V s) with a mean free path of

∼ 300µm was reported in an AlGaAs/GaAs 2DEG at T < 1K without illumination [14 ].

The difference in lattice constant between GaAs and AlAs is less than 0.15%. This small

14



GaAs
2DEG

GaAs
2DEG

EF

EF

EF

EF

Figure 1.1. Comparison between conventional heterostructure and
inverted single interface heterojunction: Conduction band profile is plot-
ted for (a) inverted single interface heterojunction used in our experiments and
(b) typical modulation-doped quantum well, (c) single heterojunction, and (d)
inverted quantum well. Dash lines indicate positions of modulation doping.
Short dash lines indicate positions of Fermi energy. The figure is adapted from
ref. [15 ].

mismatch can result in a multi-layers sample of GaAs/AlGaAs without much strain and with

high electron mobility.

In our work, an inverted heterostructure, where the AlGaAs barrier with modulation

doping is placed below the 2DEG as shown in Figure 1.1 a, was used for increasing the contact

area of side contacts (130 nm in our inverted heterostructure (Figure 1.1 a) vs. 20 − 30

nm in typical quantum wells (Figure 1.1 bcd)). The carrier density n and mobility µ of

our sample are increased at cryogenic temperatures by shining light using the persistent

photoconductivity (PPC) effect. The carrier density of 2DEG can be tuned by a metal gate

deposited on the oxide layer grown on the top of the sample within the 0.5 · 1011cm−2 to

0.9 · 1011cm−2 range.
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1.2 Integer Quantum Hall Effect (IQHE)

The Hamiltonian for an electron of a two-dimensional system in the presence of magnetic

field B̂ = 5 × Â within Landau gauge Â = xBŷ is:

H = (p̂+ eÂ)2

2m∗ + V (x, y) = 1
2m∗ p̂

2
x + 1

2m∗ (p̂y − eBx̂)2 + V (x, y) + disorder, (1.1)

where p̂ is the momentum operator i
h̄
∇ and Â is the electromagnetic vector potential and

V (x, y) is a boundary potential function. When sample is far away from the boundary

(V (x, y) = 0), an wave function is ψk(x, y) = eikyfk(x), where k is wave vector. The Hamil-

tonian can be rewritten as a Hamiltonian for a harmonic oscillator:

Hk = 1
2m∗ p̂

2
x + m∗ω2

c (x+ kl2B)2

2 , (1.2)

where ωc = eB
m∗ is the cyclotron energy, m∗ is the effective mass of the electrons (m∗ = 0.067m0

for GaAs) and B is the magnetic field strength applied perpendicular to sample plane and

lB =
√

h̄
eB

is magnetic length. The corresponding solution for eigenvalues (energy levels) and

wave function are:

EN,k = h̄ωc(N + 1
2), (1.3)

ψk(x, y) ∝ HN−1(
x− xk

lB
) · e−

1
2 ·(

x−xk
lB

)2
· eiky, (1.4)

where n is a positive integer, xk = −k(lB)2 and HN−1(x) is an integer Hermite function.

The energy of the electron here depends only on N but not on k, which indicates degenerate

states with different k for the same energy level. The density of states is shown in Figure

1.2 b. The number of states in each Landau level is nL = B
h/e , where h

e is a flux quanta.

Filling factor ν = n/nL, where n is the carrier density, indicates the number of filled Landau

levels. In reality, the broadening of the Landau level is the result of both temperature and

disorder, as shown in Figure 1.2 b. There also can be splitting of Landau levels due to the

Zeeman effect. At B = 0, the two spin levels are degenerate. With Zeeman energy term,

EN = h̄ωc(N+ 1
2)+sg∗µBB, where g∗ is effective g factor (g∗ ≈ −0.44 for GaAs), µB is Bohr
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magneton and s is spin quantum number (±1
2 for electron). As B increases, the density

of state (DOS) at Fermi energy (EF ) varies, as shown in Figure 1.2 c, and the resistance

oscillates periodically in 1/B. This phenomenon is known as Shubnikov-de Hass (SdH)

oscillations, as shown in Figure 1.3 . If using the corresponding magnetic fields Bi and Bi+1

for the consecutive minima in ρxx, the carrier density can be calculated as n = e
h

1
1

Bi
− 1

Bi+1
.

The amplitude of SdH oscillations can be described by the Dingle formula [16 ]:

Rxx(B)
Rxx(B = 0) ≈ 1 + 2 · cos(2πEF

h̄ωc

− π) · e
−π

ωcτq · ξ

sinh(ξ) · cos(2π(gµBB

2h̄ωc

)), (1.5)

where B is magnetic field, ωc = eB
m∗ is cyclotron frequency, τq is the quantum lifetime,

ξ = 2π2kBT
h̄ωc

, and n is the carrier density. Scattering leads to a partial lifting of Landau levels

degeneracy and results in a Lorentzian broadening of the Landau levels with a full width at

half maximum Γ = h̄
2τq

. The amplitude of the oscillations in Rxx is dampened depending

on the ratio Γ/h̄ωc. The ξ
sinh(ξ) term takes thermal broadening into account. The cos term

incorporates the effect of the Zeeman splitting.

When magnetic field is high, and ν Landau levels are filled, a single particle picture in

quantum mechanics indicates that the current in the x-direction (electric field E direction)

is Ix = − e
m

∑ν
N=1

∑
k〈ψN,k| − ih̄ ∂

∂x
|ψN,k〉 = 0 and the current in the y-direction is Iy =

− e
m

∑ν
N=1

∑
k〈ψN,k| − ih̄ ∂

∂y
+ exB|ψN,k〉 = − e

m

∑ν
N=1

∑
k〈ψN,k|h̄k + exB|ψN,k〉 = eν ∑

k
E
B

=

eν AB
h/e

E
B

. For 2DEG in a magnetic field, the resistivity ρ̂ and conductivity σ̂ are 2×2 tensors:

ρ̂ =

 ρxx ρxy

−ρxy ρxx

 ; σ̂ =

 σxx σxy

−σxy σxx

 = ρ̂−1

Therefore, σxx = 0 (ρxx = σxx

σ2
xx+σ2

xy
= 0) and σxy = ν e2

h
(ρxy = ν−1 h

e2 ), quantized values

observed in integer quantum Hall effect (IQHE). Quantized Hall resistance can be explained

by introducing the edge states picture [18 ]. With a finite sample size, there will be a confining

potential at the edges of the sample. The number of edge states in the sample will be

determined by the number of Landau levels below the Fermi energy EF .
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(a) (b)

DOS DOS DOS

(c) B=0 Increasing B

E F

Figure 1.2. Landau levels: (a) Energy vs. magnetic field (B) spectrum
and periodically change of Fermi energy. (b) Effect of disorder and Zeeman
splitting: extended states are allowed in the center of each Landau level, while
the states in the tails of each Landau level are localized. (c) Filled Landau
levels with increasing magnetic field. The figures are adapted from ref. [17 ].

Now only the confining potential V (x) along x-direction is considered. V (x) rises when

it is close to the edge of the sample, as shown in Figure1.4 a. The energy of Landau levels

becomes:

EN,ky = (N + 1
2)h̄ωc + 〈ψN,ky |V (x)|ψN,ky〉. (1.6)

The effect of the confining potential is to lift the energy of the Landau levels towards

the edge, forcing them to cross the Fermi energy (EF ) at some finite distance from the

edge. When EF is in the middle of two Landau levels, one will find lines of non-vanishing

density of states where the Landau levels cross the EF along the edge. Near the edge

V (x) ≈ V (X) + ∂V (X)
∂X

(x−X), then the energy can be written as:

EN,ky ≈ (N + 1
2)h̄ωc + V (X(ky)) (1.7)
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Figure 1.3. Longitudinal resistance and conductance as a function
of magnetic field B: Shubnikov-de Hass (SdH) oscillations and IQHE are
observed in longitudinal resistance or conductance measurement from our in-
verted heterostructured sample.

and the drift velocity is

vN,ky = 1
h̄

∂EN,ky

∂ky

= 1
h̄

∂V (X(ky))
∂ky

= 1
h̄

∂U(X(ky))
∂X

∂X

∂ky

= −1
eB

∂V (X)
∂X

. (1.8)

The direction of vn,ky (vn,ky > or < 0) depends on the sign of ∂V (X)
∂X

. Since the sign

for ∂V (X)
∂X

at the opposite mesa boundaries is opposite, electrons move along the two mesa

boundaries in opposite direction. Now a potential difference (EFs − EFd
= ∆V (X) = −eV )

between source and drain or between the two sides of the sample is introduced, as shown

in figure1.4 b. This means that more states on the right-hand edge are filled than on the

left-hand edge. To compute the resulting current, all filled states are summed over. The 1-D
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Figure 1.4. Edge modes: (a) Edge channels and confining potential.(b)
Potential difference on two edges. The figures are taken from reference [19 ].

density of states of the edge is δne = 1
2π

∆k = 1
2π

( 1
lB

)2∆x = 1
2π

eB
h̄

∆x and then edge current

is:

Iy = −δneevn,ky = −e 1
2π

eB
h̄

∆x−1
eB

∂V (X)
∂X

= e
2πh̄

eV = e2

h
V = σxyV. (1.9)

Therefore, a single channel carries a quantized conductance of e2/h. The edge states trans-

ports were widely studied using Hall-bar geometry in the GaAs 2DEG system. Transport

complex geometries in the IQHE regime can be modeled using the Landauer-B¨uttiker for-

malism [18 ]. The voltage and current flow in the edge states follow three simple rules: 1.

The potential of the downstream channel remains the same unless it is equilibrated by the

contacts. 2. Each edge state in IQHE has a conductance of g = e2/h. 3. The conservation

of total charge.

An appearance of quantized plateaus in Hall resistance Rxy and zero longitude resistance

Rxx can be explained by the presence of disorder. Some states at the tails of the Landau

levels are localized by disorder while the current-carrying extended states are in the center of

each Landau level [20 ]–[22 ], as shown in Figure 1.2 b. If the magnetic field is decreased when

all the extended states are filled in a given Landau level, the localized states begin to be

populated instead of jumping up to the next Landau level. Since the localized states cannot

contribute to the conduction, the conductivity does not change over a range of magnetic

fields.
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(a) (b)

Figure 1.5. The discovery of FQHE. (a) The fractional quantum Hall
effect (FQHE) was first observed in an AlGaAs/GaAs heterostructure using a
Hall-bar geometry. The Hall resistance shows plateaus in ρxy quantized to the
values of 3h

e2 accompanied by a reduced ρxx at ν = 1/3. Figure was taken from
reference [23 ]. (b) A large number of fractional fillings were observed. These
fractional quantum Hall states are caused by Coulomb interactions between
the electrons in a strongly correlated system. The figure is adapted from ref.
[24 ].

1.3 Fractional quantum Hall effect (FQHE) and composite fermion (CF) theory

The fractional quantum Hall effect (FQHE) was first observed in an AlGaAs/GaAs het-

erostructure by D. Tsui, H. Störmer and A. Gossard [23 ] (Figure 1.5 a) shortly after the

discovery of IQHE. The ρxy shows quantized plateau to the value of 3h
e2 accompanied by

a reduced ρxx at ν = 1/3. After that, a large number of fractional quantum Hall states

with different fractional filling factors were discovered. Figure 1.5 b shows a typical plot of

the longitudinal resistivity and the Hall resistance as a function of the magnetic field for a

high mobility sample. This curve displays the plateaus in ρxy quantized to values of h/fe2

with a vanishing ρxx, where f is an exact rational value with an odd denominator. All

of these fractional states are characterized by having odd denominators, being symmetric

around ν = 1/2, having a larger gap for small denominators, and occurring only in very high

mobility samples at low temperatures (few mK). The discovery of the fractional quantum
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Hall states was unexpected since, according to the IQHE picture, there should be no energy

gap below ν = 1. However, the theory for the IQHE excludes electron-electron interactions,

which are essential for the FQHE. Now the Hamiltonian must include Coulomb energy that

results in correlation effects:

H = (p̂+ eÂ)2

2m∗ + e2

4πε0

∑
j<k

1
| rj − rk |

+
∑

j
V (rj) + gµBB · S, (1.10)

Here the second term on the right side represents the Coulomb interaction energy, and the

third term indicates the positive background and disorder potential, and the last term is

Zeeman energy [25 ], [26 ]. Laughlin’s proposal of a trial wave function proved to be very

successful in describing the strong electron correlations for the ν = 1/m FQH ground states

with m being an odd integer [27 ], [28 ]. The expression of the trial wave function is:

Ψ1/m =
∏
i<j

(zi − zj)m · e
− 1

4l2
B

∑
i|zi|2

, (1.11)

where zi,j is the position of an electron denoted as a complex number and m = 2p + 1 is

an odd integer, which forces the orbital part of the wave function to be anti-symmetric and

the spin part to be symmetric. The first part (∏
i<j(zi − zj)m), which is also called Jastrow

factor, includes the Pauli exclusion. When two electrons come together, the Jastrow factor

vanishes with a zero of order m. The exponential factor decreases quickly whenever electrons

get too far from the origin, thereby keeping the electrons as far as possible. Also, this wave

function satisfied the desired filling fraction ν = 1/m. Another assumption here is that spins

are fully polarized when electrons occupying the lowest spin-split LL. This assumption holds

for ν = 1/m FQH ground states and depends on the effective g factor. At other fractional

filling factors, partial or zero polarization ground states do exist. Laughlin’s approach only

accounts for the ν = 1/m FQH ground states.

Because of the apparent similarity of the experimental results between IQHE and FQHE,

an instructive theory was developed by Jain [29 ] to understand the FQHE states in the

lowest Landau level (LLL). In this theory, an even number (2p) of vortices is bound to each

electron, forming a new quasiparticle named composite fermion (CF) after vortex attachment

22



(a) (b) (c)

ℏ𝜔𝑐
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𝜈𝐶𝐹 = 2

Weakly interacting 
composite fermions

Λ

Beff≠0

𝜈 = 2/5

Figure 1.6. Schematic illustration of the composite Fermion model:
Half filled Landau level in the picture of IQHE (a) is transformed into a com-
posite Fermion sea (b) after the flux (black arrows) attachment transformation.
(c) When Beff 6= 0, Λ levels of composite Fermions are formed, a resemblance
of the case in IQHE. The figure is adapted from ref. [24 ].

transformation. In a simplified picture, 2p point flux quanta are attached to an electron.

The electrons effectively avoid each other by attaching to these flux quanta. In this way,

a strongly correlated electron system is mapped onto a weakly interacting system of CFs

[26 ], [29 ], [30 ]. At ν = 1/2 , p = 1 and for this special case each electron carries exactly

2 flux quanta. The net phase for a closed-loop by a CF enclosing an area A is 2π
ABeff

φ0
and

it consists of Aharonov-Bohm phase of electron, which is 2π
ABext

φ0
, and Berry phase of the 2

vortices bound to CF, which is 2π · 2nA. Here Bext is the external magnetic field, Beff is the

effective magnetic field, n is the electron density, and φ0 = h
e is the magnetic flux quanta.

So the reduced effective magnetic field Beff that CFs are experiencing is:

Beff = Bext − 2nφ0 (1.12)
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When ν = 1/2, Beff = 0 and CFs form a Fermi sea[31 ], [32 ].The Fermi wave vector is given

by: kCF =
√

4πn [33 ]. Note that Beff can be either negative or positive when ν > 1/2 or

ν < 1/2. The filling factor for a composite fermion is:

ν = νCF

2νCF ± 1 (1.13)

where the ± sign in the denominator indicates the direction of Beff in respect to Bext. For

instance,ν = 2/3 and ν = 2/5 is the case when νCF = 2 with negative and positive Beff

respectively. Now, FQHE for eletrons can be viewed as IQHE for composite fermions when

ν is away from 1/2 and Beff 6= 0 as shown in Figure 1.6 . Similarly, CFs occupy Λ levels

separated by an energy gap ∆ECF = γEC ∝
√
B, which, in analogy with electrons, can

be expressed as ∆ECF = h̄ωCF = h̄ eBeff
mCF

, where a field-dependent effective mass mCF is

introduced.

1.4 ν = 2/3 edge states

Edge state of ν = 2
3 is very complicated and was predicted to have two counter-propagating

modes which are downstream ν = 1 charge mode and upstream ν = −1/3 charge mode

[34 ](see Figure 1.7 a). A two-terminal conductance in this case is expected to be 4e2

3h
, which

contradicts experimentally observed 2e2

3h
[35 ], [36 ]. Later, it was realized that ν = 2/3 charge

mode is accompanied by an upstream neutral mode [37 ], see Figure 1.7 b, signatures of an

upstream neutral mode has been reported in a number of experiments [35 ]–[43 ]. Another

interpretation of ν = 2/3 is two co-propagating ν = 1/3 modes [44 ], see Figure 1.7 c, and

some experimental observations [45 ], [46 ] also indicated this possibility. In general, highly

correlated ν = 2/3 state exhibits rich physics beyond an oversimplified model of ν∗ = 2 in-

teger QHE for weakly interacting composite fermions and includes observation of upstream

neutral modes [39 ], [41 ]–[43 ], short-range upstream charge modes [47 ], and a crossover from

e∗ = 1/3 to e∗ = 2/3 charge excitations in shot noise measurements [46 ].
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(a)

(b)

(c)

Figure 1.7. Schematic illustration of the edge state construction in
ν = 2/3 : (a) Edge states of ν = 2/3 with a pair of counter propagating
conducting channels, out edge has a conductance of e2

h
and inner edge has

a conductance of −1
3

e2

h
. (b) Edge states of ν = 2/3 with a down stream

conducting channel of 2
3

e2

h
and an up stream neutral mode. (c) Edge states of

ν = 2/3 with two down stream channels of 1
3

e2

h
. The figures are adapted from

ref. [36 ].

1.5 Spin transition of ν = 2/3 states in CF picture

Eisenstein et al. first discovered the spin transition at ν = 8/5 [48 ]. Later, spin transition

at 2/3 was discovered[49 ]. In a GaAs with EZ << EC , it may be energetically favorable to

minimize charging energy at the expense of Zeeman energy. In this case, energy spectrum

for spin-full Λ levels for 1/2 < ν < 1 can be written as:

E↑↓ = h̄ωCF
c (p− 1

2) ± gµBB (1.14)

25



Figure 1.8. Spin transition for ν = 2/3 (νCF = 2) from CFs picture:
CF energy spectrums of ν = 2/3 (two filled Λ levels) for (a) global control of
B∗ and (b) local control of B∗. The spin polarization of the top level changes
at B∗ when Λ0,↓ and Λ1,↑ crosses. Solid and dotted lines are calculated for two
different values of z0, which is the extend of the wave function in z direction.

where h̄ωCF
c is the CF cyclotron energy which is proportional to the Coulomb energy since

only LLL is considered here. Coulomb energy is expressed below:

EC = e2

4πε
√
l2B + z2

0

(1.15)

where p = 1, 2, 3... is an index number, lB =
√

h̄
eB⊥

≈ 25√
B⊥
nm is the magnetic length and

B⊥ is the out-of plane component of the magnetic field B, z0 is the extend of the wave

function in z direction. Since CF cyclotron energy in linear in
√
B while Zeeman energy is

linear in B, spin up and spin down levels cross at certain magnetic field B∗. For νCF = 2

(ν = 2/3) two levels are filled and the polarization of the top-most Λ level for CFs changes

at the crossing point B∗, as shown in Figure 1.8 a. A spin transition occures at B∗ from

unpolarized (B < B∗) to fully polarized state (B > B∗). The spin polarization change at

ν = 2/3 state had been seen and studied by optical probe [50 ], [51 ], NMR technique [52 ],

and tunneling spectroscopy [53 ] etc..

A longitudinal resistance peak at ν = 2/3 plateau is assigned to spin polarization change.

When using a small ac current (< 10nA), a small longitudinal resistance (SLR) peak appears

in the ρxx minimum plateau. If sweeping gate voltage at a very slow speed in a fixed magnetic

field, there is almost no hysteresis. While at a high ac current (> 25nA), a huge longitudinal

resistance (HLR) is measured with a pronounced hysteresis. Furthermore, the time it takes
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for the HLR to relax back to zero after switching off current is from 10 minutes to even hours,

indicating typical nuclear relaxation times in GaAs. Besides, the time evolution of the HLR

peak strongly depends on whether ac or dc current is used. If an ac current is applied, the

HLR increases and saturates within minutes. But with a dc current, the HLR collapses after

it reaches a maximum. It means that, most likely, the domain structure is influenced by an

ac current differently than by a dc current [54 ], and HLR can only be stabilized changing

the current flow direction. Different experimental techniques are also widely used to study

the properties related to spin polarization including the study of the activation gap [49 ],

[55 ], [56 ], photoexcitation [50 ], and electron-nuclear spin coupling via hyperfine interactions

[57 ]–[59 ].

1.6 Possible experimental platform to reveal Parafermions (PFs)

When considering symmetry concerning an exchange of particles, Bose-Einstein statistics

(particles with integer spin) and Fermi statistics (particles with half-integer spin) were recog-

nized in the early times. Later, it was found that particles or quasi-particles confined to two

dimensions can develop anyonic statistics [60 ]–[62 ], for which an exchange results in phases

different from 0 and π. Furthermore, the non-abelian statistics, for which exchange or braid-

ing in two dimensions may result in a nontrivial unitary transformation of the corresponding

wave functions, can be realized in degenerate ground states [63 ]. It was recently recognized

that the non-abelian statistics open new ways of approaching fault-tolerant quantum com-

putation. Topological quantum computation can be performed with Majorana fermion(MF)

[64 ], but MF-based qubits are not computationally universal. Parafermions(PFs) [65 ], higher-

order non-Abelian excitations, are predicted to have a denser rotation group, and their braid-

ing enables two-qubit entangling gates [66 ], [67 ]. A two-dimensional array of parafermions

can serve as a building block for a system that supports Fibonacci anyons with univer-

sal braiding statistics [68 ], a holy grail of topological quantum computing. In an essential

conceptual paper, Clark et al. proposed that PF excitations can emerge in the fractional

quantum Hall effect (FQHE) regime if two counter-propagating fractional chiral edge states

with opposite spin polarization are brought into proximity in the presence of superconduct-
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Helical domain wall formed at a gate boundary 
In FQHE regime with fractionalized charge excitations

Figure 1.9. Possible platform to realize parafermions at ν = 2/3: Left:
Theoretic requirements for obtaining parafermions. Right: Corresponding ex-
perimental platform using ν = 2/3 states. The figure on the left is adapted
from ref. [69 ].

ing coupling [69 ], as shown in Figure 1.9 a. A natural system to look for PFs is a 2D electron

gas (2DEG) in the FQHE regime, where edge states support fractionally charged excitations,

as shown in Figure 1.9 b.

It has been predicted that domain walls formed in the integer QHE regime at a filling

factor ν = 1 have helical magnetic order [7 ]. Recently, the formation of helical channels

has been reported in the integer and fractional quantum Hall effect regimes (IQHE and

FQHE), either as a conducting domain wall formed between two QHE states with different

polarizations [8 ], [9 ], or counter-propagating chiral channels formed due to charge redistri-

bution in double quantum wells [10 ]. Domain walls in fractional quantum Hall ferromagnets

are gapless helical one-dimensional channels formed at the boundaries of topologically dis-

tinct quantum Hall (QH) liquids. Naïvely, these helical domain walls (hDWs) constitute two

counter-propagating chiral states with opposite spins. Coupled to an s-wave superconductor,

helical channels are expected to lead to topological superconductivity with high order non-

Abelian excitations [67 ], [69 ]–[71 ]. In the FQHE regime, spin transitions have been observed

at a filling factor ν = 2/3 as well as other fractions [55 ], [57 ]. At the transition, the 2DEG
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spontaneously phase separates into regions of different spin polarizations, and conducting

domain walls are formed along the domain boundaries [72 ], [73 ]. An experimental challenge

is to devise a system where spin transitions in the FQHE regime can be controlled locally,

allowing the formation and manipulation of DWs. Theoretically, neither the magnetic nor

electronic structure of these domain walls was known prior to our work and the work of our

theory collaborators.

1.7 Electrons-Nuclei interactions

Table 1.1. Properties of the three types of nuclei in GaAs.
69Ga 71Ga 75As

Spin quantum number I 3/2 3/2 3/2
Natural abundance xn 60.108% 39.892% 100%

Reduced gyromagnetic ratio 1
2π
γn(MHz/T ) 10.2478 13.0208 7.3150

gNµN/µB(×10−3) 0.732 0.930 0.523
gNµN/kB(mK/T ) 0.492 0.625 0.351

|u(0)|2/v0(1025cm−3 5.8 5.8 9.8
Hyperfine constant AH(µeV ) 38 49 46

Fully polarization nuclear field bN(T ) -1.37 -1.17 -2.76
B = 4.2T , En = h̄γnB(µeV ) 0.028 0.036 0.020

This table is adapted from ref.[74 ]

Although discussion of FQHE phenomena in this thesis is restricted to the lowest Landau

level (LLL), EZ/h̄ωc ∼ 1/60 in GaAs and even the LLL can be not fully polarized. Some

observations cannot be explained by electronic system alone but require inclusion of electron-

nuclei coupling. Many experiments [57 ], [75 ]–[80 ] have established the importance of the

nuclear system in two-dimensional systems. In general, nuclear spins can interact with

electrons nearby via the hyperfine interaction.

The hyperfine interaction between a nuclei spin I and an electron spin S can be written

as [74 ]:

HHF = AH |Φ(r)|2v0I · S, (1.16)

where AH is the hyperfine coupling constant, |Φ(r)|2v0 is the wavefunction overlap with

a unit cell volume. For GaAs, the hyperfine interaction essentially is the Fermi contact
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interaction between the nuclei and the s-type conduction band electrons. Therefore, the

hyperfine coupling constant can be written as [74 ]:

AH ≈ 2µ0

3
geµBgNµN

v0
|u(0)|2, (1.17)

where µ0 is the permeability constant, ge the free electron g-factor, gN the nuclear g-factor,

µB the Bohr magneton, µN the nuclear magneton, v0 the volume of the crystal unit cell,

and |u(0)|2 is the probability of finding an electron at a nuclear site with the normalization

condition
∫

|u(0)|2d3r = v0. Table 1.1 shows the details of properties of nucleus in GaAs.

When the nucleus are polarized, they create a local magnetic field (or nuclear hyper-

fine field) Bn felt by the spin of an electron through the hyperfine coupling. Summing up

contributions from all three types of nuclei , Bn can be written as [74 ]:

Bn =
3∑

i=1
bN,i

〈Ii〉
I
, (1.18)

with

bN,i = 2µ0

3
geIi

g∗
γn,ih̄

xn,i

v0
|ui(0)|2 = AHIxn,i

g∗µB

, (1.19)

where xn,i is the natural abundance of the ith type of nuclei, g∗ the reduced electron g-

factor, γn,i = gN µN

h̄
the gyromagnetic ratio of the ith type of nuclei. Due to the contact type

interaction and the reduced electron g-factor, Bn can be as large as 5.3T in GaAs (See Table

1.1). With the nuclear hyperfine field, the Zeeman energy can be written as:

EZ = g∗µB(Bext +Bn), (1.20)

where Bext is the external applied magnetic field and Bn the nuclear field. Any spin phe-

nomenon related to the Zeeman energy in the LLL is strongly affected by the hyperfine

coupling. The flip-flop processes is the major source for the enhancement of nuclear polariza-

tion, which is also called Overhauser effect. Experimentally, dynamical nuclear polarization

(DNP) can be achieved by many methods such as current-induced nuclear spin polarization

[75 ], [78 ] or optical pumping [81 ].

30



Similarly, the effective magnetic field Be, created by polarized electrons can act on the

nuclear spins and, for a 2D electron system, can be written as [74 ]:

Be = be〈S〉 = −2µ0

3 geµBne|u(0)|2|φ(z)|2〈S〉, (1.21)

where ne is the 2D electron density and φ(z) is the 1D envelope of the electron wavefunction

of the lowest subband of the potential well forming the 2D electron system. For a typical

2D system with ne ∼ 1011cm−2, Be is within a few mT even for a fully polarized 2D gas. In

nuclear magnetic resonance (NMR) experiments, Be can be detected and is referred to as the

Knight’s shift Ks = γn

2π
Be, which can be used to measure the electron spin polarization. The

interaction between nuclei and electron in our helical system will be discussed in chapter 2.

1.8 Skyrmions

The ν = 1 QH state is also called a Quantum Hall Ferromagnet (QHF) state since it

remains spin polarized and is stabilized in a ferromagnetic state due to the Coulomb exchange

energy even in the absence of a Zeeman energy. Electron-electron interactions play a major

role in this state.

Theoretically, in the limit of a vanishing Zeeman energy, the lowest-lying charged energy

excitations of the QHF state are topological objects with an underlying spin-texture. These

excitations, called skyrmions, are characterized by having their spins gradually turned from

downward at the center to upward at a distance moving away from the center, and hence ex-

hibiting a vortex-like winding configuration (see Figure 1.10 a). When the Coulomb exchange

energy is much larger than the Zeeman energy, a skyrmion is energetically more favorable

than a single spin flip because it prefers locally aligned spins. The energy needed to create

a skyrmion is [24 ]:

E = Eexch + EZ = ρsECk
2 + g∗µBB, (1.22)

where Eexch is the Coulomb exchange energy, EZ the Zeeman energy, ρs the ”spin stiffness”,

k the wavevector. For EZ = 0, the size of skyrmion should be infinite. When EZ is large,

single spin flips are restored. In between, the size of skyrmion shrinks when increasing the
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Figure 1.10. Skyrmions around ν = 1: (a) Illustration of a skyrmion
spin texture: numerous electron spins are gradually flipped but yet carrying
exactly one unit of charge. The size of a skyrmion is determined by the energy
competition between EZ and EC . This figure is adapted from ref. [82 ]. (b)
Knight’s shift as a function of filling factor near ν = 1: the existence of
skyrmions was first proved through optically pumped NMR experiments [83 ].
The polarization deviates on both sides of ν = 1 as expected for skyrmions.
The solid line is the expected polarization for a non-interacting system. This
figure is adapted from ref. [83 ].

Zeeman energy for balancing the Zeeman and Coulomb energies. Therefore, deviating from

ν = 1 creates skyrmions for ν > 1 or ν < 1.

Experimentally, the first experimental evidence of the existence of skyrmions came from

optically pumped NMR (OPNMR) experiments by Barrett’s group (see Figure 1.10 b, which

shows the Knight shift as a function of filling factor) [83 ]. The Knight’s shift is directly

proportional to the electron spin polarization. The decrease of Knight shift( or electron

spin polarization) was attributed to the formation of spin textures and is consistent with

the theoretical prediction that finite-size skyrmions exist around ν = 1. Skyrmions are also

expected to exist around the QHF state ν = 1/3 [84 ] and there has been some indication

that they do exist in this regime [85 ]. Chapter 2 in this thesis will also discuss a possible

picture forming skyrmion crystal near ν = 2/3.

1.9 Topological insulators

Study of the quantum Hall effect in 2DEG system has led to a new classification of matter

based on their topological order [86 ]. Quantum Hall states do not break any symmetries, they
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define a topological phase where certain fundamental parameters, such as Hall conductance,

is quantized and insensitive to any smooth transformation unless the system go through a

quantum phase transition. In the past 10 years a new class of topological materials has

emerged, so-called topological insulators (TIs) [87 ]. TIs, like normal insulators, have a bulk

energy gap. However, the edge (or surface, depending on the system dimension) holds

massless states that are protected against weak perturbations by time-reversal symmetry. In

2005, theorists predicted the existence of the quantum spin Hall (QSH) insulator [88 ], [89 ]. In

2007, experimentalists demonstrated such a topological state in HgTe quantum well system

[90 ]. An ideal two-dimensional TI, a quantum spin Hall insulator, features an insulating

bulk and a conducting edge. Edge channels consist of two counter-propagating modes with

opposite spin orientation, retaining Kramer’s degeneracy. Since the electron spin is locked to

its momentum, edge states of TIs are insensitive to any non-magnetic impurity scattering.

Bi2Se3 is a prototypical 3D TI with a non-zero bulk conduction. In 3D TIs, the protected

conducting state is a surface with a single Dirac cone protected by the time-reversal symme-

try. Moreover, the growth of intrinsic Bi2Se3 crystal makes the Fermi level close to the Dirac

point, which serves as a good candidate for the transport study. Similar to the quantum

spin Hall insulator, electrons in the surface states of Bi2Se3 feature spin-momentum locking.

Like mentioned above, surface states of TIs are not sensitive to scattering without a

spin flip. However, by inducing a long-range magnetic order and breaking the time-reversal

symmetry at the surface of the TI one can open a gap in the Dirac spectrum. An ability to

modulate topological surface states (TSS) is a prerequisite to create a quantum anomalous

Hall insulator (QAHI) or an axion insulator [91 ], [92 ]. Such exotic magnetic topological

phases may host robust charge and spin currents, which can be used in electronics or spin-

tronics applications [91 ], [93 ], [94 ].

There are several different strategies to induce a long-range magnetic order including

magnetic doping, coupling through proximity effect, and magnetic intercalation. This thesis

will focus on inducing magnetic order in TIs by proximity coupling to magnetic materials

(MM). Unlike an existing challenge of simultaneously optimizing both the TSS and bulk

magnetism for observing a QAHI or axion insulator in dilute magnetically-doped TIs or

intrinsic magnetic TIs, MM-TI heterostructure allow independent control of TSS and mag-

33



netism. The MM induces magnetic order in the TI through a proximity coupling. This

magnetic proximity effect has a relatively short length-scale of a few Angstroms from the

time-reversal symmetry is broken only at the interface of the TI and MM, but not in the

bulk of the TI. In addition, the presence of strong spin-orbit coupling may enhance magnetic

order in the MM [95 ]–[98 ].

The magnetic proximity effect can be regarded as a permeation of the magnetic ground

state into a neighboring material through the interaction between magnetic moments in

the MM and the electron spins in the neighboring material. There are three major types

of interactions in MM-TI heterostructures: direct exchange coupling, magnetic extension,

and surface-state-assisted magnetism. This thesis will focus on a metamagnetic-insulator/TI

system to study its interfacial interaction mechanism.
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2. FORMATION AND CONTROL OF HELICAL STATES IN

CHIRAL SYSTEM

Parts of this work have been published in Phys. Rev. B 97, 245304 (2018), and are under
review in Nat. Comm., arXiv:2101.00126.

2.1 Introduction

While electrons propagating along chiral channels in the QHE regime are topologically

protected from backscattering, there is no such protection for helical channels. In CdTe:Mn

quantum wells [99 ] ferromagnetic transition can be designed to occur at a filling factor ν = 2,

and helical domain walls (hDWs) are formed due to the crossing of |0, ↑〉 and |1, ↓ 〉 Landau

levels. These states are coupled by Rashba spin-orbit coupling and, indeed, a 1K anticrossing

gap has been measured at low temperatures in the bulk. In short hDW channels, electron

transport is carried by in-gap impurity states [8 ]. These impurity states are expected to

retain the helical nature of the parent hDW and, coupled to a superconductor, to support

non-Abelian excitations [9 ]. In double quantum wells helical channels are constructed from

two counter-propagating chiral channels which belong to different Landau levels and, as

in CdTe: Mn, one would expect Rashba spin-orbit interactions to facilitate inter-channel

scattering (these materials have almost identical Rashba constants, 6.93 eV in CdTe vs 5.206

eV in GaAs [100 ]). Nevertheless, ballistic transport over macroscopically large distances

> 300µm has been found experimentally [36 ], indicating that chiral channels are spatially

well separated, rendering these channels unsuitable for parafermion formation (inter-channel

mixing is required to form parafermions [69 ]).

Another intriguing possibility to form helical channels with fractionalized charge excita-

tions is based on the spin transition at ν = 2/3 [10 ]. Superficially, this spin transition between

polarized (p) and unpolarized (u) ν = 2/3 FQHE states can be understood as a crossing of

|0, ↑〉 and |1, ↓〉 Λ levels for composite fermions [50 ], [101 ] and a helical domain wall with

fractionalized charge excitations (fhDW) can be associated with two counter-propagating

1/3 chiral states [55 ]. Such description of the fhDW is an oversimplification, though, due to

a complex nature of the underlying many-body states. Recent theoretical analysis of fhDW
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formed between p and u ν = 2/3 states suggested the formation of 2+2 counter-propagating

channels, with the inner two channels being fully hybridized and the outer ones having op-

posite spin polarization [102 ]. Coupled to an s-wave superconductor this fhDW is expected

to form a topological superconductor with parafermionic end modes.

Electron transport are studied in samples where hDWs of different lengths L are formed

by electrostatic gating in a Hall bar (HB) geometry. Experimentally, in the limit L → 0

approximately 12% of the edge current is diverted into the hDW, a number drastically differ-

ent from the 50%, a prediction for two non-interacting counter-propagating chiral channels.

To address this discrepancy theoretically, tunneling between Luttinger liquid modes [103 ]

through a hDW in the strong coupling limit [104 ]–[106 ] is considered and it is confirmed

that results remain the same if hDW is modeled as an extended object. It is found that

in the presence of a strong inter-edge tunneling edge channels in u and p regions populate

unequally, both at the boundary of the 2D gas and within the hDW, forming a number of

down- and up-stream charge, spin and neutral modes. For spin-conserving tunneling 1/4

of the incoming charge current is diverted into the hDW, while allowing spin-flip processes

further reduces hDW current. Indeed, at high bias currents an increase in the current car-

ried by the hDW is observed. This indicates formation of a bottleneck for spin flips due to

Overhauser pumping of nuclei and a crossover from spin-non-conserving to spin-conserving

transport.

A controllable spin injection experiment is also constructed in this single helical domain

wall and use nuclear bath polarization as a detector of low-energy spin waves. Omnidirec-

tional propagation of nuclear polarization, which is consistent with nuclear electron hyperfine

interaction, is observed for electron spin-increasing injection. For the electron spin-decreasing

injection, a unidirectional propagation of nuclear polarization is observed, indicating gener-

ation of low energy spin waves in the polarized state.

In the end, it is found that in a quasi-Corbino (qC) geometry conductance was suppressed

by more than an order of magnitude and does not depend on the length of the channel, and,

most likely, was limited by a residual conductance through the bulk of the gaped 2/3 state.

The inconsistency between HB device and qC device may be attributed to the enhancement

of contact resistance in the qC device. At the same time, the expected quantized value
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Figure 2.1. A typical Hall bar device with hDWs length of L = 7µm:
A false color image of a typical device: yellow regions are Ohmic contacts; 2D
gas in green and magenta regions is controlled by gates G1 and G2; in the
grey area 2D gas is removed. In the enlarged section thick lines outline mesa
boundary and thin vertical blue line marks a physical boundary between G1
and G2.

1/15Gq for the topologically protected chiral edge channels formed between 2/3 − 3/5 and

1/3 − 2/5 FQHE states are measured. This disparity also raised questions of Fermi level

adjustment in the vicinity of Ohmic contacts and stability of a fhDW in the presence of

potential gradients.

2.2 Wafers, devices and measurements

A number of wafers with inverted GaAs/AlGaAs interface have been grown by our col-

laborator Professor Loren Pfeiffer. These inverted GaAs/AlGaAs heterojunctions are grown

by molecular beam epitaxy, and the top layer is 130-230nm thick GaAs, Si δ-doping placed

70-300 nm beneath the heterojunction interface. The top 25 nm of GaAs is lightly doped

to reduce the surface pinning potential. Inverted heterostructures allow electrostatic gating
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of a shallow 2D gas with no hysteresis. A list of quantum well (QW) wafers used in this

chapter can be found in Appendix A.

Several devices in a Hall bar (HB) geometry with multiple gates have been fabricated

from wafer A (LE40) with electron gas density 0.9 · 1011cm−2 and mobility 4.95 · 106cm2/V s

in order to study transport through hDWs. Devices are separated into two regions G1 and

G2 by semi-transparent gates (10 nm of Ti), the gates are separated from the surface of

the wafer and between each other by 50nm of Al2O3 grown by the atomic layer deposition

(ALD). Figure. 2.1 displays a typical device with hDWs length L = 7µm. Here the hDWs

length L is a lithographical length of the gate boundary between physical edges, the actual

length is smaller in HB devices by twice the depiction length (∼ 0.3µm). In different devices

L varies between 2 − 100µm. A 2DEG is created by shining red LED at ∼ 4 K. Contacts

are formed by annealing Ni/Ge/Au 30nm/50nm/100nm, in a H2/N2 atmosphere. Details

of device fabrication can be found in Appendix B. Electron density n under G1 and G2 are

able to be controlled independently by electrostatic gates.

Measurements were performed in a dilution refrigerator at a base temperature of 20 mK

using standard lock-in technique at 17.7 Hz in a 4-terminal configuration (Iac = 0.1−10 nA,

limiting the voltage across the device to < 10 µV). Gate voltages (Vg1 and Vg2) were applied

by a home-made digital-to-analog converter (DAC) to control the electron gas density. Here

Vg = (Vg1 + αVg2)/2 controls overall densities under gates G1 and G2 (coefficient α = 0.75

accounts for the difference in oxide thickness under the gates), and ∆Vg = Vg1 −αVg2 controls

density difference. Density is uniform across the whole device for ∆Vg = 0.

2.3 Devices characterization

2.3.1 Quality of 2DEGs

After cool down from room temperature to 4 Kelvin devices are illuminated with a red

LED at 100 µA for 1 min and left to relax for 12 hours before cooling to the base temperature.

This sequence is found to result in the best quality and uniformity of a 2D gas in our

experiments, with the sharpest spin transition and widest fractional quantum Hall states.

With zero gate voltages densities of 2D gases under gates G1 and G2 are approximately

38



0 1 2 3 4 5 6 7 8
0

1

2

3

4

5

4/7

2/3

3/5

4 3 2

R
x
x
 (

k
W

)

B (T)

 Rxx2 under G2

 Rxx1 under G1

Vg1=0 mV

Vg2=0 mV

1

0 1 2 3 4 5 6 7 8
0

1

2

3

4

5
 Rxx2 under G2

 Rxx1 under G1

2/3
4 3 2

R
x
x
 (

k
W

)

B (T)

Vg1=-64mV

Vg2=-74mV

1

5.0 5.5 6.0 6.5 7.0
0

1

2

3

4

5

R
x

x
 (

k
W

)

B (T)

1.0

1.2

1.4

1.6

1.8

2.0

R
x

y
 (

h
/e

2
)

\caption{Magnetoresistance $R_{xx}$ of a 2D gas as a function of magnetic field at (a) zero gate voltages and (b) gate voltages where $\nu=2/3$ is 
close to the spin transition. Inset shows $R_{xx1}$ and $R_{xy1}$ for $V_{g1}=0$ (different cooldown from the main trace).}

(a)

(b)

2/3

fs-magnetoresistance

Figure 2.2. Magneto-resistance Rxx of a 2D gas as a function of
magnetic field: Rxx at (a) zero gate voltages and (b) gate voltages where
ν = 2/3 is close to the spin transition measured at the base temperature
T=20mK. Inset shows Rxx1 and Rxy1 for Vg1 = 0 from the same cool-down but
with different LED sequence.

0.9 · 1011 cm−2, see Figure 2.2 . Small differences in the quality of 2D gases under two gates

are attributed to different thicknesses of gate oxides (50nm under G1 and 100nm under G2),

as well as to a small difference in the thickness of semi-transparent titanium layers which

form gate electrodes. Application of negative gate voltage and reduction of the density to

≈ 0.7 · 1011 cm−2 does not degrade the quality of 2D gases as shown in Figure 2.2 b.
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2DEG

Figure 2.3. Magneto-resistance Rxx of a 2D gas as a function of gate
voltage: Rxx under (a) G1 and (b) G2 as a function of gate voltage at different
magnetic fields in the vicinity of ν = 2/3. Grey shading outlines the ν = 2/3
state, dashed lines mark the spin transition. (c) Electron density as a function
of gate voltage: dashed lines are linear fits. In the inset there is a schematic
of the device cross section which shows difference in gate oxide thicknesses.

2.3.2 Spin transition within ν = 2/3 plateau

As discussed in chapter 1, the CFs’ energy levels cross at B∗, which separates ν = 2/3

into polarized and unpolarized states. The energy gap for quasiparticle excitations vanishes

providing a mechanism for charge backscattering and, hence, at B = B∗ resistance of the 2D

gas is no longer zero. In our devices, it is possible to control B∗ by electrostatic gating, and

small peaks within the 2/3 plateau in Figure 2.3 ab, an evolution of the 2D gas resistance

in the vicinity of ν = 2/3 as a function of magnetic field and gate voltage, are quantum Hall

ferromagnetic transitions between polarized (p) and unpolarized (u) regions.

2.3.3 Gate voltage and filling factor

Electron density is extracted from the position of ν = 3/5 state (within this field range

ν = 3/5 is far from the spin transition). Electron density is a linear function of gate

voltages n(Vg) = n0 + βVg (see Figure 2.3 c), where coefficients β1 = 4.76 · 108cm−2/mV

and β2 = 3.21 · 108cm−2/mV are almost the same for different cooldowns while the zero

voltage density n0 varies within 5%. Here gate voltages can be converted to filling factors

ν = nφ0/B, where B is an external magnetic field, φ0 = h/e is a flux quanta and n is electron
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Figure 2.4. Chiral channels in IQHE and FQHE regimes: (a-c) Resis-
tance R34 is plotted as a function of 〈ν〉 and ∆ν for the sample with 20 µm
gates boundary. The top and right panels in each plot show line cuts indicated
by solid lines in color plots. Resistance R34 is quantized for ∆ν = +1 in the
IQHE regime and for ∆ν∗ = +1 in the FQHE regime (ν∗ is a composite fermion
filling factor), R34 = 0 for ∆ν = −1 and ∆ν∗ = −1. (d) R34/(1/ν1 − 1/ν2) for
chiral channels is plotted as a function of a filling factor.

density, based on the linear dependence of electron density as a function of gate voltage at

a fixed magnetic field.

2.4 Transport in the presence of a chiral channel

Before studying helical channels, chiral channels were first measured for system calibra-

tion and self-consistency check. Measurements of R34 were performed when filling factors ν1

and ν2 under gates G1 and G2 are different quantum Hall liquids. According to Landauer-

Büttiker theory [44 ], [107 ] for B > 0 R34 = ( 1
ν1

− 1
ν2

) ·Rq for ∆ν > 0 and R34 = 0 for ∆ν < 0

(zero and non-zero values will be switched for B < 0). In the IQHE regime when filling
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Figure 2.5. Formation of helical domain walls at ν = 2/3: (a) A false
color image of a typical device. Yellow regions are ohmic contacts, 2D gas in
green and magenta regions is controlled by gates G1 and G2, in the grey area
2D gas is removed. In the enlarged section thick lines outline mesa boundary
and thin vertical blue line marks a physical boundary between G1 and G2.
(b) Magnetoresistance R45 = (V5 − V4)/I of a 2D gas is plotted as a function
of gate voltage (controlling filling factor ν) at a fixed B = 4.2 T. Small peak
at −34 mV is the phase transition between unpolarized (u) and polarized (p)
ν = 2/3 FQHE liquids. (c) A diagram of u and p states as a function of ν1
and ν2 under gates G1 and G2; 〈ν〉 = (ν1 + ν2)/2 and ∆ν = (ν1 − ν2). (d)
Resistance R34 = (V4 − V3)/I across a 7 µm - long gates boundary is plotted
as a function of 〈ν〉 and ∆ν. Black square outlines the ν = 2/3 region, red
lines mark u-p transitions and yellow lines mark centers of u and p regions.

factors ν under gates G1 and G2 differ by one, a single chiral channel is formed along the

gates boundary and resistance R34 measured across the boundary is either quantized or zero

depending on the sign of the filling factor gradient and direction of B. Likewise, a chiral

channel is formed when a gates boundary separates two different FQHE states. In Figure

2.4 abc, resistance R34 is plotted over a range of filling factors in IQHE and FQHE regimes.

In (d) it is plotted experimentally measured R34 scaled by ( 1
ν1

− 1
ν2

) as a function of filling

factor 〈ν〉; the values fall within 1% of the expected values. The R34 value is averaged in

1mV vicinity around the QHE state center. The error bar is the corresponding standard

deviation.
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2.5 Formation of helical domain walls at ν = 2/3

Independent control of filling factors ν1 and ν2 under G1 and G2 divides the 2/3 region

into four quadrants uu, pp, up and pu, where the first letter corresponds to polarization

of the state under G1 and the second corresponds to polarization under G2. Within the

Landauer-Büttiker formalism [44 ], [107 ] resistance R34 = (1/ν1 − 1/ν2)Rq should be zero for

all combinations of polarizations under the gates, since quantum numbers ν1 = ν2 = 2/3

for both u and p states (here Rq = h/e2, h is the Plank’s constant and e is an electron

charge). Experimentally, R34 is found to be vanishingly small in uu and pp quadrants,

consistent with a single FQHE state being extended over the whole device. R34 > 0 in up

and pu quadrants indicates backscattering between edges. Combined with zero longitudinal

resistance under G1 and G2, it indicates formation of a conducting channel along the gates

boundary. Unlike resistance measured across chiral channels (e.g., between ν = 2/3 and

ν = 3/5 FQHE states), resistance measured across the boundary of u and p quantum liquids

at ν = 2/3 shows almost no dependence on the direction of the external magnetic field and

density gradient, consistent with the formation of a helical domain wall [108 ].

2.5.1 Field dependence of helical domain wall

Figure 2.6 shows resistance in the vicinity of ν = 2/3 for two opposite-field directions

with hDW length of 50µm. As expected for a helical channel hDW resistance does not

depend on the field direction, at least close to the center of the ν = 2/3 state (at the edges

of the ν = 2/3 state there is an onset of chiral channels formation, the resistance of chiral

channels depends strongly on field direction as discussed in more details in the next section).

Field evolution of a 7µm-long domain wall is shown in Figure 2.7 . Here, R34 is recorded

as a function of Vg1 and Vg2 at different magnetic fields. For B = 4.0T < B∗ (the lower right

corner), states under both gates are unpolarized and R34 = 0. Similarly, when B = 4.9T >

B∗, states under both gates are fully polarized with R34 = 0. By increasing B, the magnetic

field is adjusted to position spin transitions under both gates to be close to the middle of

the ν = 2/3 state (marked red rectangle), as shown in Figure 2.7 .
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Figure 2.6. Stability of hDW resistance R34 under magnetic field
inversion for the sample with 50 µm gates boundary.

2.5.2 Temperature dependence of helical domain wall

One of the important perspectives to understand the transport property of hDW is to

study the temperature dependence of resistance across the gates boundary. R34 is measured

as a function of filling factors under two gates at fixed B = 4.3 T for temperatures from

18 mK to 272 mK as Figure 2.8 a shown. Figure 2.8 b displays the Arrhenius plots (lnR34

vs 1/T ) at different filling factors. In our study of a single domain wall, R34 saturates at

low temperatures to a nonzero value at a filling factor range of 0.651 < ν1, ν2 < 0.671 (see

Figure 2.8 b). This nonzero value originates from the formation of a conducting domain wall

channel, which can be formed below T ∼ 40 mK, along the gates boundary. Activation

gaps of the spin transition have been previously studied [56 ] in a tilted magnetic field. In

[24 ] authors observe a vanishing resistance peak at the lowest temperature (T ≈ 22 mK),

they explained that by reducing the temperature, the size of the domains is reduced, at a

low-temperature regime, the large networks of domains are localized, and backscattering is

suppressed. In our experiments, the length of the domain wall is fixed and is temperature

independent.

The value of activation gap (∆), extracted from a linear fit to an Arrhenius plot (lnR(∝
∆

2kBT
)), as a function of filling factor is shown in Figure 2.8 c. There is no electron transfer
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\caption{Evolution of spin transition boundaries with magnetic filed for a $L=7 $\mu$m hDW device. Red rectangle marks the field where spin 
transitions under both gates are centered within the $\nu=2/3$ state, this field may differ by $\pm0.2$ tesla between different cool downs.} 
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Figure 2.7. Evolution of spin transition boundaries with magnetic
field for a L = 7 µm hDW device: Red rectangle marks the field where
spin transitions under both gates are centered within the ν = 2/3 state, the
optimal field may differ by ±0.2 T between different cooldowns.

across the constriction in the middle of the u and p phases when density is tuned to be uni-

form across the sample, the excitation gaps are > 200 mK. Also, the activation gap reduces

when the helical domain wall (pu state) is formed. Similar studies have been performed in

the IQHE regime in double quantum wells [109 ]. In those experiments, measurements were

performed between ν = 3 and ν = 4, where two pseudospin levels crossed. A reduction of

activation energy was also observed. The authors attributed the reduction of the activa-

tion gap to the formation of the skyrmion, which may be trapped inside the domain wall.

These skyrmions, which would have low-energy excitation, will result in the reduction of the

activation gap.
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Figure 2.8. Activation gap. (a) Temperature dependence of resistance is
measured across a L = 7 µm hDW for various temperatures at B = 4.3 T . (b)
Arrhenius plots at different filling factors. (c) Evolution of an activation gap.

2.5.3 Length dependence of helical domain wall

The hDW data for different DW lengths (Figure 2.9 ) were measured close to thermal

equilibrium, where a small AC current does not affect the position of the spin transition

boundary. The length dependence of current through DW for the average between up and

puare displayed in Figure 2.10 c. In general, the experimental DW current shows exponential

decay with the increase of DW length.

2.6 Transport study of the Domain wall in ν = 2/3 plateau

Protection of helical states from backscattering and localization is weaker than for spa-

tially separated chiral edge states, and conduction of hDWs is length-dependent. In Figure

2.10 a fraction of the external current I that flows through the hDW, iDW = IDW/I, is

plotted as a function of hDW length L. iDW is found to decrease exponentially with L,
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Figure 2.9. Resistance R34 as a function of 〈ν〉 (or ν1) and ∆ν (or ν2)
for other gates boundary lengths: R34 is plotted as a function of 〈ν〉 and
∆ν for samples with 7 µm, 20 µm and 50 µm gates boundary and as a function
of ν1 and ν2 for samples with 2 µm, 5 µm and 6 µm gates boundary. Black
lines outline the ν = 2/3 region, red lines mark u-p transitions and yellow lines
mark centers of u and p regions.

iDW = i0DW exp [ − L/L0], with a characteristic length L0 = 47 µm. The value of i0DW cor-

responds to the transport through a ballistic hDW in the absence of localization. Within

a simplified model of ν = 2/3 edge states consisting of equally populated 1/3 + 1/3 chiral

modes and no interaction between chiral channels with opposite spin polarization (Figure

2.10 a), one expects i0DW = 1 (marked by a blue arrow in Figure 2.10 c), an order of magni-

tude larger than the experimentally observed value (marked by a green arrow). Note that

transport through helical modes formed in double quantum well structures is well described

by this simple model of weakly interacting chiral states [10 ].

An isolated hDW at a boundary of p and u phases was studied in Refs. [102 ], [108 ], where

disk and torus geometry were employed to avoid physical edges of the sample and coupling

of domain wall modes to these edges. Analytical model and numerical results indicate an

existence of modes with opposite velocities and spins within the hDW region, a prerequisite
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Figure 2.10. Conduction of hDWs: (a) A simplified picture of non-
interacting chiral edge modes at ν = 2/3. An inner spin-up edge (red) in
p state carries current I while a spin-down edge (blue) in u state carries no
current. (b) Charge conservation and chirality of edge states set the potential
V4 = ν−1IDWRq to be proportional to the current IDW diverted via the helical
domain wall. (c) Scaling of the domain wall current iDW = IDW/I with hDWs
length L. The values are averaged between up and pu states (red circles in
Fig. 2.5 d). Red line is a fit to an exponential decay with the L = 0 value
i0DW = 0.115 and the decay length L0 = 47 µm. Arrows indicate i0DW val-
ues expected for naive non-interacting edge model (blue) and Luttinger liquid
model in the absence of spin flip (red) and at spin-flip probability r = 3/4
(green), see text for details. Vertical arrow marks iDW shift when Idc = 1 nA
is applied. In the inset iDW dependence on large external dc current is plotted
for 7 µm hDW for up and pu gates configuration right after the dc current is
applied and before a measurable build-up of nuclear polarization.

for generating topological superconductivity. No neutral or spin modes appear within the K-

matrix Luttinger liquid approach [103 ] in these isolated hDW models. In our case, moving

beyond an isolated hDW model is needed to calculate the scattering of edge modes at a

sample boundary by a hDW.

As calculated by our colleagues Prof.Yuli Lyanda-Geller and Prof. Vadim Ponomarenko,

a map of an edge-hDW-edge structure onto one-dimensional bosonic modes ϕ(x) is shown

schematically in Figure 2.11 a, considering two outgoing charge modes ϕ→pc(x2) and ϕ←uc(x1)

and two outgoing spin/neutral modes ϕ←pn(x1) and ϕ→us(x2). In the strong coupling limit,

charge, neutral and spin currents can be found by imposing the following boundary conditions
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Figure 2.11. Schematic representation of currents: (a) Mapping of
bosonic modes ϕα along sample edges onto a 1D Luttinger model modes
ϕ→or←

αβ (x) for a domain wall with length L = x2 − x1. Subscripts α = {p, u}
labels polarized and unpolarized phases, β = {c, n, s} is for charge, neutral
and spin modes and an arrow in the superscript specifies projection of the
mode’s group velocity. Arrows on the edges define chirality of edge channels.
(b,c) Visualization of currents due propagation of Φ1 and χ2 modes without
spin flips (b) and in the presence spin flips with the probability r = 3/4 (c)
Red (blue) mode color indicates a spin-up (spin-down) polarization. Numbers
indicate the fraction of the incoming current carried by the mode. Arrows
correspond to directions of currents carried by corresponding modes.

on bosonic fields right outside of the hDW [x1, x2]. Our principal result is that imposing

strong coupling boundary conditions in a general case of a domain wall of finite length results

in the same currents flowing outside the domain wall as for the models of single-junction

connecting edges on opposite sample boundaries, two junctions on opposite edges, and two

junctions with scattering between same spin modes in between. Inside the domain wall, the

chiral evolution of modes is controlled by the average voltage shifts at their corresponding

boundaries. In the presence of voltage V , the only incoming mode changing due to charge

injection in the p phase is ϕpc(x1), characterized by an average induced current j̄ = e2V
3πh̄

. The

detailed theoretic calculation can be found in ref.[110 ].

When spin-flip processes are absent, it is convenient to discuss the results in terms of

currents carried by Φ1p (Φ1u) and quasiparticle χ2p = (ϕpc − ϕpn)/
√

2 and χ2u = (ϕpc −
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ϕps)/
√

2 modes. It is showed that Φ1p (Φ1u) modes propagate along the edges of the 2D gas

and do not enter the domain wall, while χ2p and χ2u modes flow along the boundaries of p or u

phases, including inside the domain wall, as shown schematically in Figure 2.11 (b). Notable

features of our solution are unequal distribution of carried currents between the modes caused

by strong coupling to the domain wall and the presence of spin current along the edge of

the u phase for x > x2. The total current flowing along the hDW IDW = 1/4(I + IDW ) or

iDW = 1/3. This value is three times larger than the experimentally measured iDW and is

indicated by a red arrow in Figure 2.10 c.

In 2D gases formed in GaAs heterostructures spin transition at ν = 2/3 is accompanied

by a dynamic nuclear spin polarization [74 ]. Its main mechanism is the hyperfine coupling

of electron and nuclear spins, which for QHE plateaus is usually suppressed due to a large

difference between electron and nuclear Zeeman splitting. Near the u-p phase transition,

however, electronic states with spin-up and spin-down are almost degenerate, enabling hy-

perfine coupling. This spin-flip mechanism can lead to the scattering between χ2p and χ2u

modes propagating inside the domain wall, see Supplementary Materials of ref.[110 ]. No-

tably, Φ1 modes still propagate along the 2D gas boundary and do not enter the domain wall.

However, conservation of total current carried by Φ1 and χ2 modes results in the current

redistribution between the modes. Domain wall current iDW (r) becomes a function of the

spin-flip probability r and changes continuously between 1/3 for r = 0 to zero for r = 1.

Experimentally measured values correspond to r ≈ 3/4, corresponding current are shown

schematically in Figure 2.11 c.

To test the role of spin flips it is possible to pass a large dc current and polarize nuclei in

the vicinity of the tri-junction. Saturation of nuclear spin polarization is expected to create a

bottleneck for electron spin flips and disable charge transfer between two χ2 bosonic modes

with opposite polarization. Indeed, application of Idc > 0.5 nA results in approximately

3-fold increase of iDW , as shown in the inset in Figure 2.10 . A corresponding shift of iDW

for the 7 µm hDW is shown with a vertical arrow on the main plot. This shift is consistent

with the 3 times current increase expected for the crossover from spin-flip-dominated to

no-spin-flip transport.
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2.7 Spin pumping with a dc current

Figure 2.12. Schematic diagrams of spin pumping: (a) The top picture
is a false color image of a typical device. 2D gas in red and blue regions is
controlled by gates G1 and G2, in the purple area 2D gas is removed. The
bottom schematic diagram displays the CF energy diagram, side view of device
indicating positions of gates (G1 and G2) and 2D gas, and the controllable
polarization state under each gate. Energy diagram represents the case when
ν = 2/3 state is polarized p under G1 and unpolarized u under G2. The 2D
gas is 100nm below the surface (ws). Density is controlled by two overlapping
gates. Potential is expected to change within ws from the gate boundary
(white region). The vertical dashed line marks a physical boundary between
G1 and G2. (b) Schematic diagrams of experiment configuration displaying
electron flow (green arrows) with opposite dc current: the state is polarized
under G1 and is unpolarized under G2.

Nuclear polarization can be used as a detector of electronic polarization. For example,

by using optical pumped NMR, the decrease of Knight shift around ν = 1 is strong evidence

of the formation of skyrmions [83 ]. At filling factor 2/3, a spin transition can happen

and separate 2/3 state into polarized state (spin ↑↑) and unpolarized state (spin ↑↓)[57 ].

Resistively detected NMR was used to confirm and study the electronic properties of this

spin transition [52 ]. For 2/3 state, previous studies focused on a multi-domain system, where
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polarization was attributed to nuclear-electron hyperfine interaction. Here an experiment

in a very controllable way is constructed with a single domain wall (see Figure 2.12 ). An

application of large dc current leads to a build-up of nuclear polarization which results in

a measurable shift of spin transition boundaries. Our experimental observation of nuclear

polarization cannot be attributed to hyperfine interaction only and there should be some

low-energy spin waves involved in the propagation of angular momentum.

Before starting the spin pumping experiment, a careful check of the stability of spin

transition (magenta lines) without spin pumping is performed. Figure 2.13 a shows a very

small drift of spin transition after some time even without applying dc current. This small

drift is attributed to density relaxation after applying non-zero gate voltage from zero gate

voltage. Density relaxation drift for both gates is around -1.5mV and density should be

stable after 2 hours (see Figure 2.13 b). All the data for spin transition boundary shift due

to none zero dc current or spin pumping are taken at least 2 hours later to provide enough

time for density relaxation.

In our experiment, the system was first reset with zero net nuclear magnetization by

applying zero gate voltages and by waiting for more than 2 hours for non-equilibrium nuclear

polarization to decay. Then a map of spin transition boundaries (magenta lines) under G1

and G2 was measured with a small ac current of 0.13nA at a fixed applied magnetic field

of 4.3T as shown in Figure 2.14 a. After that, our system was gated in the way that the

2D gas is deep in u and p state under different gates and passed high dc current (+1nA

or −1nA) for several minutes, as shown schematically in the middle of Figure 2.14 b. The

time dependence of ac voltage (Vac) crossing the gate boundary is recorded during the spin

pumping process as shown in the top and bottom inserts of Figure 2.14 b. Initially, Vac is

large due to the formation of a hDW, but after some time ∆t, Vac drops to zero. This Vac

change is due to the shift of the spin transition boundary under G2, as shown in Figure

2.14 c, which shows a new corresponding map of spin transition boundaries under two gates

after dc current is switched off. There are two important observations: (i) direction of the

boundary shift depends on current direction, and (ii) sometimes only one boundary shifts

(see Figure 2.14 c).
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Figure 2.13. Density relaxation: (a) Time dependence of small drift of
spin transition boundary (magenta lines) with zero dc current: these plots of
ac voltage cross gates boundary as a function of gate voltages are taken every
one hour. (b) Drifts of spin transition boundary under G1 (red curves) and
G2 (blue curves) as a function of time with zero dc current.

The spin transition is determined by the ratio of Coulomb energy and Zeeman energy

η∗ = EC/EZ . In our work, the whole regime of ν = 2/3 state does not shift, indicating no

change of the orbital term or Coulomb energy. Therefore, the observation of shifts of spin

transition is due to the change of Zeeman energy. The total field felt by electron spin is

BZ = Bext +Bn, where Bext is applied magnetic field and Bn is the Overhauser field created

by nuclear polarization. In our work, we call the shift of the spin transition in this case the

Overhauser shift which can be inversely used to detect the nuclear bath polarization and

distinguish different mechanisms of nuclei-electron interaction.

This paragraph will discuss what is expected if only nuclear-electron hyperfine interaction

is considered. For a simplified picture (see Figure 2.15 a) when an electron is injected from u
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Figure 2.14. Shift of spin transition boundary: (a) Ac voltage as func-
tion of ν1 and ν2 before spin pumping. The magenta solid line and magenta
point marks the spin transition boundary and pumping point which indicates
the pu state in hDW in this case. (b) Middle: Schematic diagrams of ex-
periment configuration with opposite dc current when the state is polarized
under G1 and is unpolarized under G2. Top and bottom: Corresponding time
dependence of ac voltage crosses the gates boundary. ∆t indicates the total
pumping time. (c) Corresponding ac voltage as function of ν1 and ν2 after
spin pumping. The white dashed lines indicate new spin transition boundaries
after spin pumping.

to p state, electron spin-flip from down to up will occur at the hot spot (the red star). The

hamiltonian of nuclear-electron hyperfine interaction can be written as:

HHF ∝ AHI · S = AH

2 (I+S− + I−S+) + AHIZSZ (2.1)

where AH = 40 − 50µeV , I and S are interaction term between electron and nuclear for

relevant ions (69Ga, 71Ga, 75As), nuclear and electron spins respectively. Hyperfine inter-

action will happen when both spin conservation (∆S + ∆I = 0) and energy conservation

(EΛ1↑ − EΛ0↓ = h̄γnBe ≈ 0.03µeV ) are satisfied, which should be the case, along the heli-
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Figure 2.15. Electron spin flip and nuclear-electron hyperfine inter-
action: (a) Schematic diagram showing electron spin flip at hot spot when
electron is injected from unpolarized state to polarized state: the change of
electron spin is ∆S = +1. (b) Expected shift of spin transition with hyperfine
interaction only.

cal domain wall. Zeeman energy is proportional to the sum of external magnetic field and

Overhauser field:EZ = g∗µB(Bext +Bn). Here the Overhauser field can be written as:

Bn = AH < IZ >

g∗µB

= AH < IZ >

−|g∗|µB

(2.2)

Since g-factors of electron and nuclei have different signs, positive electron spin-flip ∆S = +1

is compensated by nuclear spin-flip ∆IZ = +1 and results in a positive Overhauser field

(Bn > 0) and positive shift of spin transition line under both gates as shown in the bottom

insert of Figure 2.15 b. Nuclear spins are expected to diffuse uniformly via dipole-dipole

interaction from the hot spot, as schematically shown in the top insert of Figure 2.15 b, and

what is expected to be observed is almost identical Overhauser fields B1
n ≈ B2

n under the two

gates. Similarly, when the electron spin-flip is negative, a negative Overhauser field and a

negative shift of spin transition line will be detected when only hyperfine interaction occurs.

The comparison between the expected and measured shifts of spin transition for different

configurations are shown in Figure 2.16 . For Idc < 0, there are two different types of hot

spots as labeled by blue and red stars, depending on the sign of the spin-flip. A positive shift
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Figure 2.16. Overhauser field change with nuclear-electron hyper-
fine interaction only: Schematic diagrams showing comparison between the
expected and measured change of Overhauser field according to shifts of spin
transition for a certain experimental configurations with ±Idc if only nuclear-
electron hyperfine interaction is considered.

under G1 and a smaller positive shift under G2 are expected to be seen. The experimental

result is almost consistent with expectation. The observed omnidirectional propagation of

nuclear polarization is consistent with nuclear electron hyperfine interaction. For Idc > 0,

there is only one hot spot which indicates the negative electron spin-flip ∆S = −1. Both

negative shifts under two gates due to hyperfine interaction are expected to be observed.

But experimental results only show shift under G2, indicating a unidirectional propagation

of nuclear polarization.

Now we include a spin wave picture (see Figure 2.17 ) to understand this asymmetry

shift of the spin transition line. Hyperfine interaction only will give us identical negative

Overhauser fields under two gates which is inconsistent with real experimental results. In

order to achieve the unidirectional nuclear polarization, one requires an efficient generation of

low-energy spin waves in the polarized state. Combining with the positive spin-flip, of which

the experimental result is consistent with hyperfine interaction, the spin wave picture needs

to satisfy the following ingredients: (1) spin wave can only be generated and propagated

in a polarized (ferromagnetic) state but not in an unpolarized (paramagnetic) state, (2)
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Figure 2.17. Schematic diagram of spin wave picture: The blue wave
illustrates the propagation of spin wave from the hot spot, and the light blue
semi-disk indicates nuclear spin diffusion (nuclear dipole-dipole interaction).

probability of the emission of this spin wave is much higher than that of the nuclear-electron

hyperfine interaction, (3) spin wave is momentum selective (∆S = −1), (4) spin wave can

interact with nuclear, indicating the energy of the spin-wave is very low ≈ 0. Spin wave

interacting with nuclear indicates the presence of spin textures in the polarized state.

Magnon (or a spin wave magneto-roton [111 ]) is momentum selective and is allowed in the

ferromagnetic (FM) polarized state and cannot propagate in the paramagnetic unpolarized

state. However, magnon is a high-energy excitation and cannot interact with nuclei directly.

Thus, in the p state there should be low energy spin modes and there should be a mechanism

for magnons to relax into low energy modes without losing angular momentum. The following

model may be able to explain the measurements: (i) fractional skyrmion crystal is formed

in the p state and (ii) only trivial quasiparticle excitations are supported in the gradient

p state near the gate boundary. In this model, magnons propagate freely into the bulk of

the FM p state and need to loose energy to interact with nuclei. The middle of the p state

is at ν ≈ 0.648 or ν∗ = 2.2 for CF. For a similar density deviation from a middle of the
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QHE plateau skyrmion crystals were observed near ν = 1 and ν = 1/3. Whether skyrmion

or trivial quasielectron is the lowest excitation is controlled by the ratio κ = EZ/EC and

it was calculated [112 ] that at ν = 1/3 skyrmions are stable for κ < 0.0009. At B=4.2T

κ = 0.012 and, compared to ν = 1/3, EC is further reduced due to the screening from Λ0↑

level, but EZ is replaced by the smaller Λ0↓ − Λ1↑ gap. Let’s assume that skyrmions can be

formed. Isolated skyrmionic excitations have a gap > EZ . Skyrmion crystal has low energy

spin excitations, these Goldstone modes are known to be responsible for strong interactions

with nuclei [113 ].

Figure 2.18. Sign of angular momentum change of spin wave: Nega-
tive sign of angular momentum change of spin wave ∆Ssw = −1 deduced from
collective mode in FM p state is inconsistent with ∆Ssw = +1 result from spin
conservation among electron spin, nuclear spin and spin wave.

However, there are still a number of open questions remained for this model. Is it possible

that skyrmions are unstable in the presence of a potential gradient? This is a necessary

ingredient to create a buffer between the degeneracy point (x=0 in Figure 2.12 a) and the
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skyrmion crystal with low energy modes. Can the gradient of quasiparticle density in this

region play a role and destabilize skyrmion formation? Or, somehow, the presence of both

electric and magnetic fields results in a force on a spin texture (as is the case for vortices) and

an extra elastic energy due to the pinning of the skyrmion-associated charges, which makes

texture formation energetically unfavorable? The major problem with magnon or spin-wave

generation picture, though, is that the sign of ∆S is opposite to the angular momentum

of magnon as shown schematically in Figure 2.18 . The physical origin of the unidirectional

propagation of the nuclear polarization is yet to be understood.

2.8 Transport discussion of Quasi-Corbino (qC) device

Devices with quasi-Corbino geometry (qC) are fabricated from two GaAs/AlGaAs het-

erostructures with electron gas density and mobility 0.9 · 1011cm−2 and 4.95 · 106cm2/V s

(wafer A:LE40), and 1.3 · 1011cm−2 and 3.8 · 106cm2/V s (wafer B:LE25). A photograph

of a typical qC device, of which contacts are fabricated within the interior of the device,

fabricated from wafer A is shown in Figure 2.19 . Devices are divided into two regions by

semi-transparent gates (10 nm of Ti), the gates are separated from the surface of the wafer

and between each other by 50nm of Al2O3 grown by the atomic layer deposition. Ohmic

contacts are formed by annealing Ni/AuGe/Nb/NbN 30nm/154nm/5nm/7nm, in a H2/N2

atmosphere (forming gas). A 2DEG is created by shining red LED at ∼ 4 K. In qC de-

vices, actual Ohmic contacts (∼ 10 × 15µm2) are formed along the boundary between two

gates. In this design of qC device there is a single boundary with multiple contacts, while

in another design of qC device (fabricated from wafer B), there is a central contact and four

more contacts in a star formation. The actual length of hDW L in qC devices is smaller

by the out-diffusion of AuGe contacts during thermal annealing. In different devices L

varies between 2 − 100µm. In qC devices, one section of the gate boundary is patterned as a

1550µm meander, reaching the edge of the mesa. Measurements were performed in a dilution

refrigerator at a base temperature of 20 mK using standard lock-in technique at 17.7 Hz in 2-

terminal (Vac = 5 or 10µV) configuration. Gate voltages (Vg1 and Vg2) were applied through

a homemade digital-to-analog converter (DAC) to control the electron gas density. Here

59



Vg = (Vg1 + αVg2)/2 controls overall densities under gates G1 and G2 (coefficient α = 0.75

accounts for the difference in oxide thickness under the gates), and dVg = Vg1 −αVg2 controls

density difference. Density is uniform across the whole device for dVg = 0. FQHE states are

better developed under G2 with thicker oxide.

Figure 2.19. Photography of a qC device fabricated from wafer A:
A false color image of a typical qC device: yellow regions are Ohmic contacts,
2D gas in green and magenta regions is controlled by gates G1 and G2, in the
grey area 2D gas is removed. The thin horizontal blue line marks a physical
boundary between G1 and G2. A two-terminal measurement is applied with
small ac voltage (5 − 10µV ) from contact 1 to contact 2 and ac current is
measured at the same time.

The chiral channel measurements were firstly checked both in IQHE and FQHE regions.

A 2-terminal measurement was used for qC geometry. According to Landauer-B¨uttiker

approach, when a chiral channel is formed between two neighboring filling factors, a 2-

terminal conductance along the gate boundary should be GqC
chiral = Gq for IQHE regime

(GqC
chiral = (ν1 − ν2) ·Gq for FQHE regime). Here ν1 and ν2 represent the filling factors under

the two gates and Rq = 1/Gq = h
e2 .
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For our qC device, an asymmetry of the chiral channel (1/3-2/5 or 2/3-3/5) depending on

the sign of dVg (density gradient) was observed, as Figure 2.20 ab. This asymmetry indicates

that the quality of electron gas under G1 is not as good as that under G2. However, a

quantized plateau was measured for the chiral channel between ν = 1/3 and ν = 2/5

states. For 2-terminal measurement, contact resistances also contributed to experimentally

measured values. Contact resistance can be extracted by measuring the known resistance of

chiral channels. It was found that the contact resistance increases with the magnetic field,

as Figure 2.20 d shown. For B ≈ 4.3T , the contact resistance is estimated to be less than

5kΩ, which is a small correction to our experimental resistance (> 100kΩ) along the gates

boundary with different polarizations of the ν = 2/3 state.
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Figure 2.20. Formation of chiral edge channel in gated quasi-Corbino
device fabricated from wafer A: (a)(b)(c) Two-terminal chiral measure-
ment in the IQHE regime and the FQHE regime (2/3 and 3/5 or 1/3 and 2/5),
(d) Contact resistance vs. magnetic field extracted from chiral measurement.
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Figure 2.21. Gate and field dependence of spin transition around
ν = 2/3 with dVg = 0 for qC devices fabricated from wafer A: Curves
are off-set by 25 pA for clarity. Unpolarized (u) state (blue area) becomes
polarized (p) state (red area) after spin transition peak. Black horizontal line
indicates the position of a zero current expected for a well-developed FQHE
state.

Field evolution of current in the vicinity of 2/3 as a function of Vg for the qC device is

shown in Figure 2.21 . The ν = 2/3 plateaus is interrupted by a small peak. The height of this

peak has strong current dependence, as well as hysteresis with respect to the field sweep and

gate sweep direction at high excitation currents. These characteristics are consistent with

previous studies of spin phase transitions [24 ], and we identified these peaks as a signature

of spin transition in our samples. Magnetic field was tuned to maximize the gaps between

the p and u states. For HB geometry, the width of the spin transition peak is ∼ 3 mV, which

is only ∼ 25% of the total plateau width of ∼ 11 mV. The width of the ν = 2/3 plateau for

our qC geometry is ∼ 6mV , which is larger than that in the HB geometry. Besides, a small
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leakage (nonzero value indicated was observed by a small offset marked by a black horizontal

line in Figure 2.21 ) through bulk for p or u state in the qC geometry. Moreover, the QHE

states in the qC geometry are harder to observe than in the HB geometry [114 ]. However, the

qC geometry is important if we want to introduce superconductivity from superconducting

contacts to create a fractional topological superconductor.
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Figure 2.22. Helical channel measurement at ν = 2/3 for quasi-
Corbino (qC) geometry: (a)(b)(c) Conductance as a function of Vg and dVg

for different qC gaps (or lengths of gates boundary). (d) Schematic diagram
for the case that current leaks through bulk: helical channel measurement in
qC geometry is sensitive to bulk leakage.

For a qC geometry, the leakage from bulk affects the 2-terminal conductance. For chiral

measurement in qC geometry, the bulk leakage can be accounted for by using a simple

parallel resistor model, see Figure 2.22 . The conductivity of chiral channel is corrected by

GqC
chiral = (gchiral

1 + gchiral
2 − gn − gn+1)/2, where gn and gn+1 are bulk leakage conductance for

neighboring filling factors. This adjustment can restore the proper quantized chiral channel
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Figure 2.23. Conductance of the helical channel as a function of
propagating length for the qC geometry.

within 4% precision while it will deviate 20% if the bulk contribution is ignored. Like the

helical measurement of the HB geometry, what is expected are four quadrants separated by

spin transition lines in our qC geometry. Instead of zero resistance for uu and pp states in the

HB geometry, zero conductance using a two-terminal probe in our qC geometry should be

measured. In this geometry, the conductance of a fractional helical channel (up and pu states)

is expected to be measured directly. Figure 2.22 ab shows the conductance at ν = 2/3 as a

function of Vg and dVg for 20 and 100 µm lengths of gates boundary. A nonzero conductance

for uu and pp states is observed, indicating certain bulk leakage. The conductance of the

helical channel in our qC geometry can be extracted as GqC
DW = Gup+Gpu−Guu−Gpp

2 , Figure

2.22 d. The conductance of the helical channel for the 20µm qC gap is 10 times smaller than

that estimated from the HB geometry. For 100 µm gap, up state shows some conductance

while pu state is very insulating. And a higher leakage is observed in uu state than in pp
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state. Moreover, the quality of electron gas under G1 is worse than that under G2. Thus,

only pu state shows the best quality of the formation of a helical edge channel. However, the

conductance of pu state is even smaller (more insulating) than pp and uu states. It indicates

that no conducting domain wall is formed for pu state for a 100 µm gap. A different qC

geometry was fabricated from wafer B. The corresponding helical channel measurement is

shown in Figure 2.22 c for a 5 µm gap. The behavior of this helical channel is similar to

what is observed for 100 µm gap from wafer A: up state shows certain conductance while pu

state is insulating and pu state is even more insulating than pp and uu states. However, the

conductance of up state for the 5µm gap from wafer B is higher than the conductance for

the 100µm gap from wafer A. This may still indicate certain length dependence behavior.

Figure 2.23 shows conductance of the DW (GqC
DW = Gup+Gpu−Guu−Gpp

2 ) for the qC geometry

as a function of DW length. There is almost no length dependence for the helical channel in

qC geometry and GqC
DW ≈ 0.006 e2

h
.

This observation indicates that conduction of helical channels in qC differs from HB

measurements. This difference may be related to the Fermi level adjustment in the vicinity

of Ohmic contacts and formation of an insulating barrier for carriers injection. This effect

is expected to be less prominent for chiral channels.

2.9 Conclusions

In summary, we proposed that domain walls formed during ferromagnetic spin transi-

tions in the fractional quantum Hall effect regime can be used as building blocks to form

topological superconductors that support parafermion excitations. We demonstrated that

in triangular quantum wells, spin transitions can be controlled locally by electrostatic gat-

ing, and conducting helical domain walls can be formed in multi-gate devices. Such local

control allows the formation of reconfigurable networks of domain walls. In the presence of

proximity-induced superconducting coupling, the system becomes a reconfigurable network

of one-dimensional topological superconductors with parafermion excitations.

We investigated transport properties of hDWs in the ν = 2/3 fractional QH regime

in HB geometry. Experimentally, we found that current carried by hDWs is substantially
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smaller than the prediction of the naïve model. Luttinger liquid theory of the system reveals

redistribution of currents between quasiparticle charge, spin and neutral modes, and predicts

the reduction of the hDW current. Inclusion of spin-non-conserving tunneling processes

reconciles theory with experiment. The theory confirms emergence of spin modes required

for the formation of fractional topological superconductivity.

We also studied DW channels in a quasi-Corbino (qC) geometry by directly contacting

the hDW with Ohmic contacts. We are able to measure proper quantized chiral channels in

the IQHE and FQHE regimes. However, we found hDWs in qC device to be almost insulating

with no length dependence. The difference between HB measurement and qC measurement

may indicate that it is easier to inject carriers into helical channels from chiral edges than

from Ohmic contacts.
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3. CONTROL OF HELICAL STATES IN TOPOLOGICAL

INSULATOR

Parts of this work are submitted to Phys. Rev. Mater., arXiv:2106.09771, and are still in
preparation.

3.1 Introduction

Eu chalcogenides are magnetic insulators that host one of the highest magnetic satu-

ration moments per atom, owing to a partially filled Eu 4f-shell. A renewed interest in

these materials is motivated by a possibility to induce strong Zeeman spin-splitting when

interfaced with topological insulators and superconductors. Topological insulators (TIs) are

characterized by the presence of topologically protected gapless surface states (TSSs) with

spin-momentum locking [87 ] that are both a blessing and a curse for TI-based devices: on

one hand, they are protected by time-reversal symmetry; on the other, the geometry of TSS

cannot be constrained by simple lithographic techniques. There are many applications where

selective gapping of TSS would be desired, for example quantum anomalous Hall effect re-

quires gapping of top and bottom surfaces [115 ]–[117 ], spintronic devices may benefit from

an ability to gap the side TSS and, thus, electrically disconnect top and bottom TSSs [118 ],

while in TI-based topological superconductors selective gaping of TSS is required in order

to localize non-Abelian excitations [119 ].

Globally, time-reversal protection of TSS can be lifted by strong external magnetic fields

[120 ] or via bulk doping of a TI with magnetic impurities [121 ]–[124 ]. It has been suggested

that local control of TSS can be achieved by coupling a TI to a magnetic material [125 ], [126 ].

Opening of an exchange gap in the Dirac spectrum of TSS has been reported in Bi2Se3/EuS

heterostructures, where ferromagnetic insulator EuS proximity-induce ferromagnetism in

the TI surface [127 ]. Polarized neutron reflectometry detected interfacial magnetization in

these heterostructures up to room temperature, 20 times higher than the Curie temperature

Tc = 17 K of the bulk EuS [96 ]. Such large Tc enhancement has not been seen in subsequent

studies [128 ]. Gapping of TSS by exchange-coupling to an anti-ferromagnetic insulator has

an advantage of reduced stray magnetic fields from the bulk of the magnetic material and
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has been demonstrated in magnetically doped TI interfacing Cr2O3 [129 ] and CrSb [130 ].

There are currently no reports of both top and bottom TSS modulations in non-magnetic

TIs, which motivates further investigation of TI/material interface formation and the nature

of interfacial magnetic exchange.

EuSe is an insulating metamagnetic material with almost perfect cancellation of the

nearest and next-nearest neighbor interactions between localized magnetic moments on the

half-filled 4f levels of Eu2+ ions [131 ]. This cancellation leads to a phase diagram which

includes several anti-ferromagnetic (AF-I ↑↓↑↓, AF-II ↑↑↓↓), ferrimagnetic (FiM ↑↓↑) and

ferromagnetic (FM) phases in the bulk, where magnetization vectors are confined to the

(111) plane of the NaCl-type crystal structure (as shown in Figure 3.1 ). There are two

types of magnetic domain along (111) plane [132 ]: T (twin) domain, which has a triclinic

symmetry and can be eliminated by a large (> 0.2T) external magnetic field, and S (spin

rotation) domain as illustrated by the red arrows in Figure 3.1 ab. It would be of great

interest to control orientation of EuSe during MBE growth, to enable proximity with both

the ferromagnetic (111) and the antiferromagnetic (100) surfaces. The relative strength of

magnetic phases and positions of phase boundaries are also highly sensitive to strain and can

be tuned during epitaxial growth[133 ], [134 ]. The magnetic properties of bulk EuSe and thin

layers grown on IV-VI materials have been studied in the past [133 ], [135 ], [136 ], however,

the growth and characterization of EuSe thin films has yet to be performed on a variety of

other substrates of interest to study TIs.

Here I first discuss the molecular beam epitaxy (MBE) growths, which has been per-

formed by our collaborators Dr. Xinyu Liu and Prof.Badih A. Assaf at University of Notre

Dame, and magnetic characterization of thin EuSe films on different substrates followed

by discussion of magnetic characterization and signatures of induced magnetic exchange be-

tween Bi2Se3, TSSs and EuSe. We synthesize EuSe on GaAs(111)B, Bi2Se3, and the lattice

matched BaF2(111) and Pb1−xEuxSe (111). It is found that a (001) oriented EuSe can be

obtained on GaAs(111)B and Bi2Se3 enabling an antiferromagnetic proximity effect, while

growth on BaF2(111) and Pb1−xEuxSe (111) yield a (111) oriented layer. The magnetic

properties of both types of samples are studied and the Néel temperature are extracted. Un-
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expectedly, we observe that the FiM-to-AFM transition in EuSe is significantly broadened

in these films and show a large hysteresis as a function of magnetic field scan direction.

Polarized Neutron Reflectivity (PNR) showed a reduction of in-plane magnetization at

the interface between EuSe and Bi2Se3 when bulk EuSe is ferromagnetic. Combined with

transport data, where no magnetic hysteresis was observed in magneto-conductance be-

low 0.5T, it suggests AFM coupling instead of FM coupling as has been reported at the

EuS/Bi2Se3 interface. Modulation of magneto-conductance above 0.5T in microscopic sam-

ples indicates reconfiguration of AFM domains at the interface.

Figure 3.1. Structural and magnetic orderings of EuSe: (a)(b) Fcc
crystal structure of EuSe with T domain or S domain. The small and green
balls represent atom Se, while the large and purple balls represent atom Eu,
which form (111) planes (green and cyan planes). The red arrows indicate a T
domain (or S domain). (c) Left: the fcc lattice of EuSe is schematically rep-
resented along (111) direction. Right: the three observed magnetic orderings
(AFM-I, AFM-II and FERRI) with different spin alignments in successive Eu
atomic layers when viewed from a (111) equivalent direction.

3.2 Material growth and structural characterization.

The EuSe thin epilayers were grown by MBE on three types of substrates and buffer lay-

ers: (SA) lattice mismatchedGaAs, (SB) nearly-lattice matchedBaF2 (111), (SC) Pb1−xEuxSe/BaF2
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Table 3.1. List of EuSe thin films on different substrates.
Sample substrate growth thickness Ra EuSe TN EuSe
label sequence growth OFP

direction strain
(nm) (nm) (K) (%)

SA1 GaAs EuSe 120 2.96 (001) 5.1 -0.001
(111)B

SA2 GaAs EuSe 120 (001)&(111) 5.4 +0.09
(111)B

SB BaF2 EuSe 90 2.58 (111) 4.9 -0.09
(111)

SC BaF2 /Pb0.575Eu0.425Se /43
(111) /EuSe /20 0.979 (111) 5.5 +0.65

/Bi2Se3 /28
SD1 Sapphire Bi2Se3 16.6

/EuSe /20 0.886 (001) 4.4 -0.08
SD2 GaAs Bi2Se3 18.8

(111)B /EuSe /8.2 1.74 (001)&(111) 4.4 +0.11
SD3 Sapphire /Bi2Se3 16.6

/EuSe /9.8 1.06 (001) 3.7 -0.19
SE BaF2 EuSe 50 2.04 (111) 5.2 -0.09

(111) /Bi2Se3 /14
SF GaAs EuSe 9.9 (001)&(111)

(111)B /Bi2Se3 /16.5
/EuSe /6.7 1.96 (001) 4.4 +0.05

Properties of EuSe films studied in this work: Films thickness is determined from
MBE growth calibration and confirmed for several films by tunneling electron microscopy

(TEM) imaging. RMS surface roughness Ra is extracted from atomic force microscopy
(AFM) images (see Figure 3.2 ). The dominant crystal orientation is determined by XRD.
Occasional (111) inclusions are detected by TEM but not by XRD. The Néel temperature

is extracted from temperature dependence of magnetic susceptibility. The out-of-plane
(OFP) strain is estimated based on the out-of-plane lattice constant measured by XRD.

(111) pseudo-substrates, (SD) 2-dimensional van-der-Waals Bi2Se3 epilayers grown on sap-

phire. Table 3.1 summarizes parameters of the samples. High-purity PbSe compound flux,

and Eu, Bi, and Se elemental fluxes are obtained from standard effusion cells. The growth is

monitored by in situ reflection high energy electron diffraction (RHEED). During the growth

process, the substrate temperature is kept at 300◦C and the growth is carried out under Se-

rich condition. The Se flux is kept constant at the beam equivalent pressure (BEP) ratio of
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Figure 3.2. Surface roughness of EuSe on different substrates: Atomic
force microscopy (AFM) images of different samples.

Se : Eu ≈ 4 − 20. Under these conditions the growth rate of EuSe (≈ 1 − 2nm/mins) is

controlled by the Eu flux. Various substrate treatments are carried out prior to the deposi-

tion of EuSe. The BaF2 and sapphire substrate are annealed in-situ at 650 − 700◦C for at

least 1 hour for thermal cleaning.

We found that direct growth of EuSe on BaF2 (SB) is quasi-two dimensional and yields

a blurred and spotty RHEED pattern (as seen in Figure 3.3 a) and rough surface. The

introduction of a Pb1−xEuxSe (x > 0.42) buffer layer restores epitaxial 2D growth (SC), as

indicated by the streaky RHEED pattern in 3.3 b. Two types of Pb1−xEuxSe buffers are used

in this work, a multi-layer PbEuSe graded buffers and PbSe/EuSe short-period superlattice

(SL). It is found that the SL results in improved surface roughness compared to a graded

buffer (0.77 nm vs. 0.98 nm). EuSe film grown on PbEuSe graded buffers is compressively

strained.

For GaAs (111)B substrates (SA) a specific Se treatment was carried out prior to the

growth. First, a GaAs (111)B substrate is heated to ≈ 570◦C to remove native oxide. Next,
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Figure 3.3. RHEED patterns of EuSe films grown with vari-
ous crystalline orientations: EuSe films grown on (a) BaF2 (111), (b)
Pb1−xEuxSe/BaF2 (111) substrate, (c) GaAs(111)B, and (d) Bi2Se3. These
pictures of RHEED patterns are courtesy of Dr.Xinyu Liu.

the substrate is annealed under Se flux (≈ 2 · 10−6 torr) at 600◦C for 20 minutes to obtain

streaky (1 × 1) RHEED pattern. Se passivation smooths the surface and terminates it with

Se bonds. EuSe grown on GaAs(111)B substrate has two initiation processes. The direct

growth often yields a 3-dimentinal growth mode with a rough surface, as seen in Figure 3.3 c.

Alternatively, a specific atomic-layer-epitaxy (ALE) initial growth process were carried out

to achieve layer-by-layer growth mode: the growth is initiated by a depositions of 6 periods

of a monolayer of Se and followed by a monolayer of Eu at lower temperature (200◦C). The

substrate is then gradually heated to 300◦C, and a nice streaky RHEED pattern (not shown,
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similar to Figure 3.3 d) appears prior to MBE growth of EuSe film. The latter process with

higher Se : Eu flux ratio yields a uniform EuSe in (001) growth direction with a 12-fold

symmetry RHEED pattern, suggesting four EuSe {100} planes of EuSe (001) surface are

parallel (aligned) to three {110} plane of GaAs(111) surface similar to what has been recently

reported for the growth of PbSe on GaAs [137 ] as discussed below.

Figure 3.4. High-resolution XRD ω− 2θ scan for (001) growth EuSe:
(a) High-resolution XRD ω−2θ scan of the (111) Bragg peak ofGaAs substrate
and (002) Bragg peak of EuSe. (b) ϕ-scan of the (224) EuSe Bragg peak. (c)
[010] ‖ [1̄1̄2] ([100] ‖ [1̄10]) rocksalt-zincblende in-plane alignment.

Figure 3.4 a shows an XRD ω−2θ scan obtained for Sample SA1 grown on a GaAs(111)B

substrate. All the ω − 2θ scans displayed in this chapter has been performed by our collab-

orator Dr. Xinyu Liu at University of Notre Dame. A strong (002)EuSe peak is observed,

indicating that a (001)-oriented EuSe layer is indeed obtained despite the (111) GaAs sur-

face. A ϕ-scan is also performed about a (224) EuSe peak (Figure 3.4 b), a 12-fold sym-

metric reflection pattern is visible about the EuSe peak. Figure 3.4 c presents the alignment

of EuSe(001) on the GaAs(111) surface as follows: If the [010] direction of EuSe is aligned
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Figure 3.5. High-resolution XRD ω − 2θ scan for (001) mixed with
(111) growth EuSe: (a) High-resolution XRD ω−2θ scan of the (111) Bragg
peak of GaAs substrate, and (111) and (002) Bragg peaks of EuSe. (b) ϕ-scan
of the (224) EuSe Bragg peak with (111) growth direction. (c) ϕ-scan of the
(224) EuSe Bragg peak with (001) growth direction. (d) [1̄10] ‖ [1̄10] rocksalt-
zincblende in-plane alignment for EuSe film with (111) growth direction. (e)
[1̄10] ‖ [1̄1̄2] ([100] ‖ [1̄10]) rocksalt-zincblende in-plane alignment for EuSe
inclusion with (001) growth direction.

with the [11̄2̄] direction of GaAs, then a [100] direction of EuSe is aligned with the [1̄10]

direction of GaAs. There are, however, three < 112 > directions yielding 3 possible align-

ments shown in the Figure 3.4 c. For each one of these cases there are 4 possible alignments

of the rock-salt unit cell yielding 12 possible orientations. Figure 3.5 a shows an XRD ω− 2θ

scan obtained for sample SA2 also grown on a GaAs(111)B substrate. Both (111) and (002)

EuSe peaks are observed, indicating that a mixed (111)/(001)-oriented EuSe layer is ob-

tained in this case. A ϕ-scan is performed about a (224) EuSe peak in respect to EuSe

with (111) orientation (Figure 3.5 b), a 3-fold symmetric reflection pattern is visible about

such EuSe peak, suggesting [1̄10]‖[1̄10] rocksalt-zincblende in-plane alignment for EuSe film

with (111) growth direction (Figure 3.5 d). A ϕ-scan is also performed about a (224) EuSe

peak respect to EuSe with (001) orientation (Figure 3.5 c), a 12-fold symmetric reflection

pattern is observed, including 6-fold strong pattern and 6-fold weak pattern. In this case,
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Figure 3.5 e presents the alignment of EuSe(001) inclusion on the GaAs(111) surface as fol-

lows: If the [1̄10] direction of EuSe is aligned with the [1̄1̄2] direction of GaAs, then a [110]

direction of EuSe is aligned with the [1̄10] direction of GaAs. Three < 112 > directions

yield 3 possible alignments shown in the Figure 3.5 e. For each one of these cases there are 4

possible alignments of the rock-salt unit cell yielding 12 possibilities. Due to the effect from

EuSe grown on (111) direction, which usually presents 6-fold < 110 > planes, the 12-fold

symmetric reflection pattern evolves into a combination of 6-fold strong pattern and 6-fold

weak pattern.

Moreover, EuSe is grown on Bi2Se3, itself grown on sapphire c-plane (sample SD1),

and GaAs(111)B (SD2) substrate. 15-20 nm thick Bi2Se3 were grown at 300◦C under Se

rich condition as in ref[138 ], [139 ], followed by the EuSe growth. Under Se rich condition

(Se : Eu > 10), the RHEED pattern is blurry but streaky, suggesting a layer by layer growth

mode (see Figure 3.3 d). The process yields EuSe in (001) growth direction with a pseudo 24-

fold symmetry rotations, confirmed by the ϕ-scan of {224} planes of (001) EuSe (see Figure

3.4 and Figure 3.5 ). Lastly, a trilayer of EuSe/Bi2Se3/EuSe is grown on GaAs(111)B

following the combined approach used for SA1 to grow EuSe on GaAs and SD2 to grow an

additional Bi2Se3 with EuSe on top.

Structurally, epi-layers are characterized by high resolution X-ray diffraction (HRXRD)

using 1.5406 Cu − Kα1radiations and transmission electron microscopy (TEM), performed

by our collaborators Dr. Xinyu Liu, Dr. Maksym Zhukovskyi, and Dr. Tatyana Orlova at

the University of Notre Dame. Figure 3.6 and Figure 3.7 summarize the X-ray diffraction

characterizations revealing growth direction and strain of EuSe thin films grown on different

materials. The growth of EuSe on GaAs(111)B (SA) has two modes: a mixed phase with

both EuSe(111) and EuSe(001); and a single phase with EuSe(001) as shown in Figure

3.6 ab for two different samples. The growth direction depends on the Se : Eu ratio: for

Se : Eu > 10 a (001) growth is preferred (SA1), while for Se : Eu ≈ 4, a (001) growth

with (111) inclusions is observed (SA2), as can be seen from both XRD spectrum and TEM

images.

The XRD pattern on SB grown on BaF2(111) is shown in Figure 3.6 c. A (111) oriented

EuSe layer that is negligibly strained (< 0.09%) is obtained in this case. The XRD pattern
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Figure 3.6. Structural characterization of EuSe growth on differ-
ent substrates: HRXRD of EuSe films grown on (a)(b) GaAs(111)B, (c)
BaF2(111), (d) Pb1−xEuxSe/BaF2(111) substrates.

from SC grown on a Pb1−xEuxSe buffer layer is shown in Figure 3.6 d. This layer is also

(111) oriented but slightly compressively strained in the plane and tensile strained in the

(111) direction (≈ −0.6%). Figure 3.7 a shows the XRD patterns of EuSe grown on Bi2Se3

(SD1 and SD2 and SF respectively). Both layers are found to be dominantly (001) oriented.

However, one need to note that some (111) inclusions are observed in EuSe grown on Bi2Se3

by TEM. A XRD ω−2θ scan obtained for sample SD2, EuSe grown on aBi2Se3/GaAs(111)B

substrate is shown in Figure 3.7 a. The (002) and (004) Bragg peaks of EuSe, and a series

of {003} Bragg peaks of Bi2Se3 peaks were observed in the data, suggesting EuSe grown

along (001) direction and is fully relaxed on the c-plane of Bi2Se3(001). A ϕ-scan of {224}

planes of (001) EuSe indicates a pseudo 24-fold symmetry as shown in Figure 3.7 b: four

EuSe {100} planes are dominantly parallel (aligned) to three {110} plane of Bi2Se3(001)
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Figure 3.7. Structural characterization of EuSe growth on Bi2Se3:
(a) HRXRD of the EuSe film grown on Bi2Se3/GaAs(111)B see (002) and
(004) Bragg peaks of EuSe, and a series of Bi2Se3 peaks. (b) ϕ-scan of
the (224) EuSe Bragg peak with (001) growth direction, and ϕ-scan of
the {0122} Bi2Se3 Bragg peak. (c) High-resolution TEM image for the
EuSe/Bi2Se3/EuSe epilayers grown on GaAs(111)B substrate shows a pre-
dominantly [001] oriented growth of EuSe on GaAs(111)B with some (111)
inclusions.

surface, while some of four EuSe {110} planes are parallel (aligned) to three {110} plane of

Bi2Se3(001) surface. Sample SF is also characterized by XRD and yields a (001)-oriented

EuSe, however a TEM image (Figure 3.7 c) shown mixed (111) and (001) growths of EuSe

on GaAs(111)B. Overall, XRD measurements clearly evidence a (111) oriented growth on

nearly lattice-match BaF2(111) and Pb1−xEuxSe(111), but either a mixed phase or a (001)

oriented growth on GaAs(111)B and the Bi2Se3 surface with large lattice mismatch. This
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will be of interest for subsequent magnetic measurements of the properties of EuSe, as this

control of the growth orientation enables a concurrent control of the magnetic character of

the interface. The trilayer grown here achieves a way to study possible proximity effect with

(001) surface of EuSe and two surfaces of Bi2Se3.

3.3 Magnetic properties

The magnetic characterization of EuSe films were performed in a Quantum Design

MPMS-3 SQUID magnetometer. All the samples were carefully cleaned with isopropanol

and standard plastic translucent drinking straws were used as wafer holders. Samples were

mounted in the straws such that the magnetic field was applied either in-plane (H‖) or out-

of-plane (H⊥). The magnetization loops (HLs) were obtained at various fixed temperatures

below and above Néel temperature. All magnetization measurements were corrected to ac-

count for the demagnetizing field of thin film (demagnetization factors N‖ = 0 and N⊥ = 1).

In addition, a correction to the reported applied magnetic field was made to HLs measure-

ment data and arises due to remnant magnetic field in the superconducting magnet (See

Application Note 1500-011 at www.qdusa.com). The field correction on this magnetometer

was measured and verified using a clean paramagnetic sample (a single crystal of gadolinium

gallium garnet) which is known to have a linear and reversible magnetization curve. As a

result, the real applied fields in the system should be calibrated by shifting down (up) the

reported field with a few Oersted (Oe) on decreasing (increasing) field. Careful attention

to this correction is especially important here due to the implications of any remnant mag-

netization observed in the sample. In our measurement, 25 Oe offset is applied as the field

correction. All the magnetization measurements presented below were properly corrected as

described above.

3.3.1 Magnetization studies of SB:EuSe(111) and SD:EuSe(001)/Bi2Se3

This section first focuses on the comparison between two types of samples: SB grown on

BaF2 and SD grown on Bi2Se3.
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Temperature dependence of magnetic susceptibility χ for SB and SD1 is plotted in Figure

3.8 a and Figure 3.8 b respectively. The Néel temperature TN = 4.4−4.9K of strain-free EuSe

thin films SB and SD1 is found to be close to the TN in bulk crystals (4.6K) and in thick

epitaxial films (4.75±0.25 K) [133 ]. For EuSe (111), we also find that the in-plane χ‖ → 0 for

T → 0 while out-of-plane χ⊥ remains finite (Figure 3.8 a). This confirms that magnetization

at low fields is laying within the (111) growth plane, perpendicular to growth axis. For (001)

growth of EuSe, both χ‖ and χ⊥ are finite at small magnetic fields when T → 0, as shown by

the extended dashed lines (Figure 3.8 b). This is consistent with magnetic field pointing at

an angle to the magnetization axis for both field directions and indicates that magnetization

does not lie along the growth axis, but remains within the (111) plane. In the following we

will focus on the analysis of magnetization anisotropy in (111)-oriented films since they are

of interest to topological magnetic device. In these films, we can clearly separate χ‖ and χ⊥.

Figure 3.8. Temperature dependence of magnetic susceptibilities of
EuSe with in-plane H‖ and out-of-plane H⊥ magnetic fields for (a)
EuSe(111) and (b) EuSe(001) : Both samples show evolution of magnetic
properties from AFM to FM when increasing applied magnetic field. The
dashed lines indicate the comparison of zero temperature susceptibilities at
small H‖ and H⊥ for both samples.

Magnetic field dependence of magnetization M(H) for SB and SD1 are discussed below.

Here magnetization loops normalized by fully magnetized Eu2+ (6.94µB) are plotted. Mag-

netization loops are displayed for different temperatures and for both field applied in-plane
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Figure 3.9. Magnetic moment per Eu2+ ion: Total magnetic moment
of (a)(d) EuSe on 2-dimentional van-der-Waals Bi2Se3 epilayers grown on
sapphire (c-plane) substrate and (b)(e) pure sapphire substrate for (a)(b) H‖
and (d)(e) H⊥; Normalized magnetic moment per Eu2+ ion as a function of
magnetic field at different temperatures for (c) H‖ and (f) H⊥.

(Hin‖) and out-of-plane (Hin⊥), where Hin is field inside the thin films and is corrected from H

by considering demagnetization effect of thin film. An example of normalization of magnetic

moment per Eu2+ ion from SD1 is explained as following. In the first place, a subtraction of

substrate magnetization need to be considered for studying the magnetic contribution from

a thin film only. The total magnetization (mtotal) of sample SD1 were displayed in Figure

3.9 ad. The magnetization loops of pure substrate should be subtracted to obtain magnetiza-

tion of thin film EuSe. The magnetization loops of pure sapphire (msapphire) were measured

after removing the top epilayers with a plastic blade, as shown in Figure 3.9 be. The magneti-

zation loops of thin film, of which magnetic moment is dominated by EuSe, were obtained by

subtracting msapphire from mtotal. Secondly, magnetization of EuSe is normalized to the mag-

netic moment of a Eu2+ ion. Magnetization of EuSe in the unit of emu/cc can be converted

to µB/Eu by using the following relationship: emu/cc = 1.0783·1020µB
4

(λEuSe·10−7)3 Eu
= 6.41 · 10−3µB/Eu,

where lattice constant λEuSe = 0.6186 nm is measured by XRD. For a fully polarized Eu2+
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Figure 3.10. Normalized magnetization loops for SB: Normalized mag-
netic moment per Eu2+ ion as a function of magnetic field at different tempera-
tures for (a) H‖ and (b) H⊥ for EuSe (111) on nearly-lattice-match BaF2(111).
The ferromagnetic (FM) and ferrimagnetic (FiM) saturation values are indi-
cated by dashed lines. Insets: hysteresis loops are shown on an expanded
scale.

ion in EuSe, M0 = 6.94µB/Eu from DFT calculation [140 ]. Magnetization of EuSe in the

unit of emu/cc is normalized by M0 as shown in Figure 3.9 cf.

In Figure 3.10 , the magnetization loops (HLs or M(H)) normalized by fully magnetized

Eu2+ are plotted for sample SB. The magnetic transitions are more obviously resolved from

the first derivatives of magnetization loops (differential magnetic susceptibilities (dM/dH))

as shown in Figure 3.11 abde. Magnetic phase transitions that depend on field sweep direction

are observed and are labeled by A+, A−, B+ and B−. Expected FiM-FM transitions (A+,

A−) are observed, and an unexpected property of the AFM-FiM transitions, a hysteresis

marked by B+ and B−. The temperature dependence of peak amplitude is similar for B+

and B− as shown in Figure 3.11 c, indicating that the two transitions have the same origin,

but arise at a different boundary. In Figure 3.11 f, EuSe crystal structure of (111) growth

with in-plane spin rotation from the top and side views is displayed.

The corresponding in-plane phase diagram (solid symbols and color regions) of thin film

EuSe(111) is compared to the phase diagram (purple lines) of a bulk EuSe(111) extracted

from ref[133 ] in Figure 3.12 . We first observed enhancement of field values for FM-FiM

transition from our thin film EuSe compared to reported bulk EuSe [133 ], [135 ]. While
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Figure 3.11. Magnetic properties of EuSe(111): Differential magnetic
susceptibilities (dM/dH) as a function of magnetic field with two opposite field
sweep directions at different temperatures for (a)(b) in-plane H‖ and (d)(e)
out-of-plane H⊥: FM-FiM transitions are labeled by A+ and A− and guided
by solid lines, AFM-FiM transitions are labeled by B+ and B− and guided
by dotted lines, arrows indicate the field sweep direction corresponding to the
dM/dH curves. (c) Amplitude of transitions as a function of temperatures for
in-plane H‖. (f) EuSe (111) crystal structure with magnetization plane (cyan
color) and spin rotation (blue arrows).

AFM-FiM transitions are single lines in previous reports, we observed hysteresis of AFM-

FiM transition boundary in our sample, which slightly depends on temperature. The obser-

vation of the hysteresis loop during AFM-FiM transition in film was reported in the early

literature [141 ] studying the huge g-factor observed at the magnetic phase transitions in

EuSe. We attribute the enhanced hysteresis loop observed in this work (≈1 kOe) to the

reduced thickness of our films and presence of an interface with another material. In fact,

such phase-transition dynamics are highly dependent on the film thickness and the presence

of surfaces that can modify the exchange interaction, as has been shown for extensively for

the AFM-FM transition that occurs near room temperature in FeRh alloys [142 ]–[144 ].

The phase diagram of EuSe (001) film grown on Bi2Se3 is similar to those of EuSe (111)

films as shown in Figure 3.13 . The magnetization data confirms that: (i) AFM magnetic

orders occurs with a magnetic easy axis confined to the (111) planes of the NaCl-type crystal
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Figure 3.12. Phase diagram of SB: In-plane phase diagram of EuSe(111)
on nearly-lattice-match BaF2(111) for (a) field sweeping down and (b) field
sweeping up. Dots and triangles are positions of A and B peaks in Figure
3.11 . The red, green, blue and yellow areas indicate the AFM, FiM, FM and
paramagnetic (PM) regions. Arrows indicate the field sweep directions. The
purple lines display phase diagram of µm thick EuSe(111) reprinted from ref
[133 ].

structure of EuSe, and (ii) the hysteretic phase transition dynamics of EuSe (001) and (111)

films are highly dependent on the film thickness and orientation. Such strong modification

of the AFM-FiM transition in thin EuSe films might provide a convenient mean to control

magnetic order and phase transition by tuning the film thickness, and can also be reflected in

the strength of EuSe/TI magnetic exchange. Also, (001) growth of EuSe grown on Bi2Se3

or GaAs (111) surfaces provides an opportunity to realize an AFM interface with TSS.

In-plane and out-of-plane magnetic phase transitions in SD1 were extracted from the

differential magnetic susceptibility dM/dH as shown in Figure 3.13 abde. The phase diagram

of thin film EuSe(001) is summarized and compared with bulk EuSe(001) single crystal in

Figure 3.13 cf. Both in-plane and out-of-plane field direction have certain angles related to

the magnetization plane (111) in EuSe. We observed almost identical FiM-FM transitions

(A+, A−) and AFM-FiM transition boundary (B+, B−) in both field directions. Phase

diagrams of (001) and (111) films are similar with that from bulk EuSe apart from a small

difference of hysteresis of the AFM-FiM transition boundary.
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Figure 3.13. Phase diagram of SD1. In-plane (a)(d) and out-of-plane
(b)(e) differential magnetic susceptibility dM/dH of EuSe on 2-dimensional
van-der-Waals Bi2Se3 epilayers grown on sapphire (c-plane) substrate as a
function of magnetic field with two opposite field sweep directions at differ-
ent temperatures: FM-FiM transitions are labeled by A+ and A−, AFM-FiM
transitions are labeled by B+ and B−. (c)(f) Corresponding phase diagram
for opposite field sweep direction: magenta and black symbols indicate H‖ and
H⊥.The red, green, blue and yellow areas indicate the AFM, FiM, FM and
(PM) regions. Arrows indicate the field sweep directions. The orange curves
display phase diagram of single crystal EuSe reprinted from ref [135 ].

We also analyzed higher order terms in susceptibility χ3 = C3
T−θ3

, where Curie-Weiss

temperature θ3 is a measure for the biquadratic interaction strength, for sample SD1, fol-

lowing the analysis of ref. [145 ]. The biquadratic interaction is described by a molec-

ular field which is proportional to m3, where m = M/M0. An effective field is given

by Hin = 1
χ1

· m + 1
χ3

· m3 + ..., where χ1 = C1
T−θ1

and χ3 = C3
T−θ3

. The Arrott plot

(Hin/m = 1
χ1

+ 1
χ3

· m2) for paramagnetic phase is shown in Figure 3.14 ab. χ1 and χ3

as a function of temperature are extracted from the linear fittings of Arrott plots in Figure

3.14 c.

Curie-Weiss temperatures θ1 = 4.15 (θ1 = 8 in ref[145 ]) and θ3 = 4.0 (θ3 = 3.3 in ref[145 ])

are extracted from linear fitting of 1/χ(T ). Both 1/χ1 and 1/χ3 for H‖ behave linear with

temperature changing and 1/χ3 and does not diverge at 5.8K. This is unlike Fig.13 (Figure
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Figure 3.14. Analysis of higher order terms in susceptibility for SD1.
In-plane H‖ (a) and out-of-plane H⊥ (b) Arrott plots of EuSe on 2-dimensional
van-der-Waals Bi2Se3 epilayers grown on sapphire (c-plane) substrate at dif-
ferent high temperatures: dashed lines are linear fittings with slope= χ3 and
intercept= −χ3/χ1 at lower field ranges. (c)1/χ as a function of tempera-
ture for χ1 and χ3. Dashed lines are linear fits indicating information of θ1
and θ3. (d) Reciprocal cubic susceptibility 1/χ3 vs. temperature for EuSe
reprinted from ref [145 ]. χ3 diverges at T ∗=5.8K which is 1.2K above the Néel
temperature.

3.14 d) showing diverging feature at 5.8K in the ref. [145 ]. In our thin film EuSe(001) we

do not see 1st order phase transition (coincides with the second order in T transition when

θ3/θ1 = 0.97 ≈ 1,which is what we obtain from our experimental data).
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Figure 3.15. Phase diagrams and structural characterizations for
SD1 and SD3: (a) Phase diagrams for SD1 (solid symbols) and SD3 (open
symbols) when field in-plane (magenta symbols) and out-of-plane (black sym-
bols). The black arrow indicates the field sweep direction. XRD scans (left
panel) and AFM surface image (right panel) for (b) sample SD1 and (c) sample
SD3.

3.3.2 Comparison of magnetic phase diagram and structural characterization
between EuSe(001)/Bi2Se3 samples SD1 and SD3

Néel temperature reduces 15% for sample SD3 with thinner EuSe film as shown in the

phase diagram (Figure 3.15 a) comparing SD3 with SD1. The phase transition peaks observed

from differential magnetic susceptibility for SD3 are broader and less clear than SD1 due

to thinner thickness of EuSe. The saturation of total magnetization above H > 10kOe

for SD3 is 30% less than SD1. Furthermore, different from SD1 with almost identical field

transition for both H‖ and H⊥, SD3 showed anisotropic transition field, which may indicate

a favor of out-of-plane canting from interfacial magnetization and this out-of-plane canting

is more obvious and stronger with thinner EuSe film. The XRD data and AFM images

(Figure 3.15 bc) indicate that both samples have almost the same epilayer quality and surface

roughness.
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3.3.3 Magnetization studies of SC and SE:Bi2Se3/EuSe(111)

Figure 3.16. Magnetic properties of SC and SE: In-plane
(H‖) differential magnetic susceptibilities (dM/dH) as a function of
magnetic field with two opposite field sweep directions at different
temperatures for (a) SE (Bi2Se3/EuSe(111)/BaF2(111)) and (b) SC
(Bi2Se3/EuSe(111)/Pb1−xEuxSe(111)/BaF2(111)) : FM-FiM transitions are
labeled by A+ and A− and guided by solid lines. AFM-FiM transitions are
labeled by B+ and B− and guided by dotted lines. Arrows (thick and thin)
indicate the corresponding field sweep direction (from +H to −H or from −H
to +H).

Out-of-plane proximity-induced magnetization is important in order to gap TSS. Mag-

netization, measured with MPMS, is dominated by the bulk of the EuSe film and it is

hard to disentangle interfacial response from the bulk response. However, there are some

salient features in magnetization data which hint at the out-of-plane magnetization at the

EuSe/Bi2Se3 interface.

In Figure 3.16 we plot in-plane differential magnetic susceptibilities (dM/dH) at different

temperatures for both SE and SC with interfaces of Bi2Se3/EuSe(111). The EuSe layer of

SE is almost relaxed while SC is certainly strained (+0.65%). We observed similar FM-FiM

transitions labeled by A and hysteretic boundary of FiM-AFM transitions labeled by B.

The corresponding phase diagrams of SC and SE are displayed and compared with SB in

Figure 3.17 . By adding interfaces of Bi2Se3/EuSe(111) interface to pure bulk EuSe, the

FM-FiM transitions are almost identical but the shape of one of the hysteretic boundaries of
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Figure 3.17. Phase diagrams of SC and SE:Bi2Se3/EuSe(111): In-
plane phase diagrams for (a)(b) SE (Bi2Se3/EuSe(111)/BaF2(111)) and
(c)(d) SC (Bi2Se3/EuSe(111)/Pb1−xEuxSe(111)/BaF2(111)) : FM-FiM tran-
sitions are triangular symbols (positions of peak A in Figure 3.16 ) and guided
by solid lines; AFM-FiM transitions are circular symbols (positions of peak B
in Figure 3.16 ) and guided by dotted lines; arrows indicate the corresponding
field sweep directions.

FiM-AFM changed, indicating effect from interfacial exchange interaction. Another feature

of differential magnetic susceptibility to be noticed is a small bump around H = 0 existing

from T = 1.8K to T = 5.0K for SC and SE but from from T = 1.8K to T = 2.8K for SB. We

compared SB with SE (and SC) at T = 1.8K and T ≈ 4.3K as shown in Figure 3.18 . A small

bump around H = 0 at T ≈ 4.3K is observed for SE (and SC) but not for SB, indicating

AFM exchange coupling between Bi2Se3 and EuSe independent of magnetic phase in bulk

EuSe. To clarify this conclusion, we also conducted transport studies and cooperated with
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Dr. Valeria Lauter for spin-polarized neutron reflectometry (PNR) experiments at Oak Ridge

National Laboratory.

Figure 3.18. Comparison of in-plane differential magnetic suscepti-
bilities among SB, SC and SE : In-plane differential magnetic susceptibil-
ities as a function of small range magnetic field with two opposite field sweep
directions at low temperature (T = 1.8K) and high temperature (T ≈ 4.3K)
for (a) SB (EuSe(111)/BaF2(111)), (b) SE (Bi2Se3/EuSe(111)/BaF2(111)),
and (c) SC (Bi2Se3/EuSe(111)/Pb1−xEuxSe(111)/BaF2(111)) : a small peak
around H = 0 at T ≈ 4.3K is observed in both SC and SE but not in SB (em-
phasized by dashed rectangular box). Insets: layer structures of each sample is
shown. Black horizontal lines indicate (111) magnetization planes. Red dashed
box outlines the interface between EuSe(111) and Bi2Se3. Arrow indicates
in-plane field direction.

3.4 Spin-polarized neutron reflectivity (PNR) of EuSe(001)/Bi2Se3/Sapphire
samples

To explore the depth profile of magnetization in EuSe films, we performed Polarized

Neutron Reflectometry (PNR) [146 ]. PNR is particularly well suited for determining the

nanostructures of magnetic thin films and multilayers. Different from other ordinary mag-

netometers which probe average magnetization only, PNR provides a unique way to see the

vector magnetization with spatial detail under the surface of a sample. Neutrons possesses

a magnetic moment and can be obtained with a wavelength comparable to inter-atomic
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Figure 3.19. Polarized neutron reflectometry (PNR) results for SD1
: (a) Measured (symbols) and fitted (solid lines) reflectivity curves for spin-
up (R+) and spin-down (R−) neutron spin-states (logarithmic-linear scale) as
a function of momentum transfer ~Q = 4πsin(θ)/λ, where θ is the incident
angle and λ is the neutron wavelength. The error bars represent one standard
deviation. (b) PNR spin-asymmetry (SA) ratio SA = (R+ − R−)/(R+ + R−)
obtained from the experimental and fitted reflectivities in (a). The error bars
represent scattering one standard deviation. These PNR plots are courtesy of
Dr. Valeria Lauter.

distances. Therefore, neutrons are sensitivity to atomic magnetic moments. Moreover, the

specular reflection of polarized neutrons or coherent elastic scattering can be analyzed to

yield the in-plane average of the vector magnetization depth profile along the surface nor-

mal. Sub-nanometer spatial resolution can be achieved by measuring the reflectivity (the

ratio of reflected to incident intensities) over a sufficiently broad range of wave vector trans-

fer ~Q. The information about composition and vector magnetization depth profiles from
~Q-scans can be extracted.

The depth profiles of the nuclear scattering length densities (NSLD) corresponds to the

depth profile of the chemical distributions, and the magnetic scattering length densities

(MSLD) represents the in-plane magnetization vector distributions. PNR measurements

were carried out on Bi2Se3/EuSe bilayers with Bi2Se3 thickness fixed at 20 QL and EuSe

(001) thickness 10 nm and 20 nm. The smoothness of sample surface is important to PNR

experiments. The roughness of sample SD1 is only 0.88 nm, providing strong and clear

signal of reflectivity. Combined with X-ray reflectometry (XRR) data and precise thickness
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Figure 3.20. PNR and SQUID measurements. Comparison of mag-
netization (in the unit of emu/cm2) between SQUID measurement (black
curve) and PNR analysis (magenta stars) for (a) SD1 and (b) SF. (c) PNR
nuclear (NSLD, in grey), magnetic (MSLD, in red) and absorption (ASLD, in
blue)scattering length density (SLD) profiles, measured for SD1 at T = 5K
with an external in-plane magnetic field of 1T or 0.05T and presented as a func-
tion of the distance from the sample surface. The scale on the right-hand-side
shows magnetization M. (d) PNR nuclear (NSLD, in light purple), magnetic
(MSLD, in light navy) and absorption (ASLD, in light red) scattering length
density (SLD) profiles, measured for SF at T = 5K with an external in-plane
magnetic fields of 1T , 0.2T , 0.1T and 0.05T and presented as a function of
the distance from the sample surface. The scale on the right-hand-side shows
magnetization M. The PNR analysis is performed by Dr. Valeria Lauter.

of layers obtained from TEM images, magnetization as a function of distance from the sam-

ple surface was extracted and is plotted in Figure 3.20 b. The PNR data is confirmed by

comparing integral PNR magnetization with SQUID measurements (see Figure 3.20 a). We

observed a reduction of in-plane component of EuSe(001) at the interface and a magnetiza-

tion penetration length of 2QL into Bi2Se3 at T = 5K (PM phase) with an external in-plane

magnetic field of 1T . The ASLD profile in Figure 3.20 a shows a sharp interface between the
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EuSe and Bi2Se3 layers, and confirms that Eu atoms are not present in the Bi2Se3 layer.

Given that the NSLD depth profile of the EuSe layer is uniform and no changes are detected

in the structural and chemical composition in this interfacial EuSe layer, the reduction of

magnetization in EuSe(001) at the interface indicates an out-of-plane component of the

magnetization vector which is parallel to the momentum transfer ~Q and is, thus, does not

contribute to in PNR signal [147 ]. This out-of-plane component of the magnetization is not

due to a proximity-induced FM coupling, as seen in Bi2Se3/EuS(111) [96 ], since there is no

FM response to the in-plane field H‖ in SQUID measurements.

3.5 Transport

3.5.1 Characterization of Bi2Se3 thin film from samples SD1 and SD3

We fabricated a Hall bar device with length of ∼ 500µm and width of ∼ 50µm. The

Hall bar shape was obtained by using PMMA as a protecting mask and ion milling for mesa

etching. Normal Ohmic contacts Ti/Au were thermally evaporated and they are seen as

the bright yellow squares in Figure 3.21 a. Insulating EuSe was removed by ion milling

before contact deposition. Conduction is dominated by the bulk of Bi2Se3, and we expect

effects due to gapping of TSS and possible formation of conducting domain walls in multi-

domain device to be a minor contribution to the bulk conductivity. Resistivity and Hall

measurements were performed on a 8T He3 system or cryogen-free (CF) dilution refrigerator

system using standard lock-in technique at 17.7 Hz in 4-terminal probe.

Table 3.2. List of density and mobility of 20nm thick Bi2Se3 thin film.
Sample Temperature (K) Density n2D(×1012cm−2) Mobility µ2D(cm2/V s)

SD1 5 8.6 446
SD1 0.05 7.4 525
SD3 ∼ 5 10.2 ∼ 680
SD3 0.25 10.1 645

Electron density and mobility of Bi2Se3 for samples SD1 and SD3 are summarized in

Table 3.2.
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Figure 3.21. Transport characterization of Bi2Se3 for SD1: (a) A
device picture with schematic diagram of transport measurement. The sample
area is the Hall bar with length of ∼ 500µm and width of ∼ 50µm. The bright
yellow squares are Ti/Au normal contacts. A 10nA ac current is applied and
ac voltage is measured between two contacts. (b) Hall resistance Rxy as a
function of magnetic field at T=0.05K and T=5.0K. Dashed line is linear
fitting at low magnetic field for each temperature. (c) Longitude resistance
Rxx as a function of magnetic field at T=0.05K and T=5.0K.

The 2D weak anti-localization (WAL) correction to the magneto-conductivity at small

magnetic field is described by the HLN formula[148 ].

∆σ(B) = σ(B) − σ(0) = −αe2

πh
· (Φ(1

2 + Bφ

B
) − ln(Bφ

B
)) (3.1)

where α is a constant or channel number of surface state [149 ], [150 ], Φ is the digamma

function, and Bφ = h̄
4el2

φ
is a characteristic field defined by the dephasing length lφ. α = 0.5

is expected for one single surface state of a TI or a conventional 2-dimensional system

with strong spin-orbit scattering [149 ], [150 ]. Typical experimental values of α can vary

from 0.1 to 1, depending on the position of Fermi level and sample thickness in Bi2Se3
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Figure 3.22. WAL of Bi2Se3 for SD1 and SD3: Magneto-conductivity in
units of e2/h versus perpendicular magnetic field at various temperatures for
(a) SD1 and (b) SD3. Dashed curve is HLN fitting at low magnetic field for
each temperature. Temperature dependence of (c) α and (d) dephasing length
lφ for SD3. The dashed and solid lines in (d) are power fittings.

[149 ]–[153 ] . α < 1 is usually interpreted as an indication of surface-bulk coupling [150 ],

[154 ]. HLN fitting can well describe the WAL behavior of Bi2Se3 up to B = 0.5T in our

samples. α in our samples is slightly larger than 0.5 and increases to 0.62 from T=0.05K to

T=5.2K. This may indicate more conducting channels at higher T. We extract temperature

dependence of dephasing length lφ ∼ T−0.31 for the temperature range 0.25K-5K (see Figure

3.22 d). Theoretically, lφ is proportional to T−1/2 for the two-dimensional and T−1/3 for one

dimensional systems when electron-electron interaction is the dominant dephasing source

[155 ]. Our system is two-dimensional and at T > 1K, T−1/2 well describes lφ temperature

dependence. The deviation of lower temperature (T < 1K) may due to a saturation of the
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dephasing time at very low temperatures. In mesoscopic systems at very low temperatures,

a ”saturation” of the electron dephasing rate, which is independent of temperature, is often

observed [156 ]–[158 ]. Many sources can result in the dephasing ”saturation” such as the

effect of electron-electron interaction in a disordered metal [159 ], [160 ], hot-electron effects

[161 ], [162 ], electromagnetic noise [155 ], [163 ], non-equilibrium effects [164 ], and magnetic

spin-spin scattering [165 ]–[167 ]. The microscopic origins for the widely observed ”saturation”

behavior remain undetermined [168 ]. For pure Bi2Se3 film, lφ ∼ T−0.47 was reported by our

growth collaborators.

Figure 3.23. The field dependence (B⊥) magneto-resistance (MR) at
certain low temperature for (a) SD1 and (b) SD3: Dashed curve is the
corresponding fitting function with a combination of quadratic function and
linear function. The low field data is fitted with quadratic function while the
high field data is fitted with the linear function to demonstrate their respective
field dependence. The field variation of the difference of linear and quadratic
function is plotted in the inset.

Figure 3.23 displays magneto-resistance MR= (Rxx(B⊥) −Rxx(0))/Rxx(0) as a function

of B⊥ up to 8T at low temperature for SD1 and SD3. MR shows a quadratic field dependence

at low fields which crosses over to a linear dependence at high magnetic fields. A parabolic

function (MR= a+b·B⊥+c·B2
⊥ guided by the dashed curve in Figure 3.23 ) can well describe

our MR data. A number of papers reported linear MR for pure Bi2Se3 with different growth

methods [169 ]–[173 ]. This linear MR can arise from either quantum [174 ] or classical effects

[175 ], [176 ]. For materials processing a gapless linear energy dispersion in ultra quantum
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Figure 3.24. Cross field Bcross for SD1: (a) Magneto-resistance (MR at
8T) as a function of mobility µ. The straight dashed line represents the linear
fit to data. (b) Cross field Bcross as a function of inverse of mobility µ−1. Bcross

is not proportional to µ−1.

limit, only the first Landau level is filled and high-field linear MR can be explained by a

quantum effects [177 ], [178 ]. In our system, the onset of linear MR is at ∼ 4T . At this field

the Fermi energy EF lies far from the first Landau level and, hence, the high-field linear

MR in our sample is not due to quantum limit. The other mechanisms for the existence of

linear MR are classical and are associated with strong inhomogeneous distribution of carrier

concentration and mobility in a strong disorder limit [175 ], [176 ]. At high fields, MR∝ µ

for ∆µ/µ < 1 and MR∝ ∆µ for ∆µ/µ > 1. The crossover field Bcross for quadratic to

linear MR is ∝ µ−1 for ∆µ/µ < 1 and ∝ ∆µ−1 for ∆µ/µ > 1. Here, µ is an average

mobility and ∆µ is the width of mobility disorder, and Bcross is determined as the field at

which the absolute value of the difference between these linear and quadratic functions is

minimum (See the insets in Figure 3.23 ). In Figure 3.24 for sample SD1, our MR at B = 8T

shows certain linear dependence (MR∝ µ) but our Bcross is not proportional to µ−1, which

contradicts the inhomogeneity mechanism with Bcross ∼ µ−1. Bcross extracted from SD3 is

also not proportional to µ−1. Therefore, the linear MR in our samples may not result from

the distortion in current path due to inhomogeneity of electron density and mobility. Can

linear MR be due to multi-channel conduction (2×TSS + bulk)? The physics of linear MR

in our system is yet to be understood.
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3.5.2 Magneto-resistance of EuSe(001)/Bi2Se3 without hysteresis in small field
range below 300mT for both B‖ and B⊥

Figure 3.25. Longitude resistance below 300mT for SD1 and SD3:
(a) Longitude resistance as a function of B⊥ or B‖ with opposite field sweep
direction for (a)(b) SD1 and (c)(d) SD3 at different temperatures: resistance
curves for SD1 (or SD3) displayed here are from Hall bar (or circular shaped)
devices. The Ohmic contacts for all the devices here is Ti/Au. Arrows indicate
field sweep directions.

According to the magnetic phase diagram, the bulk of EuSe is fully polarized above

300mT and T<4.5K. We focus on the magnetic range below 300mT since the bulk will be

in various magnetic states (FM, FiM, AFM) depending on temperature and we are able to

study any possible interfacial exchange which may relate to bulk magnetic phases. Figure

3.25 show in-plane and out-of-plane magneto-resistance changing with magnetic field below

300mT for a Hall bar and circular shaped devices from T=0.05K to T=6.0K. Here we only

show typical transport data for both samples. The noise level is below 1×10−4 of the signal.

The magneto-resistance smoothly changes with magnetic field, indicating a typical behavior
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of WAL from the bulk of Bi2Se3 film. We did not observe any hysteresis, which indicates an

absence of FM coupling at a EuSe/Bi2Se3 interface in contrast to EuS/Bi2Se3 [127 ]. Our

transport results, combined with the suppression of in-plane polarization near the interface

detected by PNR, indicate that the interfacial coupling between EuSe and Bi2Se3 is AFM

independent of magnetic states of the bulk.

3.5.3 Modulation of magneto-conductance of EuSe(001)/Bi2Se3

Figure 3.26. Multiple domains in a macroscopic sample SD1 : (a)
A device picture with schematic diagram of transport measurement. The
sample area is the circular shape in the center with a diameter of 5µm. The
yellow strips are Ti/Au normal contacts. A 10nA ac current is applied and
ac voltage is measured between two contacts. (b) Longitude conductance Gxx

as a function for in-plane magnetic field (B‖) at different temperatures from
T=0.26K to T=1.5K. The inset is a schematic diagram showing conduction
change when conducting domains are formed.

At high magnetic fields larger than 0.5T we observed modulation of longitudinal conduc-

tance with no hysteresis as shown in Figure 3.26 . The total conductance can be expressed as

Gtotal = Gtop
T SS(M⊥) + GBulk(B) + Gbottom

T SS (B), where Gtop
T SS (or Gbottom

T SS ) is conductance from

top surface state (or bottom surface state), and GBulk is conductance of bulk Bi2Se3. Both

GBulk and Gbottom
T SS are expected to change smoothly with magnetic field. AFM exchange

coupling may exist at the interface, as discussed above, and lead to a partial gapping of
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Figure 3.27. Single domain in a microscopic sample SD3 : (a) A
schematic diagram of transport measurement. The green area is sample area
and the black area is Nb/NbN (10nm/15nm) superconducting contacts. A
10nA ac current is applied and ac voltage is measured between two contacts.
(b) Top: Conductance G as a function for in-plane (B‖) and out-of-plane (B⊥)
magnetic fields at T=0.26K. Bottom: Zoom in of the range when sharp change
of conductance with hysteresis was observed for each field direction.

the top TSS. Formation of magnetic domains within the exchange layer with TN < T bulk
N

leads to the formation of domain walls which are expected to have conductance higher than

the gapped TSS. Thus, field-induced rearrangement of out-of-plane AFM domains at the

interface is expected to result in the change of the Gtop
T SS and fluctuations in Gtotal << Gtop

T SS,

see schematic inset in Figure 3.26 . For T=0.26K, fluctuations ∆Gxx/Gxx(B = 0T ) can be

as high as 2%.

We observed sharp change of conductance at certain magnetic fields in a microscopic

sample (Figure 3.27 a). We use superconducting contacts Nb/NbN with critical temperature

of 8K, but differential resistance does not show any signatures of Andreev reflection, and

we conclude that in this sample Nb/NbN can be regarded as an Ohmic contact. Also,

any superconductivity-related change of resistance is expected to reduce conductance G

at high temperature or magnetic field, while experimentally we observe both reduction and
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Figure 3.28. Temperature dependence of single domain in a micro-
scopic sample SD3 : Conductance as a function of magnetic field at different
temperatures for (a) B⊥ and (b) B‖ with field ramp up. Curves have an offset
of 0.01 between each other. Sharp change of conductance (∆G) was observed
in both field directions. Conductance was increased for B⊥ while decreased
for B‖ at the initial sharp changing point. Corresponding temperature depen-
dence of sharp change of conductance ∆G for (c) B⊥ and (d) B‖. Domain is
more conducting for lower temperature.

enhancement of G (see Figure 3.27 b and Figure 3.28 ac). In that case, the sharp modulation of

conductance for B⊥ is not assigned to superconductivity-related physics but reconfiguration

of a single magnetic domain.

3.6 Conclusions

In summary, we have studied structural and magnetic properties of EuSe thin epilayers

grown on different substrates and buffer layers. On BaF2 (111), EuSe growth in (111) direc-

tion in a quasi-2D growth mode which results in rough surface. Introduction of Pb1−xEuxSe
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buffer layers improves surface morphology. However, Pb1−xEuxSe with x < 0.1 is conduct-

ing, which reduces its utility for TI exchange biasing. EuSe grows in (001) direction on both

GaAs(111)B and Bi2Se3 substrates with good morphology. The magnetic phase diagram

for thin films has AFM, FiM and FM phases similar to bulk crystals. Field value for the

FiM-FM transitions is slightly enhanced compared to the bulk, while AFM-FiM transition

is highly hysteretic and has T-dependence different from bulk crystals.

In-plane magnetization measured by PNR show a magnetization reduction at the inter-

face between EuSe and Bi2Se3 when bulk EuSe is fully ferromagnetic. A combination of

PNR and transport data rules out FM coupling at the EuSe/Bi2Se3 interface and suggests

AFM coupling. The modulation of magneto-conductance above 0.5T in microscopic samples

indicates formation of magnetic domains at the interface.
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4. SUMMARY AND PERSPECTIVES

4.1 Transport in helical Luttinger liquids in the fractional quantum Hall regime

We investigate transport properties of hDWs in the ν = 2/3 fractional QH regime. Here

we study the electron transport in samples where hDWs of different length L are formed

by electrostatic gating. Experimentally, in the limit L → 0 approximately 12% of the edge

current is diverted into the hDW, a number drastically different from the 50%, predicted

by non-interacting counter-propagating chiral channels model. At high bias currents we

observe an increase in the current carried by the hDW, indicating a crossover from spin-non-

conserving to spin-conserving transport. Inclusion of spin non-conserving tunneling process

reconciles theory with experiment.

The Ohmic contact may not be good enough in the qC geometry since we already observed

the loss of contact when the magnetic field is higher than 10T. In this case, the improvement

of Ohmic contact is needed in the future. In order to check contact quality in the future, it

may be advantageous to redesign the device and add a few more contacts to check the current

bypass problem. Mesa edges should be separated as far as possible to avoid edge cross-talk.

The qC gaps can be designed similar to reference [179 ] focusing on the measurement of a

single gap with no mixing of contributions from other gaps. The fabrication process also

needs to be optimized to keep the best quality of electron gas. The residue of optical

photoresist should be avoided for uniform LED illumination. Thicker oxide layer may be

considered based on the observation that the quality of electron gas is better for the thicker

oxide layer.

4.2 Experimental investigation of parafermion in FQHE regime

As an ongoing effort in our laboratory, superconducting proximity effect is a pow-

erful tool to understand many-body physics. Recent theoretical proposals indicate that

parafermion excitations can emerge in the fractional quantum Hall effect regime if two

counter-propagating fractional chiral edge states with opposite spin polarization are brought

in to close proximity in the presence of superconducting coupling [69 ]. So far, our group
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have demonstrated the formation of helical domain wall between polarized and unpolarized

ν = 2/3 states. Also, in similar wafers, proximity-induced superconductivity has been re-

ported [15 ]. By incorporating superconducting contacts into the helical channel, it maybe

possible to form a high-order topological superconductor.

4.3 Experimental invetigation of the superconducting contacts in the IQHE
regime

The study of tunneling mechanism between IQHE and superconductor is also very in-

teresting [15 ]. The realization of the highly transparent SC/SM interface in GaAs enables

investigation of the interplay between superconductivity and states in the integer quantum

Hall regime. However, it is not easy to obtain superconducting contacts with high trans-

parency in GaAs due to a high Schottky barrier between a 2DEG and a superconductor

where EF is pinned in the middle of the gap. Ge quantum well is another promising system

because of the good transparency for Al superconducting contacts [180 ]. Recently, quantum

Hall ferromagnetic transition at ν = 2 was demonstrated in Ge 2D gas [181 ]. But this tran-

sition only can be tuned by global control-magnetic field and cannot be locally controlled by

gating. We are also working on SiGe wafers. We plan to deposit magnetic thin film to control

the magnetic field in a different area of the sample. An hDW is possible to be formed in

this case. We haven’t successfully form good Ohmic contact using high Tc superconductors

such as Nb by directly side contacting it to a SiGe quantum well while some other groups

had good transparent Nb contacts. However, Al/Nb/NbN is very promising to form good

transparent superconducting contacts on SiGe wafers.

4.4 Studies of possible formation of a fractional skyrmion crystal near filling
factor ν = 2/3

In the quantum Hall effect (QHE) regime, there is a competition between spontaneously

broken symmetry states and uniform QH liquid phases. The phase transition from this exotic

quantum liquids into an electron solid is anticipated at high magnetic fields. For example,

the QH liquid wins for ν = 1/5, while Wigner crystal (WC) wins at ν = 1/7 and smaller

filling factors [182 ], [183 ]. For the second Landau level (LL), there is a competition between
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Figure 4.1. Design of future device for further studies of spin pump-
ing: The mesa pattern is outline by black lines. Gate 1 and gate 2 are labeled
by red and blue colors. Green color marks the position of Ohmic contact.

uniform quantum Hall liquid and charge density waves which break a translational symmetry

[184 ]. For states near ν = 1, a FM phase, a more exotic state of skyrmion crystal (or ordered

spin texture) [185 ], [186 ] formed by skyrmions with repulsive interactions is predicted. These

is an indication that slymion crystal can be formed near ν = 1/3, which is a mirror of ν = 1

for composite fermions (CFs). However, the crystalline state has not been seen in higher

filling factors neither for CFs nor for electrons. Although a recent paper claimed formation

of a solid at ν = 2/3 in graphene [187 ] by using magnon as a detection method, one needs to

note that high energy magnons are not a proper probe to study crystal formation because

the observation of INCOHERENT magnon scattering is a characteristic of a DISORDERED

media or indication of INELASTIC processes but NOT a signature of a crystal formation.

We constructed a single hDW system in ν = 2/3 fractional Hall state and injected spin

into the system in a controllable way. In GaAs, nuclear bath polarization can serve as a
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low-energy spin detector. We observed unidirectional nuclear polarization which requires

an efficient generation of low energy spin waves in the polarized state. Skyrmion crystal is

expected to support low energy spin excitations. However, many questions are yet to be

answered within the spin-wave picture.

In our previous device, hDWs with different lengths were not isolated from each other.

Any possible spin excitation from two hDWs may interact with each other during the prop-

agation. Also, we did not have enough contacts along the edge to study the propagation of

spin waves. Our design of a new device (see Figure 4.1 ) will contain several isolated hDWs

with different lengths. We will have contacts at both top and bottom edges to learn any pos-

sible change of potential due to the emission of spin waves. Since this type of spin excitations

is at very low energy, the detailed studies of this system will help us to understand physics

in FQHE, for example, to answer the question of whether there is any possible formation of

a fractional skyrmion crystal near filling factor ν = 2/3.

4.5 Magnetic and transport studies of a metamagnetic insulator/topological
insulator system

We found that EuSe grows in (001) direction on Bi2Se3, which is different from (111)

growth of EuS. An observed enhancement of AFM-FiM transition and strong hysteresis

in EuSe thin film might provide an applicable way to control magnetic order and phase

transition by tuning the film thickness. Furthermore, (001) growth of EuSe on Bi2Se3 may

provide an opportunity to realize an AFM interface with TSS.

A combination of PNR results( reduction of in-plane magnetization at the interface be-

tween EuSe and Bi2Se3 when bulk EuSe is fully ferromagnetic) and transport data indicates

AFM coupling at the EuSe/Bi2Se3 interface, in contrast to the FM interfacial coupling ob-

served at the EuS/Bi2Se3 interface. Modulation of magneto-conductance at high magnetic

field (> 0.5T ) in microscopic samples suggests formation of magnetic domains at the inter-

face.

Control of phase transition dynamics is a key for the successful realization of selective gap-

ing of TSS in magnetic material/TI heterostructures. An AFM coupling between EuSe(001)

and Bi2Se3 is indicated from our transport and magnetization studies. It seems that this
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AFM coupling is not strong enough to gap the TSS. To realize an FM interface with TSS

in EuSe-based topological heterostructures it is necessary to develop suitable underlayer TI

layers with similar lattice structures and matched lattice parameters.
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A. LIST OF QUANTUM WELL (QW) WAFERS USED IN THIS

THESIS

Table A.1. List of samples used in this thesis.
Sample n µ Spacer depth ∆B∗/∆B2/3

1011cm−2 106cm2/Vs nm nm
LE24 1.6 4.1 70 135 1
LE25 1.3 3.8 110 135 0.14
LE27 0.5 1.6 220 135 0.5
LE39 0.8 3.7 270 185 0.7
LE40 0.8 5 160 135 0.25

∆B∗/∆B2/3 indicates the ratio of the width of spin transition to the width of the whole
ν = 2/3 quantum plateau.
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B. DETAILED PROCESS OF DEVICE FABRICATION FOR

WAFER A (LE40)

Mesa etching:

We etched the cap layer of sample by ∼130 nm using a so-called deep-etching solution which

consists of:

H2O: 1000 ml

H2O2: 8 ml

H2SO4: 1 ml

This solution led to the following etching rates:

GaAs: 40 nm/min

AlGaAs: 60 nm/min

Contact etching:

Prior to the contact evaporation, we removed the possible residue of photo-resist by O2

plasma in few seconds. Then we cleaned sample with and HCl or we first etched away ∼80

nm at the position of the contacts followed by immediate cleaning with HCl for assuring

diffusion of thinner contact material down to the QW.

Ni/Ge/Au contact evaporation:

The Ni/Ge/Au contacts were evaporated by using e-beam or thermal evaporator in the

following order:

E-beam evaporator

Ni: 30 nm, Rate: 1.2 nm/min

Ge: 50 nm, Rate: 1.2 nm/min

Au: 100 nm, Rate: 1.2 nm/min

Thermal evaporator

Ni: 30 nm, Rate: 0.6 nm/min

AuGe alloy (weight ratio: Au:Ge = 88:12): 150 nm, Rate: 1.2 nm/min

The saw-tooth shape contacts (see Figure. 2.1 ) increase the area connecting the 2DEG with

the contacts. Contacts are formed by annealing in a H2/N2(10%/90%) atmosphere at T =

450◦C for 240 s – 450 s.
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Oxide growth 1:

Al2O3 was grown by atomic layer deposition (ALD) at T = 250◦C using standard recipe.

Al2O3 : 50nm

The break down voltage for this thick oxide layer is ∼35V

Front gate 1:

A thin 10 nm of Ti gate was evaporated at a rate of 0.1 nm/s.

10 nm Ti followed by 60.0 nm Au were used for bonding the sample to a chip carrier.

Oxide growth 2:

Al2O3 was grown by atomic layer deposition (ALD) at T = 250◦C using standard recipe.

Al2O3 : 50nm

Remove of oxide for bonding sample:

The total thickness of Al2O3 grown on the sample was 100 nm in the end. This thick oxide

layer can not be penetrated during wire bonding operation. We used oxide etching solution

which consists of:

Buffered oxide etch (BOE) or buffered HF: 10ml

Deionized (DI) water: 50ml

The etching rate for oxide layer is ∼20 nm/min.

A optical photoresist AZ1518 was used as a protection mask. Before etching oxide layer, we

hard baked the photoresist at T = 90◦C in oven for at least 2 hours.

Front gate 2:

A thin 10 nm of Ti gate was evaporated at a rate of 0.1 nm/s.

10 nm Ti followed by 60.0 nm Au were used for bonding the sample to a chip carrier. Contact

pads area were also covered with Ti/Au at the same time for wire bonding.
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Figure B.1. Sample pictures during device fabrication for Ohmic
contacts test: (a) Photo after mesa etching. (b) Photo after Ni/Ge/Au
e-beam evaporation. (c) Photo after annealing contacts.

Figure B.2. Sample pictures during DW device fabrication after the
second ALD growth: Left: Photo of device after BOE etching. The Al2O3
was removed by using BOE for bonding samples. Right: Photo of a completed
device.
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C. DETAILED PROCESS OF DEVICE FABRICATION FOR

EuSe/Bi2Se3/Sapphire

Mesa etching:

We etched all layers down to sapphire substrate by ∼40 nm in 200 s using Ar ion milling

technique with the following parameters:

Ar (100 %) at a total pressure of 1.1 mTorr

Cathode filament current: 3.47 A

Discharge current and Discharge voltage: 0.70 A and 55 V

Beam current and Beam voltage: 36 mA and 400 V

Accelerator current and Accelerator voltage: 0 mA and 0 V

This recipe led to the following etching rates:

EuSe: 0.16 nm/s

Bi2Se3: 1 nm/s

Polymethyl methacrylate (PMMA): 0.5 nm/s

PMMA was used as a protection layer with ∼500 nm thick. The total accumulated charge is

< 600µC. PMMA was not ”burned” and easy to be removed by acetone after Ar ion milling.

Contact pattern:

After mesa etching, small area of epilayers was left on top of sapphire substrate. Sapphire

is super insulating and need to be coated with additional conductive polymer (aquaSAVE)

for e-beam lithography.

Contact etching:

Prior to the contact evaporation, we removed the whole insulating EuSe layer by Ar ion

milling.

Ti/Au or Nb/NbN contact evaporation:

The Ti/Au contacts were evaporated by using thermal evaporator in the following order:

Ti: 10 nm, Rate: 0.6-0.9 nm/min

Au: 70 nm, Rate: 1.2 nm/min

The Nb/NbN contacts were deposited by DC magnetron sputtering in the following order:

Nb: 10 nm, Rate: 1.8 nm/min
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NbN: 15 nm, Rate: 1.8 nm/min

Nb (NbN) was sputtered in Ar (Ar/N2 (85%/15%)) plasma at a total pressure of 2 mTorr.

Figure C.1. Sample pictures during device fabrication: Left: Mesa
etching pattern. A Hall bar geometry is patterned using e-beam lithography.
Right: Completed Hall bar device with Ti/Au contacts.
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