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ABSTRACT

With the rapid development in high-throughput technologies and the next generation

sequencing (NGS) during the past decades, the bottleneck for advances in computational

biology and bioinformatics research has shifted from data collection to data analysis. As

one of the central goals in precision health, understanding and interpreting high-dimensional

biomedical data is of major interest in computational biology and bioinformatics domains.

Since significant effort has been committed to harnessing biomedical data for multiple anal-

yses, this thesis is aiming for developing new machine learning approaches to help discover

and interpret the complex mechanisms and interactions behind the high dimensional fea-

tures in biomedical data. Moreover, this thesis also studies the prediction of post-treatment

response given histopathologic images with machine learning.

Capturing the important features behind the biomedical data can be achieved in many

ways such as network and correlation analyses, dimensionality reduction, image processing,

etc. In this thesis, we accomplish the computation through co-expression analysis, survival

analysis, and matrix decomposition in supervised and unsupervised learning manners. We

use co-expression analysis as upfront feature engineering, implement survival regression in

deep learning to predict patient survival and discover associated factors. By integrating

Cox proportional hazards regression into non-negative matrix factorization algorithm, the

latent clusters of human genes are uncovered. Using machine learning and automatic feature

extraction workflow, we extract thirty-six image features from histopathologic images, and

use them to predict post-treatment response. In addition, a web portal written by R language

is built in order to bring convenience to future biomedical studies and analyses.

In conclusion, driven by machine learning algorithms, this thesis focuses on the integrative

analysis given multimodal biomedical data, especially the supervised cancer patient survival

prognosis, the recognition of latent gene clusters, and the application of predicting post-

treatment response from histopathologic images. The proposed computational algorithms

present its superiority comparing to other state-of-the-art models, provide new insights to-

ward the biomedical and cancer studies in the future.
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1. INTRODUCTION

Analyzing and interpreting complex mechanisms behind multimodal biomedical data can

be conducted with numerous advanced computational approaches. In this thesis, we limit

our scope to the survival analysis and image analysis. In survival analysis, we aim to inter-

pret the latent gene interactions by integrating multimodal biomedical data and performing

dimensionality reduction. In image analysis, we develop an automatic feature extraction

workflow and use thirty-six extracted features to predict post-treatment outcome. In this

chapter, we will briefly introduce the multimodal biomedical data and data acquisition. The

introduction is then followed with an overview of this thesis. The main contributions of this

thesis and related publications are also listed.

1.1 Multimodal Biomedical Data and Data Acquisition

With the evolutionary development of the next generation sequencing (NGS) technique

as well as the advanced computational algorithms, unraveling the latent biological interpre-

tation behind multimodal high-dimensional biomedical data becomes imperative in precision

health. In Bioinformatics, significant effort has been committed to harness genomics and

transcriptomics data for multiple analyses [  1 ]–[ 9 ]. These multimodal biomedical data can

be classified into “omics” data and clinical data. Omics data can be further categorized

into genomics data, transcriptomics data, proteomics data, metabolomics data, etc. These

data are also considered as “multi-omics” biomedical data. For clinical data, it includes

electronic medical records and image data. Survival outcome, which is the major clinical

outcome we are studying in this thesis, is belonging to electronic medical records. While

image data includes histopathologic image, computed tomography (CT) image, magnetic

resonance imaging (MRI), etc. Figure  1.1 summarizes these data into a diagram. As the in-

creasing amount of multimodal biomedical data becomes available, mRNA-seq, also known

as mRNA sequencing data which reveals the presence and quantity of RNA in biological

samples at a given moment, has expeditiously become the standard approach for analyzing

the transcriptomes of disease states, biological processes, and a wide range of study designs

[ 10 ]. Benefit from the powerful machines such as Illumina NovaSeq Sequencing [ 10 ], as well
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as the well-established data analysis & storage workflows, bioinformatician and data ana-

lysts can directly analyze biomedical data in 2D matrices, with units RPKM (Reads Per

Kilobase Million), FPKM (Fragments Per Kilobase Million), or TPM (Transcripts Per Mil-

lion). In this thesis, we will benefit from their sequencing analysis results, and directly face

the 2D matrix data describing the gene expressions of samples/patients. Despite mRNA-seq

data, some other multimodal biomedical data are also included in our study. They are:

(1) miRNA-seq data, also known as microRNA sequencing data; (2) copy number variation

(CNV), measured by total kilobase (kb) length, reflects the variation of a certain genome sec-

tion. The total number CNV is also measured, and defined as copy number burden (CNB);

(3) tumor mutation burden (TMB), calculated by the total number of mutated genes based

on mutation annotation format (MAF) files; and (4) other demographical and clinical data.

These multimodal biomedical data are presented as a data vector per sample, or a data ma-

trix per cohort, describing the features of patients in a high-dimensional space. In addition,

this thesis also analyzes breast cancer histopathologic image data  

1
 . Specifically, hematoxylin

and eosin (H&E) stained images and immunohistochemistry (IHC) stained images are ana-

lyzed. In H&E stained histopathologic images, hematoxylin stains cell nucleus into dark blue

color, while eosin stains extracellular matrix and cytoplasm into pink color. In IHC stained

histopathologic images, programmed death-ligand 1 (PD-L1), CD8+ T cells, and CD163+

macrophages in tumor immune micro-environment are stained into brown color, green color,

and red color, respectively.

Multi-omics genomics and transcriptomics data are collected from open-access databases,

including The Cancer Genome Atlas (TCGA,  https://portal.gdc.cancer.gov/ ) and NCBI

Gene Expression Omnibus (GEO,  https://www.ncbi.nlm.nih.gov/geo/ ).

1.2 Overview of This Thesis

This thesis starts from survival analysis, and then links it to the gene co-expression

analysis and low-rank decomposition methods. A review of basic concepts, prior work, and

previous literature will be performed in Chapter 2. Specifically for survival analysis, like-
1

 ↑ Breast cancer histopathologic dataset was provided by Dr. Zaibo Li at The Ohio State University.
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Figure 1.1. Introduction to biomedical data. MRI stands for magnetic reso-
nance imaging, CT stands for computed tomography.

lihood and censorship of survival data, hazard function and partial likelihood, log partial

likelihood function, Kaplan-Meier estimator, and Cox proportional hazards model will be

explained. This is followed with a section discussing deep learning-based survival prediction

using biomedical data. For gene co-expression network analysis, local maximal Quasi-Clique

Merger will be introduced in the third section. In the fourth section, unsupervised low-rank

approximation via non-negative matrix factorization (NMF) will be introduced, including its

formulation, updating rules, and some other variations. Next, histopathologic image regis-

tration and segmentation approaches related to this thesis will be introduced and discussed

in the fifth and sixth sections, respectively. Finally, related evaluation metrics and statistical

tests will be introduced.

By first combining survival analysis with gene co-expression network construction as an

upfront feature engineering technique, we propose an integrative algorithm SALMON (Sur-

vival Analysis Learning With Multi-Omics Neural Networks) to interpret densely connected

gene clusters by deep learning in Chapter 3. In Chapter 3, performances in terms of con-

cordance index and log-rank test P -value are improved when more omics data integrates
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into the input of the SALMON algorithm. It also demonstrates a competitive performance

compared to other deep learning survival prognosis models. SALMON algorithm further

confirms certain mRNA-seq co-expression modules which play pivotal roles in breast cancer

prognosis, with several biological functions revealed. This part of work was published in

Frontiers in Genetics [ 2 ] in 2019.

In Chapter 4, by combining non-negative matrix factorization and Cox proportional

hazards regression, a novel algorithm named CoxNMF is innovatively designed. CoxNMF

aims to unravel latent features behind the high-dimensional transcriptomic data under the

time-to-event survival constraints. The algorithm is achieved by decomposing original 2D

matrix data into two low-rank matrices “basis” W and “coefficient” H , subject to the non-

negative constraint. Multiplicative updating rule is adopted for this algorithm. The results

present its power of decomposing data into desired latent spaces and also emphasizing its

survival information.

Chapter 5 focuses on integrative medical image analysis. In this chapter, an auto-

matic, accurate, comprehensive, interpretable, and reproducible whole slide image (WSI)

feature extraction workflow known as, IMage-based Pathological REgistration and Segmen-

tation Statistics (IMPRESS), is described. Features are derived from tumor immune micro-

environment and clinical information, and then used to train machine learning models to

accurately predict the response to neoadjuvant chemotherapy in breast cancer patients. The

results demonstrate that this method outperforms the results trained from features that are

manually generated by pathologists.

Finally, bioinformatics and computational biology tool TSUNAMI: Tools SUite for Net-

work Analysis and MIning will be described in Chapter 6. It is a one-stop tool that offers

flexibility in parameter selections, comprehensive gene co-expression network mining, direct

link to downstream gene set enrichment analysis, Circos plot visualization, and survival

analysis. The proposed software tool can bring many conveniences to the bioinformatics

community. This part of work was published in Genomics, Proteomics & Bioinformatics

[ 11 ] in 2021.

With different topics introduced in Chapters 3, 4, 5, and 6, this thesis will draw conclu-

sions in Chapter 7. This thesis will also discuss the future direction and potential work.
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In the next chapter, we start with the previous work and literature review. Details

on the derivation of Cox proportional hazards regression, deep learning-based survival pre-

diction, co-expression network analysis, non-negative matrix factorization, histopathologic

image registration and segmentation, and related evaluation metrics will be explained ac-

cording to previous literature including articles and books.

1.3 Contributions of This Thesis

• We propose an integrative algorithm SALMON to predict breast cancer patient survival

and interpret densely connected gene clusters by deep learning.

• We propose CoxNMF algorithm to unravel latent gene interactions under survival con-

straints by combining non-negative matrix factorization and Cox proportional hazards

regression.

• We introduce a comprehensive feature extraction workflow to accurately predict the

response to neoadjuvant chemotherapy in breast cancer patients given pre-treatment

multimodal histopathologic images.

• We propose a bioinformatics and computational biology tool TSUNAMI for online gene

co-expression network analysis.

1.4 Publications Result from This Work

1.4.1 Journal Papers

1. Z. Huang, Z. Han, T. Wang, W. Shao, S. Xiang, P. Salama, M. Rizkalla, K. Huang,
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ysis and Mining,” Genomics, Proteomics and Bioinformatics, Accept, in press, 2021.

[Online]. Available:  https://doi.org/10.1016/j.gpb.2019.05.006 .
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1.4.2 Conference Papers and Abstracts

1. Z. Huang, Z. Han, A. V. Parwani, K. Huang, and Z. Li, “Artificial Intelligence

Driven Neoadjuvant Chemotherapy Response Prediction in Triple Negative Breast Can-

cer (TNBC) Unveils Non-linear Feature Interactions,” United States and Canadian
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2. PRIOR WORK AND LITERATURE REVIEW

2.1 Cox Proportional Hazards Model

Including genomics, transcriptomics, proteomics, metabolomics, and other type of data

such as medical images, the multi-omics source of information consist the big family of

biomedical data. Benefit from advanced biotechnology and next generation sequencing

(NGS), acquiring and modeling biomedical data becomes achievable nowadays. As one of

the central goal in precision health, analyzing the data associated with survival is of great

interest to the biomedical researchers. We start from introducing survival analysis, then aim

to unravel latent information behind the biomedical data by combining the survival analysis

with other advanced machine learning techniques.

Survival analysis, also known as time-to-event analysis, aims to analyze the lifespan and

estimate the time to an event of interest (especially death event), given the observed data

of an individual or a population [ 12 ]. It was originally designed for medical researchers and

data analysts to analyze the lifetimes [ 13 ]. Nowadays the time-to-event analysis can also

be used for other applications such as predicting churning customers or employees when

considering the event to be leaving the company, estimating the lifetime of a machine, etc

[ 12 ].

Survival analysis considers relative time duration [  14 ], thus a subject can enter the study

at any time. However, not all subjects of the given population will experience the event of

interest (such as death, churn, etc.) during the study. For those their survival times longer

than the end time in the study were labelled as “censored” [  12 ]. The censorship allows

the analysis measure the lifetimes even when the subjects are not experiencing the event of

interest.

Modeling the survival can be traced back to 1972 [ 15 ] when previous statisticians system-

atically summarized the survival function, hazard function, Kaplan-Meier estimator, survival

regression, Cox model, etc. In this thesis, survival analysis will play an important role in con-

junct with gene co-expression network analysis and non-negative matrix factorization. The

combination of these analyses help us to unravel the functionality behind the gene expression

data, as well as to determine the latent interactions.
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2.1.1 Likelihood and Censorship of Survival Data

It is worth to know in biomedical applications, time-to-event data often has the property

where some individuals are still alive (or because of insufficient follow-up) at the end of study,

we refer it to “right censored” data. Examples of right censored data is shown in Figure  2.1 .

In contrary, “left censored” is when the event of interest has already occurred before the

data is enrolled. In most cases and in this thesis, we are dealing with right censored data.

Figure 2.1. Calendar time (a) and patient time (b) with right censored data.

Given the cumulative distribution function F (t) = Pr(T ≤ t) with the associated proba-

bility density function f(t) = F (t), we define the survival function as

S(t) = Pr(T > t) = 1− F (t). (2.1)

We also define the hazard function and cumulative hazard function be

h(t) = lim
∆t→0

(
Pr(t ≤ T < t + ∆t|T ≥ t)

∆t

)
= lim

∆t→0

(
S(t)− S(t + ∆t)

∆tS(t)

)
, (2.2)

and

H(t) =
∫ t

0
h(s)ds, (2.3)
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respectively. It is worth to know that if T is discrete and positive integer-valued, then

h(t) = Pr(T = t|T ≥ t) = Pr(T =t)
S(t−1) . From equation  2.1 ,  2.2 , and  2.3 , we have:

(I)

h(t) = lim
∆t→0

(
S(t)− S(t + ∆t)

∆tS(t)

)

= −S(t)
S(t)

= − d

dt
log S(t)

= d

dt
H(t),

(2.4)

(II)

S(t) = exp(−H(t)), (2.5)

and (III)

f(t) = h(t)S(t). (2.6)

Since S(0) = 1 for (II). Table  2.1 shows some typical density functions.

Table 2.1. Typical density functions for survival analysis modeling. Note: α
and ρ are parameters defined only in this table.

h(t) S(t) f(t)
Weibull exp(−(ρt)α) αραtα−1 αραtα−1 exp(−(ρt)α)

Log-logistic 1
1+(ρt)α

αραtα−1

1+(ρt)α
αραtα−1

(1+(ρt)α)2

Exponential exp(−ρt) ρ ρe−ρt

Suppose we have the time to event TE and time to censoring event TC by assuming all

patients eventually will have event (such as death) or be censored, where T denotes the

positive random variable representing time. If a pair of observations (t(i)
E ,t(i)

C ) is observed

with respect to patient i, we have the likelihood

L =
∏

t
(i)
E <t

(i)
C

f(t(i)
E )SC(t(i)

E )
∏

t
(i)
C <t

(i)
E

S(t(i)
C )fC(t(i)

C )

=
∏

i
h(t(i))δiS(t(i))

∏
i

hC(t(i))1−δiSC(t(i)),
(2.7)
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by assuming censoring mechanism is independent from the event time. Where t(i) = min(t(i)
E , t

(i)
C ),

δi =


1 if t

(i)
E < t

(i)
C

0 otherwise
. It is noteworthy that the second product in Equation  2.7 can be omit-

ted if the censoring is independent. Thus we have

L =
∏

i
h(t(i))δiS(t(i)). (2.8)

2.1.2 Hazard Function, Partial Likelihood, and Cox Proportional Hazards Model

For each subject i it has a covariate vector Hi and a scale parameter ρi. In Cox regression

[ 15 ], ρi = exp(βT Hi). We assume any two subjects have hazard functions where the ratio is

a constant proportion which depends on the covariates

λi(t|Hi) = ρiλ0(t|Hi), (2.9)

where

λi(t|Hi) = lim
∆t→0+

Pr(t ≤ Yi < t + ∆t|Yi ≥ t, Hi)
∆t

. (2.10)

In the equation, λ0 is the baseline hazard function, reflects the underlying hazard for subjects

with all covariates equal to 0 (i.e., the “reference group”) [  16 ]. β is the vector of regression

coefficients to be estimated, and ρi depends on the linear predictor βT Hi. As we mentioned

in Cox regression, ρi = exp(βT Hi) and the functional form of the baseline hazard is not

given but is determined from the data, thus the Cox model is termed as semi-parametric

model.

If we rewrite the survival time t to Yi for ith patient, then the hazard function for the

Cox proportional hazards model with respect to ith patient has the form

λ(Yi|Hi) = λ0(Yi)exp(β1H1,i + β2H2,i + · · ·+ βKHK,i)

= λ0(Yi)exp(βT H).
(2.11)
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This expression gives the hazard function at time Yi for subject i with covariate vector (ex-

planatory variables) Hi. A value of βmHm,i greater than zero, or equivalently a hazard ratio

exp(βmHm,i) greater than one, indicates that as the value of the mth covariate increases, the

event hazard increases and thus the length of survival decreases. A hazard ratio exp(βmHm,i)

above 1 indicates a covariate that is positively associated with the event probability, and

thus negatively associated with the length of survival.

In summary,

• hazard ratio exp(βmHm,i) = 1: No effect.

• hazard ratio exp(βmHm,i) < 1: Reduction in the hazard.

• hazard ratio exp(βmHm,i) > 1: Increase in Hazard.

Suppose the event times are given by 0 < Y1 < Y2 < Y3 < · · · < YN by assuming no tied

event times, and let Ci denote the event for subject i at time Yi. If there is a death event

associated at time Yi, then the probability of the subject i has the death event is

Pr(subject i|Yi) = λi(Yi)
λ1(Yi) + · · ·+ λN(Yi)

. (2.12)

Under the proportional hazards assumption with the risk set Ri where those subjects avail-

able for the death event at time Yi (i.e., denote the set of individuals who are “at risk” for

death at time Yi), we have

Pr(Ci|Yi) = ρiλ0(Yi)∑
j∈Ri ρjλ0(Yi)

= ρiλ0(Yi)∑
j:Yj≥Yi ρjλ0(Yi)

= ρi∑
j:Yj≥Yi ρj

= exp(βT Hi)∑
j:Yj≥Yi exp(βT Hj)

.

(2.13)
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2.1.3 Log Partial Likelihood Function

Given the data H , the likelihood of the death event to be observed occurring for patient

i at time Yi can be written as

Li(β) = λ(Yi|Hi)∑
j:Yj≥Yi λ(Yi|Hj)

= λ0(Yi)exp(βT Hi)∑
j:Yj≥Yi λ0(Yi)exp(βT Hj)

= exp(βT Hi)∑
j:Yj≥Yi exp(βT Hj)

,

(2.14)

where λ is the hazard function. The corresponding log partial likelihood is

`H,β(C, Y ) =
∑

i:Ci=1

βT Hi − log

 ∑
j:Yj≥Yi

exp(βT Hj)


 . (2.15)

The partial derivative of `H,β(C, Y ) with respect to β is:

∂`H,β(C, Y )
∂β

=
∑

i:Ci=1

Hi −
∑

j:Yj≥Yi exp(βT Hj)Hj∑
j:Yj≥Yi exp(βT Hj)

 . (2.16)

The partial derivative of `H,β(C, Y ) with respect to H is:

∂`H,β(C, Y )
∂H

=



∂`H,β(C,Y )
∂H1,1

∂`H,β(C,Y )
∂H1,2

· · · ∂`H,β(C,Y )
∂H1,N

∂`H,β(C,Y )
∂H2,1

∂`H,β(C,Y )
∂H2,2

· · · ∂`H,β(C,Y )
∂H2,N

... ... . . . ...
∂`H,β(C,Y )

∂HK,1

∂`H,β(C,Y )
∂HK,2

· · · ∂`H,β(C,Y )
∂HK,N



=


Crβ −

N∑
s=r

Cs

1(Yr≥Ys)βexp(βT Hr)∑
j:Yj≥Ys

exp(βT Hj)


︸ ︷︷ ︸

K × 1 vector which repeats N times for r = 1, 2, · · · , N .

 ,

(2.17)

where 1(Yn≥Ys) is the indicator function: 1(Yn≥Ys) =


1 if Yn ≥ Ys

0 otherwise
.
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2.1.4 Kaplan-Meier Estimator

Kaplan-Meier estimator [  17 ] is one of the frequently used non-parametric estimators of

the survival function S(t) (the probability that survival time is longer than t). It usually

compares two groups in a study. Suppose in the discrete time case, we let

Pr(death occurred at ti|survived to ti−) = hi, (2.18)

where ti− is the time right before the time ti. Suppose random variables X1, · · · , XN which

represent independent observations from a distribution with cumulative distribution function

(CDF) F . Consider there are observations x1, · · · , xN from a random sample, then we define

the empirical distribution function

F̂ (x) = 1
N

N∑
i=1

(1xi≤x). (2.19)

The above formula is appropriate for no censoring occurs. If censoring occurs, the scenario

will be different. Recall that in Equation  2.7 , t(i) = min(t(i)
E , t

(i)
C ), δi =


1 if t

(i)
E < t

(i)
C

0 otherwise
.

Suppose we have N pairs of observations (xi, δi) for i = 1, 2, · · · , N , then

L =
∏

i
f(xi)δiS(xi)1−δi

=
∏

i
f(xi)δi

(
1− F (xi)

)1−δi .
(2.20)

Suppose there are failure times (0 <)t1 < · · · < ti < · · · . Let si1, si2, · · · , sici be the censoring

times within the interval [ti, ti+1). We also suppose that there are di failures at time ti by

allowing tied failure times. By rewriting f(ti) = F (ti) − F (ti−) and assuming F (ti) takes
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fixed values at the failure time points, thus F (ti−) = F (ti−1) and F (sik) = F (ti). Then the

likelihood becomes

L =
∏

failures

f(ti)di
∏

i

 ci∏
k=1

(
1− F (sik)

)
=

∏
failures

(
F (ti)− F (ti−)

)di
∏

i

 ci∏
k=1

(
1− F (sik)

)
=

∏
failures

(
F (ti)− F (ti−)

)di
∏

i

(
1− F (ti)

)ci .

(2.21)

As mentioned in Equation  2.18 , Pr(death occurred at ti|survived to ti−) = hi, we will have

S(ti) = 1− F (ti) =
i∏
1

(1− hj),

f(ti) = hi

i−1∏
1

(1− hj),
(2.22)

and

L =
∏
ti

hdi
i (1− hi)ni−di . (2.23)

The Kaplan-Meier estimator uses maximum likelihood estimation technique for hi. Taking

the log of the equation  2.23 , we have:

` =
∑

i
di log hi +

∑
i

(ni − di) log(1− hi). (2.24)

By taking the derivative with respect to hi, we have:

∂`

∂hi
= di

hi
− ni − di

1− hi
= 0,

ĥi = di

ni
,

(2.25)

which the formal formula Kaplan-Meier estimator becomes

Ŝ(t) =
∏
ti≤t

(
1− di

ni

)
. (2.26)
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Note: ni+1 + ci + di = ni, where ni is the number at risk at ti, ci is the number of censored

patients in the time interval [ti, ti+1), and di is the number of events at ti. To avoid confusion

with other parts of this thesis, symbols and notations s, X, x, and δ are defined locally only

in this section.

2.2 Deep Learning-based Survival Prediction using Omics Data

With the high prevalence of neural networks and deep learning-based algorithms in the

computational biology studies, it is clear that the advantages of optimization in a highly

non-linear space are welcomed improvements in biomedicine [  18 ]–[ 22 ]. In bioinformatics,

significant effort has been committed to harnessing transcriptomic data for multiple analyses

[ 3 ], [  4 ], [  7 ]–[ 9 ] especially cancer survival prognosis [ 23 ]–[ 25 ]. Recent advances in kernel-based

deep learning models have introduced a new era in medical research. Originally designed for

pattern recognition and image processing, Deep learning models are now applied to survival

prognosis of cancer patients [ 1 ]. Specifically, deep learning versions of the Cox proportional

hazards models are trained with multi-omics data (especially transcriptomics data) to predict

survival outcomes in cancer patients.

Among deep learning-based survival prediction studies, Faraggi and Simon [  26 ] was the

first study to use clinical information to predict prostate cancer survival through an artificial

neural network model. Mobadersany et al. [ 27 ] integrated histological features, convolutional

neural networks (CNN), and genomics data to predict cancer prognosis via Cox regression.

Despite of various existed applications on survival analysis such as random survival forest

(RFS) [  28 ] or generalized linear model with Cox regression (GLMNET) [  29 ], the use of deep

learning Cox models was pioneered by Ching et al. [ 24 ], who applied Cox regression with

neural networks (Cox-nnet) to predict survival using transcriptomic data became prevalent.

Similarly, Katzman et al. [ 25 ] used DeepSurv with multi-layer neural networks for survival

prognosis and developed a personalized treatment recommendation system. Meanwhile,

AECOX (AutoEncoder with Cox regression network) [  1 ] also attempted for cancer prognosis

prediction with simultaneous learning of lower dimensional representation of inputs.
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In Figure  2.2 , we demonstrate three deep learning architectures for cancer survival prog-

nosis. Cox-nnet (Figure  2.2 A) is the most succinct model with only one hidden layer, while

DeepSurv (Figure  2.2 B) uses multiple hidden layers of consistent dimensions and treats the

number of hidden layers as a hyper-parameter. Similarly, AECOX also treats the number

of hidden layers as a hyper-parameter, but the hidden layers are set symmetrically in the

encoder and decoder (Figure  2.2 C). All three models employ the same Cox proportional

hazards model.

Figure 2.2. Neural network architectures of three deep learning-based mod-
els. (A) Cox-nnet with a single hidden layer; (B) DeepSurv with multiple
hidden layers having consistent dimensions; (C) AECOX with multiple hidden
layers in the both encoder and decoder part. Last hidden layers in all models
are indicated in orange and were connect to a Cox regression neural networks
with hazard ratios as the outputs.

Cox proportional hazards regression with partial log likelihood (Equation  2.15 ) is used

in the objective functions of the aforementioned deep learning-based survival prediction

models. It is proved that the Deep Learning architectures can be effectively applied for cancer

prognosis prediction with Cox-proportional hazard model incorporated while demonstrating

superior performances comparing to traditional machine learning models for survival analysis

[ 1 ].

55



In order to achieve better performance of survival prognosis with deep learning, recent

studies have made use of multi-omics data instead of single omics data. This was pioneered

by Chaudhary et al. [ 30 ], who used a deep autoencoder to guide dimensionality reduction

upfront, followed by survival prediction, for liver cancer. Similarly, [ 31 ] used an autoencoder

to predict neuroblastoma patient survival by integrating the number of alterations and gene

expression data. [  32 ] also used an autoencoder to produce a new set of features, then used

the Cox model to predict survival of bladder cancer patients. Lee et al. [ 33 ] similarly used

a deep autoencoder to predict lung adenocarcinoma patients survival using four omics data.

These deep learning-based models exhibited the advantage of integrating multi-omics

data for cancer survival prognosis. However, these methods did not completely exploit all

available omics data, and the high-dimensional features were either directly used as input to

the model or obtained via a deep autoencoder for dimensionality reduction that is separate

from Cox regression. In addition, these deep learning-based approaches analyzed multi-omics

features at the gene-level, which lack module-level analysis. To this end, we address all

current limitations and propose the SALMON algorithm [  2 ], a deep learning cancer survival

prognosis model that utilizes multi-omics inputs, in Chapter 3.

2.3 Co-expression Network Analysis

After the Cox proportional hazards model and its related derivations are elucidated, We

next introduce gene co-expression network analysis, which is a group of methods to obtain

the underlying information behind gene expressions based on correlation analysis [ 34 ].

Correlation networks along with the algorithm of co-expression network analysis are

increasingly being used in bioinformatics and biology domains for analyzing large and high-

dimensional data, such as gene expressions [  35 ]. Finding the clusters contain highly cor-

related and densely connected genes is one of the common practices in data mining with

numerous applications including social network and biomedicine [ 34 ].

Narrowing down to the area of analyzing gene expressions, the concept of gene co-

expression networks was initially introduced as relevance networks [  36 ] by firstly calculating

the Pearson correlation coefficients or other pairwise similarity measurements given a pop-
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ulation of data and associated gene expressions, then constructing the gene co-expression

networks according to certain pre-defined parameters or thresholds. The input data, typ-

ically gene expression matrix, is given by P genes/features and N samples. For example,

the mRNA-seq expression matrix. Given the input data, calculating the pairwise similarity

score will return a P by P similarity matrix.

Having the similarity matrix, the next step is to perform the gene-level co-expression

clustering. The resulting gene clusters can be mutually exclusive (no overlapping) or with

overlaps, varied by the chosen algorithm or parameters. For example, weighted gene co-

expression network analysis (WGCNA) [  35 ] algorithm will return gene clusters without over-

lapping. In contrary, local maximal Quasi-Clique Merger (lmQCM) [  34 ] algorithm allowed

module overlapping by setting a parameter qβ stands for maximum overlapping ratio.

Moreover, the similarity matrix can be replaced by regulatory network [  37 ], metabolism

network [  38 ], and protein-protein interaction (PPI) network [  39 ] for general types of co-

expression analyses. Such analyses have been widely used to predict new gene functions

[ 40 ]–[ 42 ], identify protein interactions [  43 ], detect genetic variants in cancers [ 44 ], or use for

upfront feature engineering [ 2 ] prior to the machine learning.

2.3.1 Local Maximal Quasi-Clique Merger

The algorithm of local maximal Quasi-Clique Merger (lmQCM) was proposed and ex-

plained in [ 34 ]. With P number of features, given an undirected weighted network G =

{VG, EG, WG} with vertices VG = {v1, v2, · · · , vP}, non-negative weights WG = {wij} on the

edges eij where wij = wji ≥ 0, wii = 0 (not allowing self-loop) for i, j ∈ {1, 2, · · · , P}. The

density is defined as

dG =
∑P

j=i+1
∑P −1

i=1 wij
P (P −1)

2

. (2.27)

In order to find densely connected network modules/subgraphs of G, the original QCM

algorithm adopted a greedy based approach. The nodes which contribute to the network

module density are aggregated to the highest weight edge in current graph [ 45 ], until the

module density below certain threshold. The threshold is associated with module size. Since
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the identified densely connected modules may have overlaps, a merging process is further

applied.

The algorithm of lmQCM has four parameters: qγ, qλ, qt, and qβ. qγ controls the threshold

for initialize each new module, qλ and qt are the parameters for the module density threshold.

qβ is the threshold for the merging overlap ratio. Given two modules φU and φV , the module

will be merged if |φU

⋂
φV |

min(|φU |,|φV |) > qβ.

lmQCM has been successfully adopted for gene co-expression analyses with numerous

biomedical applications [ 2 ], [ 4 ], [ 7 ], [ 46 ].

2.3.2 Generating Eigengene from Gene Co-expression Analysis Result

After gene co-expression analysis is done, eigengenes [  47 ] are extracted given the gene

expression matrix and the co-expression modules information. Specifically, the Singular

Value Decomposition (SVD) [ 48 ], [  49 ] is applied to each co-expressed gene module, and the

first right singular vector of each SVD result is chosen.

Suppose a gene expression matrix is grouped into K modules, each with P (1), P (2), · · · ,

and P (K) genes, respectively. Then for each ith group, the matrix X(i) of dimension P (i)×N

will be decomposed into UΣV ∗ by SVD, where U is a P (i) by P (i) matrix, Σ is a P (i) by N

non-negative, real valued diagonal matrix, and V is an N by N matrix. Then the eigengene

of that module i is the first right singular vector V1,·.

The eigengene can be treated as the patient summary for that gene module. It projects co-

expressed genes to 1-D space and thus can be treated as the “super gene”. Such gene module-

level summaries can then be used for numerous analyses including module-level survival

prognosis [ 2 ], [ 50 ] and enrichment analysis [ 46 ], [ 51 ].

In this thesis, ARPACK [  52 ] solver is adopted to solve SVD. In addition, to avoid confu-

sion with other part of this thesis, U , Σ, and V are defined only in this section.

2.4 Feature Engineering and Overfitting in Survival Prediction

In machine learning, overfitting is one of the common issues that can lead to poor model

performance [ 53 ]. The Principle of Parsimony, also known as Occam’s Razor [  54 ], suggests
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that one should not introduce more predictors (or model parameters) if a simple model

can sufficiently distinguish label classes, as a large model with many parameters may not

improve the performance, and may also lead to undesirable results. Since the number of

available training data is typically small in biomedical datasets, it is imperative to control

the complexity of the machine learning model.

In this section, we will first introduce how to avoid overfitting by introducing eigengenes

as neural networks input and help simplify the model, which is then adopted in Chapter 3.

Moreover, other approaches to avoiding overfitting in neural networks will also be discussed.

2.4.1 Using Eigengene as Neural Networks Input to Avoid Overfitting

Previous work [ 55 ]–[ 58 ] suggests that large and complex neural networks tend to have

insufficient learning capacity. Consider a neural network with N training samples, M total

number of nodes, W total number of weights, and ε ∈ (0, 1/8] as the accuracy parameter,

then if the distribution of training samples and testing samples are the same, Baum et al.

[ 55 ] showed that when N > O(W
ε

log M
ε

) samples are used for neural network training and

at least 1 − ε
2 of the samples are classified correctly at the training stage, then the neural

network will correctly classify 1− ε number of testing samples. When there is a small group

of N training samples, a generally smaller M and W can help to classify more fraction of

test samples correctly. In survival prognosis studies, using eigengenes instead of all gene

expressions as input can greatly reduce the number of parameters M and W in a machine

learning model, and thus can avoid overfitting, especially when few samples are available

in the training dataset. Nevertheless, using eigengenes can also help to analyze survival

associated genes in module-level.

To avoid confusion with other parts of this thesis, W , M , and ε are defined only in this

section.

2.4.2 Other Approaches to Avoid Overfitting in Neural Networks

Instead of using eigengenes as neural network inputs to avoid overfitting, we discuss some

other approaches to avoid overfitting, including: reducing number of nodes and weights in

59



neural networks, cross-validation, early stop, regularization, dropout, data augmentation,

and feature selection. These practices applied to either data or model can improve model

predictability in survival prognosis tasks.

Reducing Number of Layers and Nodes

According to the Principle of Parsimony [  54 ], complex neural networks tend to overfit

the data. So instead of using a complex and deep neural networks model, decreasing the

number of layers and nodes can greatly reduce the neural network complexity thus avoiding

overfitting.

Cross-validation

Cross-validation, or k-fold cross-validation [  59 ], is a repeated learning and testing ap-

proach for improving model robustness and correcting learning bias. In practice, the training

set will be first split into k groups with equal sizes. Next, for each iteration one of the k

groups is treated as the hold-out validation set and the remaining samples from the k − 1

groups are used for model training. Each sample is used only once for testing and k − 1

times for training. Although cross-validation can help to determine the hyper-parameters

used in the machine learning model, it can also be used to avoid overfitting.

Furthermore, leave-one-out cross-validation, a special case of k-fold cross-validation [  60 ]

where k equals the number of data samples N , can alternatively be used.

To avoid confusion with other parts of this thesis, symbol k is defined only in this section.

Early Stop

Early stop often works with cross-validation to improve model performance and avoid

overfitting [ 61 ]. It helps to determine the optimal number of epochs of the neural networks.

Essentially, when we split the dataset into training, validation, and testing sets, the optimal

learning model is achieved when a minimum error is observed in the validation set at a

certain iteration/epoch.
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Regularization

One of the typical approaches for simplifying neural networks is regularization. Regular-

ization of network parameters Θ includes L1 (or LASSO) regularization [ 62 ], L2 (or Ridge)

regularization [ 63 ], and elastic net regularization [ 64 ].

L1 regularization minimizes the sum of absolute values of all model weights,‖Θ‖. It helps

to push the weights towards zero if the associated covariates are less predictive. The L2

regularization‖Θ‖2
2 minimizes the sums of the square of the values of all model weights, and

reduces the parameter values especially those with a larger impact. Elastic net regularization

combines both L1 and L2 regularization linearly with a parameter λ, λ‖Θ‖ + (1 − λ)‖Θ‖2
2,

which can either reduce or eliminate the non-important parameters.

In practice, regularization may be used partially, for example on the parameters of the

last hidden layer of the neural networks, depending on the different study designs.

To avoid confusion with other parts of this thesis, symbol λ is defined only in this section.

Dropout

In addition to regularization, dropout [  65 ] is another approach to avoid overfitting that

manipulates network weights as well. It is used typically during the training stage, by dis-

carding network units with a certain probability α ∈ [0, 1). When model is in the validation

or testing stage, dropout will not affect the network units. It has been shown empirically

that using dropout in neural networks can reduce the classification error, thus making the

networks more robust and avoid overfitting [ 65 ].

To avoid confusion with other parts of this thesis, symbol α is defined only in this section.

Data Augmentation

It has been shown that the number of the training data samples is directly associated

with model accuracy and overfitting [  55 ]. When only a small training set is available, data

augmentation [ 66 ] can be used to generate more data to avoid overfitting. It aims to increase

the size of training data. In image-based learning tasks, data augmentation includes rotating,
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flipping, rescaling, and shifting. In other machine learning tasks, perturbing the original data

with noise is also one of the approaches to implement data augmentation.

Feature Selection

Similar to the data augmentation, feature selection is another approach to avoid overfit-

ting [  67 ]. However, instead of increasing the number of training samples, feature selection

aims to reduce the input dimension (number of features) by choosing a subset of the input

features. One of the feature selection practices is to remove each feature one by one, and

re-train the model, thus eliminate redundant features. Feature selection is computationally

expensive, since it requires repeated training.

In survival prognosis tasks, feature selection becomes necessary when the inputs have

extremely high dimensions. Instead of selecting features one at a time, using pre-computed

eigengene matrices as input can be an alternative feature selection approach.

2.5 Low-rank Approximation via Non-negative Matrix Factorization

Although co-expression analysis is one of the unsupervised approaches for investigating

the densely connected gene modules, meanwhile, the family of low-rank approximation, in-

cluding eigenvalue methods [  68 ], [ 69 ] and non-negative matrix factorization (NMF) methods,

presented the power on dimensionality reduction and clustering properties [  70 ]. In Chapter 4

of this thesis, we are particularly interested in using NMF to identify connected gene clusters

given the non-negative gene expression values.

NMF, studied since 1999 [ 71 ], is a family of algorithms that can decompose a non-

negative matrix X into two low-rank matrices: a basis matrix W representing features, and a

coefficient matrix H representing samples/patients. Initially aimed for decomposing images

especially human faces [  72 ]–[ 75 ], the use of NMF was then applied to biological analysis such

as human gene clustering [  76 ]–[ 80 ]. It is one of the general matrix factorization methods,

with the power of better interpretability and the clustering property [ 70 ]. Different from

other matrix factorization methods, the imposed non-negative property on W and H can

reflect biological interpretations [  71 ]. In this section, the concept of NMF will be introduced
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first. Then, we demonstrate an update rule for optimizing NMF. The variations of NMF

and other low-rank approaches will also be introduced.

2.5.1 Formulation of Non-negative Matrix Factorization

Non-negative Matrix Factorization (NMF) decomposes a matrix X into two low-rank

matrices W and H , while all the elements in X, W , and H are non-negative. The rank K

in the definition of NMF can be determined or undetermined. Suppose the target X is a P

by N matrix, given a determined low-rank K � N , we aim to decompose the matrix X to

a P by K basis matrix W , and a K by N coefficient matrix H , such that the estimation of

the target matrix is then X̂ = W H , and should be as similar to X as possible. The formal

definition of NMF can be generalized as an optimization problem in the form of

Minimize ‖X −W H‖F , (2.28)

subject to Xi,j ≥ 0 ∀i ∈ [0, P ], j ∈ [0, N ], Wi,j ≥ 0 ∀i ∈ [0, P ], j ∈ [0, K], and Hi,j ≥ 0

∀i ∈ [0, K], j ∈ [0, N ]. Where ‖·‖F is the Frobenius norm, also known as Euclidean distance

[ 81 ].

Another useful objective function uses Kullback-Leibler divergence (KL divergence) as

the loss function by enforcing ∑i,j Xi,j = 1 and ∑i,j X̂i,j = ∑
i,j (W H)i,j = 1 and consider

they are normally distributed [ 81 ]. The optimization problem is then written in

Minimize D(X‖X̂) =
∑
i,j

Xi,jlog

Xi,j

X̂i,j

−Xi,j + X̂i,j, (2.29)

subject to Xi,j ≥ 0 ∀i ∈ [0, P ], j ∈ [0, N ], Wi,j ≥ 0 ∀i ∈ [0, P ], j ∈ [0, K], and Hi,j ≥ 0

∀i ∈ [0, K], j ∈ [0, N ]. Similar to the equation ( 2.28 ), the KL divergence D(X‖X̂) vanished

if and only if X = W H .

In this thesis, we are interested in minimizing Frobenius norm in equation ( 2.28 ) to solve

the NMF problem.
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2.5.2 Optimization of NMF

Optimizing NMF in equation (  2.28 ) is non-convex. However, the problem can be trans-

formed into a convex problem if we fix either H and update W or vice versa. There are

many ways of optimizing NMF, such as using coordinate descent [  82 ] or multiplicative up-

date [ 81 ]. Here we present the multiplicative update rule as it will be the foundation of our

proposed algorithm in Chapter 4.

Multiplicative Update

Lemma 2.5.1. For a matrix A,

‖A‖2 = Tr(AT A). (2.30)

Proof.

because (AT A)i,j =
∑

k

AT
i,kAk,j =

∑
k

Ak,iAk,j,

thus, Tr(AT A) =
∑

i
(AT A)i,i =

∑
i

∑
k

(Ak,i)2 =‖A‖2 .
(2.31)

Definition 2.5.1. Given the target non-negative matrix X, two initialized non-negative

matrices W and H, the non-negative matrix factorization (NMF) multiplicative update rule

can be written as an alternately iterative update algorithm and can guarantee both W and

H be non-negative:

W
(iter+1)
i,j ←W

(iter)
i,j �

XH
(iter)
i,j

T

W
(iter)
i,j H

(iter)
i,j H

(iter)
i,j

T , (2.32)

H
(iter+1)
i,j ←H

(iter)
i,j �

W
(iter+1)
i,j

T
X

W
(iter+1)
i,j

T
W

(iter+1)
i,j H

(iter)
i,j

. (2.33)
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The value for the current iteration is denoted with (iter) superscript. Note that the divisions is

element-wised. For the sake of simplicity, we omit the iteration and element-wised notation,

and rewrite the updating rules as

W ←W � XHT

W HHT
, (2.34)

H ←H � W T X

W T W H
. (2.35)

Note: � denotes the Hadamard product (element-wise product), and the divisions in equation

( 2.32 ) and ( 2.33 ) are element-wised.

Proof.

Since the NMF problem is convex if we fix W and update H or vice versa, we need the

derivatives of previous equations on W and H . The update rule shall be written as

W ←W − ηW · ∇W f(W , H),

H ←H − ηH · ∇Hf(W , H).
(2.36)

Instead of minimizing ‖X −W H‖F , we start from minimizing ‖X −W H‖2
F = f(W , H).

According to Lemma ( 2.5.1 ),

‖X −W H‖2
F = Tr((X −W H)T (X −W H))

= Tr((XT −HT W T )(X −W H))

= Tr(XT X −XT W H −HT W T X + HT W T W H)

= Tr(XT X)− Tr(XT W H − Tr(HT W T X + Tr(HT W T W H).

(2.37)

Starting from W , to get the equation of ∇W f(W , H), the partial derivative of each term

in equation ( 2.37 ) with respect to W are:

∇W Tr(XT X) = 0; (2.38)
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∇W Tr(XT W H) = ∇W Tr(HXT W ) = (HXT )T = XHT ; (2.39)

∇W Tr(HT W T X) = ∇W Tr(XHT W T ) = XHT ; (2.40)

∇W Tr(HT W T W H) = ∇W Tr(W HHT W T )

= W ((HHT )T + HHT )

= 2W HHT .

(2.41)

The partial derivative of ∇Hf(W , H) can be computed similarly. Therefore, we have

∇W f(W , H) = −2XHT + 2W HHT ,

∇Hf(W , H) = −2W T X + 2W T W H .
(2.42)

Now, we can write the equation ( 2.36 ) as

W ←W + ηW · (2XHT − 2W HHT ),

H ←H + ηH · (2W T X − 2W T W H).
(2.43)

In order to guarantee all elements in W and H are non-negative during the updates, it

is important to remove the subtraction in ( 2.43 ). The way of doing this is by introducing

adaptive learning rate ηW = W
2W HHT and ηH = H

2W T W H
. Note that the division is element-

wised as well.

Thus, passing the learning rate ηW = W
2W HHT and ηH = H

2W T W H
into equation (  2.36 ),

we will get the multiplicative update rule ( 2.32 ) and ( 2.33 ).
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2.5.3 Variations of NMF

As non-negative matrix factorization becomes a hot topic, there are many variations on

non-negative matrix factorization. Some researchers introduced orthogonal constraint on

basis W and coefficient H to constraint the learning process, named it as orthogonal NMF

[ 83 ], [ 84 ]. Others introduced Fisher discriminant [  85 ] into NMF and enforced the separability

into coefficient matrix H and named it as discriminant NMF [ 72 ], [ 74 ], etc.

Orthogonal NMF

The algorithm of Orthogonal NMF (ONMF) was first systematically carried out and

summarized by Ding-Ti-Peng-Park (DTPP) algorithm [ 83 ]. Introducing orthogonality into

NMF problem can have several advantages including the uniqueness of the solution and

better interpretations on clustering.

Orthogonality constraint can be applied on either W or H (one-sided). Take the example

of making orthogonal constraint on W , the objective function is

Minimize ‖X −W H‖F , (2.44)

subject to Xi,j ≥ 0; Wi,j ≥ 0; Hi,j ≥ 0, W T W = I.

Alternatively, orthogonality constraint can also be applied on both W and H :

Minimize ‖X −W H‖F , (2.45)

subject to Xi,j ≥ 0; Wi,j ≥ 0; Hi,j ≥ 0, W T W = I, and HT H = I. We refer the algorithms

of ONMF and the proof of uniqueness solution to the original article [ 83 ].

Discriminant NMF

Discriminant NMF, or DNMF in short, was initially proposed in 2006 [  72 ] by imposing

fisher discriminant to the coefficient matrix H . However, imposing fisher discriminant can be

backtracked to Fisherfaces [ 86 ] in 1997 and Fisher NMF [  73 ] in 2005. The idea of DNMF is to
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enhance the separability between classes in a discriminant manner [ 72 ] as well as maintaining

the NMF optimization constraint. Later work such as PGDNMF [  74 ], dNMF [ 87 ], SDNMF

[ 75 ], DPNMF [  88 ], and NDMF [ 89 ] are also came out with their algorithms and derivations

to solve this problem. Meanwhile, it was soon applied to biomedical problems such as gene

ranking [ 90 ].

Although DNMF can apply to many biomedical problems, in Chapter 4 of this thesis, the

CoxNMF algorithm we are going to propose is out of the scope of what DNMF can handle.

Similar to the DNMF algorithm, CoxNMF algorithm has its own properties of regressing the

survival data simultaneously with NMF updating process.

Supervised NMF

Supervised NMF (or SNMF) [  91 ], is another NMF variant that introduced discriminant

ability. It imposes linear regression into the NMF optimization process. Given data matrix

X and label vector φ, N number of patients, K low-rank dimensions, initial basis matrix W

and coefficient matrix H , and initial K by 1 weight vector w and bias vector b, the SNMF

can be formulated as

Minimize 1
2‖X −W H‖2

F + sα

N∑
i=1

ln
(

1 + exp
(
− φi

K∑
j=1

(wjHj,i + bj)
))

+ 1
2sβ

K∑
j=1

(w2
j + b2

j ) + 1
2sγ‖H‖2

F .

(2.46)

In Equation  2.46 , linear regression is integrated into the NMF framework. H is the new

representation they aimed to learn based on linear regression. sα, sβ, and sγ are used to

balance the corresponding terms. We refer the details of the updating rule to the original

article [ 91 ].

2.5.4 Other Low-Rank Approximation Methods

In this thesis, except the NMF approach will be used to design CoxNMF algorithm,

other low-rank approximation algorithms will also be compared with CoxNMF. These low-
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rank approximation algorithms including Truncated singular value decomposition (truncated

SVD), non-negative double singular value decomposition (NNDSVD), principal component

analysis (PCA), sparse PCA, and factor analysis.

When performing low-rank approximation, truncated SVD is one of the fundamental

approach. In truncated SVD, the low-rank approximation of X is now becomes X̂ =

UKΣKV ∗
K , where K is the rank, and the P by K matrix U , K by N matrix V ∗, are corre-

sponding to the K largest singular values ΣK . It can also be written as X̂ = ∑K
j=1 σjU·,jV

T
j,· ,

where U·,j and Vj,· are the left and right singular vectors associate with the singular value

σj.

Non-negative double singular value decomposition [  92 ], or NNDSVD in short, is another

variant of SVD. It is based on approximating the input matrix X and positive sections of

the SVD results, and is widely used for initializing NMF solutions W and H . Given non-

negative input matrix X, the NNDSVD first computes K leading singular triplets of X,

then forms the unit rank matrices {C(j)}K
j=1, where C(j) = U·,jV

T
j,· . Finally, NNDSVD will

use the positive section of the C(j) as the results.

Principal component analysis [  93 ], [ 94 ], or PCA in short, is an orthogonal linear transfor-

mation method. It projects the input X into a new coordinate system, where the ith highest

variance of scalar projection lies on the ith coordinate. Different from the truncated SVD

which performs the factorization on the data matrix, PCA performs the factorization on the

covariance matrix. In addition, sparse PCA [  95 ] is a variant of PCA which enables sparse

coding.

Factor analysis is a linear Gaussian latent variable model related to PCA [  96 ]. In matrix

notation, it can be written as X = M + LF + ε, where M ∈ RP ×N is the mean matrix of

X, L ∈ RP ×K is the loading matrix, F ∈ RK×N is the factor matrix, and ε ∈ RP ×N is the

error term matrix.

To avoid confusion with other parts of this thesis, symbols and notations U , Σ, V , σ, r,

L, F , M , and ε are defined only in this section.

Comparing to other low-rank approximation methods, NMF provides new insights about

complex latent relationships in high-dimensional biomedical data [  97 ]. It decomposes a non-

negative matrix X into two low-rank matrices representing features and samples, provides a
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well-established geometric and topological representation of the feature space by visualizing

the basis matrix. Given the interpretable characteristics that NMF presented, we develop

CoxNMF in Chapter 4, an algorithm based on NMF and Cox proportional hazards regression,

to unveil latent gene clusters and interactions.

2.6 Histopathologic Image Registration

Histopathologic image is one of the common biomedical data. It is a type of digi-

tal microscopy tissue images that used for numerous analyses such as examining disease.

Histopathologic tissue image can be stained in different methods for different research pur-

poses, including hematoxylin and eosin (H&E) staining and immunohistochemistry (IHC)

staining. When consecutive tissue biopsies stained with different staining approaches, extra

information can be exploited from these multimodal tissue images. However, this requires a

proper way to align those images before any analysis. In following sections, we will introduce

common image registration approaches and the image registration algorithm we adopt for

the application described in Chapter 5.

Image registration [  98 ], describes a way to align two or more images geometrically, nor-

mally achieved by automatic computational algorithms in computer vision. This process

often require one so called “fixed image” (or reference/target image) as a reference, and the

remaining are so called “moving images” (or floating/source image). The objective function

of image registration can be generally summarized as

T̂ = argmax
T ∈T

S(IF , IM , T ), (2.47)

where T is the transformation, T is the searching space, IF is the fixed image, IM is the mov-

ing image, and S is the similarity measure. Typical similarity measures including correlation

[ 99 ], mutual information [  100 ], etc. To optimize Equation  2.47 , one can use gradient de-

scent [ 101 ], conjugate gradient method [  102 ], Newton–Raphson method [  103 ], quasi-Newton

method [  104 ], or Levenberg-Marquardt method [ 105 ], [  106 ], etc. To avoid confusion with

other parts of this thesis, symbols T , T , IF , IM , and S are defined only in Equation  2.47 .

Image registration approaches can be concluded into linear or non-linear approaches.
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2.6.1 Linear Registration

Linear registration is a family of registration methods that perform image transformation

on moving images with linear operations, such as rotation, scaling, shearing, translation, and

affine transformations. Suppose given original 2-D data point

x

y

, the linear transformation

is formulated as 
x

y

1

 =


ax + by

cx + dy

1

 =


a b 0

c d 0

0 0 1




x

y

1

 (2.48)

in homogeneous coordinates. Where


x

y

1

 is the 2-D data coordinates after the transformation

(with an extra 3rd coordinate), and we denote


a b 0

c d 0

0 0 1

 = M as transformation matrix.

The scaling transformation matrix can be represented by

M =


sx 0 0

0 sy 0

0 0 1

 , (2.49)

where sx and sy scale the point

x

y

. The rotation transformation matrix can be represented

by

M =


cos θ − sin θ 0

sin θ cos θ 0

0 0 1

 , (2.50)
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where θ is the rotation angle in counterclockwise. The shearing transformation matrix can

be represented by

M =


1 hx 0

hy 1 0

0 0 1

 , (2.51)

where hx, hy are the shear factor in horizontal and vertical, respectively. Finally, the trans-

formation matrix for translation can be represented by

M =


1 0 ∆x

0 1 ∆y

0 0 1

 , (2.52)

where ∆x and ∆y stand for the translation that applied on x and y directions, respectively.

To avoid confusion with other parts of this thesis, symbols and notations M , x, y, x, y, a,

b, c, d, θ, h, and s are defined only in this section.

2.6.2 Non-linear Registration

Although linear registration is the simplest image registration approaches, it aligns mov-

ing images to the fixed image globally without discerning local geometrical differences [ 107 ].

In contrast, non-linear registration can handle these local geometrical disparities through

various methods.

Given the different research objectives and different kinds of image data, there are many

different non-linear registration methods, and new methods are coming up every year.

Among non-linear registration algorithms, demons algorithm [  108 ], [  109 ] is one of the

most widely used algorithms for multimodal biomedical image registration tasks. Inspired

from Maxwell’s demons, demons algorithm assumes the pixels in the fixed image (act as local

forces) are able to displace the pixels in the moving image [  110 ]. By applying a displacement
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vector (or velocity) v = (dx, dy), the moving image is deformed to each pixel iteratively.

Here we introduce the optical flow equation

v · ∇IF = IM − IF , (2.53)

where v can be considered as “velocity” in optical flow between two successive image frames

IF and IM . Inspired from optical flow equation, the original demons algorithm for the nth

iteration can be written as

v(n) = (I(n−1)
M − I

(0)
F )∇I

(0)
F

(I(n−1)
M − I

(0)
F )2 + |∇I

(0)
F |2

, (2.54)

where ∆IF is the gradient of the fixed image, I
(n)
F and I

(n)
M are the intensity of the fixed and

moving images in nth iteration, respectively.

Instead of original version of the demons implementation, there are many other demons

variants by modifying Equation  2.54 , such as combining passive and active forces [ 111 ],

[ 112 ] (double force method), or adding a normalization factor [  113 ]. In 2021, Wodzin-

ski and Skalski proposed a multistep, automatic and non-linear image registration method

[ 114 ], which incorporates modality independent neighbourhood descriptor (MIND) [  115 ] into

demons algorithm for multimodal histopathologic image deformable registration. After the

initial affine registration for multimodal histopathologic images, The modified double force

demons algorithm was used in the following non-linear registration. In the modified algo-

rithm, calculating the velocity v for the nth iteration can be formulated as:

v(n) =
∇I

(n−1)
M,MIND · (I

(n−1)
M,MIND − I

(0)
F,MIND)

|∇I
(n−1)
M,MIND|2 + (I(n−1)

M,MIND − I
(0)
F,MIND)2

+
∇I

(0)
F,MIND · (I

(n−1)
M,MIND − I

(0)
F,MIND)

|∇I
(0)
F,MIND|2 + (I(n−1)

M,MIND − I
(0)
F,MIND)2

,

(2.55)

where IM,MIND and IF,MIND are the MIND descriptors of the moving and fixed images,

respectively. The complete workflow for the non-linear registration method [  114 ] can be

summarized in following 4 steps:

• Step 1. Preprocessing IM and IF .
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• Step 2. Initial alignment by using SIFT [ 116 ], SURF [  117 ], and ORB [  118 ] keypoints

and features.

• Step 3. Performing affine registration.

• Step 4. Performing non-linear registration and return the deformation field.

Wodzinski and Skalski’s multistep, multimodal image registration workflow [  114 ] has many

advantages, including the high accuracy of multimodal histopathologic images alignment,

specially designed for whole slide tissue images, and with relatively efficient running time

[ 119 ]. To avoid confusion with other parts of this thesis, symbols and notations v, IF , IM ,

and n are defined only in this section.

2.7 Histopathologic Image Segmentation

Histopathologic image segmentation is an approach to group regions or objects in the

image at pixel-level. The objective of image segmentation is to understand and explain the

global context of the image [  120 ]. Given different learning tasks, different algorithms may

apply to achieve different research goals.

2.7.1 Color-based K-means Algorithm for Object Segmentation

Color-based K-means clustering is a way to identify regions or objects that characterized

by visually distinct colors for applications such as nucleus segmentation [ 121 ]. It is a simple

and useful approach for segmenting cell markers in histopathologic images.

To perform color-based K-means clustering, the first step is to convert the histopathologic

images from RGB color space to L*a*b* color space [  122 ]. L*a*b* color space, or CIE

LAB color space, is designed to approximate human vision, the L* component is related

to lightness (L* = 0 indicates black and L* = 100 indicates diffuse white), a* component

is related to red and green color, and b* component is related to yellow and blue color,
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respectively. During the conversion, RGB color space will first need to convert to CIE XYZ

space [ 123 ]: 
X

Y

Z

 = M


R

G

B

 , (2.56)

where M is the linear transformation matrix. When using sRGB, the transformation matrix

is

M =


0.4124564 0.3575761 0.1804375

0.2126729 0.7151522 0.0721750

0.0193339 0.1191920 0.9503041

 . (2.57)

Next, the conversion from CIE XYZ space to L*a*b* space [ 123 ] can be formulated as

L* = 116fy − 16,

a* = 500
(
fx − fy

)
,

b* = 200
(
fy − fz

)
,

(2.58)

where

fx =


3
√

X
Xn

if X
Xn

> ε

κ X
Xn

+16
116 otherwise

,

fy =


3
√

Y
Yn

if Y
Yn

> ε

κ Y
Yn

+16
116 otherwise

,

fz =


3
√

Z
Zn

if Z
Zn

> ε

κ Z
Zn

+16
116 otherwise

,

(2.59)

and
ε = 216

24389 ,

κ = 24389
27 .

(2.60)

Note that the reference white (Xn, Yn, Zn) for standard illuminant D65 is (95.0489, 100,

108.8840).
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After converting each pixel of histopathologic images from RGB space to the L*a*b*

space, objects with visually distinct colors are more easily to be discerned by the clustering

algorithm. Finally, K-means algorithm will be used to cluster pixels with L*a*b* colors. To

avoid confusion with other parts of this thesis, symbols X, Y , Z, R, G, B, M , L, a, b, fx,

fy, fz, Xn, Yn, Zn, ε, and κ are only defined in this section.

2.7.2 Deep Learning-based Algorithm for Semantic Segmentation

Pixel-wised semantic segmentation for objects or regions detection through deep learning

can be traced back to fully convolutional neural network (FCN) [ 124 ]. It is a non-linear

deep learning operation that assign every pixel in an image to different categorical labels

[ 125 ]. Based on fully convolutional neural network, deep learning is currently the most

prevalent and preferred approach for semantic segmentation, which has been validated in

several benchmark datasets [  125 ]. Since then, significant effort has been committed to study

the semantic segmentation in biomedical images, which can be used to improve image-based

interventions and post-treatment outcome predictions [ 120 ]. The proposed deep learning-

based algorithms such as U-Net [  126 ] and DeepLabV3 [  127 ] are especially well-suited for

biomedical image segmentation tasks.

The backbone of the U-Net deep learning architecture is based on an encoder-decoder

like skeleton [  120 ], [  126 ] with the main idea of skip connections in the network. The skip

connections can avoid vanishing gradient issue thus can achieve a higher segmentation accu-

racy.

Another deep learning algorithm “DeepLabV3” [ 127 ] adopts atrous convolution instead

at multiple scales [  120 ]. Atrous convolution [  128 ], [ 129 ], also known as dilated convolution,

is a convolutional kernel with a larger value of stride parameter. It increases model’s field

of view, thus enlarges the object encoding. The formulation of atrous convolution in 2-D

Euclidean space is

y[i, j] =
M∑

m=−M

N∑
n=−N

x[i + s ·m, j + s · n] · w[m, n], (2.61)
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where s is the stride parameter, i, j are the coordinates in horizontal and vertical directions,

w is the convolution kernel weight. Typically, a 3× 3 atrous convolution has M = N = 1.

DeepLabV3 can be further constructed based on deep residual neural network (ResNet)

backbone [  130 ] for a better segmentation accuracy [  127 ]. This implementation is also avail-

able in PyTorch deep learning package [  131 ]. In the later part of this thesis, we adopt

DeepLabV3 for H&E stained histopathologic image segmentation to identify tumoral region,

stromal region, and lymphocytes aggregated region.

2.8 Evaluation Metrics and Statistical Tests

2.8.1 Concordance Index

The concordance index, also known as C-Index, is a generalization of the area under

the ROC curve (AUC) which introduces the censorship information. It assesses the model

discrimination power of the ability to correctly provide a reliable ranking of the survival

times based on the individual risk scores. It can be computed with the formula

C-Index =
∑

i,j 1(Yj<Yi) · 1(rj>ri) · Cj∑
i,j 1(Yj<Yi) · Cj

, (2.62)

where rj is the risk score of a subject j. 1(Yj<Yi) is the indicator function: 1(Yj<Yi) =
1 if Yj < Yi

0 otherwise
. Similar to the AUC, C-Index = 1 corresponds to the best model prediction,

and C-Index = 0.5 represents a random prediction.

2.8.2 Dice Coefficient

The Dice coefficient is formulated as

Dice = 2× TP

(TP + FP ) + (TP + FN) , (2.63)

where TP stands for true positive, FP stands for false positive, FN stands for false negative.

Similarly, TN stands for true negative, though TN is not used in Dice. Comparing to the
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accuracy, Dice coefficient is more sensitive to true positives, which are the labels we are

interested in.

2.8.3 Silhouette Score

The silhouette score measures the consistency within clusters of data. The score describes

how well each element has been classified [  132 ]. The formal definition is described as follows.

Definition 2.8.1. Assuming the data W have been clustered into K clusters by an algorithm.

For data point i ∈ Ωk in cluster k, let

a(i) = 1
|Ωk| − 1

∑
j∈Ωk,i6=j

d(i, j) (2.64)

be the mean distance between i and other data points within the same cluster Ωk, d(i, j) is

the distance between data points i and j. |Ωk| is the number of elements in cluster k.

Next, the mean dissimilarity of point i to other cluster Ωr,r 6=k is defined as the mean of

the distance from i to all data points in Ωr,r 6=k. Then the smallest mean distance with respect

to i to all data points in any other cluster is defined as

b(i) = min
r 6=k

1
|Ωr|

∑
j∈Ωr

d(i, j). (2.65)

Then the silhouette value for data point i in cluster Ωk is defined as

s(i) = b(i)− a(i)
max{a(i), b(i)} , if |Ωk| > 1, (2.66)

and

s(i) = 0, if |Ωk| > 1. (2.67)

78



It can also be written as:

s(i) =



1− a(i)
b(i) if a(i) < b(i)

0 if a(i) = b(i)
b(i)
a(i) − 1 if a(i) > b(i)

. (2.68)

Given the silhouette value for data point i, the mean silhouette coefficient, or silhouette

score for all samples, is then given by:

s̃ = 1∑K
k=1 |Ωk|

K∑
k=1

∑
i∈Ωk

s(i). (2.69)

In this thesis, Euclidean distance is adopted for distance metric d(i, j).

To avoid confusion with other parts of this thesis, symbols and notations d, r, k, a, b,

and s are defined only in this section.

2.8.4 Log-rank Test and P -value

Log-rank test [  133 ] is a non-parametric hypothesis testing to compare the estimates of

the hazard functions of two groups [ 134 ]–[ 136 ]. The corresponding P -value is derived from

the Chi-square test for independence. The Chi-square test for independence compares two

groups of data in a contingency table and evaluate whether they are related or not. The

larger the Chi-square test statistic, the less relationship between one group to another. The

formula for Chi-square test is

χ2(dof) =
∑

j

(Oj − Ej)2

Ej
, (2.70)

where the “dof” stands for the degrees of freedom, which is the number of classes minus 1.

While Oj is the observed value (death or not) and Ej is the expected value for every single

time tj.
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Suppose we divide the entire dataset into two groups A and B. Given the observed value

OA
j (death: 1; alive: 0) for group A and OB

j for group B for every time tj, and Nj stands for

the number of censored (alive) patients at time tj, the expected value for group A and B are

given by:
EA

j = NA
j ·

Oj

Nj
,

EB
j = NB

j ·
Oj

Nj
,

(2.71)

where
Oj = OA

j + OB
j ,

Nj = NA
j + NB

j .
(2.72)

It is also worth to know that EA
j + EB

j = OA
j + OB

j , thus EB
j = (OA

j + OB
j ) − EA

j . The

log-rank test statistic is then

LR =
(∑j OA

j −
∑

j EA
j )2∑

j EA
j

+
(∑j OB

j −
∑

j EB
j )2∑

j EB
j

. (2.73)

If the two survival distributions for group A and group B are the same, i.e., the null hy-

pothesis is true, then the log-rank test statistic LR will have a Chi-square distribution with

dof = 1:

LR ∼ χ2(1), (2.74)

and if the corresponding P -value from the Chi-square test is not significant (usually ≥ 0.05),

then we cannot reject the null hypothesis, implying that group A and group B are statistically

the same.

2.8.5 Student’s t-test and P -value

The Student’s t-test [  137 ] is a statistical hypothesis. Under the null hypothesis with

equal sample size, it tests whether the test statistic follows t-distribution, thus describe how

significant between two different groups X1 and X2. The t statistic can be calculated with

t = X̄1 − X̄2

sp

√
1

n1
+ 1

n2

, (2.75)
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where

sp =
√

(n1 − 1)s2
X1 + (n2 − 1)s2

X2

n1 + n2 − 2 (2.76)

is the estimator for two sample groups’ pooled standard deviation, s2
X1 and s2

X2 are the

unbiased estimators for two sample groups’ variances. n1 − 1 and n2 − 1 are the number of

degrees of freedom for each group. n1 + n2 − 2 is the total number of degrees of freedom.

After calculating the t statistic and determining the degrees of freedom, the corresponding

P -value can be found in the Student’s t-distribution value table. In this thesis, two-sided

P -value is adopted. To avoid confusion with other parts of this thesis, variables X, s, sp, n,

and t are defined only in this section.

2.8.6 Spearman’s Rank Correlation Coefficient

Spearman’s rank correlation coefficient rs is a nonparametric measure of rank correlation

[ 138 ]. Similar to the Pearson correlation, the Spearman correlation between two variables,

but using the rank instead of values. If no tied ranks are observed, a perfect Spearman

correlation of +1 or −1 occurs if and only if one variable is a perfect monotone function of

the other.

A high Spearman correlation between two variables will be observed when they tend

to have a similar or identical rank (then it will close to +1). If two variables’ ranks are

opposite, then a low Spearman correlation between two variables will be observed. The

Spearman correlation can be close to 0 if two variables are tend to be uncorrelated in terms

of the rank.

Definition 2.8.2. Spearman Correlation Coefficient

Given N samples, the values of Xi, Yi are converted to ranks xi, yi, and the Spearman’s rank

correlation coefficient rs can be computed from

rs = ρx,y = cov(x, y)
σxσy

=
∑

i(xi − x̄)(yi − ȳ)√∑
i(xi − x̄)2∑

i(yi − ȳ)2
, (2.77)
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where ρ stands for the Pearson correlation coefficient with ranks. cov(x, y) is the covariance

of the rank variables x and y. σx and σy are the standard deviations of the rank variables x

and y.

If among x and y there are all distinct integer values (no tied ranks), the Spearman’s

rank correlation coefficient can then be computed using the popular formula:

rs = 1− 6∑i d2
i

N(N2 − 1) , (2.78)

where di = xi − yi is the difference between the two ranks of each observation.

To avoid confusion with other parts of this thesis, symbols and notations X, Y , x, y, and

σ are defined locally only in this section.

2.8.7 Hypergeometric Test and P -value

The hypergeometric test is based on hypergeometric distribution [ 139 ]. Suppose a ran-

dom variable X is distributed hypergeometrically, then X ∼ Hypergeometric(N, K, n), the

probability mass function is given by

Pr(X = k) =

(
K
k

)(
N−K
n−k

)
(

N
n

) , (2.79)

where N is the population size (total number of genes in the background), K is the number

of hits in the targeted gene ontology list population, n is the number of draws in the gene

list of interests, and k is the number of observed successes.
(

n
k

)
= n!

k!(n−k)! is the binomial

coefficient.

Hypergeometric test is widely used for evaluating the gene set enrichment analysis. In

gene set enrichment analysis, the variables are defined as in Table  2.2 .
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Table 2.2. Variable definitions in hypergeometric test.
Variable Definition

K The total number of genes in the targeted gene ontology list.
k The total number of mutual genes in both gene list of interests and

the targeted gene ontology list.
N The total number of genes in the background.
n The total number of genes in gene list of interests.

To calculate hypergeometric test P -value, we need to test the null hypothesis Pr(X ≥ k)

[ 140 ]. Given K, N , and n, the P -value measuring the significance of gene set enrichment is

the tail probability when observing i ≥ k genes annotated to the gene ontology term:

P -value =
min(K,n)∑

i=k

(
K
i

)(
N−K
n−i

)
(

N
n

) . (2.80)

The hypergeometric test P -value used in gene set enrichment analysis is one of the most

popular approaches to assess the enrichment results. To avoid confusion with other parts of

this thesis, variables X, K, N , k, and n are defined only in this section.

2.8.8 False Discovery Rate

The false discovery rate (FDR) is a method to summarize the type I error rates in null

hypothesis testing when performing multiple comparisons [  141 ]. To describe FDR, We let

the Q be the proportion of false discoveries (rejections of the null hypothesis) among all

discoveries:

Q = V

R
= V

V + S
, (2.81)

where V is when the test is declared significant under true null hypothesis, S is when the test

is declared significant under true positives, and R = V + S is the total number of rejected

null hypotheses. The FDR is then given by

FDR = E[Q], (2.82)
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which is the expectation of Q. Q is defined to be 0 when R = 0 [ 141 ]. To avoid confusion

with other parts of this thesis, symbols and notations Q, V, R, S, and E[Q] are defined only

in this section.

2.8.9 q-value False Discovery Rate Benjamini-Hochberg Procedure

Instead of hypergeometric test P -value, q-value False discovery rate Benjamini-Hochberg

procedure (or q-value FDR B&H in short) is the corrected P -value using the false discovery

rate (FDR) method [  141 ], [  142 ]. It is a method to decrease the FDR and avoid false positives.

In enrichment analysis, given M number of pathways or gene ontology terms, we would like

to see whether the targeted gene ontology term is especially enriched.

To calculate each individual q-value FDR B&H from P -value, the formula

q-value = i
M

Q (2.83)

will be used after assigning the ranks of P -values in ascending order, where i is the individual

P -value’s rank, M is the total number of tests, Q is the FDR. In this thesis, we choose FDR

= 0.05 if not stated otherwise. To avoid confusion with other parts of this thesis, variables

i, Q, and M are defined only in this section.

2.8.10 Mann-Whitney U Test and P -value

Mann-Whitney U Test [  143 ] is a non-parametric test that can tell whether one group of

observations is larger than the other group. Considering group A has NA observations x1,

x2, · · · , xNA
, group B has NB observations y1, y2, · · · , yNB

. The total number of pairwised

comparison is NANB. We let the null hypothesis be

H0 : Pr(xi > yj) = 1
2 , (2.84)

and the alternative hypothesis be

H1 : Pr(xi > yj) 6=
1
2 , (2.85)
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by assuming group A and group B have the same median values. Next, we let the number of

occurrences that xi is greater than yj be Ux, and the number of occurrences that xi is smaller

than yj be Uy. We would expect Ux = Uy under the null hypothesis. Then we calculate

U = min(Ux, Uy). The P -value is then determined by inspecting the Mann-Whitney U test

statistical table. In this thesis, two-sided Mann-Whitney U test P -values are used. To avoid

confusion with other parts of this thesis, variables A, B, x, y, and U are defined only in this

section.

As these popular research domains and related evaluation metrics are elaborated within

different sections respectively, combining Cox proportional hazards regression with gene co-

expression analysis or NMF will be used extensively to solve the problem of our interests in

Chapter 3 and Chapter 4.

85



3. SALMON: SURVIVAL ANALYSIS LEARNING WITH

MULTI-OMICS NEURAL NETWORKS

With the rapid development on mRNA sequencing (mRNA-seq) and the next generation se-

quencing (NGS) technology, analyzing the transcriptomes for biological, cancer, and clinical

research becomes feasible [ 144 ]–[ 146 ], especially for the precision health medicine.

The studies of using multivariate Cox proportional hazards regression to analyze and

uncover important genes in survival analysis have been conducting over decades such as in

breast cancer [  147 ] and head & neck cancer [  148 ]. These areas of research normally consider

mRNA-seq expression values X as the data input. Rather than linear Cox model, other

variants such as random survival forest (RSF) [ 28 ] used ensemble tree-based approaches

to inference the survival. Though many models can predict survival from data, there is a

strong need for sophisticated algorithms that can aggregate and filter relevant predictors from

increasingly complex data inputs [ 2 ]. In turn, with a highly flexible model and account for

data complexity in a non-linear fashion, deep learning-based neural networks offer a potential

solution [ 2 ], [ 149 ], [ 150 ]. The advantages of learning non-linear functions and retrieving lower

dimensional representations [  24 ] reveal advances of deep learning models. It has also been

proved by experiments that integrating Cox proportional hazards regression into last hidden

layer of neural networks can achieve better performance in terms of concordance index [ 24 ].

Since the applications of survival prognosis that incorporates Cox proportional hazards

regression with a single transcriptomics dataset [  24 ], [  25 ], [  151 ] and with multi-omics data

[ 30 ]–[ 32 ], [  152 ], [  153 ] is of major interest in precision health, in this chapter, we implement

deep learning-based networks to determine how gene expression data predicts survival in

breast cancer. We accomplish this through an algorithm called SALMON (Survival Analysis

Learning with Multi-Omics Neural Networks), which aggregates and simplifies gene expres-

sion data and cancer biomarkers to enable prognosis prediction. The results reveal improved

performance when more omics data are used in model construction. Our study shows the

feasibility of discovering breast cancer related co-expression modules, sketches a blueprint of

future endeavors on deep learning-based survival analysis. SALMON source code is available

at  https://github.com/huangzhii/SALMON/ .

86

https://github.com/huangzhii/SALMON/


3.1 Dataset

There is a strong need to identify effective prognostic biomarkers to help optimize and

personalize treatment [  154 ]. Among cancers, breast invasive carcinoma is one of the most

heterogeneous cancers with distinct prognoses based on morphological, phenological, and

molecular stratifications [  155 ], [ 156 ]. One study showed that breast invasive carcinoma

patients have a 77% survival rate after 5 years and 44% survival rate after 15 years [ 157 ],

so developing accurate prognostic models could significantly improve risk stratification after

diagnosis. While most contemporary approaches incorporate one or few types of omics

data, such as mRNA-seq data and miRNA-seq data [ 158 ], [  159 ], we propose that integrating

multimodal biomedical data may lead to improved modeling, especially when driven by

machine learning. Moreover, classic cancer biomarkers can often stratify patients into risk

groups, and these too should be integrated when available. Specifically, copy number burden

(CNB) and tumor mutation burden (TMB) are important for predicting tumor progression

[ 160 ], [ 161 ] and immunotherapy [  162 ]–[ 164 ]. Other demographical and clinical information

such as diagnosis age, estrogen receptors (ER) status, progesterone receptors (PR) status

should also be considered during model construction. In this study, we integrate multi-omics

data as input to the deep learning-based survival prognosis model. The data cohort we

collect is reported in Table  3.1 from The Cancer Genome Atlas (TCGA) (  https://portal.

gdc.cancer.gov/ ) and cBioPortal [ 165 ], [ 166 ].

3.2 Study Design

In this study, 5-fold cross-validation is performed on the breast cancer dataset. In each

fold, 80% of the data are used for model training and 20% of the data are used for model

testing. mRNA and miRNA data are pre-processed by TSUNAMI online analysis suite

( https://shiny.ph.iu.edu/TSUNAMI/ ) [  11 ]. The pre-processing is 2-folded: It firstly re-

moves genes with lowest 20% of mean expression values shared by all patients. Then it

removes genes with lowest 20% of expression values’ variance. These pre-processing steps

are necessary to ensure the robustness for the downstream correlational computation in gene

co-expression module analysis step.
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Table 3.1. Demographical and clinical characteristics of 583 female breast
invasive carcinoma (BRCA) patients. The status of estrogen receptor (ER) and
progesterone receptor (PR) are derived from IHC (immunohistochemistry).
Clinical information is collected from cBioPortal.

Original Co-expression module

mRNA-seq data size 13,132 57
miRNA-seq data size 530 12

Median Range

Overall survival months 31.70 0.00 - 216.59
Diagnostic age 57 26-90

ER positive ratio 76.16%
PR positive ratio 67.41%

3.2.1 Gene Co-expression Analysis as Upfront Feature Engineering

One of the challenges for such diverse multimodal data is high-dimensionality. Rather

than using raw gene expression values as model inputs, we innovatively use eigengene modules

from the result of gene co-expression network analysis. The corresponding high impact

co-expression modules and other omics data are identified by feature selection technique,

then examined by conducting enrichment analysis and exploiting biological functions, which

escalates the interpretation of input feature from gene level to co-expression modules level.

Instead of feeding mRNA-seq and miRNA-seq data to the neural networks and analyzing

results at the gene level, we use eigengene matrices of gene co-expression modules obtained

from lmQCM algorithm [  34 ] as the input to the SALMON algorithm. This reduces 99.46% of

input features and greatly reduces the number of parameters in the neural networks. Using

eigengenes as features can be considered as bias/variance (error/complexity) trade-off in

machine learning [  57 ], [ 167 ], which simplifies the networks significantly. The total number of

neural network weights to be learned in the later study are then narrowed down from 107,193

to 521, ensuring the robustness of the learning procedure and alleviating the overfitting issue

[ 53 ], [ 168 ].

There are many gene co-expression network analysis packages, such as the R package

for weighted correlation network analysis (WGCNA) [  35 ] and local maximal Quasi-Clique
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Merger (lmQCM) [  34 ]. These available methods enable the discovery of densely connected

gene modules across samples/patients. Co-expression network analyses are used increasingly

to reveal latent gene-gene interactions, biomarkers and novel gene functions [  7 ], [  46 ], [  51 ],

[ 169 ]–[ 171 ]. Comparing to WGCNA, weight normalization process in lmQCM is inspired

by the spectral clustering [  172 ] in machine learning. With efficient implementation of the

revision from eQCM (edge-covering quasi-clique merger) algorithm [  173 ], lmQCM allows

module overlap, mining smaller densely co-expressed modules, and thus it is adopted in this

chapter. The generally smaller size of mined modules can also generate more meaningful gene

ontology (GO) enrichment results [  40 ], [  44 ], [  174 ]–[ 176 ]. The implementation is performed

on TSUNAMI (introduced in Chapter 6) and positive correlations are analyzed. For mRNA-

seq data, we set lmQCM parameters qγ = 0.7, qλ = 1, qt = 1, qβ = 0.4, minimum size of

cluster = 10, and adopt Spearman’s rank correlation coefficient [ 177 ] to calculate gene-wised

correlations. The parameters setting of miRNA-seq data are the same except qγ = 0.4,

qβ = 0.6, and minimum size of cluster = 4.

After calculating gene co-expression modules with lmQCM, eigengene matrices are then

determined. The eigengene matrix is the expression values of each gene co-expression module

summarized into the first principal component using singular value decomposition (SVD)

[ 68 ]. With the first right-singular vector of each module as the summarized expression values,

it projects co-expressed genes to 1-D space and thus can be treated as the “super gene”. In

our experiment with breast invasive carcinoma, an eigengene matrix with 57 dimensions is

derived from mRNA-seq data and an eigengene matrix with 12 dimensions is derived from

miRNA-seq data. These eigengene matrices are treated as the substitution of the original

expression inputs.

3.2.2 Neural Networks Design, Architecture, and Evaluation Metrics

SALMON is designed and implemented in Pytorch 1.0 [ 131 ]. mRNA-seq and miRNA-seq

eigengene matrices are firstly connected to hidden layers with dimensions 8 and 4, respec-

tively. They then connect to the final output (hazard ratio) with Cox proportional hazards

regression networks. Alternatively, CNB, TMB, and demographical and clinical information
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(diagnosis age, ER status, PR status) have no hidden layer and are connected to final output

directly as covariates. This architecture is graphically explained in Figure  3.1 . The rationale

behind this network architecture instead of using simple fully connected networks such as

Cox-nnet [  24 ] is by assuming (1) each omic type may affect the hazard ratio independently;

(2) downscale eigengene matrices by hidden layers can force multi-omics data contributed

to hazard ratios in a relatively equal scale at Cox proportional hazards regression networks

part. The performance comparison of our proposed model with a modified fully connected

SALMON model is also conducted in the later section.

SALMON adopts Adaptive moment estimation (Adam) optimizer [ 178 ]. We set the

number of epochs = 100 with fine-tuned learning rates for each 5-folds cross-validation

experiments. LASSO (least absolute shrinkage and selection operator) regularization [  62 ] is

applied to the networks. Sigmoid activation function is also applied right after each forward

propagation and Cox proportional hazards regression networks. The Sigmoid function

sigmoid(x) = 1
1 + e−x

(3.1)

forces the output range be within 0 to 1, introduces non-linearity to the system. In this

model, we set the batch size = 256, and the batch normalization was not adopted. The

number of the hidden layers and dimensions of hidden layers can be fine-tuned, in this

study, two single hidden layers are attached to the transcriptomics data with size = 8 for

mRNA-seq modules, and size = 4 for miRNA-seq modules, respectively.

Our algorithm SALMON, integrates Cox proportional hazards model, differs from previ-

ous work [  153 ], [ 179 ] which used survival status (living or deceased) in a binary classification

problem. In contrast, we take survival times (overall survival months) into account denote

as Yi and make our neural networks into a Cox regression learning task. Maximum likelihood

estimation (MLE) is then applied to the log partial likelihood

`(β) =
∑

i:Ci=1

 K∑
k=1

βkHik − log

 ∑
j:Yj≥Yi

exp
 K∑

k=1
βkHik



 , (3.2)
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Figure 3.1. SALMON (Survival Analysis Learning with Multi-Omics Neural
Networks) architecture with the implementation of Cox proportional hazards
regression networks. Co-expression modules (eigengene matrices) are the in-
puts to the SALMON. The output is the hazard ratios which can be interpreted
as the relative risks of patients.

where β are the parameters to be estimated. Ci = 1 indicates the occurrence of the death

events for patient i with K-dimensional vector Hi represents the last hidden layer in the

low-rank space.

Based on Cox proportional hazards regression networks we formulate the objective func-

tion of neural networks as

argmin
Θ,H

− ∑
i:Ci=1

(
K∑

k=1
βkHik − log

( ∑
j:Yj≥Yi

exp
( K∑

k=1
βkHik

)))
+ ξ‖Θ‖1

, (3.3)

where Θ is the entire network weights (including β in Cox proportional hazard model) to be

optimized via back-propagation, ξ is the weight multiplier of LASSO regularization. We set

ξ = 1× 10−5 in the experiments.

Concordance index (C-Index) [  180 ], values from 0 to 1 mentioned earlier, is used in this

thesis as the evaluation metric of survival prognosis. It is widely adopted to evaluate the

performances of survival prognosis models [  24 ], [  25 ] and is equivalent to the area under the

ROC curve (AUC) [ 181 ], which measures the model’s distinguishability between living and

deceased groups. A C-Index = 0.5 indicates the model makes ineffective prediction. A higher
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C-Index > 0.5 indicates a better survival prognosis model. For breast invasive carcinoma

cancer, we consider a C-Index > 0.7 indicates a good model performance.

Log-rank test [  134 ] is used to inspect the performances of SALMON on 5-fold cross-

validation testing set results. The Kaplan-Meier survival curves are generated by dichotomiz-

ing all testing patients to low risk and high risk groups via the median hazard ratio. The

corresponding log-rank P -values imply the ability of the model to differentiate two risk

groups. Lower P -values convey better model performances.

3.2.3 Experimental Settings

The experiments are performed with six different combinations of multi-omics data as

input sources, they are: (i) mRNA-seq data (mRNA) (57 features); (ii) miRNA-seq data

(miRNA) (12 features); (iii) integration of mRNA and miRNA (69 features); (iv) integra-

tion of mRNA, miRNA, copy number burden (CNB), and tumor mutation burden (TMB) (71

features); (v) integration of mRNA, miRNA, and demographical and clinical (diagnosis age,

ER status, PR status) data (72 features); (vi) integration of mRNA, miRNA, CNB, TMB,

and demographical and clinical (diagnosis age, ER status, PR status) data (74 features).

Where both RNA-seq co-expression modules are required for all integrative combinations.

The SALMON model architecture from Figure  3.1 removes certain network substructures

which are not been used and performs 5-folds cross-validation with 583 patients. C-Index

is used to evaluate the performances. SALMON then compares with several other survival

prognosis algorithm Cox-nnet [  24 ], DeepSurv [ 25 ], generalized linear model with Cox regres-

sion (GLMNET) [  29 ], and random survival forest (RSF) [ 28 ] with all omics data fed in.

Since their Cox regression model did not take multi-omics data sources into consideration,

we modify their original framework to integrate multi-omics data (with co-expression mod-

ules) altogether as single input vector. The feature importance of all 74 covariates are also

investigated by repeated feature deletion, then being ranked by the median of decreased C-

Index, suggest and reveal certain biological interpretations. The performances of SALMON

variations with different model architectures are also investigated.
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3.2.4 Downstream Gene Ontology and Functional Enrichment Analysis

Co-expression modules generated by lmQCM are then exported to ToppGene Suite

( https://toppgene.cchmc.org/ ) [ 182 ] and Enrichr (  https://maayanlab.cloud/Enrichr/ ) [ 183 ].

Using ToppGene, we perform functional analysis including gene ontology (GO) and cyto-

band analysis. The false discovery rate (FDR) < 0.05 and FDR < 1.0 are considered to

be significantly enriched for GO analysis and cytoband analysis, respectively. Human Gene

Atlas [up regulated genes in human tissues from BioGPS (  http://biogps.org/ )] and ARCHS4

tissues are also investigated for some certain co-expression modules by Enrichr.

3.3 Results

3.3.1 Integrating Multi-Omics Features Increased the Performances

From Figure  3.2 A, we observe an upward trend on median/mean concordance indices

with more omics data are integrated. Moreover, integrating all omics data (74 features) give

the optimal performances (C-Index: median = 0.7285; mean = 0.6918). Next, all hazard

ratios from 5-fold testing sets are concatenated and performed the log-rank test as shown

in Figures  3.2 C–E and Figure  3.3 . Another feature set without transcriptomics data is also

considered as reference (5 features containing CNB, TMB, and demographical and clinical

features) with median C-Index = 0.6949 and the Kaplan-Meier plot is shown in Figure  3.3 F

(log-rank test P -value = 3.67× 10−3). We find that integrating all omics data (Figure  3.2 E)

gives the most significant P -value (1.201×10−4) with respect to the log-rank test, suggesting

that integrating more multi-omics data to SALMON can enhance the prediction.

We further perform pairwise paired t-test to the resulting concordance indices. As shown

in Table  3.2 , a negative t-statistic implies that the set 1 is lower than set 2. This concludes

that integrating more omics data can generally increase the performance of survival prognosis

in breast cancer dataset.
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Figure 3.2. (A) Performances of SALMON with multi-omics data integrated
in terms of C-Index. (B) Performance comparison between SALMON and
the modified Cox-nnet, DeepSurv, GLMNET, and RSF in terms of C-Index
with all omics data used for learning. (C–E) Kaplan-Meier plot of survival
prognosis. Hazard ratios are derived from all five testing sets. Log-rank test
is used to find the corresponding P -value with low risk and high risk groups
dichotomized by the median hazard ratio. Omics data used for training and
testing: (C) mRNA-seq data (mRNA); (D) miRNA-seq data (miRNA); (E)
integration of mRNA, miRNA, CNB, TMB, and demographical & clinical
(diagnosis age, ER status, PR status) data. All other combinations of multi-
omics results are shown in Figure  3.3 .
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Figure 3.3. Kaplan-Meier plot of survival prognosis. Hazard ratios are de-
rived from all five testing sets. Log-rank test is used to find the corresponding
P -value with low risk and high risk groups dichotomized by the median hazard
ratio. Omics data used for training and testing: (A) mRNA-seq data (mRNA)
(57 features); (B) miRNA-seq data (miRNA) (12 features); (C) integration of
mRNA and miRNA (69 features); (D) integration of mRNA, miRNA, copy
number burden (CNB), and tumor mutation burden (TMB) (71 features);
(E) integration of mRNA, miRNA, and demographical & clinical (diagnosis
age, ER status, PR status) data (72 features); (F) integration of copy num-
ber burden (CNB), tumor mutation burden (TMB), demographical & clinical
(diagnosis age, ER status, PR status) data (5 features); (G) integration of
mRNA, miRNA, CNB, TMB, and demographical & clinical (diagnosis age,
ER status, PR status) data (74 features).
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Table 3.2. Performances comparison with different combinations of multi-
omics data by pairwise paired t-test, according to C-Index among 5-folds cross-
validation results. Note that a negative t-statistic indicates set 1 worse than set
2 in terms of performances. Multi-omics dataset applied as inputs: (i) mRNA-
seq data (mRNA) (57 features); (ii) miRNA-seq data (miRNA) (12 features);
(iii) integration of mRNA and miRNA (69 features); (iv) integration of mRNA,
miRNA, copy number burden (CNB), and tumor mutation burden (TMB) (71
features); (v) integration of mRNA, miRNA, and demographical & clinical
(diagnosis age, ER status, PR status) data (72 features); (vi) integration of
mRNA, miRNA, CNB, TMB, and demographical & clinical (diagnosis age,
ER status, PR status) data (74 features).

Set 2
ii iii iv v vi

t P t P t P t P t P

Set 1

i −0.784 0.477 −0.676 0.536 −0.832 0.452 −2.928 0.043∗ −3.315 0.030∗

ii — — 0.406 0.705 −0.487 0.652 −0.092 0.931 −0.652 0.550
iii — — — — 0.247 0.817 −5.804 0.004∗ −2.710 0.054
iv — — — — — — −4.168 0.014∗ −3.603 0.023∗

v — — — — — — — — −1.529 0.201
Notes: t denotes the pairwise paired Student’s t-test statistic, P denotes the P -value ob-
tained. P -value < 0.05 are considered to be significant and indicated with * symbol.

Next, we compare SALMON to the state-of-the-art deep learning-based cancer survival

prognosis model Cox-nnet [ 24 ], as well as DeepSurv [  25 ], and two traditional models general-

ized linear model with Cox regression (GLMNET) [  29 ] and RSF [  28 ]. We further modify their

original implementation with all omics data as inputs. As shown in Figure  3.2 B, the median

C-Index of SALMON (0.7285) is reported higher than the modified Cox-nnet (0.7234), Deep-

Surv (0.6563), GLMNET (0.6490), and RSF (0.6229). Comparing to the modified Cox-nnet

with similar performance in terms of C-Index, SALMON has a more significant result in

log-rank test (P -value = 1.201×10−4) than the modified Cox-nnet (P -value = 2.282×10−4)

with all testing sets and all 74 features as inputs (Figure  3.4 ). Between SALMON and the

modified Cox-nnet the performance is insignificant (paired t-test statistic = −2.105, P -value

= 0.103) suggesting these two methods are comparable. But from the neural network struc-

ture perspective, SALMON is more flexible since it separates forward propagation for each

omics data, enables a scalable integration of multimodal biomedical data.
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Figure 3.4. Performances comparison in terms of the P -value of the log-rank
test between SALMON (A) and modified Cox-nnet (B) with all omics data as
inputs.

3.3.2 Evaluation of SALMON Architecture

We further perform evaluations with some variations of the SALMON architecture, by

introducing: (1) SALMON_Full_Gene: using original mRNA-seq and miRNA-seq data as

input (Figure  3.5 A). Using this architecture, the median concordance index in testing set

is 0.7048. (2) SALMON_FC: using fully connected layers instead of the separate networks

(Figure  3.5 B). Using this architecture, the median concordance index in testing set is 0.6695.

(3) SALMON_2_Layers: one additional hidden layer with number of nodes = 6 before Cox

regression is introduced (Figure  3.5 C). Using this architecture, the median concordance index

in testing set is 0.6861. (4) SALMON_3_Layers: two additional hidden layers with number

of nodes = 6 each before Cox regression are introduced (Figure  3.5 D). Using this architecture,

the median concordance index in testing set is 0.7029. Based on these modified architectures,

we found the original SALMON model returns highest median concordance index (0.7285),

suggesting the original SALMON model is the preferred architecture in breast cancer survival

prognosis. One interesting finding is that SALMON_Full_Gene has an inferior median

concordance index than our original architecture. It suggests that using high-dimensional
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features as input (instead of using eigengene matrices as input) can result in many neural

network parameters, which may not bring any additional benefit in survival prediction.

Figure 3.5. SALMON architecture variations. (A) SALMON_Full_Gene:
SALMON using original mRNA-seq and miRNA-seq data as input. (B)
SALMON_FC: SALMON architecture, but the mRNA-seq eigengene and
miRNA-seq eigengene are fully connected. (C) SALMON_2_Layers:
SALMON architecture, but has a second hidden layer (number of nodes = 6).
(D) SALMON_3_Layers: SALMON architecture, but has second and third
hidden layers (both number of nodes = 6).

3.3.3 Interpreting and Ranking the Importance of Co-expression Modules

Interpreting feature importance for neural networks has been studied over years. One

way is to assign each feature be zero repeatedly, then the feature with lowest change of the

resulting accuracy implies the least importance that affects to the prediction model. This

approach is widely adopted for feature selection and ranking the importance of features

in neural network [ 184 ]–[ 186 ]. Based on this approach, we analyze the contribution of each

eigengene’s module to the final hazard ratio by forcing each input feature of the testing sets be

zero. By feeding the modified testing sets to the pre-trained SALMON networks, we rank the

importance of features by inspecting how much the concordance indices decreased. Features
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that decrease the testing concordance indices more are considered to be more important. At

this moment, we integrate all omics data for training and testing. Table  3.3 presents top

features that mostly reduced the C-Index. The leading two features are the diagnosis age

and PR status, then five mRNA-seq co-expression modules are followed.

Table 3.3. Top features that reduce the C-Index, including two demographical
and clinical features, and five mRNA-seq co-expression modules (eigengene
matrices as inputs to the SALMON). C-Index changed: The median value of
changed C-Index.

Ranks Feature names C-Index changed Highlighted genes interpretations, enrichments,
or notes

1 Diagnosis age −0.1257 Age.
2 PR status −0.0343 Progesterone receptors status.
3 Module 13 −0.0150 Genes MST1, CPT1B. CD8+, CD4+, Breast

bulk tissue.
4 Module 47 −0.0071 Genes MAP3K7, CCNC. Cytoband chr6q14-q16

and chr6q21.
5 Module 5 −0.0059 Genes DDR2, FLNA, TCF4. Associated with

extracellular matrix (ECM), cell adhesion, and
cell migration.

6 Module 36 −0.0053 Gene SNW1. Cytoband chr14q23-q24 and
chr14q31-q32.

7 Module 51 −0.0047 Genes TCP1, HDAC2. Cytoband chr6q14-
q15and chr6q21-q26.

Next, we select those features (33 in total) of which their median values < 0 in Figure

 3.6 and re-perform the machine learning with SALMON. Results show that, before and

after feature selection, the performances are insignificant in terms of C-Index (before feature

selection: mean = 0.6918, median = 0.7285; after feature selection: mean = 0.7108, median

= 0.7200; paired t-test statistic = −0.861, P -value = 0.438) (Figure  3.7 ). This result

suggests that training with selected “important” multi-omics features instead of all can still

preserve the prognosis performances.
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Figure 3.7. SALMON’s performance comparison using all 74 multi-omics fea-
tures and using selected 33 features (which their medians result in decrements
to the C-Index in Figure  3.6 ). Selected 33 features are with ID 72, 74, 13, 47,
5, 36, 51, 19, 33, 29, 53, 20, 58, 66, 15, 16, 34, 70, 31, 42, 60, 11, 18, 71, 2, 10,
43, 44, 9, 32, 56, 62, 68 in Figure  3.6 , where 24 of them are from mRNA co-
expression modules, 5 of them are from miRNA co-expression modules, other
4 features are copy number burden (CNB), tumor mutation burden (TMB),
diagnosis age, and progesterone receptors (PR) status, respectively. C-Index
before feature selection: median = 0.7285, mean = 0.6918; after feature se-
lection: median = 0.7200, mean = 0.7108. Paired t-test statistics = −0.861
(P -value = 0.438).

3.3.4 Investigating Feature Importance with Different Age Groups

As shown in Figure  3.6 , we observe a strong predictive power of diagnosis age, which is

consistent with previous studies demonstrating age is one of the most prominent cancer risk

factors [  187 ]. Thus, it is crucial to further investigate whether patients in different groups

can be stratified using the same set of features. In this paper, we define three age groups:

(1) age in range 26–50 (191 patients), (2) age in range 51–70 (280 patients), and (3) age

in range 71–90 (112 patients) to represent younger, middle aged, and elderly patients. By
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training and testing these three distinct groups with SALMON algorithm, we aim to answer

two questions: (1) whether the diagnosis age still be a strong factor that affect prognosis

performance after the stratification, and (2) how feature rankings differ among these three

distinct groups.

Figure 3.8. Performances of SALMON algorithm stratified by three age
groups: 26–50 group; 51–70 group; 71–90 group by integrating all omics data
(including mRNA, miRNA, CNB, TMB, diagnosis age, ER status, PR status).
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Table 3.4. Top features that reduce the concordance indices. Experiments
are performed separately with three age groups: 26–50 group; 51–70 group;
71–90 group, by integrating all omics data (including mRNA, miRNA, CNB,
TMB, diagnosis age, ER status, PR status). Detailed feature rankings are
shown in Figure  3.9 ,  3.10 , and  3.11 . C-Index changed: The median value of
changed C-Index.

Ranks Age group 26–50 Age group 51–70 Age group 71–90
Feature C-Index changed Feature C-Index changed Feature C-Index changed

1 PR status −0.0247 ER status −0.0807 Module 11 −0.0323
2 Module 1 0 Module 13 −0.0221 Module 1 −0.0233
3 Module 2 0 Module 4 −0.0185 Module 29 −0.0233
4 Module 3 0 Module 5 −0.0150 Module 35 −0.0233
5 Module 4 0 Diagnosis age −0.0150 Module 4 −0.0222

The performances in terms of C-Index by integrating all omics and clinical data (including

mRNA, miRNA, CNB, TMB, diagnosis age, ER status, PR status) are shown in Figure  3.8 .

As expected they are all slightly inferior than the performance when not stratifying patients

by age (median = 0.7285; mean = 0.6918), we do not observe a significant difference. When

inspecting the feature rankings, as shown in Table  3.4 , we observe that in the age group

26–50, PR status (Progesterone Receptors status) plays a pivotal role in prognosis, while

other features do not have substantial contributions to the prognosis including the diagnosis

age (we still list some modules). This situation changes in the age group 51–70 as ER status

(Estrogen Receptors status) becomes the most important feature, while diagnosis age ranks

at #5 with only marginal contribution. In age group 71–90, neither ER, PR status nor

diagnosis age ranks in the front. Instead, mRNA-seq co-expression modules appear to have

the major influence on prognosis. The top ranked modules are #11, #1, #29, #35, and

#4. By performing enrichment analysis, we conclude that the module #11 is significantly

enriched with epithelium development genes (GO:0060429, P -value = 2.253×10−9); module

#1 is significantly enriched with chromosome organization genes (GO:0051276, P -value =

5.344 × 10−17) and two well-known breast cancer genes NCOA3 [  188 ] and FOXA1 [  189 ],

[ 190 ] are identified in module #1; module #29 is enriched on cytoband 19q13.41 (P -value

= 1.517×10−25) and is exclusively zinc-finger proteins; module #35 is enriched on cytoband

1q34 (P -value = 1.252 × 10−15) and contains multiple genes which have been previously
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detected in multiple breast cancer studies including UQCRH, PSMB2, PPIH, and YBX1 [ 42 ],

[ 191 ], [  192 ]; and module #4 is highly enriched with mitotic cell cycle genes (GO:1903047,

P -value = 2.183 × 10−70) including well-known breast cancer-related genes such as MKI67

[ 193 ] and AURKA [  194 ]. Detailed feature rankings are reported in Figure  3.9 ,  3.10 , and

 3.11 .

3.3.5 Identification of Breast Cancer Related Genes and Cytobands Associated
with Important Modules

To inference the biological implication from the feature ranking, we perform gene ontology

(GO) and cytoband enrichment from ToppGene Suite ( https://toppgene.cchmc.org/ ) [ 182 ].

Gene ontology (GO) is one of the major bioinformatics initiatives with the aim of unifying

the representation of gene across species [  195 ]. The gene ontology covers three domains: (1)

cellular component, (2) biological process, and (3) molecular function. Each GO term has a

term name, a unique identifier, a definition, its ancestor, and the associated genes.

Specifically, we focus on analyzing top five mRNA co-expression modules (Table  3.3 ). We

identify 10 genes such as MST1, CPT1B, MAP3K7, CCNC, etc. We also identify various

enriched cytoband and other biological functions.

3.4 Discussion

As feature importance has been conveyed and ranked from SALMON, we find that keep-

ing only top important features can still preserve the testing performances. Based on features

ranking, we also investigate the biological interpretation behind each demographical feature,

clinical feature, and co-expression module. For the leading two features, since the importance

of diagnosis age and PR status have been widely examined and recognized in breast cancer

[ 187 ], [  196 ]–[ 198 ] and further confirmed by our results (Figure  3.2 C), we focus on the top

five mRNA-seq data co-expression modules ranked from 3 to 7. Those top five mRNA-seq

data co-expression modules are: module #13, #47, #5, #36, #51.

Module #13 appears to be significantly associated with CD8+ T Cells (P -value = 6.54×

10−6) and CD4+ T Cells (P -value = 1.50 × 10−2) based on Human Gene Atlas analysis.
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CD8+ and CD4+ T cells are two important components of the immune system, which

have been proved to have strong correlation with cancers [  199 ], [  200 ]. It contains multiple

breast cancer related genes: (1) MST1 kinase, a core component of Hippo pathway, its

phosphorylation can inhibit oncoproteins TAZ/YAP and regulate T-cell function. [ 201 ],

[ 202 ]; and (2) CPT1B, which encodes the critical enzyme for fatty acid beta-oxidation (FAO),

the inhibition of FAO can inhibit breast cancer stem cells, chemoresistance, and breast tumor

growth [ 203 ]. In addition, tissues enrichment analysis using ARCHS4 [  204 ] also reveals that

nearly one third of genes (11 out of 36) in this module are associated with breast cancer bulk

tissue (P -value = 1.867× 10−3) (Figure  3.12 ).

Figure 3.12. Enriched ARCHS4 Tissues terms with mRNA co-expression
modules 13. nearly one third of genes (11 out of 36) in this module are asso-
ciated with breast cancer bulk tissue (P -value = 1.867 × 10−3). Results are
generated from the Enrichr online web server.
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In module #47, two genes related to breast cancer are identified: (1) MAP3K7, also

known as TAK1, is a key mediator between survival and cell death in TNF-α-mediated sig-

naling [ 205 ]; and (2) CCNC, an important transcriptional regulator whose higher expression

is associated with shorter relapse-free survival and impact the response to adjuvant therapy

in breast cancer. Gene amplification of CCNC is also the most frequent type of genetic

alterations in breast cancers [ 206 ]. Module #47 is also enriched in cytoband chr6q.

In module #5, genes are highly enriched on tumor micro-environment (TME) related

processes such as extracellular matrix (ECM), cell adhesion, and cell migration. Among

them, DDR2 played an indispensable role in a series of hypoxia-induced behaviors of breast

cancer cells, such as migration, invasion, and epithelial-mesenchymal transition (EMT), the

activated DDR2 can promote the metastasis of breast cancer [  207 ]. In addition, the over-

expression of FLNA is associated with the advanced stage, lymph node metastasis, and

vascular or neural invasion of breast cancer [ 208 ]. It also contributes the development of

breast cancer [  209 ]. Finally, TCF4 is an important transcription factor, the loss of TCF4

related to breast cancer chemoresistance [ 210 ].

In module #36, SNW1 is a component of spliceosome in RNA splicing, its deletion can

induce apoptosis, where the inhibition of SNW1 or its associating proteins may be a novel

therapeutic strategy for cancer treatment [  211 ]. Module #36 is also enriched in cytoband

chr14q23–q24 and chr14q31–q32.

In module #51, TCP1 functions as a cytosolic chaperone in the biogenesis of tubulin

[ 212 ], which has been proven to have an association with breast cancer [  213 ]. HDAC2, its

over-expression has a correlation with DNA-damage response and promote tumor progression

[ 214 ]. Module #51 is also enriched on cytoband chr6q.

Instead of the identified breast cancer related genes, the enrichment analysis in selected

modules also reveals important biological functions. Module #47 and #51 are enriched

in chr6q. Not surprisingly, previous studies identified the frequent alterations at chr6q in

archival breast cancer specimens [  215 ], while chr6q21 is hotspots copy number alteration re-

gion [ 216 ]. The copy number alterations at chr6q26 can affect MAP3K4, play an important

role of epidermal growth factor receptor pathway [  215 ]. Module #36 is enriched in chr14q,

the cytoband where the high-level alterations at 14q31.3–32.12 are found in breast cancer
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[ 215 ]. Besides, the deletion of chr14q is a common feature of tumors with BRCA2 mutations

[ 217 ]. Modules #5 is specifically associated with TME related biological process such as

extracellular matrix (ECM), cell adhesion and cell migration. All these GO biological pro-

cesses have been shown to play pivotal roles in TME development in cancers while TME has

now been widely recognized as a critical participant in tumor progression [  218 ]. Abnormal

ECM in tumors can promote the aggressiveness of breast cancer [  219 ]. Cell adhesion as a

common event in cancer can promote cell growth as well as tumor dissemination [  220 ], [  221 ].

All these discoveries not only confirm the existed breast cancer studies, but also justify the

feature importance that SALMON generated.

Another interesting finding is that no miRNA-seq module is ranked in top features al-

though miRNA-seq modules show a better prognosis performance than mRNA-seq modules.

This could due to the modules within miRNA-seq are more dependent with each other than

the modules within mRNA-seq, thus simply knock out one module/feature may not reduce

the performance too much. Indeed, by performing pair-wised Pearson correlation analysis,

we find 3.03% miRNA-seq modules have strong correlations (Pearson ρ > 0.8), while in

mRNA-seq modules this ratio is down to 0.94%. It leads us a new perspective to inspect

modules dependency in the future.

Since we confirm that diagnosis age is the most powerful predictor, we examine the

feature rankings with three different age groups, namely, younger group (age 26–50), middle

aged group (age 51–70), and elderly group (age 71–90). We confirm that by separating the

583 patients into three distinct age groups, the diagnosis age becomes less important to the

prognosis outcome. In younger group, PR status is the most important feature. In middle

aged group, ER status is the most important feature. When we inspect the elderly group

with age ranged 71–90, we find that only mRNA-seq co-expression modules are ranked at

the top and the five most conspicuous ones are modules #11, #1, #29, #35, and #4. These

observations suggest that specific biological processes may play different roles in breast cancer

patients of different ages, while biomarkers and predictive models may alter in different age

groups. Further inspection of the modules finds that three of these modules are related to

several breast cancer related processes such as epithelium development [  222 ], chromosome

organization [ 223 ], and mitotic cell cycle [  224 ] including well-known breast cancers genes
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such as NCOA3, AURKA, MKI67, and FOXA1. The other two modules are highly enriched

on specific cytobands on different chromosomes, implying potential copy number variations

on these regions. Indeed, both cytobands (19q13.41 and 1q34) are known to be associated

with breast cancer outcomes [  225 ], [  226 ]. For module #35, while most of the genes locate

on 1q34, many of the genes such as UQCRH, PSMB2, PPIH, and YBX1 are involved in

RNA processing and have been identified with breast cancer in multiple studies [  42 ], [  191 ],

[ 192 ]. Interestingly, all genes identified from module #29 are zinc finger transcription factors.

although it is not clear if any of them are specifically related to breast cancer, it is of great

interest to further investigate the roles of the ZNF family genes in breast cancer development.

3.5 Conclusion

We perform survival prognosis on breast cancer, propose a deep learning-based algorithm

SALMON (Survival Analysis Learning with Multi-Omics Network) by integrating Cox pro-

portional hazards model and adopting gene co-expression network analysis results as input.

The model was able to predict patient survival. The performances (C-Index and log-rank

test P -value) improve when more omics data integrates to the input of SALMON. Besides,

SALMON also shows a competitive performance compared to other deep learning survival

prognosis model. By inspecting how each feature contributed to the hazard ratios, SALMON

confirms certain mRNA-seq co-expression modules and clinical information, which play piv-

otal roles in breast cancer prognosis and revealed several biological functions. By further

stratifying patients with diagnosis age, SALMON confirms that different age groups have

different main features that control survival prognosis performance. To sum up, SALMON

fuses the gene co-expression network analysis, deep learning technique, feature selection,

Cox proportional hazard model, integrative analysis, and module-level enrichment analysis

altogether, offers a new avenue for the future integrative analysis and deep learning-based

cancer survival prognosis.

In this work, SALMON demonstrated the feasibility of breast cancer survival prognosis

by integrating multi-omics data using a deep learning-based approach. SALMON also pro-
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vided new prognostic biomarkers for breast cancer. Compared to other related algorithms,

SALMON has several advantages:

• Previous studies either use fully connected neural networks with high dimensional omics

input [  24 ], [ 25 ], or use autoencoders to reduce input feature dimension [  30 ], [ 32 ], but the

survival prediction was a separate Cox regression task. Instead of using an autoencoder

to reduce feature dimension or using gene level mRNA-seq or miRNA-seq data directly,

we perform gene co-expression as upfront feature engineering, which summarizes highly

co-expressed genes into modules and also help to understand the survival associated

features at the module-level. Using a fewer number of features as input can also avoid

overfitting, especially when the training data size is small.

• By bridging the gap between gene co-expression analysis and deep learning, it allows

us to backtrack and identify the module/feature that affects the performances. The

detected modules reveal cancer related biological processes and functions or structural

variations allowing for further biomedical investigations. This is an added advantage.

• Unlike other fully connected models such as Cox-nnet [  24 ], SALMON performs forward

propagation separately with respect to each type of omics or clinical data. The sep-

aration of forward propagation prevents the interactions across omics data types thus

enabling easier examination of the module/feature importance for interpretability, and

also simplifies the number of neural network weights. Moreover, it demonstrated good

prognosis results in terms of concordance index and log-rank test.

• Different from other studies which use the entire cohort of cancer patients for survival

analysis, SALMON further stratifies the breast patient cohort into three subgroups

according to the diagnosis age. By retraining different age groups, SALMON confirms

the different prognostic markers that are associated with survival prediction.

Although SALMON has been successfully demonstrated for breast cancer patients, in-

cluding patients with specific biomarkers such as ER and PR status, yet it does have several

limitations. When SALMON is applied to other cancer data for survival prognosis, the per-

formance tends be different. For example, [  1 ] compared 12 different TCGA cancer types
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and suggested that deep learning-based cancer survival prediction using gene expressions is

well suited for breast cancer compared to other cancer types such as lung squamous cell

carcinoma (LUSC) and stomach adenocarcinoma (STAD). [  1 ] further suggested that there is

a direct relationship between overall survival statistics and survival prediction performances

and concluded that if a cancer data cohort has shorter overall survival times, then an inferior

survival prediction performance is observed.

Furthermore, similar to all other deep learning models, SALMON may not achieve an

acceptable performance when the dataset has a small number of samples. When multi-omics

data are used, this sample shortage is further aggravated when one of the omics data types

has fewer samples than others. For example, the TCGA ovarian serous cystadenocarcinoma

(OV) cohort has 453 miRNA-seq data, but only has 304 mRNA-seq data, and hence fewer

samples which have all multi-omics are qualified for neural networks training, which in turn

leads to weakened performance.

We have demonstrated that the survival analysis can be incorporate with deep learn-

ing and co-expression network analysis in integrative analysis approach, and uncovered rich

biological interpretation. In the next chapter, low-rank approximation will be introduced

in conjunct with survival analysis. Specifically, Cox proportional hazards regression will be

inserted into non-negative matrix factorization algorithm. The proposed algorithm demon-

strates its superiority for both synthetic datasets and human cancer datasets in terms of

C-Index, accuracy, and Dice coefficient. The power of unraveling latent interactions behind

human cancer data is also elucidated.
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4. COXNMF: A PROPORTIONAL HAZARDS

NON-NEGATIVE MATRIX FACTORIZATION METHOD FOR

IDENTIFYING SURVIVAL ASSOCIATED GENE CLUSTERS

4.1 Background and Introduction

In this chapter, we incorporate Cox proportional hazard regression into non-negative

matrix factorization. Our goal is to unveil latent gene interactions under survival information

constraints. We investigate the model performances and results in synthetic datasets and

human gene expression datasets.

There are many ways to study and analyze high dimensional biological data. One com-

mon approach is to decompose original data into low-dimensional space, such as forming

eigengene from co-expression analysis [  34 ], or decompose data matrix into low-rank ap-

proximations. Matrix decomposition is a big family for solving many problems, including

principal component analysis (PCA) [  69 ], LU decomposition [ 227 ], QR decomposition [  228 ],

singular value decomposition (SVD) [  68 ], etc. At this stage, we are especially interested in

non-negative matrix decomposition (NMF). It has been mentioned earlier in Chapter 2 that

the imposed non-negative property on NMF low-rank approximations can reflect biological

interpretations [  71 ]. NMF also has the attributes of better data interpretability and the

intrinsic clustering property [  70 ]. Furthermore, The non-negativity constraint applied to the

low-rank approximations, preventing the cancellation among elements, provides abundant

information with rich biological meaning.

NMF has an inherent clustering property and is equivalent to K-means clustering when

imposing an orthogonality constraint [ 70 ], hence applying NMF in biological studies for

unveiling gene interactions and clusters has received much attention in the last decade.

For example, Brunet et al. [ 229 ] used NMF to decompose a gene expression matrix into

metagenes to discover molecular patterns of those metagenes in leukemia and brain cancer

datasets. This method is the analogue to that of discovering facial features as defined in

[ 71 ]. Another study conducted by Liu et al. [ 230 ] compared the use of PCA and NMF in

achieving dimensionality reduction of microarray data, followed by K-means clustering of 11
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real gene expression datasets. The study suggested NMF can detect natural clusters, and

demonstrated the superiority of NMF compared to PCA. Zheng et al. [ 231 ] similarly used

NMF to identify the type of tumors on three public gene expression datasets, while both

Wang et al. [ 232 ] and Gao et al. [ 233 ] performed cancer clustering with NMF algorithms.

More recently, Zhu et al. [ 78 ] suggested that NMF is well-suited to analyze heterogeneous

single-cell RNA-Seq data, and Jiang et al. [ 79 ] used NMF to unravel disease-related genes.

Alternatively, Jia et al. [ 90 ] used discriminant NMF to get gene rankings, whereas Lai et

al. [ 80 ] performed survival prediction after NMF pre-selection. These studies applied the

original NMF algorithm [ 71 ] and focused on interpreting the gene clustering results but did

not seek algorithm improvement.

In contrast, other studies designed new NMF algorithms with different loss functions or

introduced new discrimination power. For example, Wang et al. [ 234 ] proposed LS-NMF

to identify functionally related genes, which incorporated the gene expression uncertainty

measurements into the objective function. Zafeirious et al. [ 72 ] proposed discriminant NMF

(DNMF) for simultaneous low-rank estimation and classification by imposing the fisher dis-

criminant in the NMF objective function. The fisher discriminant was then widely adopted

in later NMF studies [ 74 ], [ 88 ] and applied to biomedical applications such as [  90 ]. Alterna-

tively, Chao et al. [ 91 ] added linear regression into the NMF updating rules, and proposed

Supervised NMF (SNMF) for ICU mortality risk prediction. Nonetheless, these methods do

not take survival information into the NMF updating rules, thus they are not well-suited

for exploiting the latent survival gene clusters (or metagenes) given high-dimensional gene

expression data and survival labels. To address this gap, we aim to find an ideal solution

to the NMF along with the associate survival data simultaneously. The derived algorithm

should both find the ideal low-rank decomposition according to survival information and

reflect biological interpretations.

In this chapter, the algorithm “CoxNMF” will be proposed and elucidated, including

the objective function, updating rule, and time & space complexity analyses. We also carry

out the settings for model comparison, simulation with forty-two different combinations of

time-to-event synthetic data, and the corresponding evaluation metrics. The analysis for real

human cancer data is performed after the simulation studies, aims to discover the clusters
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of genes which may play pivotal roles to the survival. To the best of our knowledge, we are

the first work that unifying non-negative matrix factorization with Cox proportional hazards

regression to discover cancer gene clusters.

4.2 Variables, Inputs, and Outputs

It is assumed that the input gene expression data X with shape P by N to be non-

negative, real-valued 2-D matrix, which may contain several zero-valued entries. The rows

indicate P features/genes, and the columns indicate N samples/patients. The output pro-

duced by CoxNMF is consisted of three parts: a low-rank K by N coefficient matrix Ĥ

which is learned from NMF and Cox proportional hazards regression, a low-rank P by K

basis matrix Ŵ , associates with Ĥ that minimizes the Frobenius norm
∥∥∥X − Ŵ Ĥ

∥∥∥
F
, and

the simultaneously learned K by 1 Cox proportional hazards regression weight β̂.

4.3 Objective Function

Given the target non-negative matrix X, two initialized non-negative matrices W (0) and

H(0), the objective function of CoxNMF is

Minimize ‖X −W H‖2F − α
∑

i:Ci=1

(
βT Hi − log

( ∑
j:Yj≥Yi

exp(βT Hj)
))

+ N

2 ξ
(
γ‖β‖1 + (1− γ)‖β‖22

)
,

(4.1)

subject to X ∈ RP ×N
≥0 , W ∈ RP ×K

≥0 , H ∈ RK×N
≥0 . Where

‖β‖1
∆= 1

κ

[
log

(
1 + exp(−κβ)

)
+ log

(
1 + exp(κβ)

) ]
(4.2)

is the smooth approximation of the ‖β‖1 [ 235 ], [ 236 ], α > 0 is the positive weight imposing

Cox proportional hazards regression, ‖·‖F is the Frobenius norm, also known as Euclidean

distance [ 81 ], C stands for the death events, Y stands for survival times. Weight N
2 ξ imposes

an elastic net penalty [ 64 ] for the objective function, ξ ≥ 0. γ ∈ [0, 1] balances the L1 and

L2 ratio in the elastic net penalty. For a better smooth approximation of‖β‖1, a higher κ is

recommended. In this study, we set κ = 1× 1010. Through the Equation  4.2 , we can impose

the L1 penalty ratio as well as calculating its second order derivatives ∂2‖β‖1
∂β⊗∂β

.
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Figure 4.1. Flowchart of the proposed CoxNMF algorithm.

4.4 CoxNMF Update Rule

Given the target non-negative matrix X, two initialized non-negative matrices W (0)

and H(0), an initialized parameter β(0) for Cox proportional hazards regression, survival

time vector Y and survival event vector C, and the maximum number of iterations M , we

propose the CoxNMF alternately iterative update algorithm

W
(iter+1)
i,j ←W

(iter)
i,j �

XH
(iter)
i,j

T

W
(iter)
i,j H

(iter)
i,j H

(iter)
i,j

T
, (4.3)

β(iter+1) ← β(iter) −H(iter)
H,β,ξ

−1
g

(iter)
H,β,ξ, (4.4)

β(iter+1) ← β(iter+1)

max(β(iter+1))−min(β(iter+1))
, (4.5)

H
(iter+1)
i,j ←

H
(iter)
i,j + α

2 max
{

0,
∂`H(iter),β(C, Y )

∂H(iter)

} �
W

(iter+1)
i,j

T
X

W
(iter+1)
i,j

T
W

(iter+1)
i,j H

(iter)
i,j

. (4.6)
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Equation  4.5 is to normalize β. In the following context, we will omit (iter) superscript.

Newton-Raphson [  103 ] as maximum partial likelihood estimator (MPLE) [ 16 ] is used for

updating Equation  4.4 , where

HH,β,ξ =
∂2
(
−α`H,β(C, Y ) + ξ‖β‖1

)
∂β ⊗ ∂β

∣∣∣∣∣∣
β=β̂(iter)

= α
∑

i:Ci=1

∑j:Yj≥Yi exp(βT H)jHjH
T
j∑

j:Yj≥Yi exp(βT H)j

−

[∑
j:Yj≥Yi exp(βT H)jHj

] [∑
j:Yj≥Yi exp(βT H)jH

T
j

]
[∑

j:Yj≥Yi exp(βT H)j
]2

+ ξdiag
(

∂2‖β‖1
∂β ⊗ ∂β

)
(4.7)

is the Hessian matrix of Equation  2.15 ,

gH,β,ξ =
∂
(
−α`H,β(C, Y ) + ξ‖β‖1

)
∂β

∣∣∣∣∣∣
β=β̂(iter)

= −α
∑

i:Ci=1

Hi −
∑

j:Yj≥Yi exp(βT H)jHj∑
j:Yj≥Yi exp(βT H)j

+ ξ
∂‖β‖1

∂β

(4.8)

is the partial gradient of Equation  2.15 with respect to the β, and

∂`H,β(C, Y )
∂H

=



∂`H,β(C,Y )
∂H1,1

∂`H,β(C,Y )
∂H1,2

· · · ∂`H,β(C,Y )
∂H1,N

∂`H,β(C,Y )
∂H2,1

∂`H,β(C,Y )
∂H2,2

· · · ∂`H,β(C,Y )
∂H2,N

...
... . . . ...

∂`H,β(C,Y )
∂HK,1

∂`H,β(C,Y )
∂HK,2

· · · ∂`H,β(C,Y )
∂HK,N



=


Crβ −

N∑
s=r

Cs

1(Yr≥Ys)βexp(βT Hr)∑
j:Yj≥Ys

exp(βT Hj)


︸ ︷︷ ︸

K × 1 vector which repeats N times for r = 1, 2, · · · , N .



(4.9)

is the partial derivative of Equation  2.15 with respect to the H , 1(Yi≥Ys) =


1 if Yi ≥ Ys

0 otherwise
is

the indicator function. The Ŵ and Ĥ are returned where the algorithm achieved maximum

concordance index (C-Index) during the optimization. If at any step the difference between

current C-Index and maximum C-Index is higher or equal to the concordance index tolerance

tol = 0.2, the CoxNMF update will be terminated. The derivation of Equation  4.6 is further

elaborated in Definition  4.4.1 .
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Algorithm 1: CoxNMF
Input : X, K, Y , C, α, M , tol.
Output : W , H, β, and CI.
Initialization: Initialize W (0), H(0), β(0), empty list CI, MaxCI = 0.
for iter = 0 : M − 1 do

W (iter+1) ←W (iter) � XH(iter)T

W (iter)H(iter)H(iter)T

β(iter+1) ← β(iter) −H(iter)
H,β,ξ

−1
g

(iter)
H,β,ξ

β(iter+1) ← β(iter+1)

max(β(iter+1))−min(β(iter+1))

H(iter+1) ←
(

H(iter) + α
2 max

{
0,

∂`
H(iter),β

(C,Y )
∂H(iter)

})
� W (iter+1)T

X

W (iter+1)T
W (iter+1)H(iter)

CI(iter+1) = ConcordanceIndex(β(iter+1)T
H(iter+1), Y, C)

imax = argmax(iter) CI

MaxCI = CI(imax)

if (CI(iter+1) −MaxCI) ≥ tol then
Break

end
end
Ŵ = W (imax)

Ĥ = H(imax)

β̂ = β(imax)

return Ŵ , Ĥ, β̂, MaxCI

4.4.1 Definition of Updating Coefficient Matrix for CoxNMF Algorithm

Definition 4.4.1. We define the Equation  4.6 to update H during CoxNMF updating

H
(iter+1)
i,j ←

H
(iter)
i,j + α

2 max
{

0,
∂`H(iter),β(C, Y )

∂H(iter)

} �
W

(iter+1)
i,j

T
X

W
(iter+1)
i,j

T
W

(iter+1)
i,j H

(iter)
i,j

, (4.10)

where

∂`H,β(C, Y )
∂H

=



∂`H,β(C,Y )
∂H1,1

∂`H,β(C,Y )
∂H1,2

· · · ∂`H,β(C,Y )
∂H1,N

∂`H,β(C,Y )
∂H2,1

∂`H,β(C,Y )
∂H2,2

· · · ∂`H,β(C,Y )
∂H2,N

...
... . . . ...

∂`H,β(C,Y )
∂HK,1

∂`H,β(C,Y )
∂HK,2

· · · ∂`H,β(C,Y )
∂HK,N



=


Crβ −

N∑
s=r

Cs

1(Yr≥Ys)βexp(βT Hr)∑
j:Yj≥Ys

exp(βT Hj)


︸ ︷︷ ︸

K × 1 vector which repeats N times for r = 1, 2, · · · , N .



(4.11)
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and 1(Yi≥Ys) =


1 if Yi ≥ Ys

0 otherwise
is the indicator function.

Proof. Since the partial derivative ∂
(
‖X−W H‖2

F −α`H,β(C,Y )
)

∂H
is

∂
(
‖X −W H‖2F − α`H,β(C, Y )

)
∂H

= −2W T X + 2W T W H − α
∂`H,β(C, Y )

∂H
. (4.12)

Thus we have the update rule for H :

H ←H − ηH �
∂
(
‖X −W H‖2F − α`H,β(C, Y )

)
∂H

←H − ηH �
[
−2W T X + 2W T W H − α

∂`H,β(C, Y )
∂H

]

←H − ηH �
[
−2W T X + 2W T W H

]
+ αηH �

∂`H,β(C, Y )
∂H

←H + ηH �
[
2W T X − 2W T W H

]
+ αηH �

C1β −
N∑

s=1
Cs

1(Y1≥Ys)βexp(βT H1)∑
j:Yj≥Ys

exp(βT Hj)

 · · ·
CN β −

N∑
s=1

Cs

1(Yn≥Ys)βexp(βT HN )∑
j:Yj≥Ys

exp(βT Hj)

.

(4.13)

Given the same ηH = H
2W T W H

, as long as we project Crβ −
N∑

s=r
Cs

1(Yr≥Ys)βexp(βT Hr)∑
j:Yj≥Ys

exp(βT Hj)
into

the first orthant of K-dimensional space, make sure all the elements of

Crβ −
N∑

s=r

Cs

1(Yr≥Ys)βexp(βT Hr)∑
j:Yj≥Ys

exp(βT Hj)
≥ 0, (4.14)

then we can guarantee the updating is non-negative with respect to H .

According this projection rule, we get

Hi,j ←

Hi,j + α

2 max
{

0,
∂`H,β(C, Y )

∂H

}� Wi,j
T X

Wi,j
T Wi,jHi,j

, (4.15)

where
∂`H,β(C, Y )

∂H
=

C1β −
N∑

s=1
Cs

1(Y1≥Ys)βexp(βT H1)∑
j:Yj≥Ys

exp(βT Hj)

 · · ·
CN β −

N∑
s=1

Cs

1(YN ≥Ys)βexp(βT HN )∑
j:Yj≥Ys

exp(βT Hj)

.

(4.16)
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4.4.2 Example of Updating Coefficient Matrix

An example data is provided to better understand the Equation  4.13 . Suppose our H is

with dimension K by 4 (4 patients), we have survival time Y = [1, 3, 2, 4] and survival event

C = [1, 0, 1, 1]. Then the partial derivative ∂`H,β(C,Y )
∂H

becomes

∂`H,β(C, Y )
∂H

= ∂

∂H

∑
i:Ci=1

(
βT Hi − log

( ∑
j:Yj≥Yi

exp(βT Hj)
))

= ∂

∂H

(
βT H1 − log

[
exp(βT H1) + exp(βT H2) + exp(βT H3) + exp(βT H4)

]
+ 0 ·

[
βT H2 − log

[
exp(βT H2) + exp(βT H4)

]]
+ βT H3 − log

[
exp(βT H2) + exp(βT H3) + exp(βT H4)

]
+ βT H4 − log

[
exp(βT H4)

])

= ∂

∂H

(
βT H1 − log

[
exp(βT H1) + exp(βT H2) + exp(βT H3) + exp(βT H4)

]
+ βT H3 − log

[
exp(βT H2) + exp(βT H3) + exp(βT H4)

])
.

(4.17)

That is,

∂`H,β(C, Y )
∂H1

= β − βexp(βT H1)
exp(βT H1) + exp(βT H2) + exp(βT H3) + exp(βT H4)

,

∂`H,β(C, Y )
∂H2

= − βexp(βT H2)
exp(βT H1) + exp(βT H2) + exp(βT H3) + exp(βT H4)

− βexp(βT H2)
exp(βT H2) + exp(βT H3) + exp(βT H4)

,

∂`H,β(C, Y )
∂H3

= β − βexp(βT H3)
exp(βT H1) + exp(βT H2) + exp(βT H3) + exp(βT H4)

− βexp(βT H3)
exp(βT H2) + exp(βT H3) + exp(βT H4)

,

∂`H,β(C, Y )
∂H4

= − βexp(βT H4)
exp(βT H1) + exp(βT H2) + exp(βT H3) + exp(βT H4)

− βexp(βT H4)
exp(βT H2) + exp(βT H3) + exp(βT H4)

.

(4.18)
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And for each patient r, the partial derivative ∂`H,β(C,Y )
∂Hr

is

Crβ −
N∑

s=1
Cs

1(Yr≥Ys)βexp(βT Hr)∑
j:Yj≥Ys

exp(βT Hj)
. (4.19)

4.4.3 Time and Space Complexities

The time complexity of CoxNMF for one iteration consists of Equation  4.3 ,  4.4 ,  4.5 , and

 4.6 is O(PNK + N2K + K2 max(P, N)), the space complexity is O(PN + N2).

Theorem 4.4.1. The time complexity of CoxNMF update for one iteration consists of

Equation  4.3 ,  4.4 ,  4.5 , and  4.6 is O(PNK + N2K + K2 max(P, N)).

Proof. For Equation  4.3 , since in general K < min(P, N), calculating the denominator in

the form of (W H)HT would cost O(PNK) operations, but calculating W (HHT ) costs

O(max(P, N)K2), thus the latter method is better [  237 ]. For the numerator, XHT takes

O(PNK) operations. Thus, Equation  4.3 takes O(PNK +max(P, N)K2 +PK) operations.

For Equation  4.4 , since multivariate Newton-Raphson method (number of independent

variables = K) is used to solve MPLE problem [  238 ], and notice that we can pre-calculate

some common structures. For example, the indication matrix∑i
∑

j:Yj≥Yi will cost O(N2), the

exp(βT H) will cost O(NK2). Thus, we can take O(NK2 + N2 + N + K2N + NK + K2) =

O(NK2 + N2) operations to get H. Similarly, we can get g with O(NK2 + N2 + NK)

operations. Since the inverse of Hessian matrix H−1 can be O(K2 log(K)) theoretically, and

H−1g will cost O(K2), thus the time complexity for Equation  4.4 is O(N2+K2(N +log(K))).

For Equation  4.6 , since the partial derivative of the partial log likelihood `H,β(C, Y ) with

respect to H in Equation  4.9 costs O(NK2 +N2 +N2K +N2) = O(NK2 +N2K) operations,

thus the Equation  4.6 takes O(PNK + max(P, N)K2 + NK2 + N2K + NK) operations.

To sum up, the time complexity of CoxNMF update for one iteration consists of Equation

 4.3 ,  4.4 ,  4.5 , and  4.6 is O(PNK + max(P, N)K2 + PK + N2 + K2(N + log(K)) + PNK +

max(P, N)K2 + NK2 + N2K + NK) = O(PNK + N2K + K2 max(P, N)).

Theorem 4.4.2. The space complexity of CoxNMF update for one iteration consists of

Equation  4.3 ,  4.4 ,  4.5 , and  4.6 is O(PN + N2).
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Proof. For Equation  4.3 , since in general K < min(P, N), the denominator in the form of

(W H)HT would consume O(PK+NK+K2) = O(PK+NK) spaces, the numerator XHT

consume O(PN +NK) spaces. Thus, Equation  4.3 consume O(PN +PK +NK) = O(PN)

spaces.

For Equation  4.4 , notice that the common structure exp(βT H) consume O(KN) spaces,

and the indication matrix ∑i
∑

j:Yj≥Yi will consume O(N2) spaces, thus it consumes O(N2 +

NK + K2) = O(N2) spaces to get H. Similarly, we can get g with O(K + KN) spaces

consumed. Thus, the space complexity for Equation  4.4 is O(KN +N2 +K +KN) = O(N2).

For Equation  4.6 , since the partial derivative of the partial log likelihood `H,β(C, Y ) with

respect to H in Equation  4.9 consumes O(N2 +KN) spaces, thus the Equation  4.6 consumes

O(PN + N2) operations.

To sum up, the space complexity of CoxNMF update for one iteration consists of Equation

 4.3 ,  4.4 ,  4.5 , and  4.6 is O(PN + N2).

4.5 Model Setup and Comparisons

4.5.1 Unconstrained Low-Rank Approaches

Starting from unconstrained matrix factorization approaches, truncated singular value

decomposition (SVD) [  239 ], principal component analysis (PCA) [ 240 ], sparse PCA [  241 ],

factor analysis (FA) [ 242 ], and non-negative double singular value decomposition (NNDSVD)

[ 92 ] are adopted as baseline methods to perform dimensionality reduction upfront, then

use the decomposed Ŵ to cluster genes (features), and the decomposed Ĥ for survival

analysis. All unconstrained methods impose L1 norm on β with weight searching ξ ∈

{0, 0.01, 0.1, 1}, γ = 1. For the sparse PCA, we tune the sparsity controlling parameter

in range {0.1, 1, 10, 100, 1000} [ 243 ]. We denoted these low-rank approaches as “uncon-

strained” since they do not impose non-negativity in basis and coefficient matrices, and the

Cox regression is performed afterwards.
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4.5.2 Non-negative Matrix Factorization Approaches

CoxNMF is further compared with two vanilla NMF with Coordinate Descent (CD)

solver and Mutiplicative Update (MU) solver [  71 ]. In addition, CoxNMF is compared to

supervised non-negative matrix factorization (SNMF) [ 91 ] which imposes linear regression

into the NMF optimization process. In SNMF, survival time vector Y is regressed. Unlike

CoxNMF which simultaneously minimizes the Frobenius norm and maximizes the partial

log likelihood, methods with NMF (CD), NMF (MU), and SNMF perform Cox proportional

hazards regression on Ĥ afterwards. All NMF-based methods impose L1 norm on β with

weight searching ξ ∈ {0, 0.01, 0.1, 1}, γ = 1. We tune sα = v
P
, sβ = v

K
, sγ = v

N×K
,

v ∈ {0.001, 0.01, 0.1} for SNMF according to [  91 ], α ∈ {0.5, 1, 2, 5, 10, 20} for CoxNMF,

and use NMF(CD), NMF (MU), NNDSVD, or random as initializer for W (0) and H(0) in

CoxNMF among all experiments, where P , N , and K stands for number of features, patients,

and low-rank dimensions, respectively. In this paper, all algorithms including CoxNMF set

the maximum number of iterations M = 500. In CoxNMF, the results where the C-Index

achieved highest during the optimization will be used.

4.5.3 Hyper-parameters Choosing Criteria

Determining hyper-parameters of each algorithm along with estimating the K̂ are two-

folded. The first step is choosing the optimal pair of hyper-parameters for each K̂ where it

achieves highest C-Index (so each K̂ will then have only one result). The second step is to

choose K̂ which has the highest silhouette score as the desired estimation.

The silhouette score, or mean silhouette coefficient, measures the consistency within

clusters of data. It describes how well each element has been classified [  132 ]. In this study,

Euclidean distance is adopted as the distance metric. After row normalization on the result-

ing basis matrix W̄p = Ŵp/
∥∥∥Ŵp

∥∥∥ for each row p, The hierarchical agglomerative clustering

measures in Euclidean distance with Ward linkage [ 244 ] is used to cluster the basis matrix

W̄ . By performing this step we are able to get the gene clusters and the corresponding

silhouette score.
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4.5.4 Experimental Hardware and Running Time

All experiments are conducted in an 8-core Intel Xeon processor with 32 GB of RAM. All

codes are written in Python version 3.8. All running times are measured in seconds. Specific

python package versions are: lifelines v0.25.4, numpy v1.18.5, pandas v1.0.5, matplotlib

v3.3.2, sklearn v0.23.2, scipy v1.5.0, seaborn v0.11.0, and tqdm v4.47.0.

4.6 Experimental Settings for Synthetic Data

In the simulation, we consider the dataset contains N = 100 patients. The survival

times Yi of patient i are sorted in ascending order follows exponential distribution λe−λY

with λ = 100, i ∈ {1, 2, · · · , N} according to [  245 ]. All patients will have a complete event

(Ci = 1) in this ideal situation.

With K number of latent gene clusters each consists of 50 genes (ground truth), we have

the ground truth basis matrix W in block diagonal with dimension P by K, each block is

non-negative and is assumed to follow i.i.d. exponential distribution ζe−ζw with ζ = 1 [ 15 ],

[ 246 ]. In this case, P = 50 ·K. We denote W[k] as the kth block consists of 50 genes in kth

cluster.

The ground truth coefficient matrix H with dimension K by N , each row k ∈ {1, · · · , K}

of Hk,· follows i.i.d. uniform distribution U(0, 1) except certain rows carry survival informa-

tion. we suppose the Hi,· for i ∈ {1, 2, · · · , τ1} are associated with better prognosis (concord

with survival time), and Hj,· for j ∈ {K−τ2 +1, · · · , K} are associated with worse prognosis

(discord with survival time), τ1 + τ2 < K.

4.6.1 Univariate Underlying Features

In this setting, the first/last rows are artificially replaced (τ1 = τ2 = 1). Specifically, the

values of first row Hk=1,i are constructed from 0.5 to 0.698 with step size = 0.02 (C-Index =

0). The values of last row Hk=K,i are constructed from 0.698 to 0.5 with step size = −0.02

(C-Index = 1). This simulation setting hypothesizes that only first/last row carries survival
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information which concord/discord with the survival. In this case, our goal is to unravel the

gene clusters W[1] and W[K] associate with better/worse survival prognosis.

4.6.2 Multivariate Underlying Features

In reality, the underlying group of features may depend on each other. To simulate this

scenario, we set τ1 = τ2 = 2. Initially all rows of the H follow i.i.d. uniform distribution

U(0, 1). Then the second row Hk=2,i is replaced by the array from 0.5 to 0.698 with step

size = 0.02, further minus 1
10Hk=1,i. Meanwhile, the (K − 1)th row Hk=K−1,i is replaced by

the array from 0.698 to 0.5 with step size = −0.02, further minus 1
10Hk=K,i. Thus the first

and second rows are depended on each other and both lead to the better prognosis, also vise

versa for the Kth and (K − 1)th rows.

The ground truth data matrix X is then constructed as X = W H + E. The matrix E

suggests an artificial noise introduced into the system, which follows exponential distribution

εe−εw with ε ∈ {0, 0.05, 0.1}.

Previous work suggests that either the Poisson distribution [ 247 ], [ 248 ] or the Exponential

distribution [  246 ] be used to model the error (or noise) of gene expression data. Although

Poisson distribution can be used to model gene expression variation [  249 ], [  246 ] suggested a

strictly decreasing probability of increasing gene expression TPM (Transcripts Per Million)

values should be considered. In our human gene expression experiments, the gene expression

data is normalized by RSEM (RNA-seq by Expectation-Maximization) [  250 ], which provides

a means to obtain TPM. Furthermore, a lot of entries in gene expression matrix are zero,

which may not be appropriately modeled by a Poisson distribution. Since using the Expo-

nential distribution can capture gene distribution with low read counts [ 246 ], we adopt it for

modeling gene expression noise.

As K remains unknown in reality, the first step is required to determine the optimal

K̂ according to the silhouette score. We perform experiments with all combinations of

K ∈ {6, 7, 8, 9, 10, 11, 12} and search K̂ = K ± {0, 1, 2}. All experiments perform 5 times

each with different random seeds for the initialization and optimizations. Later from Table

 4.7 and Table  4.8 we observe almost all algorithms can find the optimal K̂ = K based on their

126



highest silhouette score especially the proposed CoxNMF. This step helps us to determine

the number of the latent dimension K in the simulation study and in human cancer datasets

as well.

4.7 Experimental Settings for TCGA Cancer Data

To improve precision health and cancer treatments, we are particularly interested in

discovering gene clusters behind the gene expression matrix and the corresponding survival

information. The goal of discovering latent cancer gene interaction groups can help biologist

reveal gene functions, set up biological experiments, or help develop drugs based on targeted

genes. Gene expression data (mRNA-seq) was downloaded from Broad GDAC Firehose

( https://gdac.broadinstitute.org/ ). Since gene expressions remain a considerable amount of

noises, 20% of genes with lowest expression mean and 20% of genes with lowest expression

variance were excluded according to [  2 ]. All expressions are normalized in log2 scale: X =

log2(X + 1) [ 2 ]. We end up with P = 13,140 genes for all cancers.

We search K̂ from 10 to 30 with step size = 1, and determine the hyper-parameters

using the same criteria described in the simulation study. We start searching K̂ from 10 to

ensure generally smaller sizes of the survival gene clusters. The optimal K̂ is determined

where the silhouette score is highest. All experiments set random seed = 1. In this study, we

use ten cancer types to provide the guidance of choosing various hyper-parameters including

α, ξ, and CoxNMF initialization method (Figure  4.5 ). The ten cancer types including

BLCA: Bladder urothelial carcinoma; BRCA: Breast invasive carcinoma; COAD: Colon

adenocarcinoma; KIRC: Kidney renal clear cell carcinoma; KIRP: Kidney renal papillary

cell carcinoma; LIHC: Liver hepatocellular carcinoma; LUAD: Lung adenocarcinoma; LUSC:

Lung squamous cell carcinoma; OV: Ovarian serous cystadenocarcinoma; PAAD: Pancreatic

adenocarcinoma. We find that α = 5, ξ = 0.01, and CoxNMF initialization method =

random initialization will result in higher C-Index. Thus, we use this hyper-parameter pair

for all following human cancer experiments.
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4.8 Evaluation Metrics

We apply the Cox proportional hazards regression parameter weights on the normalized

basis matrix: W̃p = β̂T � W̄p (i.e., the β̂ parameter will multiply each row p of W̄ element-

wisely), and sort the columns of W̃ and rows of Ĥ according to β̂ in ascending order,

respectively. Note that β̂k < 0 suggests a reduction in hazard on kth latent space, and the

elements of W̃ can be negative. In this case, a negative value in W̃ suggests an association

with better prognosis and vise versa.

4.8.1 Relative Error of Frobenius Norm

We introduce the Frobenius norm ‖·‖F in Equation  2.28 and Equation  4.1 , which is the

metric to evaluate the performance of NMF algorithms. Furthermore, we use the relative

error [  251 ], which is the ratio of
∥∥∥X − Ŵ Ĥ

∥∥∥
F
to ‖X‖F in percentage, to evaluate whether

a low-rank decomposition is adequately learned.

4.8.2 Silhouette Score for Determining Optimal Number of Latent Dimension
K

The hierarchical agglomerative clustering is performed on W̄ to determine the optimal

K̂ according to the highest silhouette score and gene clusters φj, j ∈ {1, 2, · · · , K̂}. Note

that all models can only produce a low-rank basis matrix Ŵ , the hierarchical clustering is

to further generate gene clusters given the normalized W̄ .

4.8.3 Quantitative Measurements of CoxNMF Optimization Results and Label
Accuracy

To tune the hyper-parameters as well as to evaluate the performance of optimization

results along with survival information, the concordance index (C-Index) is adopted and

defined in Equation  2.62 . It is a generalization of the area under the ROC curve (AUC)

which introduces the censorship information. Similar to the AUC, C-Index = 1 corresponds

to the best model prediction, and C-Index = 0.5 represents a random prediction.
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In simulation studies, to quantify whether models can identify the survival-associated

gene clusters correctly, we adopt two measurements to evaluate the results, namely, accuracy

and Dice coefficient [ 252 ].

To find the survival associated gene clusters, we focus on the τ1 smallest β̂1, · · · , β̂τ1 and

τ2 largest β̂K−τ2+1, · · · , β̂K associate with W̃ . The true labels φ− (or φ+) for better (or worse)

prognosis genes are indicated as 1 at where the genes reside at W[1,··· ,τ1] (or at W[K−τ2+1,··· ,K]).

The estimated labels φ̂− = ∑τ1
i=1 argminΦj

∑
j W̃Φj=i,i∑

j:Φj=i 1 and φ̂+ = ∑K
i=K−τ2+1 argmaxΦj

∑
j W̃Φj=i,i∑

j:Φj=i 1

are determined by the highest mean absolute value on the associated low-rank dimensions

(Operation argminΦj and argmaxΦj return binary label arrays where genes at Φj are indicated

as 1). We concatenate φ− and φ+ as φ, and concatenate φ̂− and φ̂+ as φ̂. Then we compare

our true labels φ and the estimated labels φ̂ via two metrics: accuracy and Dice coefficient,

to evaluate the performances of finding survival-associated gene clusters. Note that these

two metrics are only valid in simulation study due to the absence of the ground truth labels

in human cancer dataset. C-Index is determined during the model learning, while accuracy

and Dice coefficient are unseen until the model with optimal C-Index is determined.

4.9 Results

Our method is first validated on forty-two different combinations of simulation study with

univariate and multivariate underlying features setup, seven different sizes of synthetic data

(K ∈ {6, 7, 8, 9, 10, 11, 12}), further perturbed by three different artificially induced noises

(ε ∈ {0, 0.05, 0.10}). We then apply the proposed method on ten different TCGA human

cancer datasets.

4.9.1 Simulation Results

From Table  4.1 we observe that the proposed CoxNMF can achieve highest C-Index

(which is used for model selection) consistently among all K in univariate underlying fea-

tures simulation when ε = 0. We also report the rest of univariate/multivariate simulation

results with ε ∈ {0, 0.05, 0.10} in Table  4.2 ,  4.3 ,  4.4 ,  4.5 , and  4.6 . The corresponding ac-

curacy and relative error also lead other models among all experiments: The relationships
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between C-Index and accuracy, Dice coefficient, and relative error are reported in Figure  4.2 .

Two simulation results where K = K̂ = 10, ε = 0.05 are presented for univariate experiment

(Figure  4.3 , C-Index = 1.0, accuracy = 0.9800, Dice coefficient = 0.8936) and multivari-

ate experiment (Figure  4.4 , C-Index = 1.0, accuracy = 0.9335, Dice coefficient = 0.7302),

respectively. The complete univariate/multivariate simulation results including K̂, relative

errors, accuracy, Dice coefficient, running time in seconds, etc. are further reported in Table

 4.7 and  4.8 .

Table 4.1. Simulation results with univariate underlying features setup for
K ∈ {6, 7, 8, 9, 10, 11, 12}, ε = 0. K̂ is searched around K ± {0, 1, 2} and is
determined by highest silhouette score. Experiments repeat 5 times each with
random seed ∈ {1, 2, 3, 4, 5}. Mean values ± standard deviations are reported,
best performed mean values among models are highlighted in bold font.

K 6 7 8 9 10 11 12
Metrics Model

Accuracy TruncatedSVD 0.9667±0.07 0.9429±0.08 0.9250±0.07 0.9556±0.06 0.9200±0.04 0.9273±0.04 0.9500±0.05
PCA 0.7847±0.08 0.7740±0.05 0.7490±0.11 0.8073±0.02 0.9016±0.03 0.8689±0.02 0.8822±0.09
SparsePCA 0.7657±0.03 0.7951±0.03 0.7933±0.01 0.8102±0.07 0.8304±0.07 0.7033±0.04 0.8327±0.08
NNDSVD 0.9000±0.09 0.9143±0.08 0.8750±0.00 0.9111±0.05 0.9200±0.04 0.9273±0.04 0.9500±0.05
FactorAnalysis 0.8533±0.12 0.8946±0.04 0.9235±0.07 0.8991±0.07 0.9114±0.07 0.9202±0.04 0.9240±0.04
NMF (CD) 0.8000±0.07 0.8571±0.00 0.8750±0.09 0.8889±0.08 0.8800±0.11 0.8727±0.05 0.9500±0.05
NMF (MU) 0.8667±0.07 0.7714±0.08 0.8250±0.07 0.8667±0.09 0.8400±0.05 0.8545±0.05 0.8833±0.05
SNMF 0.9000±0.09 0.8857±0.06 0.8750±0.00 0.8889±0.00 0.9200±0.04 0.9273±0.04 0.9333±0.04
CoxNMF 0.9333±0.09 0.9714±0.06 0.9500±0.07 0.9556±0.06 0.9600±0.05 1.0000±0.00 0.9333±0.07

Dice coefficient TruncatedSVD 0.9000±0.22 0.8000±0.27 0.7000±0.27 0.8000±0.27 0.6000±0.22 0.6000±0.22 0.7000±0.27
PCA 0.3765±0.11 0.1878±0.14 0.1948±0.14 0.0845±0.12 0.1606±0.16 0.2362±0.06 0.1029±0.12
SparsePCA 0.1560±0.14 0.1704±0.16 0.0000±0.00 0.1167±0.11 0.1861±0.17 0.1641±0.09 0.0225±0.05
NNDSVD 0.7000±0.27 0.7000±0.27 0.5000±0.00 0.6000±0.22 0.6000±0.22 0.6000±0.22 0.7000±0.27
FactorAnalysis 0.6370±0.20 0.5831±0.19 0.6746±0.27 0.5282±0.29 0.5745±0.29 0.5304±0.21 0.5137±0.23
NMF (CD) 0.4000±0.22 0.5000±0.00 0.5000±0.35 0.5000±0.35 0.4000±0.55 0.3000±0.27 0.7000±0.27
NMF (MU) 0.6000±0.22 0.2000±0.27 0.3000±0.27 0.4000±0.42 0.2000±0.27 0.2000±0.27 0.3000±0.27
SNMF 0.7000±0.27 0.6000±0.22 0.5000±0.00 0.5000±0.00 0.6000±0.22 0.6000±0.22 0.6000±0.22
CoxNMF 0.8000±0.27 0.9000±0.22 0.8000±0.27 0.8000±0.27 0.8000±0.27 1.0000±0.00 0.6000±0.42

Additional Analyses on Synthetic Data

To investigate whether different results can be obtained when synthetically generated

survival information is located on different low-rank positions, we perform additional simu-

lation analyses on univariate and multivariate synthetic data, which we refer to as secondary

univariate and multivariate simulation results, respectively.

In the secondary univariate simulation, the first and second rows of the matrix are re-

placed with synthetic data (we set τ1 = τ2 = 1). Specifically, the values of first row Hk=1,i are
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Figure 4.2. (A) C-Index and accuracy; (B) C-Index and Dice coefficient; and
(C) C-Index and relative error among five unconstrained low-rank approaches
and four NMF-based approaches across K ∈ {6, 7, 8, 9, 10, 11, 12}, and three
different levels of artificial noise E for ε ∈ {0, 0.05, 0.10} in both univariate
and multivariate simulations. Mean values from 5 random seeds results are
used for presenting this figure. X-axes are in logit scale. Figure best viewed
in color. C-Index = 0.99 are indicated with red dashed lines.
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Figure 4.3. An univariate underlying features simulation result with
CoxNMF model (K = K̂ = 10, ε = 0.05, α = 5, ξ = 0.1, CoxNMF ini-
tialization = NNDSVD). (A) Survival time and Ĥ . (B) ground truth W ,
note that W[1] associate with better prognosis (longer survival time), W[K] as-
sociate with worse prognosis. (C) W̃ and hierarchical agglomerative clustering
results (highlighted by most distinct colors, but do not relate with colors in
(B) and (D)) with K̂ number of clusters. Columns of W̃ and rows of Ĥ are
sorted in ascending order of β̂. Cluster with highest mean absolute value on
the smallest β̂1 and cluster with highest mean absolute value on the largest
β̂K are highlighted with blue rectangle and red rectangle. (D) Ground truth
labels in panel B with row permutation according to the hierarchical cluster-
ing result. Original and identified cluster ID associated with better and worse
survival are highlighted in blue and red colors, respectively. In this figure,
C-Index = 1.0, accuracy = 0.9800, dice coefficient = 0.8936, relative error
= 5.4464%, and running time = 3.8185 seconds.
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Figure 4.4. An multivariate underlying features simulation result with
CoxNMF model (K = K̂ = 10, ε = 0.05, α = 5, ξ = 0.1, CoxNMF ini-
tialization = NNDSVD). (A) Survival time and Ĥ . (B) ground truth W ,
note that W[1] associate with better prognosis (longer survival time), W[K] as-
sociate with worse prognosis. (C) W̃ and hierarchical agglomerative clustering
results (highlighted by most distinct colors, but do not relate with colors in
(B) and (D)) with K̂ number of clusters. Columns of W̃ and rows of Ĥ are
sorted in ascending order of β̂. Cluster with highest mean absolute value on
the smallest β̂1 and cluster with highest mean absolute value on the largest
β̂K are highlighted with blue rectangle and red rectangle. (D) Ground truth
labels in panel B with row permutation according to the hierarchical cluster-
ing result. Original and identified cluster ID associated with better and worse
survival are highlighted in blue and red colors, respectively. In this figure,
C-Index = 1.0, accuracy = 0.9335, dice coefficient = 0.7302, relative error
= 5.8849%, and running time = 3.8726 seconds.
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Table 4.2. Simulation results with univariate underlying features setup for
K ∈ {6, 7, 8, 9, 10, 11, 12}, ε = 0.05. K̂ is searched around K±{0, 1, 2} and is
determined by highest silhouette score. Experiments repeat 5 times each with
random seed ∈ {1, 2, 3, 4, 5}. Mean values ± standard deviations are reported,
best performed mean values among models are highlighted in bold font.

K 6 7 8 9 10 11 12
Metrics Model

Accuracy TruncatedSVD 0.6413±0.09 0.7183±0.08 0.7012±0.06 0.7938±0.09 0.7888±0.05 0.8455±0.01 0.8497±0.05
PCA 0.7477±0.06 0.7814±0.06 0.7853±0.05 0.8109±0.02 0.8932±0.03 0.9120±0.04 0.8905±0.02
SparsePCA 0.7447±0.02 0.8123±0.09 0.7170±0.08 0.8362±0.02 0.9012±0.01 0.7333±0.06 0.8380±0.08
NNDSVD 0.6650±0.11 0.7194±0.01 0.7932±0.06 0.7913±0.06 0.8308±0.05 0.8371±0.04 0.8750±0.04
FactorAnalysis 0.7893±0.05 0.9017±0.06 0.7550±0.01 0.9104±0.06 0.9284±0.04 0.9353±0.05 0.8768±0.05
NMF (CD) 0.6730±0.14 0.7197±0.07 0.7068±0.06 0.7767±0.06 0.7958±0.05 0.8396±0.01 0.8418±0.03
NMF (MU) 0.5920±0.03 0.7640±0.10 0.7220±0.06 0.8211±0.07 0.8014±0.03 0.8296±0.01 0.8400±0.01
SNMF 0.7070±0.09 0.7754±0.08 0.7927±0.08 0.8344±0.07 0.8092±0.04 0.9091±0.03 0.8723±0.04
CoxNMF 0.8897±0.08 0.8771±0.07 0.8947±0.05 0.9007±0.04 0.9192±0.06 0.8945±0.02 0.9288±0.05

Dice coefficient TruncatedSVD 0.1666±0.20 0.2425±0.20 0.1011±0.17 0.3156±0.29 0.2255±0.19 0.3697±0.01 0.3539±0.23
PCA 0.2438±0.12 0.2050±0.17 0.1660±0.16 0.0737±0.10 0.2285±0.08 0.3400±0.12 0.3005±0.13
SparsePCA 0.0552±0.12 0.1248±0.19 0.1164±0.13 0.0975±0.13 0.0000±0.00 0.1133±0.10 0.0839±0.12
NNDSVD 0.1995±0.28 0.0645±0.14 0.2823±0.28 0.1147±0.22 0.2750±0.27 0.0980±0.21 0.3705±0.24
FactorAnalysis 0.3454±0.08 0.6045±0.24 0.0000±0.00 0.5716±0.24 0.5855±0.22 0.6186±0.27 0.2708±0.31
NMF (CD) 0.2400±0.33 0.2427±0.20 0.0931±0.17 0.2416±0.19 0.2382±0.19 0.2937±0.16 0.2952±0.15
NMF (MU) 0.0757±0.14 0.3061±0.32 0.0916±0.17 0.2815±0.25 0.1506±0.20 0.0768±0.16 0.0749±0.17
SNMF 0.1798±0.24 0.1980±0.27 0.1970±0.27 0.2515±0.35 0.1565±0.21 0.5293±0.18 0.3683±0.26
CoxNMF 0.7349±0.18 0.5411±0.14 0.7002±0.14 0.6760±0.10 0.6769±0.23 0.5758±0.11 0.6584±0.20

Table 4.3. Simulation results with univariate underlying features setup for
K ∈ {6, 7, 8, 9, 10, 11, 12}, ε = 0.10. K̂ is searched around K±{0, 1, 2} and is
determined by highest silhouette score. Experiments repeat 5 times each with
random seed ∈ {1, 2, 3, 4, 5}. Mean values ± standard deviations are reported,
best performed mean values among models are highlighted in bold font.

K 6 7 8 9 10 11 12
Metrics Model

Accuracy TruncatedSVD 0.6083±0.08 0.7140±0.07 0.6890±0.06 0.7844±0.08 0.7834±0.05 0.8173±0.01 0.8297±0.04
PCA 0.7390±0.07 0.7514±0.04 0.8360±0.03 0.8158±0.02 0.8470±0.02 0.8735±0.02 0.8633±0.02
SparsePCA 0.7430±0.01 0.7849±0.05 0.7145±0.07 0.8449±0.01 0.8674±0.08 0.7260±0.07 0.7478±0.07
NNDSVD 0.6583±0.11 0.7194±0.02 0.7878±0.05 0.7871±0.01 0.8322±0.05 0.8169±0.02 0.8712±0.04
FactorAnalysis 0.6793±0.05 0.7531±0.09 0.7540±0.05 0.8009±0.05 0.8226±0.05 0.8633±0.01 0.8722±0.05
NMF (CD) 0.6097±0.07 0.7440±0.10 0.6847±0.06 0.7658±0.04 0.7854±0.05 0.8295±0.01 0.8233±0.03
NMF (MU) 0.6050±0.07 0.7606±0.10 0.7000±0.05 0.7944±0.07 0.8022±0.03 0.8380±0.01 0.8440±0.00
SNMF 0.7717±0.03 0.7914±0.08 0.7637±0.07 0.7991±0.07 0.8286±0.05 0.8382±0.01 0.8473±0.01
CoxNMF 0.8080±0.00 0.8394±0.01 0.8645±0.01 0.8973±0.04 0.8526±0.02 0.8942±0.01 0.8605±0.01

Dice coefficient TruncatedSVD 0.0971±0.18 0.2363±0.19 0.1061±0.15 0.3088±0.26 0.2217±0.17 0.3281±0.01 0.3172±0.20
PCA 0.2081±0.17 0.1475±0.15 0.2268±0.15 0.0832±0.11 0.1452±0.11 0.2441±0.05 0.1847±0.15
SparsePCA 0.0000±0.00 0.1338±0.19 0.0994±0.10 0.1489±0.15 0.1291±0.20 0.1159±0.08 0.1632±0.05
NNDSVD 0.2569±0.25 0.0631±0.14 0.2643±0.25 0.0041±0.01 0.2734±0.27 0.1195±0.16 0.2871±0.28
FactorAnalysis 0.0469±0.10 0.2031±0.24 0.0608±0.14 0.1112±0.15 0.1604±0.15 0.2676±0.15 0.2516±0.27
NMF (CD) 0.0872±0.17 0.3012±0.28 0.0957±0.15 0.1652±0.18 0.2241±0.18 0.2791±0.16 0.2690±0.14
NMF (MU) 0.0933±0.16 0.3104±0.30 0.1056±0.15 0.1813±0.23 0.0776±0.17 0.1473±0.20 0.0716±0.15
SNMF 0.5217±0.12 0.3150±0.31 0.1047±0.20 0.2210±0.31 0.2090±0.31 0.2217±0.19 0.1431±0.20
CoxNMF 0.4883±0.11 0.5623±0.10 0.6080±0.02 0.6612±0.11 0.3198±0.21 0.5926±0.02 0.2033±0.19

filled with values ranging from 0.5 to 0.698 with step size = 0.02 (C-Index = 0). Similarly,

the values of second row Hk=2,i are filled with values ranging from 0.698 to 0.5 with step size
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Table 4.4. Simulation results with multivariate underlying features setup for
K ∈ {6, 7, 8, 9, 10, 11, 12}, ε = 0. K̂ is searched around K ± {0, 1, 2} and is
determined by highest silhouette score. Experiments repeat 5 times each with
random seed ∈ {1, 2, 3, 4, 5}. Mean values ± standard deviations are reported,
best performed mean values among models are highlighted in bold font.

K 6 7 8 9 10 11 12
Metrics Model

Accuracy TruncatedSVD 0.7833±0.05 0.8286±0.04 0.7875±0.03 0.8000±0.03 0.8500±0.04 0.8455±0.02 0.8667±0.03
PCA 0.7173±0.02 0.8273±0.05 0.8602±0.01 0.8673±0.01 0.8743±0.01 0.8745±0.01 0.8263±0.02
SparsePCA 0.6480±0.02 0.6964±0.06 0.7394±0.02 0.7694±0.06 0.7220±0.04 0.7435±0.05 0.7741±0.06
NNDSVD 0.7000±0.05 0.7571±0.04 0.8000±0.03 0.8111±0.03 0.8300±0.04 0.8545±0.02 0.8667±0.03
FactorAnalysis 0.7078±0.05 0.7459±0.04 0.7943±0.02 0.7993±0.04 0.8170±0.02 0.8409±0.01 0.8507±0.03
NMF (CD) 0.7500±0.06 0.7571±0.06 0.7875±0.07 0.8222±0.02 0.8200±0.04 0.8636±0.05 0.8417±0.03
NMF (MU) 0.7167±0.07 0.7429±0.04 0.7250±0.03 0.8000±0.05 0.7700±0.03 0.7818±0.02 0.8167±0.02
SNMF 0.8333±0.06 0.8143±0.06 0.8250±0.07 0.8667±0.06 0.8300±0.04 0.8636±0.03 0.8583±0.02
CoxNMF 0.8333±0.06 0.7714±0.06 0.8625±0.05 0.8778±0.05 0.9000±0.00 0.8727±0.06 0.9002±0.03

Dice coefficient TruncatedSVD 0.4800±0.11 0.5200±0.11 0.3200±0.11 0.2800±0.11 0.4000±0.14 0.3200±0.11 0.3600±0.17
PCA 0.2207±0.06 0.1554±0.09 0.1750±0.08 0.0412±0.05 0.0853±0.08 0.1242±0.11 0.1283±0.09
SparsePCA 0.1735±0.14 0.1644±0.06 0.0657±0.10 0.2024±0.06 0.1579±0.05 0.1171±0.07 0.1324±0.06
NNDSVD 0.2800±0.11 0.3200±0.11 0.3600±0.09 0.3200±0.11 0.3200±0.18 0.3600±0.09 0.3600±0.17
FactorAnalysis 0.2656±0.12 0.2532±0.07 0.2728±0.10 0.2443±0.10 0.1939±0.06 0.2561±0.08 0.2380±0.13
NMF (CD) 0.4000±0.14 0.3200±0.18 0.3200±0.23 0.3600±0.09 0.2800±0.18 0.4000±0.20 0.2400±0.17
NMF (MU) 0.3200±0.18 0.2800±0.11 0.1200±0.11 0.2800±0.18 0.0800±0.11 0.0400±0.09 0.1200±0.11
SNMF 0.6000±0.14 0.4800±0.18 0.4400±0.22 0.5200±0.23 0.3200±0.18 0.4000±0.14 0.3200±0.11
CoxNMF 0.6000±0.14 0.3600±0.17 0.5600±0.17 0.5600±0.17 0.6000±0.00 0.4400±0.26 0.2783±0.20

Table 4.5. Simulation results with multivariate underlying features setup for
K ∈ {6, 7, 8, 9, 10, 11, 12}, ε = 0.05. K̂ is searched around K±{0, 1, 2} and is
determined by highest silhouette score. Experiments repeat 5 times each with
random seed ∈ {1, 2, 3, 4, 5}. Mean values ± standard deviations are reported,
best performed mean values among models are highlighted in bold font.

K 6 7 8 9 10 11 12
Metrics Model

Accuracy TruncatedSVD 0.6208±0.09 0.6027±0.05 0.7230±0.09 0.7737±0.02 0.7895±0.02 0.7820±0.06 0.7890±0.05
PCA 0.7257±0.03 0.7113±0.02 0.7374±0.06 0.8546±0.00 0.7951±0.01 0.8793±0.01 0.8248±0.01
SparsePCA 0.6728±0.02 0.6851±0.03 0.7752±0.03 0.7919±0.05 0.7361±0.04 0.7514±0.06 0.8264±0.01
NNDSVD 0.6208±0.05 0.6924±0.04 0.7119±0.03 0.7424±0.03 0.7580±0.04 0.7724±0.01 0.7889±0.02
FactorAnalysis 0.7602±0.03 0.7814±0.02 0.7398±0.06 0.7769±0.04 0.8481±0.03 0.8148±0.05 0.8201±0.04
NMF (CD) 0.6405±0.08 0.6350±0.04 0.7396±0.07 0.7983±0.04 0.7754±0.02 0.7869±0.03 0.8071±0.04
NMF (MU) 0.6077±0.07 0.6761±0.00 0.7305±0.05 0.7502±0.03 0.8114±0.03 0.7925±0.03 0.8214±0.02
SNMF 0.8067±0.03 0.8043±0.04 0.7288±0.10 0.8563±0.05 0.8325±0.02 0.8654±0.02 0.8148±0.04
CoxNMF 0.7752±0.09 0.8079±0.04 0.8374±0.05 0.8358±0.05 0.9016±0.04 0.8507±0.02 0.8412±0.02

Dice coefficient TruncatedSVD 0.2442±0.17 0.0857±0.08 0.2899±0.25 0.3561±0.06 0.3498±0.06 0.2620±0.22 0.2279±0.19
PCA 0.2512±0.09 0.1077±0.05 0.1377±0.06 0.1545±0.02 0.0707±0.04 0.1490±0.03 0.1130±0.09
SparsePCA 0.1700±0.14 0.1422±0.10 0.1430±0.15 0.0972±0.09 0.1115±0.08 0.1583±0.03 0.0246±0.05
NNDSVD 0.1506±0.08 0.1857±0.12 0.1964±0.13 0.2052±0.07 0.1657±0.15 0.0999±0.09 0.1179±0.08
FactorAnalysis 0.3854±0.08 0.3414±0.05 0.1671±0.18 0.1862±0.13 0.3387±0.10 0.2007±0.21 0.1525±0.16
NMF (CD) 0.2187±0.19 0.0775±0.09 0.2473±0.20 0.3494±0.12 0.2076±0.07 0.1738±0.12 0.1756±0.17
NMF (MU) 0.1477±0.15 0.1807±0.00 0.1839±0.18 0.1431±0.15 0.2926±0.10 0.1447±0.14 0.1468±0.08
SNMF 0.5377±0.08 0.4590±0.11 0.2168±0.29 0.4894±0.18 0.3424±0.08 0.4164±0.08 0.2070±0.18
CoxNMF 0.4528±0.22 0.4596±0.12 0.4795±0.17 0.4158±0.17 0.6171±0.12 0.3462±0.10 0.2612±0.14

= −0.02 (C-Index = 1). A complete report of all secondary univariate simulation results is

shown in Table  4.9 .
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Table 4.6. Simulation results with multivariate underlying features setup for
K ∈ {6, 7, 8, 9, 10, 11, 12}, ε = 0.10. K̂ is searched around K±{0, 1, 2} and is
determined by highest silhouette score. Experiments repeat 5 times each with
random seed ∈ {1, 2, 3, 4, 5}. Mean values ± standard deviations are reported,
best performed mean values among models are highlighted in bold font.

K 6 7 8 9 10 11 12
Metrics Model

Accuracy TruncatedSVD 0.6042±0.09 0.5951±0.06 0.7184±0.10 0.7681±0.03 0.7694±0.06 0.7666±0.07 0.7759±0.04
PCA 0.7307±0.03 0.7031±0.03 0.7390±0.07 0.7858±0.03 0.8688±0.01 0.8215±0.03 0.8209±0.01
SparsePCA 0.5813±0.06 0.6876±0.03 0.7779±0.08 0.7151±0.06 0.7275±0.06 0.8577±0.04 0.8248±0.03
NNDSVD 0.6142±0.08 0.6517±0.02 0.7161±0.03 0.7404±0.03 0.7475±0.03 0.7730±0.01 0.7934±0.02
FactorAnalysis 0.6233±0.07 0.6649±0.02 0.7532±0.05 0.7930±0.03 0.8125±0.01 0.8197±0.05 0.8164±0.03
NMF (CD) 0.6228±0.07 0.6333±0.03 0.7213±0.06 0.8141±0.05 0.7898±0.06 0.7838±0.03 0.8098±0.04
NMF (MU) 0.6540±0.04 0.6939±0.05 0.7551±0.04 0.7431±0.01 0.8241±0.03 0.8169±0.04 0.8248±0.02
SNMF 0.7133±0.03 0.8211±0.03 0.7426±0.06 0.7783±0.02 0.8371±0.03 0.7947±0.02 0.7907±0.02
CoxNMF 0.7717±0.09 0.7661±0.05 0.8283±0.05 0.8008±0.05 0.8182±0.02 0.8413±0.04 0.8462±0.02

Dice coefficient TruncatedSVD 0.2293±0.17 0.1005±0.09 0.2897±0.24 0.3706±0.08 0.3234±0.16 0.2574±0.20 0.2174±0.16
PCA 0.2385±0.10 0.0659±0.09 0.1562±0.06 0.1692±0.09 0.2253±0.05 0.1708±0.12 0.0875±0.09
SparsePCA 0.2203±0.11 0.1911±0.10 0.1733±0.08 0.1313±0.06 0.0948±0.08 0.0886±0.09 0.0886±0.08
NNDSVD 0.2269±0.16 0.2119±0.06 0.1991±0.14 0.2015±0.06 0.1316±0.12 0.1096±0.09 0.1493±0.07
FactorAnalysis 0.1156±0.12 0.0631±0.09 0.2053±0.15 0.2573±0.07 0.2693±0.04 0.2146±0.21 0.1291±0.13
NMF (CD) 0.1801±0.16 0.0799±0.08 0.2080±0.18 0.4023±0.15 0.2705±0.18 0.1688±0.11 0.2074±0.16
NMF (MU) 0.2495±0.09 0.2185±0.08 0.2406±0.15 0.1434±0.08 0.3413±0.12 0.2118±0.18 0.1409±0.14
SNMF 0.3709±0.05 0.5069±0.07 0.2443±0.18 0.2772±0.09 0.3732±0.12 0.2017±0.07 0.1084±0.08
CoxNMF 0.4538±0.18 0.3565±0.18 0.4700±0.17 0.2883±0.17 0.3058±0.10 0.2939±0.14 0.3155±0.12

In the secondary multivariate simulation, we set τ1 = τ2 = 2. Initially all rows of the H

are i.i.d. uniformly distributed over U(0, 1). The second row Hk=2,i is then replaced by the

difference of an array of values ranging from 0.5 to 0.698 (step size = 0.02) with 1
10Hk=1,i.

Finally, the 3rd row Hk=3,i is replaced by difference of an array of values from 0.698 to 0.5

(step size = −0.02) with 1
10Hk=4,i. Thus, the first and second rows depend on each other

and both lead to better prognosis, whereas the 3rd and 4th rows depend on each other and

lead to adverse prognosis. A complete report of all secondary multivariate simulation results

is shown in Table  4.10 .

From the results it is observed that CoxNMF still outperforms the other baseline algo-

rithms in most of the simulations. For example, CoxNMF achieved highest accuracy and Dice

coefficient in 5 out of 7 K, and highest C-Index in 7 out of 7 K, among K ∈ {6,7,8,9,10,11,12}

and ε = 0.10, in both the secondary univariate and multivariate simulations. These results

suggested that CoxNMF is still a preferred model for unveiling latent survival gene clusters,

even when the artificially introduced survival information is at a different location of the

ground truth H .
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Table 4.7. Simulation results with univariate underlying features setup
among all combinations of K ∈ {6, 7, 8, 9, 10, 11, 12} and ε ∈ {0, 0.05, 0.10}.
Experiments repeat 5 times each with random seed ∈ {1, 2, 3, 4, 5}. Mean val-
ues ± standard deviations are reported, best performed mean values among
models are highlighted in bold font.
ε = 0.00 ε = 0.05 ε = 0.10
K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime

K Model

6 TruncatedSVD 6 0.0000±0.00 1.0000±0.00 0.9667±0.07 0.9000±0.22 0.1414±0.01 5 0.0783±0.00 0.8526±0.17 0.6413±0.09 0.1666±0.20 0.0846±0.02 5 0.1232±0.01 0.8035±0.15 0.6083±0.08 0.0971±0.18 0.1032±0.02
PCA 6 0.0000±0.00 1.0000±0.00 0.7847±0.08 0.3765±0.11 0.1430±0.01 4 0.1402±0.01 0.5669±0.02 0.7477±0.06 0.2438±0.12 0.1851±0.03 4 0.1661±0.01 0.5656±0.02 0.7390±0.07 0.2081±0.17 0.1763±0.03
SparsePCA 6 0.0156±0.00 0.9551±0.01 0.7657±0.03 0.1560±0.14 119.9614±2.78 6 0.0608±0.00 0.9494±0.01 0.7447±0.02 0.0552±0.12 119.9969±6.02 6 0.1131±0.01 0.9362±0.01 0.7430±0.01 0.0000±0.00 120.8642±2.97
NNDSVD 6 0.3145±0.01 0.8773±0.01 0.9000±0.09 0.7000±0.27 0.3854±0.09 4 0.3128±0.01 0.5573±0.02 0.6650±0.11 0.1995±0.28 0.3132±0.10 4 0.3149±0.01 0.5570±0.02 0.6583±0.11 0.2569±0.25 0.1488±0.00
FactorAnalysis 6 0.0000±0.00 1.0000±0.00 0.8533±0.12 0.6370±0.20 0.1593±0.01 6 0.0588±0.00 0.9840±0.00 0.7893±0.05 0.3454±0.08 0.1241±0.02 5 0.1230±0.01 0.7999±0.16 0.6793±0.05 0.0469±0.10 0.1161±0.03
NMF (CD) 6 0.0035±0.00 0.9932±0.01 0.8000±0.07 0.4000±0.22 0.1940±0.01 5 0.0783±0.00 0.8524±0.17 0.6730±0.14 0.2400±0.33 0.1433±0.01 5 0.1232±0.01 0.8036±0.15 0.6097±0.07 0.0872±0.17 0.1457±0.02
NMF (MU) 6 0.0295±0.01 0.9391±0.05 0.8667±0.07 0.6000±0.22 0.1675±0.02 5 0.0807±0.01 0.8049±0.18 0.5920±0.03 0.0757±0.14 0.1472±0.02 5 0.1250±0.01 0.7639±0.16 0.6050±0.07 0.0933±0.16 0.1526±0.02
SNMF 6 0.0004±0.00 0.9999±0.00 0.9000±0.09 0.7000±0.27 31.1359±3.82 5 0.0784±0.00 0.8595±0.15 0.7070±0.09 0.1798±0.24 35.8905±1.30 6 0.1125±0.01 0.9630±0.00 0.7717±0.03 0.5217±0.12 37.4042±2.63
CoxNMF 6 0.0094±0.01 1.0000±0.00 0.9333±0.09 0.8000±0.27 5.3220±0.10 6 0.0616±0.00 1.0000±0.00 0.8897±0.08 0.7349±0.18 5.5224±0.27 6 0.1141±0.01 0.9994±0.00 0.8080±0.00 0.4883±0.11 5.4748±0.07

7 TruncatedSVD 7 0.0000±0.00 1.0000±0.00 0.9429±0.08 0.8000±0.27 0.1452±0.01 6 0.0747±0.00 0.8583±0.07 0.7183±0.08 0.2425±0.20 0.0798±0.00 6 0.1180±0.01 0.7729±0.10 0.7140±0.07 0.2363±0.19 0.1003±0.02
PCA 6 0.0505±0.00 0.9894±0.00 0.7740±0.05 0.1878±0.14 0.0836±0.00 6 0.0746±0.00 0.8494±0.07 0.7814±0.06 0.2050±0.17 0.0815±0.00 5 0.1519±0.01 0.5596±0.03 0.7514±0.04 0.1475±0.15 0.2528±0.07
SparsePCA 7 0.0150±0.00 0.9506±0.01 0.7951±0.03 0.1704±0.16 139.8523±4.29 8 0.0574±0.00 0.9549±0.01 0.8123±0.09 0.1248±0.19 145.2228±3.91 6 0.1185±0.01 0.7316±0.12 0.7849±0.05 0.1338±0.19 120.4231±2.11
NNDSVD 7 0.3373±0.01 0.8819±0.02 0.9143±0.08 0.7000±0.27 0.4090±0.13 5 0.3328±0.01 0.5646±0.03 0.7194±0.01 0.0645±0.14 0.1621±0.00 5 0.3325±0.01 0.5640±0.03 0.7194±0.02 0.0631±0.14 0.1592±0.00
FactorAnalysis 7 0.0000±0.00 1.0000±0.00 0.8946±0.04 0.5831±0.19 0.1672±0.01 7 0.0563±0.00 0.9861±0.00 0.9017±0.06 0.6045±0.24 0.1318±0.01 6 0.1181±0.01 0.7661±0.11 0.7531±0.09 0.2031±0.24 0.1313±0.01
NMF (CD) 7 0.0024±0.00 0.9954±0.01 0.8571±0.00 0.5000±0.00 0.2118±0.01 6 0.0748±0.00 0.8577±0.07 0.7197±0.07 0.2427±0.20 0.1534±0.00 6 0.1182±0.01 0.7701±0.10 0.7440±0.10 0.3012±0.28 0.1657±0.02
NMF (MU) 7 0.0276±0.02 0.8876±0.10 0.7714±0.08 0.2000±0.27 0.1643±0.01 6 0.0773±0.00 0.7722±0.10 0.7640±0.10 0.3061±0.32 0.1527±0.01 6 0.1196±0.01 0.7302±0.09 0.7606±0.10 0.3104±0.30 0.1562±0.02
SNMF 7 0.0003±0.00 0.9990±0.00 0.8857±0.06 0.6000±0.22 32.6721±3.97 6 0.0748±0.00 0.8573±0.07 0.7754±0.08 0.1980±0.27 32.9375±4.06 6 0.1181±0.01 0.7726±0.10 0.7914±0.08 0.3150±0.31 35.7420±1.03
CoxNMF 7 0.0057±0.00 1.0000±0.00 0.9714±0.06 0.9000±0.22 4.3984±0.20 8 0.0590±0.00 1.0000±0.00 0.8771±0.07 0.5411±0.14 4.3419±0.08 7 0.1087±0.01 0.9999±0.00 0.8394±0.01 0.5623±0.10 4.3185±0.07

8 TruncatedSVD 8 0.0000±0.00 1.0000±0.00 0.9250±0.07 0.7000±0.27 0.1448±0.01 7 0.0711±0.00 0.8399±0.07 0.7012±0.06 0.1011±0.17 0.0834±0.00 7 0.1144±0.00 0.7485±0.07 0.6890±0.06 0.1061±0.15 0.1068±0.02
PCA 6 0.1025±0.01 0.5590±0.04 0.7490±0.11 0.1948±0.14 0.0652±0.00 6 0.1134±0.01 0.5594±0.04 0.7853±0.05 0.1660±0.16 0.0655±0.00 8 0.1051±0.01 0.9654±0.01 0.8360±0.03 0.2268±0.15 0.2298±0.11
SparsePCA 7 0.0477±0.00 0.7700±0.12 0.7933±0.01 0.0000±0.00 138.8714±1.52 7 0.0721±0.00 0.7629±0.09 0.7170±0.08 0.1164±0.13 142.5608±9.15 7 0.1149±0.00 0.7204±0.10 0.7145±0.07 0.0994±0.10 139.2578±1.10
NNDSVD 8 0.3547±0.01 0.8697±0.01 0.8750±0.00 0.5000±0.00 0.1926±0.01 6 0.3488±0.01 0.5564±0.03 0.7932±0.06 0.2823±0.28 0.5259±0.03 6 0.3468±0.01 0.5568±0.03 0.7878±0.05 0.2643±0.25 0.5157±0.01
FactorAnalysis 8 0.0000±0.00 1.0000±0.00 0.9235±0.07 0.6746±0.27 0.1700±0.01 7 0.0716±0.00 0.8309±0.13 0.7550±0.01 0.0000±0.00 0.1090±0.01 7 0.1145±0.00 0.7556±0.09 0.7540±0.05 0.0608±0.14 0.1182±0.02
NMF (CD) 8 0.0060±0.01 0.9747±0.04 0.8750±0.09 0.5000±0.35 0.2506±0.10 7 0.0712±0.00 0.8389±0.07 0.7068±0.06 0.0931±0.17 0.1676±0.01 7 0.1147±0.00 0.7484±0.07 0.6847±0.06 0.0957±0.15 0.1930±0.02
NMF (MU) 8 0.0256±0.01 0.8955±0.05 0.8250±0.07 0.3000±0.27 0.1772±0.02 7 0.0759±0.00 0.6924±0.12 0.7220±0.06 0.0916±0.17 0.1571±0.01 7 0.1162±0.00 0.6862±0.07 0.7000±0.05 0.1056±0.15 0.1769±0.02
SNMF 8 0.0003±0.00 0.9983±0.00 0.8750±0.00 0.5000±0.00 32.3563±5.42 7 0.0713±0.00 0.8440±0.07 0.7927±0.08 0.1970±0.27 42.8982±4.39 7 0.1147±0.00 0.7573±0.08 0.7637±0.07 0.1047±0.20 42.5548±3.44
CoxNMF 8 0.0098±0.01 1.0000±0.00 0.9500±0.07 0.8000±0.27 4.3291±0.08 8 0.0592±0.01 1.0000±0.00 0.8947±0.05 0.7002±0.14 5.4263±0.29 8 0.1112±0.00 0.9995±0.00 0.8645±0.01 0.6080±0.02 4.2325±0.07

9 TruncatedSVD 9 0.0000±0.00 1.0000±0.00 0.9556±0.06 0.8000±0.27 0.1499±0.01 8 0.0692±0.00 0.8229±0.15 0.7938±0.09 0.3156±0.29 0.0874±0.01 8 0.1105±0.00 0.7616±0.16 0.7844±0.08 0.3088±0.26 0.0981±0.02
PCA 8 0.0459±0.00 0.9855±0.01 0.8073±0.02 0.0845±0.12 0.0919±0.01 8 0.0691±0.00 0.8313±0.15 0.8109±0.02 0.0737±0.10 0.0960±0.01 7 0.1347±0.00 0.5713±0.05 0.8158±0.02 0.0832±0.11 0.2139±0.04
SparsePCA 9 0.0138±0.00 0.9603±0.01 0.8102±0.07 0.1167±0.11 173.3591±6.95 9 0.0545±0.00 0.9522±0.01 0.8362±0.02 0.0975±0.13 174.3828±3.62 9 0.1021±0.00 0.9427±0.01 0.8449±0.01 0.1489±0.15 174.7893±4.25
NNDSVD 9 0.3637±0.01 0.8745±0.02 0.9111±0.05 0.6000±0.22 0.5577±0.03 8 0.3538±0.01 0.6129±0.05 0.7913±0.06 0.1147±0.22 0.1856±0.00 7 0.3534±0.01 0.5767±0.02 0.7871±0.01 0.0041±0.01 0.5060±0.04
FactorAnalysis 9 0.0000±0.00 1.0000±0.00 0.8991±0.07 0.5282±0.29 0.1777±0.01 9 0.0528±0.00 0.9855±0.00 0.9104±0.06 0.5716±0.24 0.2698±0.10 8 0.1106±0.00 0.7654±0.15 0.8009±0.05 0.1112±0.15 0.1233±0.02
NMF (CD) 9 0.0028±0.00 0.9939±0.01 0.8889±0.08 0.5000±0.35 0.2294±0.01 8 0.0694±0.00 0.8251±0.15 0.7767±0.06 0.2416±0.19 0.1805±0.01 8 0.1109±0.00 0.7608±0.16 0.7658±0.04 0.1652±0.18 0.1792±0.02
NMF (MU) 9 0.0373±0.01 0.8888±0.09 0.8667±0.09 0.4000±0.42 0.1731±0.02 8 0.0750±0.00 0.6880±0.16 0.8211±0.07 0.2815±0.25 0.1606±0.02 8 0.1148±0.00 0.6604±0.15 0.7944±0.07 0.1813±0.23 0.1601±0.02
SNMF 9 0.0002±0.00 0.9997±0.00 0.8889±0.00 0.5000±0.00 39.8020±7.20 8 0.0693±0.00 0.8223±0.15 0.8344±0.07 0.2515±0.35 45.4949±4.14 8 0.1108±0.00 0.7613±0.16 0.7991±0.07 0.2210±0.31 47.4637±1.83
CoxNMF 9 0.0215±0.01 1.0000±0.00 0.9556±0.06 0.8000±0.27 4.4475±0.16 9 0.0605±0.01 0.9999±0.00 0.9007±0.04 0.6760±0.10 4.3819±0.11 9 0.1041±0.01 0.9996±0.00 0.8973±0.04 0.6612±0.11 3.9993±0.88

10 TruncatedSVD 10 0.0000±0.00 1.0000±0.00 0.9200±0.04 0.6000±0.22 0.1499±0.01 9 0.0658±0.00 0.8779±0.05 0.7888±0.05 0.2255±0.19 0.0933±0.02 9 0.1088±0.00 0.7789±0.08 0.7834±0.05 0.2217±0.17 0.1245±0.00
PCA 12 0.0000±0.00 1.0000±0.00 0.9016±0.03 0.1606±0.16 0.1627±0.01 12 0.0518±0.00 0.9858±0.00 0.8932±0.03 0.2285±0.08 0.1386±0.01 8 0.1263±0.00 0.5724±0.03 0.8470±0.02 0.1452±0.11 0.2698±0.08
SparsePCA 10 0.0146±0.00 0.9447±0.01 0.8304±0.07 0.1861±0.17 194.6709±1.98 11 0.0543±0.00 0.9498±0.01 0.9012±0.01 0.0000±0.00 198.7960±7.38 11 0.1017±0.00 0.9419±0.01 0.8674±0.08 0.1291±0.20 204.1633±8.10
NNDSVD 10 0.3777±0.02 0.8659±0.01 0.9200±0.04 0.6000±0.22 0.3671±0.08 8 0.3675±0.02 0.5680±0.03 0.8308±0.05 0.2750±0.27 0.3680±0.06 8 0.3643±0.02 0.5691±0.03 0.8322±0.05 0.2734±0.27 0.3625±0.04
FactorAnalysis 10 0.0000±0.00 1.0000±0.00 0.9114±0.07 0.5745±0.29 0.1792±0.01 10 0.0530±0.00 0.9854±0.00 0.9284±0.04 0.5855±0.22 0.1376±0.01 9 0.1089±0.00 0.8119±0.08 0.8226±0.05 0.1604±0.15 0.1409±0.00
NMF (CD) 10 0.0052±0.00 0.9792±0.01 0.8800±0.11 0.4000±0.55 0.3355±0.12 9 0.0660±0.00 0.8777±0.05 0.7958±0.05 0.2382±0.19 0.1918±0.00 9 0.1093±0.00 0.7781±0.08 0.7854±0.05 0.2241±0.18 0.2290±0.01
NMF (MU) 10 0.0373±0.01 0.7887±0.08 0.8400±0.05 0.2000±0.27 0.1871±0.01 9 0.0712±0.00 0.7052±0.07 0.8014±0.03 0.1506±0.20 0.1764±0.02 9 0.1128±0.00 0.6696±0.07 0.8022±0.03 0.0776±0.17 0.1856±0.03
SNMF 10 0.0003±0.00 0.9995±0.00 0.9200±0.04 0.6000±0.22 44.2806±4.22 9 0.0660±0.00 0.8779±0.05 0.8092±0.04 0.1565±0.21 53.4899±5.82 9 0.1092±0.00 0.7786±0.08 0.8286±0.05 0.2090±0.31 52.4478±4.76
CoxNMF 10 0.0148±0.01 1.0000±0.00 0.9600±0.05 0.8000±0.27 3.8390±1.57 10 0.0558±0.00 1.0000±0.00 0.9192±0.06 0.6769±0.23 5.5532±0.18 10 0.1035±0.00 0.9996±0.00 0.8526±0.02 0.3198±0.21 4.5925±0.13

11 TruncatedSVD 11 0.0000±0.00 1.0000±0.00 0.9273±0.04 0.6000±0.22 0.1562±0.00 10 0.0671±0.00 0.8475±0.15 0.8455±0.01 0.3697±0.01 0.1021±0.02 10 0.1098±0.00 0.7808±0.15 0.8173±0.01 0.3281±0.01 0.1143±0.03
PCA 10 0.0420±0.00 0.9845±0.00 0.8689±0.02 0.2362±0.06 0.0986±0.01 13 0.0520±0.00 0.9885±0.00 0.9120±0.04 0.3400±0.12 0.1410±0.00 10 0.1096±0.00 0.7957±0.14 0.8735±0.02 0.2441±0.05 0.1182±0.03
SparsePCA 10 0.0439±0.00 0.8096±0.16 0.7033±0.04 0.1641±0.09 198.1901±5.38 10 0.0682±0.00 0.7891±0.15 0.7333±0.06 0.1133±0.10 192.5488±5.78 10 0.1103±0.00 0.7562±0.14 0.7260±0.07 0.1159±0.08 198.3129±3.85
NNDSVD 11 0.3847±0.02 0.8643±0.01 0.9273±0.04 0.6000±0.22 0.5954±0.02 10 0.3746±0.01 0.6010±0.05 0.8371±0.04 0.0980±0.21 0.2094±0.00 9 0.3732±0.01 0.5758±0.03 0.8169±0.02 0.1195±0.16 0.4396±0.07
FactorAnalysis 11 0.0000±0.00 1.0000±0.00 0.9202±0.04 0.5304±0.21 0.1899±0.00 11 0.0533±0.00 0.9886±0.00 0.9353±0.05 0.6186±0.27 0.1454±0.01 10 0.1099±0.00 0.7794±0.16 0.8633±0.01 0.2676±0.15 0.1326±0.03
NMF (CD) 11 0.0040±0.00 0.9843±0.01 0.8727±0.05 0.3000±0.27 0.3172±0.10 10 0.0675±0.00 0.8383±0.17 0.8396±0.01 0.2937±0.16 0.2133±0.02 10 0.1105±0.00 0.7800±0.15 0.8295±0.01 0.2791±0.16 0.2279±0.03
NMF (MU) 11 0.0395±0.01 0.7952±0.16 0.8545±0.05 0.2000±0.27 0.2151±0.03 10 0.0758±0.01 0.6580±0.07 0.8296±0.01 0.0768±0.16 0.1889±0.03 10 0.1151±0.00 0.6631±0.07 0.8380±0.01 0.1473±0.20 0.1838±0.01
SNMF 11 0.0006±0.00 0.9994±0.00 0.9273±0.04 0.6000±0.22 51.9193±1.74 11 0.0537±0.00 0.9874±0.00 0.9091±0.03 0.5293±0.18 57.3671±3.01 10 0.1104±0.00 0.7846±0.14 0.8382±0.01 0.2217±0.19 58.6151±2.18
CoxNMF 11 0.0105±0.00 1.0000±0.00 1.0000±0.00 1.0000±0.00 5.3712±0.68 11 0.0626±0.01 1.0000±0.00 0.8945±0.02 0.5758±0.11 4.6256±0.15 11 0.1118±0.01 0.9995±0.00 0.8942±0.01 0.5926±0.02 4.7213±0.19

12 TruncatedSVD 12 0.0000±0.00 1.0000±0.00 0.9500±0.05 0.7000±0.27 0.1583±0.00 11 0.0668±0.00 0.8059±0.20 0.8497±0.05 0.3539±0.23 0.1136±0.02 11 0.1105±0.01 0.7619±0.18 0.8297±0.04 0.3172±0.20 0.1043±0.03
PCA 13 0.0000±0.00 1.0000±0.00 0.8822±0.09 0.1029±0.12 0.1648±0.00 11 0.0667±0.00 0.7937±0.21 0.8905±0.02 0.3005±0.13 0.1109±0.02 10 0.1250±0.01 0.5758±0.03 0.8633±0.02 0.1847±0.15 0.2237±0.03
SparsePCA 12 0.0143±0.00 0.9581±0.01 0.8327±0.08 0.0225±0.05 228.7477±4.67 11 0.0679±0.00 0.7594±0.18 0.8380±0.08 0.0839±0.12 207.9066±5.07 11 0.1110±0.01 0.7444±0.16 0.7478±0.07 0.1632±0.05 211.4625±5.54
NNDSVD 12 0.3953±0.01 0.8701±0.02 0.9500±0.05 0.7000±0.27 0.3910±0.05 11 0.3826±0.01 0.6433±0.06 0.8750±0.04 0.3705±0.24 0.2314±0.01 11 0.3788±0.01 0.6383±0.05 0.8712±0.04 0.2871±0.28 0.2299±0.01
FactorAnalysis 12 0.0000±0.00 1.0000±0.00 0.9240±0.04 0.5137±0.23 0.1954±0.00 11 0.0673±0.00 0.8055±0.20 0.8768±0.05 0.2708±0.31 0.1568±0.01 11 0.1106±0.01 0.7724±0.18 0.8722±0.05 0.2516±0.27 0.1244±0.03
NMF (CD) 12 0.0017±0.00 0.9954±0.01 0.9500±0.05 0.7000±0.27 0.2800±0.01 11 0.0672±0.00 0.8054±0.20 0.8418±0.03 0.2952±0.15 0.2517±0.03 11 0.1113±0.01 0.7635±0.18 0.8233±0.03 0.2690±0.14 0.2499±0.03
NMF (MU) 12 0.0395±0.01 0.8493±0.11 0.8833±0.05 0.3000±0.27 0.2109±0.03 11 0.0843±0.01 0.6504±0.13 0.8400±0.01 0.0749±0.17 0.2102±0.03 11 0.1219±0.00 0.6525±0.11 0.8440±0.00 0.0716±0.15 0.2141±0.03
SNMF 12 0.0005±0.00 0.9991±0.00 0.9333±0.04 0.6000±0.22 48.3502±3.68 11 0.0671±0.00 0.8060±0.20 0.8723±0.04 0.3683±0.26 61.8516±2.57 11 0.1113±0.01 0.7703±0.17 0.8473±0.01 0.1431±0.20 61.2557±6.35
CoxNMF 12 0.0245±0.02 0.9999±0.00 0.9333±0.07 0.6000±0.42 4.7449±0.12 12 0.0577±0.00 1.0000±0.00 0.9288±0.05 0.6584±0.20 5.7699±0.14 12 0.1055±0.01 0.9994±0.00 0.8605±0.01 0.2033±0.19 5.8308±0.14

4.9.2 Human Cancer Gene Expression Results

To demonstrate the CoxNMF algorithm, in this thesis, we present ten cancer results.

The detailed optimization results W̃ and Ĥ for those cancers are reported in Figure  4.6 ,

 4.7 ,  4.8 ,  4.9 ,  4.10 ,  4.11 ,  4.12 ,  4.13 ,  4.14 , and  4.15 .

Label estimations φ̂− which has negative βi at column i of W̃ are highlighted in blue

rectangles. Similarly, label estimations φ̂+ which has positive βi at column i of W̃ are

highlighted in red rectangles. We assume that gene clusters φ̂− are associated with better

survival outcomes, while gene clusters φ̂+ are associated with worse survival outcomes.
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Table 4.8. Simulation results with multivariate underlying features setup
among all combinations of K ∈ {6, 7, 8, 9, 10, 11, 12} and ε ∈ {0, 0.05, 0.10}.
Experiments repeat 5 times each with random seed ∈ {1, 2, 3, 4, 5}. Mean
values ± standard deviations are reported, best performed mean values among
models are highlighted in bold font.
ε = 0.00 ε = 0.05 ε = 0.10
K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime

K Model

6 TruncatedSVD 6 0.0000±0.00 1.0000±0.00 0.7833±0.05 0.4800±0.11 0.1409±0.01 5 0.0778±0.01 0.9209±0.04 0.6208±0.09 0.2442±0.17 0.0847±0.01 5 0.1226±0.01 0.8462±0.07 0.6042±0.09 0.2293±0.17 0.1027±0.01
PCA 6 0.0000±0.00 1.0000±0.00 0.7173±0.02 0.2207±0.06 0.1411±0.01 6 0.0585±0.00 0.9838±0.00 0.7257±0.03 0.2512±0.09 0.2774±0.10 6 0.1116±0.01 0.9638±0.00 0.7307±0.03 0.2385±0.10 0.0851±0.01
SparsePCA 6 0.0158±0.00 0.9530±0.01 0.6480±0.02 0.1735±0.14 118.9442±2.46 6 0.0604±0.00 0.9490±0.01 0.6728±0.02 0.1700±0.14 120.0660±1.70 4 0.1888±0.01 0.5793±0.04 0.5813±0.06 0.2203±0.11 16.4808±4.48
NNDSVD 6 0.3314±0.02 0.8780±0.01 0.7000±0.05 0.2800±0.11 0.5235±0.02 5 0.3238±0.02 0.5998±0.04 0.6208±0.05 0.1506±0.08 0.1504±0.00 4 0.3307±0.01 0.5574±0.03 0.6142±0.08 0.2269±0.16 0.2623±0.02
FactorAnalysis 6 0.0000±0.00 1.0000±0.00 0.7078±0.05 0.2656±0.12 0.1578±0.01 6 0.0585±0.00 0.9839±0.00 0.7602±0.03 0.3854±0.08 0.2786±0.10 5 0.1224±0.01 0.8624±0.06 0.6233±0.07 0.1156±0.12 0.1204±0.00
NMF (CD) 6 0.0012±0.00 0.9996±0.00 0.7500±0.06 0.4000±0.14 0.1983±0.01 5 0.0779±0.01 0.9212±0.04 0.6405±0.08 0.2187±0.19 0.1369±0.00 5 0.1227±0.01 0.8459±0.06 0.6228±0.07 0.1801±0.16 0.1569±0.02
NMF (MU) 6 0.0218±0.01 0.9523±0.03 0.7167±0.07 0.3200±0.18 0.1504±0.01 5 0.0801±0.01 0.8837±0.04 0.6077±0.07 0.1477±0.15 0.1464±0.01 5 0.1236±0.01 0.8277±0.06 0.6540±0.04 0.2495±0.09 0.1565±0.01
SNMF 6 0.0006±0.00 0.9988±0.00 0.8333±0.06 0.6000±0.14 24.6514±6.07 6 0.0587±0.00 0.9840±0.00 0.8067±0.03 0.5377±0.08 29.9696±3.20 6 0.1119±0.01 0.9650±0.01 0.7133±0.03 0.3709±0.05 36.7547±2.28
CoxNMF 6 0.0109±0.01 1.0000±0.00 0.8333±0.06 0.6000±0.14 5.3217±0.19 6 0.0593±0.00 1.0000±0.00 0.7752±0.09 0.4528±0.22 5.3334±0.17 6 0.1127±0.01 1.0000±0.00 0.7717±0.09 0.4538±0.18 4.2085±0.10

7 TruncatedSVD 7 0.0000±0.00 1.0000±0.00 0.8286±0.04 0.5200±0.11 0.1406±0.01 6 0.0755±0.00 0.8585±0.07 0.6027±0.05 0.0857±0.08 0.0790±0.00 6 0.1161±0.00 0.7678±0.09 0.5951±0.06 0.1005±0.09 0.1131±0.00
PCA 9 0.0000±0.00 1.0000±0.00 0.8273±0.05 0.1554±0.09 0.1561±0.01 5 0.1278±0.01 0.5685±0.02 0.7113±0.02 0.1077±0.05 0.3222±0.10 6 0.1160±0.00 0.7720±0.09 0.7031±0.03 0.0659±0.09 0.1156±0.00
SparsePCA 7 0.0143±0.00 0.9611±0.00 0.6964±0.06 0.1644±0.06 141.3539±4.20 7 0.0560±0.00 0.9554±0.01 0.6851±0.03 0.1422±0.10 137.6613±1.85 7 0.1048±0.00 0.9455±0.00 0.6876±0.03 0.1911±0.10 137.8560±1.70
NNDSVD 7 0.3418±0.01 0.8748±0.00 0.7571±0.04 0.3200±0.11 0.4648±0.10 6 0.3326±0.01 0.5876±0.03 0.6924±0.04 0.1857±0.12 0.1551±0.00 5 0.3350±0.01 0.5728±0.04 0.6517±0.02 0.2119±0.06 0.1561±0.00
FactorAnalysis 7 0.0000±0.00 1.0000±0.00 0.7459±0.04 0.2532±0.07 0.1656±0.01 7 0.0543±0.00 0.9871±0.00 0.7814±0.02 0.3414±0.05 0.1311±0.01 6 0.1162±0.00 0.7890±0.08 0.6649±0.02 0.0631±0.09 0.1258±0.01
NMF (CD) 7 0.0041±0.00 0.9918±0.01 0.7571±0.06 0.3200±0.18 0.2106±0.01 6 0.0756±0.00 0.8583±0.07 0.6350±0.04 0.0775±0.09 0.1503±0.00 6 0.1163±0.00 0.7656±0.09 0.6333±0.03 0.0799±0.08 0.1708±0.02
NMF (MU) 7 0.0354±0.01 0.8886±0.04 0.7429±0.04 0.2800±0.11 0.1752±0.03 6 0.0793±0.00 0.7653±0.07 0.6761±0.00 0.1807±0.00 0.1570±0.01 6 0.1187±0.00 0.7028±0.07 0.6939±0.05 0.2185±0.08 0.1643±0.02
SNMF 7 0.0001±0.00 0.9999±0.00 0.8143±0.06 0.4800±0.18 23.3543±9.48 7 0.0545±0.00 0.9870±0.00 0.8043±0.04 0.4590±0.11 31.9815±2.43 7 0.1043±0.00 0.9695±0.00 0.8211±0.03 0.5069±0.07 34.3212±2.88
CoxNMF 7 0.0058±0.00 0.9999±0.00 0.7714±0.06 0.3600±0.17 5.6157±0.23 7 0.0550±0.00 1.0000±0.00 0.8079±0.04 0.4596±0.12 4.2549±0.14 7 0.1051±0.00 0.9994±0.00 0.7661±0.05 0.3565±0.18 5.3210±0.12

8 TruncatedSVD 8 0.0000±0.00 1.0000±0.00 0.7875±0.03 0.3200±0.11 0.1515±0.01 7 0.0698±0.00 0.8642±0.13 0.7230±0.09 0.2899±0.25 0.0954±0.02 7 0.1123±0.00 0.7984±0.13 0.7184±0.10 0.2897±0.24 0.0973±0.02
PCA 10 0.0000±0.00 1.0000±0.00 0.8602±0.01 0.1750±0.08 0.1607±0.01 7 0.0697±0.00 0.8690±0.11 0.7374±0.06 0.1377±0.06 0.0968±0.02 7 0.1121±0.00 0.8005±0.12 0.7390±0.07 0.1562±0.06 0.1064±0.02
SparsePCA 8 0.0146±0.00 0.9473±0.02 0.7394±0.02 0.0657±0.10 160.3633±12.83 9 0.0550±0.00 0.9563±0.01 0.7752±0.03 0.1430±0.15 160.6093±2.02 9 0.1033±0.00 0.9467±0.01 0.7779±0.08 0.1733±0.08 162.0228±1.15
NNDSVD 8 0.3569±0.02 0.8686±0.01 0.8000±0.03 0.3600±0.09 0.1953±0.01 6 0.3503±0.02 0.5682±0.03 0.7119±0.03 0.1964±0.13 0.3752±0.07 6 0.3489±0.02 0.5654±0.03 0.7161±0.03 0.1991±0.14 0.5308±0.01
FactorAnalysis 8 0.0000±0.00 1.0000±0.00 0.7943±0.02 0.2728±0.10 0.1778±0.01 7 0.0703±0.00 0.8612±0.15 0.7398±0.06 0.1671±0.18 0.1055±0.02 7 0.1123±0.00 0.8040±0.12 0.7532±0.05 0.2053±0.15 0.1165±0.02
NMF (CD) 8 0.0031±0.00 0.9913±0.01 0.7875±0.07 0.3200±0.23 0.2453±0.07 7 0.0699±0.00 0.8636±0.13 0.7396±0.07 0.2473±0.20 0.1769±0.02 7 0.1125±0.00 0.7973±0.13 0.7213±0.06 0.2080±0.18 0.1799±0.02
NMF (MU) 8 0.0344±0.01 0.8160±0.12 0.7250±0.03 0.1200±0.11 0.1646±0.02 7 0.0764±0.01 0.7074±0.10 0.7305±0.05 0.1839±0.18 0.1825±0.03 7 0.1174±0.01 0.6967±0.08 0.7551±0.04 0.2406±0.15 0.1702±0.02
SNMF 8 0.0001±0.00 1.0000±0.00 0.8250±0.07 0.4400±0.22 31.7027±8.34 7 0.0699±0.00 0.8635±0.13 0.7288±0.10 0.2168±0.29 31.9221±1.40 7 0.1125±0.00 0.7978±0.13 0.7426±0.06 0.2443±0.18 34.9501±3.68
CoxNMF 8 0.0087±0.01 1.0000±0.00 0.8625±0.05 0.5600±0.17 5.3822±0.86 8 0.0550±0.00 1.0000±0.00 0.8374±0.05 0.4795±0.17 4.3600±0.07 8 0.1044±0.00 0.9998±0.00 0.8283±0.05 0.4700±0.17 5.3985±0.07

9 TruncatedSVD 9 0.0000±0.00 1.0000±0.00 0.8000±0.03 0.2800±0.11 0.1498±0.01 8 0.0688±0.00 0.8876±0.11 0.7737±0.02 0.3561±0.06 0.0967±0.02 8 0.1121±0.00 0.8288±0.13 0.7681±0.03 0.3706±0.08 0.1119±0.01
PCA 11 0.0000±0.00 1.0000±0.00 0.8673±0.01 0.0412±0.05 0.1591±0.01 10 0.0535±0.00 0.9863±0.00 0.8546±0.00 0.1545±0.02 0.1345±0.01 7 0.1381±0.01 0.5863±0.04 0.7858±0.03 0.1692±0.09 0.2304±0.03
SparsePCA 9 0.0147±0.00 0.9554±0.01 0.7694±0.06 0.2024±0.06 173.9682±5.85 10 0.0554±0.00 0.9534±0.01 0.7919±0.05 0.0972±0.09 177.8056±2.69 8 0.1125±0.00 0.7869±0.15 0.7151±0.06 0.1313±0.06 157.3929±3.77
NNDSVD 9 0.3659±0.01 0.8764±0.01 0.8111±0.03 0.3200±0.11 0.5066±0.09 7 0.3587±0.01 0.5790±0.02 0.7424±0.03 0.2052±0.07 0.3862±0.06 7 0.3570±0.01 0.5798±0.02 0.7404±0.03 0.2015±0.06 0.1820±0.01
FactorAnalysis 9 0.0000±0.00 1.0000±0.00 0.7993±0.04 0.2443±0.10 0.1784±0.01 8 0.0691±0.00 0.8569±0.14 0.7769±0.04 0.1862±0.13 0.1255±0.01 8 0.1120±0.00 0.8099±0.15 0.7930±0.03 0.2573±0.07 0.1229±0.02
NMF (CD) 9 0.0054±0.00 0.9846±0.02 0.8222±0.02 0.3600±0.09 0.2723±0.07 8 0.0690±0.00 0.8869±0.11 0.7983±0.04 0.3494±0.12 0.1785±0.02 8 0.1124±0.00 0.8284±0.13 0.8141±0.05 0.4023±0.15 0.1967±0.01
NMF (MU) 9 0.0394±0.01 0.8668±0.06 0.8000±0.05 0.2800±0.18 0.1958±0.02 8 0.0786±0.01 0.7508±0.15 0.7502±0.03 0.1431±0.15 0.1714±0.02 8 0.1178±0.01 0.7324±0.15 0.7431±0.01 0.1434±0.08 0.1663±0.03
SNMF 9 0.0005±0.00 0.9986±0.00 0.8667±0.06 0.5200±0.23 37.5492±6.23 9 0.0544±0.00 0.9863±0.00 0.8563±0.05 0.4894±0.18 46.9898±5.30 8 0.1124±0.00 0.8282±0.13 0.7783±0.02 0.2772±0.09 41.6692±7.59
CoxNMF 9 0.0139±0.01 0.9999±0.00 0.8778±0.05 0.5600±0.17 5.1952±0.80 9 0.0553±0.00 0.9998±0.00 0.8358±0.05 0.4158±0.17 5.4012±0.06 9 0.1053±0.00 0.9994±0.00 0.8008±0.05 0.2883±0.17 4.4741±0.11

10 TruncatedSVD 10 0.0000±0.00 1.0000±0.00 0.8500±0.04 0.4000±0.14 0.1507±0.01 9 0.0703±0.00 0.8599±0.16 0.7895±0.02 0.3498±0.06 0.0902±0.02 9 0.1146±0.01 0.8092±0.13 0.7694±0.06 0.3234±0.16 0.1040±0.03
PCA 12 0.0000±0.00 1.0000±0.00 0.8743±0.01 0.0853±0.08 0.1608±0.01 8 0.1035±0.01 0.5843±0.02 0.7951±0.01 0.0707±0.04 0.0875±0.04 11 0.1052±0.01 0.9683±0.00 0.8688±0.01 0.2253±0.05 0.0981±0.00
SparsePCA 10 0.0149±0.00 0.9528±0.01 0.7220±0.04 0.1579±0.05 195.7634±5.99 10 0.0574±0.00 0.9545±0.01 0.7361±0.04 0.1115±0.08 192.7114±4.63 9 0.1151±0.01 0.7946±0.12 0.7275±0.06 0.0948±0.08 176.7760±5.09
NNDSVD 10 0.3788±0.01 0.8742±0.01 0.8300±0.04 0.3200±0.18 0.3687±0.09 8 0.3694±0.01 0.5829±0.03 0.7580±0.04 0.1657±0.15 0.2411±0.10 8 0.3666±0.00 0.5826±0.03 0.7475±0.03 0.1316±0.12 0.1944±0.00
FactorAnalysis 10 0.0000±0.00 1.0000±0.00 0.8170±0.02 0.1939±0.06 0.1791±0.01 10 0.0557±0.00 0.9859±0.00 0.8481±0.03 0.3387±0.10 0.1397±0.01 9 0.1147±0.01 0.8144±0.14 0.8125±0.01 0.2693±0.04 0.1263±0.02
NMF (CD) 10 0.0039±0.00 0.9851±0.02 0.8200±0.04 0.2800±0.18 0.2518±0.01 9 0.0705±0.00 0.8592±0.16 0.7754±0.02 0.2076±0.07 0.1988±0.02 9 0.1151±0.01 0.8101±0.13 0.7898±0.06 0.2705±0.18 0.2087±0.03
NMF (MU) 10 0.0353±0.01 0.8602±0.07 0.7700±0.03 0.0800±0.11 0.2066±0.02 9 0.0760±0.00 0.7732±0.13 0.8114±0.03 0.2926±0.10 0.1860±0.02 9 0.1177±0.01 0.7317±0.10 0.8241±0.03 0.3413±0.12 0.1848±0.02
SNMF 10 0.0007±0.00 0.9990±0.00 0.8300±0.04 0.3200±0.18 45.1362±7.52 10 0.0561±0.00 0.9853±0.00 0.8325±0.02 0.3424±0.08 53.0563±4.25 10 0.1072±0.01 0.9676±0.00 0.8371±0.03 0.3732±0.12 53.1634±2.04
CoxNMF 10 0.0252±0.03 0.9996±0.00 0.9000±0.00 0.6000±0.00 4.1739±0.86 10 0.0590±0.01 0.9998±0.00 0.9016±0.04 0.6171±0.12 5.6865±0.17 10 0.1087±0.01 0.9991±0.00 0.8182±0.02 0.3058±0.10 5.5462±0.16

11 TruncatedSVD 11 0.0000±0.00 1.0000±0.00 0.8455±0.02 0.3200±0.11 0.1540±0.01 10 0.0691±0.00 0.8739±0.10 0.7820±0.06 0.2620±0.22 0.1001±0.02 10 0.1139±0.01 0.8020±0.14 0.7666±0.07 0.2574±0.20 0.1174±0.02
PCA 12 0.0000±0.00 1.0000±0.00 0.8745±0.01 0.1242±0.11 0.1601±0.00 12 0.0550±0.00 0.9867±0.00 0.8793±0.01 0.1490±0.03 0.1319±0.01 10 0.1138±0.01 0.7897±0.14 0.8215±0.03 0.1708±0.12 0.1177±0.02
SparsePCA 10 0.0439±0.00 0.8133±0.15 0.7435±0.05 0.1171±0.07 201.5104±7.20 10 0.0701±0.00 0.7935±0.16 0.7514±0.06 0.1583±0.03 191.2154±5.97 12 0.1065±0.01 0.9469±0.01 0.8577±0.04 0.0886±0.09 218.9479±5.73
NNDSVD 11 0.3940±0.01 0.8717±0.01 0.8545±0.02 0.3600±0.09 0.3531±0.01 9 0.3832±0.01 0.5795±0.03 0.7724±0.01 0.0999±0.09 0.2110±0.01 9 0.3793±0.01 0.5822±0.03 0.7730±0.01 0.1096±0.09 0.2106±0.01
FactorAnalysis 11 0.0000±0.00 1.0000±0.00 0.8409±0.01 0.2561±0.08 0.1834±0.01 10 0.0696±0.00 0.8706±0.11 0.8148±0.05 0.2007±0.21 0.1310±0.02 10 0.1140±0.01 0.7949±0.14 0.8197±0.05 0.2146±0.21 0.1355±0.02
NMF (CD) 11 0.0031±0.00 0.9926±0.01 0.8636±0.05 0.4000±0.20 0.2750±0.01 10 0.0693±0.00 0.8737±0.10 0.7869±0.03 0.1738±0.12 0.2208±0.01 10 0.1146±0.01 0.8030±0.14 0.7838±0.03 0.1688±0.11 0.2365±0.02
NMF (MU) 11 0.0357±0.00 0.8345±0.10 0.7818±0.02 0.0400±0.09 0.2196±0.03 10 0.0803±0.01 0.7260±0.14 0.7925±0.03 0.1447±0.14 0.1981±0.02 10 0.1205±0.01 0.7103±0.14 0.8169±0.04 0.2118±0.18 0.2002±0.03
SNMF 11 0.0005±0.00 0.9996±0.00 0.8636±0.03 0.4000±0.14 47.4345±4.82 11 0.0562±0.00 0.9842±0.00 0.8654±0.02 0.4164±0.08 57.3563±3.78 10 0.1146±0.01 0.8027±0.14 0.7947±0.02 0.2017±0.07 52.8029±6.38
CoxNMF 11 0.0247±0.01 0.9997±0.00 0.8727±0.06 0.4400±0.26 4.6407±0.13 11 0.0572±0.01 0.9998±0.00 0.8507±0.02 0.3462±0.10 4.8930±1.74 11 0.1085±0.01 0.9980±0.00 0.8413±0.04 0.2939±0.14 4.7068±0.11

12 TruncatedSVD 12 0.0000±0.00 1.0000±0.00 0.8667±0.03 0.3600±0.17 0.1562±0.01 11 0.0680±0.00 0.9113±0.04 0.7890±0.05 0.2279±0.19 0.0998±0.02 11 0.1138±0.01 0.8368±0.07 0.7759±0.04 0.2174±0.16 0.1273±0.00
PCA 11 0.0391±0.00 0.9834±0.00 0.8263±0.02 0.1283±0.09 0.0979±0.01 11 0.0679±0.00 0.9130±0.04 0.8248±0.01 0.1130±0.09 0.1086±0.02 11 0.1137±0.01 0.8463±0.06 0.8209±0.01 0.0875±0.09 0.1303±0.01
SparsePCA 11 0.0415±0.00 0.8724±0.05 0.7741±0.06 0.1324±0.06 210.8450±4.94 12 0.0578±0.00 0.9497±0.01 0.8264±0.01 0.0246±0.05 227.0586±4.65 12 0.1079±0.01 0.9408±0.01 0.8248±0.03 0.0886±0.08 233.4639±10.97
NNDSVD 12 0.4024±0.01 0.8693±0.01 0.8667±0.03 0.3600±0.17 0.5454±0.10 11 0.3895±0.01 0.6351±0.04 0.7889±0.02 0.1179±0.08 0.2286±0.00 11 0.3846±0.01 0.6335±0.04 0.7934±0.02 0.1493±0.07 0.2358±0.01
FactorAnalysis 12 0.0000±0.00 1.0000±0.00 0.8507±0.03 0.2380±0.13 0.1935±0.01 11 0.0684±0.00 0.8992±0.07 0.8201±0.04 0.1525±0.16 0.1416±0.03 11 0.1139±0.01 0.8417±0.07 0.8164±0.03 0.1291±0.13 0.1513±0.01
NMF (CD) 12 0.0061±0.01 0.9895±0.01 0.8417±0.03 0.2400±0.17 0.2810±0.01 11 0.0684±0.00 0.9080±0.05 0.8071±0.04 0.1756±0.17 0.2417±0.02 11 0.1147±0.01 0.8279±0.08 0.8098±0.04 0.2074±0.16 0.2761±0.01
NMF (MU) 12 0.0358±0.01 0.8093±0.06 0.8167±0.02 0.1200±0.11 0.2007±0.02 11 0.0801±0.01 0.6430±0.04 0.8214±0.02 0.1468±0.08 0.1944±0.00 11 0.1228±0.01 0.6472±0.05 0.8248±0.02 0.1409±0.14 0.2021±0.01
SNMF 12 0.0004±0.00 0.9996±0.00 0.8583±0.02 0.3200±0.11 50.1545±4.19 11 0.0684±0.00 0.9089±0.05 0.8148±0.04 0.2070±0.18 55.9900±4.78 11 0.1147±0.01 0.8271±0.08 0.7907±0.02 0.1084±0.08 58.1586±4.51
CoxNMF 14 0.0079±0.00 1.0000±0.00 0.9002±0.03 0.2783±0.20 4.8752±0.09 12 0.0574±0.00 0.9998±0.00 0.8412±0.02 0.2612±0.14 5.8957±0.16 12 0.1100±0.01 0.9994±0.00 0.8462±0.02 0.3155±0.12 4.9122±0.25

In addition, Spearman’s rank correlation coefficient matrices of original data X are also

reported and organized by the associated clusters that concord/discord with the survival,

suggest the effectiveness of low-rank reorganization in helping to find survival associated

clusters which is hard to exploit from the original data X.

By performing gene ontology (GO) analysis with ToppGene analysis suite [ 182 ], certain

GO biological process terms are discovered. The measurement of the enrichment results is

based on P -value using the hypergeometric distribution [  253 ]. A smaller P -value indicates

a more significant association of gene cluster to a particular GO term. GO terms are sorted

in ascending order based on P -value. Top GO terms and other important GO terms are
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Table 4.9. Simulation results in secondary univariate simulation setup among
all combinations of K ∈ {6, 7, 8, 9, 10, 11, 12} and ε ∈ {0, 0.05, 0.10}.
Experiments repeat 5 times each with random seed ∈ {1, 2, 3, 4, 5}. Mean
values ± standard deviations are reported, best performed mean values among
models are highlighted in bold font.
ε = 0.00 ε = 0.05 ε = 0.10
K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime

K Model

6 TruncatedSVD 6 0.0000±0.00 1.0000±0.00 0.8333±0.12 0.5000±0.35 0.1417±0.00 5.0 0.0774±0.00 0.8776±0.03 0.7163±0.04 0.2359±0.22 0.0775±0.00 5.0 0.1228±0.01 0.7733±0.04 0.7123±0.03 0.2277±0.21 0.1065±0.02
PCA 6 0.0000±0.00 1.0000±0.00 0.7350±0.09 0.1228±0.12 0.1439±0.01 6 0.0590±0.00 0.9837±0.00 0.6873±0.12 0.2520±0.04 0.1208±0.01 6 0.1126±0.01 0.9617±0.01 0.7743±0.03 0.2240±0.03 0.1870±0.08
SparsePCA 6 0.0158±0.00 0.9493±0.01 0.7080±0.10 0.1847±0.13 119.2778±1.77 5.0 0.0782±0.00 0.8459±0.02 0.6273±0.02 0.2015±0.07 101.0216±2.33 5.0 0.1232±0.01 0.7824±0.04 0.7503±0.11 0.3109±0.22 103.3369±3.87
NNDSVD 6 0.3238±0.00 0.8828±0.01 0.7333±0.09 0.2000±0.27 0.3236±0.10 5.0 0.3158±0.00 0.5762±0.03 0.7053±0.07 0.1096±0.21 0.1428±0.00 4.0 0.3223±0.00 0.5619±0.02 0.6983±0.08 0.2246±0.21 0.2807±0.04
FactorAnalysis 6 0.0000±0.00 1.0000±0.00 0.7637±0.04 0.2964±0.17 0.1571±0.00 6 0.0591±0.00 0.9835±0.00 0.7573±0.04 0.3020±0.18 0.3128±0.09 5.0 0.1227±0.01 0.8079±0.04 0.7433±0.07 0.2492±0.17 0.1205±0.01
NMF (CD) 6 0.0024±0.00 0.9968±0.01 0.7667±0.09 0.3000±0.27 0.1825±0.01 5.0 0.0776±0.00 0.8769±0.02 0.7157±0.03 0.2337±0.21 0.1306±0.00 5.0 0.1233±0.01 0.7697±0.04 0.7137±0.02 0.2278±0.21 0.1582±0.01
NMF (MU) 6 0.0303±0.01 0.9159±0.04 0.7000±0.07 0.1000±0.22 0.1378±0.00 5.0 0.0792±0.00 0.8303±0.05 0.7890±0.07 0.4827±0.16 0.1383±0.01 5.0 0.1239±0.01 0.7507±0.03 0.7510±0.05 0.4026±0.05 0.1583±0.01
SNMF 6 0.0001±0.00 1.0000±0.00 0.8667±0.07 0.6000±0.22 18.0335±5.68 5.0 0.0775±0.00 0.8777±0.03 0.6773±0.00 0.0000±0.00 22.4225±2.80 5.0 0.1229±0.01 0.7732±0.04 0.6930±0.03 0.0790±0.17 26.9871±3.11
CoxNMF 6 0.0091±0.01 1.0000±0.00 0.8000±0.07 0.4000±0.22 4.2283±0.14 7.0 0.0623±0.01 1.0000±0.00 0.8583±0.06 0.4536±0.26 5.2925±0.52 6 0.1783±0.14 0.9997±0.00 0.7657±0.04 0.3616±0.06 3.9821±0.71

7 TruncatedSVD 7 0.0000±0.00 1.0000±0.00 0.8286±0.06 0.4000±0.22 0.1446±0.01 6.0 0.0748±0.01 0.7326±0.12 0.7394±0.03 0.1520±0.21 0.0939±0.01 6.0 0.1186±0.01 0.6493±0.10 0.7603±0.06 0.2397±0.22 0.0983±0.03
PCA 7 0.0000±0.00 1.0000±0.00 0.7409±0.10 0.2113±0.12 0.1461±0.01 5.0 0.1234±0.00 0.5625±0.03 0.7654±0.02 0.1486±0.09 0.0674±0.00 5.0 0.1515±0.01 0.5623±0.03 0.7729±0.04 0.2072±0.18 0.0702±0.00
SparsePCA 7 0.0155±0.00 0.9460±0.01 0.8103±0.04 0.1467±0.20 138.0505±2.56 7 0.0585±0.00 0.9448±0.01 0.7946±0.04 0.0747±0.17 142.1372±4.00 7 0.1093±0.01 0.9274±0.02 0.7483±0.05 0.0330±0.07 144.8767±5.81
NNDSVD 7 0.3390±0.02 0.8776±0.01 0.8286±0.06 0.4000±0.22 0.1838±0.00 5.0 0.3340±0.02 0.5659±0.03 0.7103±0.01 0.1302±0.17 0.5367±0.02 5.0 0.3340±0.01 0.5674±0.03 0.7146±0.02 0.1317±0.17 0.5653±0.03
FactorAnalysis 7 0.0000±0.00 1.0000±0.00 0.7849±0.05 0.2237±0.22 0.1644±0.01 7 0.0567±0.00 0.9838±0.00 0.7991±0.04 0.3894±0.06 0.1360±0.01 6.0 0.1187±0.01 0.6705±0.11 0.7309±0.03 0.0785±0.18 0.1131±0.03
NMF (CD) 7 0.0018±0.00 0.9980±0.00 0.8571±0.10 0.5000±0.35 0.2046±0.01 6.0 0.0749±0.01 0.7338±0.11 0.7963±0.06 0.3490±0.20 0.1500±0.00 6.0 0.1188±0.01 0.6480±0.10 0.7934±0.08 0.3127±0.31 0.1556±0.02
NMF (MU) 7 0.0276±0.02 0.8754±0.11 0.8000±0.13 0.3000±0.45 0.1565±0.02 6.0 0.0786±0.01 0.6602±0.08 0.7286±0.02 0.0758±0.17 0.1478±0.01 6.0 0.1204±0.01 0.6372±0.06 0.7266±0.01 0.0760±0.16 0.1496±0.02
SNMF 7 0.0006±0.00 0.9986±0.00 0.8571±0.00 0.5000±0.00 29.0828±3.37 6.0 0.0749±0.01 0.7333±0.11 0.7749±0.07 0.1965±0.27 30.1428±2.89 6.0 0.1188±0.01 0.6545±0.09 0.7526±0.06 0.0957±0.20 35.8031±1.47
CoxNMF 7 0.0057±0.00 0.9995±0.00 0.8286±0.12 0.4000±0.42 5.4608±0.06 7 0.0590±0.00 0.9999±0.00 0.8346±0.06 0.4791±0.16 5.7804±0.20 7 0.1097±0.01 0.9998±0.00 0.8134±0.06 0.3875±0.24 5.9892±0.23

8 TruncatedSVD 8 0.0000±0.00 1.0000±0.00 0.8500±0.06 0.4000±0.22 0.1540±0.00 7.0 0.0707±0.00 0.8318±0.15 0.7820±0.02 0.2288±0.21 0.0992±0.02 7.0 0.1144±0.00 0.7684±0.13 0.7732±0.01 0.2188±0.20 0.1031±0.03
PCA 6.0 0.0983±0.01 0.5676±0.04 0.8165±0.04 0.2067±0.15 0.4319±0.03 7.0 0.0706±0.00 0.8356±0.14 0.8125±0.01 0.1288±0.12 0.1014±0.02 6.0 0.1405±0.01 0.5676±0.04 0.8170±0.04 0.2008±0.15 0.0693±0.00
SparsePCA 8 0.0151±0.00 0.9448±0.03 0.8265±0.03 0.1117±0.16 158.8928±1.49 8 0.0570±0.00 0.9439±0.02 0.8205±0.05 0.1084±0.24 155.1393±3.18 7.0 0.1149±0.00 0.7416±0.13 0.7988±0.01 0.0000±0.00 144.1265±4.91
NNDSVD 8 0.3632±0.01 0.8781±0.01 0.8250±0.07 0.3000±0.27 0.4970±0.11 6.0 0.3543±0.01 0.5622±0.04 0.7520±0.01 0.1294±0.18 0.5093±0.02 6.0 0.3517±0.01 0.5628±0.04 0.7730±0.03 0.1125±0.25 0.3313±0.08
FactorAnalysis 8 0.0000±0.00 1.0000±0.00 0.7815±0.05 0.1506±0.16 0.1819±0.01 8 0.0553±0.00 0.9845±0.01 0.8678±0.07 0.4822±0.33 0.1433±0.01 7.0 0.1145±0.00 0.7768±0.13 0.8135±0.04 0.2709±0.16 0.1238±0.03
NMF (CD) 8 0.0053±0.00 0.9814±0.02 0.8750±0.00 0.5000±0.00 0.2558±0.11 7.0 0.0708±0.00 0.8304±0.14 0.8045±0.07 0.3001±0.31 0.1639±0.02 7.0 0.1147±0.00 0.7650±0.13 0.8232±0.08 0.3619±0.36 0.1708±0.02
NMF (MU) 8 0.0256±0.01 0.8776±0.08 0.8000±0.11 0.2000±0.45 0.1903±0.02 7.0 0.0733±0.00 0.7689±0.19 0.7980±0.05 0.2542±0.23 0.1510±0.01 7.0 0.1162±0.00 0.7347±0.15 0.8177±0.05 0.3271±0.18 0.1599±0.02
SNMF 8 0.0002±0.00 0.9999±0.00 0.8750±0.09 0.5000±0.35 29.2263±5.00 7.0 0.0708±0.00 0.8319±0.14 0.7945±0.05 0.2484±0.23 34.3897±1.43 7.0 0.1146±0.00 0.7661±0.13 0.7783±0.02 0.2198±0.20 37.2294±4.14
CoxNMF 8 0.0107±0.01 1.0000±0.00 0.9000±0.06 0.6000±0.22 4.6612±0.04 8 0.0562±0.00 0.9996±0.00 0.8212±0.06 0.2745±0.25 4.5423±0.15 8 0.1069±0.00 0.9993±0.00 0.8627±0.06 0.4689±0.23 4.5471±0.25

9 TruncatedSVD 9 0.0000±0.00 1.0000±0.00 0.8889±0.08 0.5000±0.35 0.1573±0.01 8.0 0.0682±0.00 0.7268±0.17 0.8296±0.05 0.3736±0.26 0.0856±0.02 8.0 0.1102±0.00 0.6761±0.13 0.8167±0.05 0.3502±0.24 0.0851±0.03
PCA 10.0 0.0000±0.00 1.0000±0.00 0.8136±0.13 0.0865±0.12 0.1653±0.01 7.0 0.1006±0.00 0.5699±0.04 0.8244±0.02 0.1075±0.10 0.0682±0.01 7.0 0.1315±0.00 0.5699±0.04 0.8273±0.02 0.1080±0.10 0.2357±0.05
SparsePCA 9 0.0147±0.00 0.9504±0.01 0.7424±0.08 0.1239±0.12 177.8470±9.40 9 0.0549±0.00 0.9441±0.01 0.8589±0.04 0.1785±0.25 172.3570±10.08 10.0 0.1017±0.00 0.9453±0.01 0.8700±0.07 0.1575±0.25 178.3705±5.29
NNDSVD 9 0.3690±0.01 0.8797±0.01 0.8444±0.10 0.3000±0.45 0.5423±0.07 8.0 0.3579±0.01 0.5907±0.03 0.7907±0.02 0.0751±0.17 0.1897±0.01 7.0 0.3570±0.01 0.5727±0.03 0.7718±0.02 0.1207±0.17 0.3880±0.09
FactorAnalysis 9 0.0000±0.00 1.0000±0.00 0.8427±0.05 0.3514±0.11 0.1874±0.01 9 0.0530±0.00 0.9866±0.00 0.8578±0.03 0.3838±0.06 0.1391±0.01 8.0 0.1103±0.00 0.6761±0.16 0.7924±0.02 0.0661±0.15 0.0995±0.03
NMF (CD) 9 0.0039±0.00 0.9873±0.01 0.8222±0.06 0.2000±0.27 0.2415±0.01 8.0 0.0684±0.00 0.7275±0.17 0.8318±0.03 0.4034±0.06 0.1567±0.01 8.0 0.1106±0.00 0.6790±0.13 0.7978±0.02 0.2174±0.20 0.1598±0.03
NMF (MU) 9 0.0392±0.02 0.7897±0.12 0.8222±0.06 0.2000±0.27 0.1710±0.01 8.0 0.0779±0.01 0.6029±0.05 0.8113±0.05 0.1684±0.23 0.1462±0.01 8.0 0.1173±0.01 0.6004±0.04 0.8298±0.05 0.2528±0.23 0.1419±0.01
SNMF 9 0.0007±0.00 0.9954±0.00 0.8667±0.09 0.4000±0.42 38.5410±5.61 8.0 0.0683±0.00 0.7273±0.17 0.8131±0.07 0.1516±0.34 42.5121±0.79 8.0 0.1106±0.00 0.6778±0.13 0.8173±0.05 0.2109±0.31 41.9616±3.51
CoxNMF 9 0.0238±0.02 0.9992±0.00 0.9111±0.05 0.6000±0.22 4.5483±1.71 9 0.0602±0.01 0.9998±0.00 0.8358±0.04 0.3215±0.18 5.5385±0.50 9 0.1071±0.00 0.9987±0.00 0.8304±0.01 0.3688±0.01 5.4091±0.38

10 TruncatedSVD 10 0.0000±0.00 1.0000±0.00 0.8800±0.08 0.4000±0.42 0.1455±0.00 9.0 0.0649±0.00 0.8564±0.15 0.8412±0.05 0.3631±0.25 0.1068±0.02 9.0 0.1084±0.00 0.8088±0.13 0.8136±0.01 0.2755±0.15 0.1130±0.02
PCA 12.0 0.0000±0.00 1.0000±0.00 0.8340±0.11 0.1327±0.17 0.1588±0.00 12.0 0.0519±0.00 0.9855±0.00 0.8758±0.09 0.1674±0.18 0.3168±0.09 9.0 0.1082±0.00 0.8246±0.11 0.8486±0.03 0.1962±0.17 0.1225±0.00
SparsePCA 10 0.0144±0.00 0.9496±0.01 0.8646±0.03 0.0917±0.21 186.8570±2.77 10 0.0549±0.00 0.9384±0.00 0.7846±0.07 0.0788±0.11 192.0732±5.06 10 0.1027±0.00 0.9329±0.01 0.8244±0.06 0.0305±0.07 193.4766±4.39
NNDSVD 10 0.3779±0.01 0.8627±0.01 0.9200±0.08 0.6000±0.42 0.3656±0.08 9.0 0.3672±0.01 0.6152±0.08 0.8490±0.07 0.2842±0.38 0.2062±0.00 9.0 0.3644±0.01 0.6131±0.07 0.8156±0.02 0.1455±0.19 0.2072±0.00
FactorAnalysis 10 0.0000±0.00 1.0000±0.00 0.9172±0.07 0.5416±0.39 0.1749±0.00 9.0 0.0653±0.00 0.8941±0.09 0.8080±0.03 0.2181±0.20 0.1343±0.02 9.0 0.1084±0.00 0.8149±0.14 0.7924±0.03 0.2491±0.15 0.1289±0.02
NMF (CD) 10 0.0063±0.01 0.9899±0.01 0.8800±0.04 0.4000±0.22 0.2906±0.09 9.0 0.0651±0.00 0.8553±0.15 0.8256±0.01 0.2970±0.17 0.2089±0.02 9.0 0.1088±0.00 0.8084±0.12 0.8190±0.01 0.2857±0.16 0.2231±0.01
NMF (MU) 10 0.0378±0.01 0.7896±0.09 0.8400±0.05 0.2000±0.27 0.1714±0.01 9.0 0.0725±0.01 0.6987±0.15 0.8356±0.04 0.2487±0.23 0.1742±0.03 9.0 0.1137±0.00 0.6872±0.12 0.8344±0.06 0.1586±0.33 0.1746±0.02
SNMF 10 0.0003±0.00 0.9997±0.00 0.8000±0.00 0.0000±0.00 38.0857±1.72 9.0 0.0650±0.00 0.8570±0.15 0.8174±0.02 0.1513±0.21 52.8744±5.31 9.0 0.1088±0.00 0.8087±0.12 0.8276±0.01 0.2920±0.16 52.4272±4.51
CoxNMF 10 0.0255±0.02 0.9996±0.00 0.9400±0.05 0.7000±0.27 5.3164±0.10 10 0.0661±0.02 0.9998±0.00 0.8766±0.04 0.4658±0.18 3.9035±1.35 10 0.1102±0.00 0.9994±0.00 0.8542±0.05 0.3621±0.26 5.1742±0.96

11 TruncatedSVD 11 0.0000±0.00 1.0000±0.00 0.9091±0.00 0.5000±0.00 0.1542±0.01 10.0 0.0675±0.00 0.8794±0.08 0.8527±0.05 0.3587±0.26 0.0967±0.02 10.0 0.1102±0.00 0.8107±0.09 0.8385±0.04 0.3256±0.22 0.1173±0.01
PCA 10.0 0.0423±0.00 0.9848±0.00 0.8787±0.03 0.2311±0.18 0.0974±0.01 13.0 0.0522±0.00 0.9883±0.00 0.9258±0.02 0.3450±0.08 0.1514±0.01 9.0 0.1272±0.01 0.5777±0.03 0.8555±0.01 0.1608±0.09 0.2572±0.07
SparsePCA 11 0.0143±0.00 0.9583±0.01 0.8798±0.02 0.1461±0.20 210.2446±6.55 11 0.0551±0.00 0.9559±0.01 0.8320±0.07 0.0658±0.10 208.8611±1.91 11 0.1030±0.00 0.9495±0.01 0.8700±0.02 0.1288±0.18 212.1568±7.08
NNDSVD 11 0.3823±0.01 0.8690±0.01 0.8909±0.04 0.4000±0.22 0.5929±0.04 10.0 0.3714±0.01 0.6101±0.02 0.8175±0.01 0.0754±0.16 0.2173±0.00 9.0 0.3691±0.01 0.5837±0.02 0.8191±0.04 0.2283±0.23 0.5975±0.01
FactorAnalysis 11 0.0000±0.00 1.0000±0.00 0.9067±0.01 0.4588±0.04 0.1877±0.01 10.0 0.0682±0.00 0.9123±0.06 0.8331±0.05 0.2197±0.13 0.1307±0.02 10.0 0.1103±0.01 0.8223±0.09 0.8296±0.04 0.1795±0.17 0.1432±0.00
NMF (CD) 11 0.0018±0.00 0.9956±0.01 0.9091±0.06 0.5000±0.35 0.2778±0.02 10.0 0.0678±0.00 0.8791±0.09 0.8627±0.04 0.3741±0.26 0.2187±0.02 10.0 0.1108±0.00 0.8118±0.09 0.8425±0.03 0.3313±0.23 0.2403±0.01
NMF (MU) 11 0.0426±0.01 0.8316±0.08 0.8364±0.04 0.1000±0.22 0.2047±0.02 10.0 0.0769±0.01 0.7091±0.15 0.8344±0.01 0.1493±0.20 0.1971±0.03 10.0 0.1172±0.01 0.6674±0.15 0.8315±0.00 0.0689±0.15 0.1885±0.02
SNMF 11 0.0015±0.00 0.9975±0.00 0.8909±0.10 0.4000±0.55 47.0463±7.15 11 0.0538±0.00 0.9855±0.00 0.8884±0.09 0.3641±0.50 54.0821±3.79 10.0 0.1108±0.00 0.8142±0.09 0.8289±0.01 0.1437±0.19 56.5522±1.29
CoxNMF 11 0.0140±0.01 0.9999±0.00 0.9091±0.06 0.5000±0.35 5.7317±0.40 11 0.0565±0.00 0.9999±0.00 0.8913±0.03 0.4680±0.16 5.6968±0.19 11 0.1127±0.02 0.9994±0.00 0.8902±0.05 0.4140±0.29 5.8073±0.11

12 TruncatedSVD 12 0.0000±0.00 1.0000±0.00 0.8833±0.05 0.3000±0.27 0.1592±0.00 11.0 0.0660±0.00 0.8946±0.07 0.8533±0.00 0.3615±0.01 0.1065±0.02 11.0 0.1100±0.01 0.8179±0.11 0.8375±0.01 0.3369±0.02 0.1266±0.00
PCA 14.0 0.0000±0.00 1.0000±0.00 0.8827±0.10 0.0242±0.04 0.1719±0.01 11.0 0.0659±0.00 0.8924±0.07 0.8787±0.01 0.2120±0.06 0.1106±0.02 12 0.1032±0.01 0.9672±0.00 0.8322±0.10 0.0869±0.09 0.2830±0.12
SparsePCA 11.0 0.0411±0.00 0.8210±0.11 0.8682±0.01 0.0505±0.11 210.9011±4.89 13.0 0.0552±0.00 0.9544±0.00 0.9193±0.02 0.0742±0.17 235.0052±5.16 12 0.1040±0.01 0.9419±0.01 0.8662±0.00 0.0000±0.00 224.2796±11.16
NNDSVD 12 0.3935±0.00 0.8621±0.01 0.8667±0.05 0.2000±0.27 0.5998±0.02 11.0 0.3820±0.00 0.6489±0.07 0.8400±0.01 0.1452±0.19 0.3896±0.01 11.0 0.3781±0.00 0.6480±0.07 0.8488±0.04 0.0968±0.20 0.4005±0.04
FactorAnalysis 12 0.0000±0.00 1.0000±0.00 0.8915±0.03 0.2546±0.23 0.1976±0.01 11.0 0.0665±0.00 0.8550±0.14 0.8555±0.05 0.3640±0.06 0.1368±0.02 11.0 0.1100±0.01 0.8183±0.11 0.8317±0.04 0.2969±0.05 0.1470±0.01
NMF (CD) 12 0.0020±0.00 0.9945±0.01 0.8667±0.05 0.2000±0.27 0.2896±0.01 11.0 0.0664±0.00 0.8943±0.07 0.8692±0.04 0.4295±0.15 0.2476±0.02 11.0 0.1108±0.01 0.8168±0.11 0.8593±0.04 0.4102±0.15 0.2650±0.01
NMF (MU) 12 0.0491±0.01 0.7388±0.10 0.8500±0.04 0.1000±0.22 0.2048±0.03 11.0 0.0788±0.01 0.6606±0.13 0.8465±0.01 0.1502±0.21 0.2114±0.03 11.0 0.1182±0.01 0.6664±0.12 0.8450±0.00 0.1379±0.19 0.1983±0.02
SNMF 12 0.0005±0.00 0.9977±0.00 0.8500±0.04 0.1000±0.22 51.9233±4.94 12 0.0545±0.00 0.9858±0.00 0.8782±0.04 0.2716±0.25 59.3599±1.96 11.0 0.1107±0.01 0.8141±0.11 0.8417±0.01 0.1503±0.18 58.9192±4.82
CoxNMF 12 0.0197±0.01 0.9998±0.00 0.9000±0.04 0.4000±0.22 3.9004±1.70 12 0.0585±0.00 0.9999±0.00 0.8775±0.03 0.3120±0.18 6.0485±0.20 13.0 0.1051±0.01 0.9999±0.00 0.9138±0.03 0.3073±0.29 5.9808±0.13

reported. Among real human cancer data experiments, we investigate some gene clusters

which have conspicuous signal to the survival.

Colon Adenocarcinoma

For Colon adenocarcinoma (COAD), we have P = 13, 140 filtered genes, and N = 298

samples. We find K̂ = 10 returns highest silhouette score. The optimization results C-Index

= 1.0, relative error = 8.8071%. In the results, we verified several important biological pro-

cesses. Clusters in Figure  4.6 A which may play important roles to survival are performed

GO enrichment analysis in Table  4.11 . We focus on two clusters C7 and C5. The cluster
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Figure 4.5. CoxNMF hyper-parameter guidance in TCGA human cancer.
When certain parameter fixed, the highest C-Index are reported. X-axis: K̂,
Y-axis: C-Index. BLCA: Bladder urothelial carcinoma; BRCA: Breast inva-
sive carcinoma; COAD: Colon adenocarcinoma; KIRC: Kidney renal clear cell
carcinoma; KIRP: Kidney renal papillary cell carcinoma; LIHC: Liver hepa-
tocellular carcinoma; LUAD: Lung adenocarcinoma; LUSC: Lung squamous
cell carcinoma; OV: Ovarian serous cystadenocarcinoma; PAAD: Pancreatic
adenocarcinoma.
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Table 4.10. Simulation results in secondary multivariate simulation setup
among all combinations of K ∈ {6, 7, 8, 9, 10, 11, 12} and ε ∈ {0, 0.05, 0.10}.
Experiments repeat 5 times each with random seed ∈ {1, 2, 3, 4, 5}. Mean
values ± standard deviations are reported, best performed mean values among
models are highlighted in bold font.
ε = 0.00 ε = 0.05 ε = 0.10
K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime K̂ Relative error C-Index Accuracy Dice coefficient Runtime

K Model

6 TruncatedSVD 6 0.0000±0.00 1.0000±0.00 0.7667±0.04 0.4400±0.09 0.1409±0.00 5.0 0.0802±0.00 0.8749±0.07 0.6892±0.05 0.3087±0.18 0.0848±0.02 5.0 0.1241±0.01 0.7913±0.10 0.6692±0.05 0.2738±0.18 0.1238±0.03
PCA 4.0 0.1400±0.01 0.5664±0.04 0.6528±0.04 0.1628±0.06 0.1852±0.03 6 0.0585±0.00 0.9842±0.00 0.7543±0.04 0.2833±0.13 0.1111±0.02 7.0 0.1101±0.01 0.9641±0.00 0.8065±0.04 0.2608±0.14 0.2758±0.14
SparsePCA 6 0.0158±0.00 0.9545±0.01 0.6608±0.05 0.2030±0.12 120.1996±1.83 6 0.0604±0.00 0.9495±0.00 0.6483±0.06 0.2172±0.13 119.0627±3.43 6 0.1125±0.01 0.9394±0.01 0.6550±0.04 0.2486±0.10 128.8546±15.10
NNDSVD 6 0.3292±0.01 0.8695±0.00 0.7000±0.05 0.2800±0.11 0.4933±0.02 4.0 0.3260±0.01 0.5567±0.02 0.6188±0.07 0.2357±0.14 0.5098±0.03 4.0 0.3268±0.01 0.5555±0.02 0.6030±0.08 0.2310±0.16 0.5576±0.09
FactorAnalysis 6 0.0000±0.00 1.0000±0.00 0.7592±0.03 0.4100±0.06 0.1575±0.01 6 0.0585±0.00 0.9842±0.00 0.7042±0.06 0.2362±0.17 0.1193±0.02 6 0.1117±0.01 0.9636±0.00 0.7432±0.09 0.3288±0.22 0.2626±0.08
NMF (CD) 6 0.0033±0.00 0.9932±0.01 0.7500±0.06 0.4000±0.14 0.1905±0.01 5.0 0.0803±0.00 0.8750±0.07 0.7178±0.05 0.3318±0.14 0.1392±0.01 5.0 0.1241±0.01 0.7905±0.10 0.6993±0.04 0.2859±0.14 0.1669±0.03
NMF (MU) 6 0.0203±0.00 0.9527±0.02 0.6667±0.06 0.2000±0.14 0.1505±0.02 5.0 0.0826±0.00 0.8275±0.08 0.6348±0.04 0.1485±0.08 0.1399±0.01 5.0 0.1255±0.01 0.7658±0.09 0.6367±0.03 0.1403±0.08 0.1746±0.03
SNMF 6 0.0003±0.00 0.9995±0.00 0.7333±0.07 0.3600±0.17 20.8056±4.07 6 0.0586±0.00 0.9841±0.00 0.7245±0.03 0.3396±0.09 27.0718±3.34 5.0 0.1241±0.01 0.7906±0.10 0.6852±0.02 0.2513±0.09 27.5283±6.42
CoxNMF 6 0.0073±0.00 1.0000±0.00 0.8167±0.04 0.5600±0.09 4.3176±0.13 6 0.0607±0.00 0.9996±0.00 0.8323±0.10 0.6033±0.22 5.3732±0.24 6 0.1126±0.01 0.9998±0.00 0.7953±0.08 0.5085±0.21 4.6531±0.77

7 TruncatedSVD 7 0.0000±0.00 1.0000±0.00 0.7286±0.06 0.2400±0.17 0.1537±0.03 6.0 0.0738±0.00 0.8388±0.11 0.7274±0.03 0.3338±0.10 0.0885±0.00 6.0 0.1155±0.00 0.7570±0.11 0.7216±0.03 0.3341±0.11 0.1079±0.02
PCA 9.0 0.0000±0.00 1.0000±0.00 0.8281±0.06 0.0926±0.11 0.1606±0.03 8.0 0.0540±0.00 0.9857±0.00 0.8147±0.03 0.1376±0.11 0.1390±0.01 6.0 0.1153±0.00 0.7670±0.11 0.7289±0.02 0.1303±0.06 0.1096±0.02
SparsePCA 7 0.0149±0.00 0.9537±0.01 0.7026±0.05 0.1304±0.12 148.4373±22.10 7 0.0564±0.00 0.9528±0.01 0.7010±0.04 0.2425±0.09 142.8247±1.59 7 0.1055±0.00 0.9478±0.01 0.6824±0.03 0.1828±0.13 141.4388±4.34
NNDSVD 7 0.3435±0.01 0.8768±0.01 0.7714±0.08 0.3600±0.22 0.5365±0.06 5.0 0.3379±0.01 0.5574±0.02 0.6570±0.03 0.2032±0.07 0.5361±0.01 5.0 0.3367±0.01 0.5580±0.02 0.6579±0.03 0.2063±0.07 0.5352±0.03
FactorAnalysis 7 0.0000±0.00 1.0000±0.00 0.7250±0.03 0.2512±0.05 0.1756±0.03 7 0.0547±0.00 0.9858±0.00 0.7526±0.07 0.2997±0.17 0.2587±0.11 6.0 0.1155±0.00 0.7654±0.12 0.7333±0.06 0.2309±0.16 0.1177±0.02
NMF (CD) 7 0.0026±0.00 0.9965±0.00 0.7714±0.08 0.3600±0.22 0.2192±0.04 6.0 0.0738±0.00 0.8380±0.11 0.7101±0.05 0.2493±0.16 0.1506±0.00 6.0 0.1157±0.00 0.7574±0.12 0.7346±0.05 0.3059±0.19 0.1694±0.02
NMF (MU) 7 0.0374±0.01 0.8368±0.09 0.7143±0.07 0.2000±0.20 0.1767±0.03 6.0 0.0767±0.01 0.7488±0.14 0.7199±0.03 0.2573±0.09 0.1554±0.02 6.0 0.1173±0.01 0.7014±0.12 0.7419±0.05 0.3101±0.18 0.1601±0.03
SNMF 7 0.0005±0.00 0.9992±0.00 0.7286±0.06 0.2400±0.17 25.0171±4.37 6.0 0.0738±0.00 0.8378±0.11 0.6987±0.04 0.2130±0.15 27.7422±1.96 6.0 0.1156±0.00 0.7566±0.12 0.6811±0.02 0.1776±0.01 31.5182±5.41
CoxNMF 7 0.0142±0.02 0.9998±0.00 0.8000±0.06 0.4400±0.17 5.8786±1.19 7 0.0587±0.01 0.9999±0.00 0.7814±0.09 0.3876±0.24 5.8843±0.16 7 0.1058±0.00 0.9998±0.00 0.8124±0.08 0.4748±0.23 4.6515±0.30

8 TruncatedSVD 8 0.0000±0.00 1.0000±0.00 0.7750±0.03 0.2800±0.11 0.1453±0.00 7.0 0.0726±0.00 0.8717±0.09 0.7264±0.03 0.1383±0.14 0.0930±0.02 7.0 0.1143±0.00 0.7903±0.13 0.7264±0.03 0.1362±0.14 0.1054±0.02
PCA 10.0 0.0000±0.00 1.0000±0.00 0.8269±0.08 0.1928±0.09 0.1518±0.00 7.0 0.0724±0.00 0.8724±0.09 0.7767±0.02 0.1045±0.07 0.0947±0.02 10.0 0.1014±0.00 0.9700±0.00 0.8649±0.01 0.0725±0.08 0.1014±0.01
SparsePCA 8 0.0140±0.00 0.9605±0.01 0.7365±0.05 0.1776±0.05 154.4487±3.67 9.0 0.0554±0.00 0.9604±0.00 0.7851±0.05 0.2056±0.08 158.1613±2.68 9.0 0.1040±0.00 0.9461±0.01 0.7736±0.05 0.0983±0.10 162.0641±6.00
NNDSVD 8 0.3559±0.00 0.8661±0.01 0.7750±0.03 0.2800±0.11 0.5617±0.01 6.0 0.3494±0.00 0.5632±0.02 0.7006±0.03 0.1020±0.15 0.4878±0.03 6.0 0.3480±0.00 0.5595±0.02 0.7272±0.06 0.2036±0.19 0.4115±0.07
FactorAnalysis 8 0.0000±0.00 1.0000±0.00 0.7491±0.04 0.1793±0.14 0.1662±0.00 8 0.0543±0.00 0.9873±0.00 0.7370±0.03 0.2072±0.07 0.2138±0.08 7.0 0.1144±0.00 0.8007±0.12 0.7348±0.05 0.1605±0.13 0.1238±0.02
NMF (CD) 8 0.0031±0.00 0.9916±0.01 0.7750±0.03 0.2800±0.11 0.2065±0.01 7.0 0.0727±0.00 0.8707±0.10 0.7559±0.06 0.2226±0.23 0.1658±0.02 7.0 0.1145±0.00 0.7873±0.13 0.7701±0.05 0.2532±0.19 0.1818±0.02
NMF (MU) 8 0.0285±0.01 0.9198±0.03 0.7250±0.03 0.1200±0.11 0.1696±0.02 7.0 0.0764±0.00 0.7432±0.12 0.7458±0.03 0.1899±0.13 0.1611±0.02 7.0 0.1169±0.00 0.7111±0.12 0.7470±0.04 0.1915±0.13 0.1579±0.02
SNMF 8 0.0001±0.00 1.0000±0.00 0.7625±0.05 0.2400±0.17 28.7052±3.82 8 0.0545±0.00 0.9868±0.00 0.7595±0.05 0.2383±0.16 36.4144±4.74 7.0 0.1146±0.00 0.7915±0.13 0.7501±0.06 0.2202±0.18 37.1345±2.49
CoxNMF 8 0.0151±0.01 1.0000±0.00 0.8000±0.03 0.3600±0.09 4.3617±0.05 8 0.0581±0.00 0.9997±0.00 0.7746±0.03 0.2903±0.11 5.3298±0.19 8 0.1051±0.00 0.9994±0.00 0.7785±0.05 0.2778±0.16 5.5859±0.30

9 TruncatedSVD 9 0.0000±0.00 1.0000±0.00 0.7889±0.07 0.2400±0.26 0.1505±0.00 8.0 0.0734±0.00 0.8352±0.13 0.7694±0.05 0.2563±0.24 0.0924±0.01 8.0 0.1148±0.00 0.7712±0.12 0.7656±0.04 0.2469±0.23 0.1059±0.02
PCA 11.0 0.0000±0.00 1.0000±0.00 0.8738±0.01 0.0668±0.11 0.1600±0.00 9 0.0543±0.00 0.9882±0.00 0.7733±0.04 0.1935±0.09 0.1597±0.01 8.0 0.1146±0.00 0.7747±0.11 0.8123±0.03 0.2272±0.20 0.1134±0.02
SparsePCA 8.0 0.0525±0.00 0.8088±0.14 0.7733±0.02 0.0671±0.06 156.7241±2.82 9 0.0560±0.00 0.9600±0.00 0.7821±0.04 0.1319±0.14 173.9911±4.98 9 0.1048±0.00 0.9534±0.01 0.7863±0.04 0.1545±0.05 172.3750±3.33
NNDSVD 9 0.3594±0.01 0.8648±0.01 0.7667±0.02 0.1600±0.09 0.5523±0.02 8.0 0.3493±0.01 0.5967±0.02 0.7388±0.01 0.1075±0.10 0.3418±0.04 7.0 0.3492±0.01 0.5659±0.03 0.7733±0.04 0.2646±0.13 0.4986±0.11
FactorAnalysis 9 0.0000±0.00 1.0000±0.00 0.7878±0.04 0.1730±0.17 0.1770±0.00 9 0.0543±0.00 0.9881±0.00 0.7881±0.06 0.2988±0.11 0.1712±0.01 8.0 0.1149±0.00 0.7770±0.10 0.8071±0.05 0.2913±0.23 0.1263±0.02
NMF (CD) 9 0.0052±0.00 0.9853±0.01 0.7667±0.02 0.1600±0.09 0.2425±0.00 8.0 0.0735±0.00 0.8353±0.13 0.7507±0.02 0.1459±0.08 0.1692±0.01 8.0 0.1151±0.00 0.7714±0.12 0.7577±0.03 0.1787±0.12 0.1702±0.02
NMF (MU) 9 0.0307±0.01 0.9091±0.04 0.8000±0.06 0.2800±0.23 0.1823±0.02 8.0 0.0766±0.00 0.7216±0.11 0.7823±0.04 0.2634±0.11 0.1769±0.02 8.0 0.1171±0.00 0.7028±0.12 0.7511±0.02 0.1435±0.08 0.1600±0.02
SNMF 9 0.0008±0.00 0.9988±0.00 0.7778±0.06 0.2000±0.20 41.7896±2.25 9 0.0546±0.00 0.9879±0.00 0.7840±0.02 0.2327±0.09 44.1778±2.20 9 0.1046±0.00 0.9718±0.00 0.7993±0.05 0.2938±0.16 45.6264±1.09
CoxNMF 9 0.0073±0.00 0.9999±0.00 0.8333±0.04 0.4000±0.14 4.5128±0.11 9 0.0558±0.00 0.9999±0.00 0.7981±0.04 0.2567±0.16 4.5279±0.05 9 0.1055±0.00 0.9998±0.00 0.7772±0.05 0.2020±0.18 4.4788±0.12

10 TruncatedSVD 10 0.0000±0.00 1.0000±0.00 0.8200±0.06 0.2800±0.23 0.1716±0.01 9.0 0.0730±0.00 0.9182±0.03 0.7965±0.03 0.2844±0.19 0.0967±0.02 9.0 0.1164±0.01 0.8446±0.06 0.7910±0.03 0.2776±0.18 0.1143±0.02
PCA 9.0 0.0482±0.00 0.9856±0.00 0.8234±0.03 0.1759±0.13 0.1080±0.01 9.0 0.0729±0.00 0.9222±0.03 0.8249±0.02 0.1931±0.13 0.1043±0.02 8.0 0.1390±0.01 0.5717±0.03 0.8047±0.01 0.0477±0.07 0.0713±0.00
SparsePCA 10 0.0146±0.00 0.9592±0.01 0.7794±0.06 0.1700±0.06 211.2021±13.47 10 0.0574±0.00 0.9603±0.01 0.7601±0.06 0.0956±0.09 191.0190±4.46 10 0.1074±0.01 0.9502±0.01 0.7865±0.04 0.1337±0.08 191.0090±3.95
NNDSVD 10 0.3819±0.01 0.8696±0.01 0.8200±0.06 0.2800±0.23 0.3774±0.06 8.0 0.3724±0.01 0.5663±0.02 0.7789±0.05 0.1704±0.19 0.2021±0.01 8.0 0.3693±0.01 0.5639±0.02 0.7745±0.05 0.1602±0.17 0.2000±0.01
FactorAnalysis 10 0.0000±0.00 1.0000±0.00 0.8028±0.02 0.1505±0.11 0.2109±0.02 10 0.0558±0.00 0.9879±0.00 0.8211±0.02 0.2386±0.08 0.2077±0.07 9.0 0.1165±0.01 0.8552±0.06 0.8070±0.04 0.2141±0.14 0.1333±0.02
NMF (CD) 10 0.0012±0.00 0.9987±0.00 0.8200±0.03 0.2800±0.11 0.2866±0.02 9.0 0.0732±0.00 0.9173±0.03 0.7905±0.03 0.2095±0.14 0.1972±0.01 9.0 0.1168±0.01 0.8391±0.06 0.7699±0.02 0.1339±0.14 0.2079±0.02
NMF (MU) 10 0.0372±0.01 0.8555±0.08 0.7600±0.02 0.0400±0.09 0.2313±0.03 9.0 0.0779±0.01 0.8074±0.06 0.8000±0.03 0.2265±0.08 0.2068±0.02 9.0 0.1201±0.01 0.7453±0.08 0.8055±0.03 0.2491±0.08 0.1973±0.03
SNMF 10 0.0005±0.00 0.9992±0.00 0.8300±0.04 0.3200±0.18 46.1037±8.28 10 0.0561±0.00 0.9876±0.00 0.8268±0.04 0.3087±0.17 51.6823±1.58 9.0 0.1168±0.01 0.8402±0.06 0.7774±0.02 0.1379±0.14 48.7015±7.53
CoxNMF 10 0.0051±0.00 0.9999±0.00 0.8400±0.04 0.3600±0.17 5.2114±0.33 10 0.0568±0.00 1.0000±0.00 0.8154±0.03 0.2867±0.11 4.6317±0.21 10 0.1083±0.01 0.9997±0.00 0.8286±0.06 0.3066±0.25 5.6290±0.33

11 TruncatedSVD 11 0.0000±0.00 1.0000±0.00 0.8091±0.04 0.1600±0.17 0.1587±0.00 10.0 0.0695±0.00 0.8159±0.19 0.7964±0.02 0.2124±0.20 0.1121±0.03 10.0 0.1142±0.01 0.7891±0.18 0.7991±0.02 0.2340±0.22 0.1088±0.04
PCA 11 0.0000±0.00 1.0000±0.00 0.8107±0.04 0.1033±0.07 0.1599±0.01 11 0.0558±0.00 0.9858±0.00 0.8345±0.01 0.1072±0.07 0.3294±0.09 10.0 0.1141±0.01 0.7846±0.18 0.8285±0.01 0.1488±0.10 0.1114±0.04
SparsePCA 11 0.0147±0.00 0.9540±0.01 0.8044±0.03 0.0878±0.08 213.4510±5.92 12.0 0.0570±0.00 0.9541±0.01 0.8245±0.04 0.0858±0.09 221.0057±2.95 10.0 0.1148±0.01 0.7697±0.17 0.8040±0.03 0.0687±0.07 198.3327±15.49
NNDSVD 11 0.3904±0.01 0.8657±0.01 0.8182±0.03 0.2000±0.14 0.4134±0.07 9.0 0.3807±0.01 0.5826±0.02 0.7876±0.02 0.1545±0.15 0.5984±0.03 9.0 0.3768±0.01 0.5787±0.02 0.7874±0.03 0.1555±0.10 0.5948±0.04
FactorAnalysis 11 0.0000±0.00 1.0000±0.00 0.8017±0.02 0.1305±0.07 0.1901±0.01 11 0.0558±0.00 0.9857±0.00 0.8424±0.03 0.2657±0.09 0.1479±0.01 10.0 0.1143±0.01 0.7846±0.18 0.8199±0.02 0.1437±0.14 0.2355±0.10
NMF (CD) 11 0.0036±0.00 0.9892±0.01 0.8273±0.05 0.2400±0.22 0.3284±0.09 10.0 0.0697±0.00 0.8152±0.19 0.8120±0.04 0.2162±0.19 0.2370±0.03 10.0 0.1149±0.01 0.7840±0.18 0.8009±0.02 0.1754±0.12 0.2327±0.04
NMF (MU) 11 0.0445±0.01 0.8000±0.12 0.8091±0.04 0.1600±0.17 0.2135±0.03 10.0 0.0764±0.00 0.7461±0.16 0.8091±0.04 0.1781±0.18 0.2089±0.03 10.0 0.1191±0.01 0.7290±0.15 0.8012±0.02 0.1367±0.14 0.2106±0.04
SNMF 11 0.0003±0.00 1.0000±0.00 0.8273±0.06 0.2400±0.26 51.3815±3.43 11 0.0562±0.00 0.9862±0.00 0.8143±0.03 0.1871±0.13 62.4776±4.43 10.0 0.1149±0.01 0.7865±0.17 0.7951±0.02 0.1062±0.09 57.4164±2.38
CoxNMF 11 0.0078±0.01 0.9998±0.00 0.8545±0.04 0.3600±0.17 4.8397±2.20 11 0.0570±0.00 0.9998±0.00 0.8402±0.03 0.3124±0.15 5.9937±0.22 12.0 0.1082±0.01 1.0000±0.00 0.8836±0.04 0.3298±0.23 6.0695±0.60

12 TruncatedSVD 12 0.0000±0.00 1.0000±0.00 0.8333±0.04 0.2000±0.20 0.1652±0.01 11.0 0.0667±0.00 0.8593±0.14 0.8173±0.02 0.2788±0.17 0.1064±0.02 11.0 0.1127±0.01 0.7985±0.11 0.8175±0.03 0.3084±0.10 0.1162±0.02
PCA 11.0 0.0372±0.00 0.9815±0.01 0.8436±0.01 0.1695±0.04 0.0966±0.00 11.0 0.0666±0.00 0.8572±0.15 0.8437±0.02 0.1866±0.07 0.0928±0.01 11.0 0.1126±0.01 0.8032±0.12 0.8433±0.02 0.1815±0.08 0.1195±0.02
SparsePCA 12 0.0151±0.00 0.9413±0.01 0.8218±0.05 0.1692±0.12 228.1820±6.38 12 0.0576±0.00 0.9362±0.01 0.8268±0.03 0.0921±0.13 226.9736±4.68 12 0.1074±0.01 0.9304±0.01 0.8346±0.02 0.0839±0.12 225.0878±6.60
NNDSVD 12 0.4069±0.01 0.8687±0.01 0.8417±0.03 0.2400±0.17 0.2514±0.00 10.0 0.3950±0.01 0.5819±0.02 0.8172±0.02 0.1718±0.12 0.2236±0.00 10.0 0.3905±0.01 0.5823±0.02 0.8170±0.01 0.1609±0.15 0.2275±0.01
FactorAnalysis 12 0.0000±0.00 1.0000±0.00 0.8500±0.02 0.2197±0.08 0.2019±0.01 12 0.0558±0.00 0.9849±0.00 0.8381±0.03 0.1989±0.11 0.3379±0.09 11.0 0.1128±0.01 0.8076±0.12 0.8468±0.02 0.2275±0.08 0.1362±0.02
NMF (CD) 12 0.0051±0.01 0.9918±0.01 0.8500±0.02 0.2800±0.11 0.2958±0.01 11.0 0.0675±0.00 0.8287±0.13 0.8078±0.01 0.1423±0.08 0.2389±0.01 11.0 0.1136±0.01 0.7931±0.11 0.8023±0.00 0.1397±0.08 0.2568±0.02
NMF (MU) 12 0.0365±0.01 0.8565±0.08 0.8417±0.05 0.2400±0.22 0.2233±0.03 11.0 0.0725±0.00 0.6964±0.07 0.8189±0.02 0.1772±0.12 0.2017±0.02 11.0 0.1173±0.01 0.6745±0.06 0.8252±0.02 0.1764±0.12 0.1985±0.02
SNMF 12 0.0008±0.00 0.9985±0.00 0.8500±0.02 0.2800±0.11 44.8740±12.97 12 0.0564±0.00 0.9827±0.00 0.8302±0.03 0.1902±0.14 58.2628±3.47 11.0 0.1136±0.01 0.7998±0.09 0.8171±0.02 0.1979±0.13 56.3340±7.89
CoxNMF 12 0.0084±0.00 1.0000±0.00 0.8417±0.02 0.2400±0.09 4.9341±0.18 12 0.0651±0.01 0.9995±0.00 0.8384±0.03 0.2440±0.11 5.0465±2.12 12 0.1089±0.01 0.9988±0.00 0.8423±0.02 0.2532±0.09 5.3910±1.34

C7, which is negatively associated with survival, is enriched with many digestion and ep-

ithelial related GO terms. For example, digestion (GO:0007586, P -value = 6.00 × 10−11),

digestive system process (GO:0022600, P -value = 8.20×10−9), maintenance of gastrointesti-

nal epithelium (GO:0030227, P -value = 2.01× 10−10), and epithelial structure maintenance

(GO:0010669, P -value = 3.86 × 10−9), etc. The CoxNMF results suggest that higher gene

expressions in C7 cluster will generally result in shorter survival time.

The cluster C5, which is both positively and negatively associated with survival, is

highly enriched with many immune system process GO terms. For example, regulation

of immune system process (GO:0002682, P -value = 9.51× 10−75), regulation of immune re-
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sponse (GO:0050776, P -value = 1.24×10−65), positive regulation of immune system process

(GO:0002684, P -value = 9.99 × 10−61), and lymphocyte activation (GO:0046649, P -value

= 3.48 × 10−57). These enriched GO terms suggest that gene expressions in C5 cluster are

highly related to immune system response and related activation.

Kidney Renal Clear Cell Carcinoma

For Kidney renal clear cell carcinoma (KIRC), we have P = 13, 140 filtered genes, and

N = 533 samples. We find K̂ = 11 returns highest silhouette score. The optimization

results C-Index = 0.9997, relative error = 8.7583%. Clusters in Figure  4.7 A which may play

important roles to survival are performed GO enrichment analysis in Table  4.12 . We focus

on two clusters C5 and C9. In the cluster C5, which is associated with both better and worse

survival, we find several noticeable biological process terms, such as urate metabolic process

(GO:0046415, P -value = 4.19× 10−9), uronic acid metabolic process (GO:0006063, P -value

= 8.82× 10−9), and urate transport (GO:0015747, P -value = 4.19× 10−9).

In the contrary, cluster C9 is associated with better survival. Cluster C9 is enriched with

several immune response related biological process, including acute inflammatory response

(GO:0002526, P -value = 3.79 × 10−16), humoral immune response (GO:0006959, P -value

= 2.57× 10−9), and inflammatory response (GO:0006954, P -value = 1.55× 10−8).

Pancreatic Adenocarcinoma

For Pancreatic adenocarcinoma (PAAD), we have P = 13, 140 filtered genes, and N =

178 samples. We find K̂ = 12 returns highest silhouette score. The optimization returns

C-Index = 1.0, relative error = 8.0890%. Clusters in Figure  4.8 A which may play important

roles to survival are performed GO enrichment analysis in Table  4.13 . We focus on two

clusters C1 and C12. In the cluster C1, which is associated with worse survival, we find

several interesting biological process terms related to potassium ion and insulin, such as

potassium ion transmembrane transport (GO:0071805, P -value = 9.49× 10−15), potassium

ion transport (GO:0006813, P -value = 2.58×10−14), insulin secretion (GO:0030073, P -value

= 5.79× 10−14), regulation of insulin secretion (GO:0050796, P -value = 2.15× 10−10).
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In the contrary, cluster C12 is associated with better survival. Cluster C12 is en-

riched with digestion related biological processes, including digestion (GO:0007586, P -value

= 4.69 × 10−19), digestive system process (GO:0022600, P -value = 3.08 × 10−11). Further-

more, cluster C12 is also enriched with glycosylation related biological processes, including

O-glycan processing (GO:0016266, P -value = 7.40 × 10−12), protein O-linked glycosylation

(GO:0006493, P -value = 4.89 × 10−8), macromolecule glycosylation (GO:0043413, P -value

= 2.86× 10−7), etc.

Lung Squamous Cell Carcinoma

For Lung squamous cell carcinoma (LUSC), we have P = 13, 140 filtered genes, and

N = 495 samples. We find K̂ = 10 returns highest silhouette score. The optimization

results C-Index = 0.9995, relative error = 10.2462%. Clusters in Figure  4.9 A which may

play important roles to survival are performed GO enrichment analysis in Table  4.14 . We are

especially interested in gene cluster C6, which is associated with worse survival. From the

gene ontology enrichment analysis results, we identify that cluster C6 is highly associated

with cornification and keratinization. For example, cornified evelope assembly (GO:1903575,

P -value = 2.33 × 10−46), cornification (GO:0070268, P -value = 4.16 × 10−46), keratinocyte

differentiation (GO:0030216, P -value = 2.98 × 10−35), and keratinization (GO:0031424, P -

value = 1.44× 10−31).

Bladder Urothelial Carcinoma

For Bladder urothelial carcinoma (BLCA), we have P = 13, 140 filtered genes, and

N = 406 samples. We find K̂ = 11 returns highest silhouette score. The optimization

results C-Index = 0.9998, relative error = 11.3984%. Clusters in Figure  4.10 A which may

play important roles to survival are performed GO enrichment analysis in Table  4.15 . We

focus on two clusters C5 and C7. In the cluster C5, which associated with worse survival,

we find several noticeable biological process terms related to digestion and epithelium devel-

opment, such as digestion (GO:0007586, P -value = 2.76 × 10−6), epithelial cell differentia-
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tion (GO:0030855, P -value = 5.76× 10−11), epithelium development (GO:0060429, P -value

= 6.48× 10−9), epidermis development (GO:0008544, P -value = 2.88× 10−6).

Similarly, cluster C7 is enriched with epithelium development, including epithelium de-

velopment (GO:0060429, P -value = 5.81×10−17), epithelial cell differentiation (GO:0030855,

P -value = 9.98×10−15), epidermis development (GO:0008544, P -value = 1.27×10−12), skin

epidermis development (GO:0098773, P -value = 3.40 × 10−10), regulation of epidermis de-

velopment (GO:0045682, P -value = 1.51× 10−7), epithelial cell development (GO:0002064,

P -value = 6.97×10−7), morphogenesis of an epithelium (GO:0002009, P -value = 9.18×10−7),

etc.

Breast Invasive Carcinoma

For Breast invasive carcinoma (BRCA), we have P = 13, 140 filtered genes, and N =

1, 092 samples. We find K̂ = 11 returns highest silhouette score. The optimization results

C-Index = 0.9989, relative error = 13.6543%. Clusters in Figure  4.11 A which may play

important roles to survival are performed GO enrichment analysis in Table  4.16 . We fo-

cus on two clusters C2 and C3. In the cluster C2, which is associated with worse survival,

we find several interesting biological process terms related to macroautophagy. For exam-

ple, regulation of macroautophagy (GO:0016241, P -value = 8.84× 10−6), macroautography

(GO:0016236, P -value = 1.92× 10−5), etc.

In the contrary, cluster C3 relates to reproductive structure development (GO:0048608,

P -value = 9.31 × 10−7), and reproductive system development (GO:0061458, P -value =

1.12× 10−6), etc.

Kidney Renal Papillary Cell Carcinoma

For Kidney renal papillary cell carcinoma (KIRP), we have P = 13, 140 filtered genes,

and N = 289 samples. We find K̂ = 10 returns highest silhouette score. The optimization

results C-Index = 1.0, relative error = 9.9297%. Clusters in Figure  4.12 A which may play

important roles to survival are performed GO enrichment analysis in Table  4.17 . We find

cluster C8, which is associated with better survival, is highly enriched in immune related
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biological process, such as regulation of immune system process (GO:0002682, P -value =

1.82× 10−86), positive regulation of immune system process (GO:0002684, P -value = 1.01×

10−77), regulation of immune response (GO:0050776, P -value = 5.14× 10−70), etc.

Liver Hepatocellular Carcinoma

For Liver hepatocellular carcinoma (LIHC), we have P = 13, 140 filtered genes, and

N = 370 samples. We find K̂ = 10 returns highest silhouette score. The optimization

results C-Index = 0.9994, relative error = 12.3848%. Clusters in Figure  4.13 A which may

play important roles to survival are performed GO enrichment analysis in Table  4.18 . We

find that cluster C5, which is associated with worse survival, is enriched in alcohol metabolic

process (GO:0006066, P -value = 1.29×10−6) and oxidation-reduction process (GO:0055114,

P -value = 2.33× 10−6).

Lung Adenocarcinoma

For Lung adenocarcinoma (LUAD), we have P = 13, 140 filtered genes, and N = 507

samples. We find K̂ = 11 returns highest silhouette score. The optimization results C-Index

= 0.9994, relative error = 10.6221%. Clusters in Figure  4.14 A which may play important

roles to survival are performed GO enrichment analysis in Table  4.19 . We find that cluster

C8 is associated with better survival, while cluster C6 is associated with worse survival.

From the enrichment analysis results in Table  4.19 , we identify that cluster C8 enriched

in protein modification by small protein conjugation or removal (GO:0070647, P -value =

2.17 × 10−10), regulation of catabolic process (GO:0009894, P -value = 1.64 × 10−8), and

protein modification by small protein conjugation (GO:0032446, P -value = 1.69 × 10−8).

We also identify that cluster C6 enriched in intracellular protein transport (GO:0006886,

P -value = 2.01 × 10−40), cellular macromolecule catabolic process (GO:0044265, P -value

= 3.56×10−35), and macromolecule catabolic process (GO:0009057, P -value = 2.53×10−34).
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Ovarian Serous Cystadenocarcinoma

For Ovarian serous cystadenocarcinoma (OV), we have P = 13, 140 filtered genes, and

N = 411 samples. We find K̂ = 11 returns highest silhouette score. The optimization results

C-Index = 1.0, relative error = 10.1709%. Clusters in Figure  4.15 A which may play impor-

tant roles to survival are performed GO enrichment analysis in Table  4.20 . We are interested

in gene clusters C5 and C7, which both reflected better and worse survival. Cluster C5 is

enriched in oxidation-reduction process (GO:0055114, P -value = 6.53×10−11), carbohydrate

derivative metabolic process (GO:1901135, P -value = 5.99×10−10), and intracellular protein

transport (GO:0006886, P -value = 2.98× 10−9).

Immune related responses are highly enriched in gene cluster C7. For example, reg-

ulation of immune system process (GO:0002682, P -value = 2.00 × 10−56), positive reg-

ulation of immune system process (GO:0002684, P -value = 6.21 × 10−50), inflammatory

response (GO:0006954, P -value = 5.38 × 10−48), immune effector process (GO:0002252, P -

value = 1.01× 10−43), etc.

These findings demonstrate that CoxNMF can unravel survival associated gene clusters

precisely, which can greatly help researchers identify cancer-specific and survival-related gene

modules as well as critical gene signatures.
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Figure 4.6. Experimental results on Colon Adenocarcinoma (COAD). (A)
hierarchical agglomerative clustering with K̂ = 11 labels and the derived W̃
are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red rect-
angles, respectively. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s
rank correlation plot of X. Cluster labels are highlighted and resides at the
block diagonal. Rectangles in blue and red colors indicate the true location
on X with respect to the clusters which are positively/negatively associated
with survival, respectively.
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Figure 4.7. Experimental results on Kidney Renal Clear Cell Carcinoma
(KIRC). (A) hierarchical agglomerative clustering with K̂ = 11 labels and the
derived W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue
and red rectangles. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s
rank correlation plot of X. Cluster labels are highlighted and resides at the
block diagonal. Rectangles in blue and red colors indicate the true location
on X with respect to the clusters which are positively/negatively associated
with survival, respectively.
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Figure 4.8. Experimental results on Pancreatic Adenocarcinoma (PAAD).
(A) hierarchical agglomerative clustering with K̂ = 11 labels and the derived
W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red
rectangles. (B) Survival time, and the corresponding Ĥ are sorted by survival
time in columns, and are sorted by β̂ in rows. (C) Spearman’s rank correlation
plot of X. Cluster labels are highlighted and resides at the block diagonal.
Rectangles in blue and red colors indicate the true location on X with re-
spect to the clusters which are positively/negatively associated with survival,
respectively.
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Figure 4.9. Experimental results on Lung squamous cell carcinoma (LUSC).
(A) hierarchical agglomerative clustering with K̂ = 11 labels and the derived
W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red
rectangles, respectively. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s rank
correlation plot of X. Cluster labels are highlighted and resides at the block
diagonal. Rectangles in blue and red colors indicate the true location on X
with respect to the clusters which are positively/negatively associated with
survival, respectively.
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Figure 4.10. Experimental results on Bladder urothelial carcinoma (BLCA).
(A) hierarchical agglomerative clustering with K̂ = 11 labels and the derived
W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red
rectangles, respectively. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s rank
correlation plot of X. Cluster labels are highlighted and resides at the block
diagonal. Rectangles in blue and red colors indicate the true location on X
with respect to the clusters which are positively/negatively associated with
survival, respectively.
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Figure 4.11. Experimental results on Breast Invasive Carcinoma (BRCA).
(A) hierarchical agglomerative clustering with K̂ = 11 labels and the derived
W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red
rectangles, respectively. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s rank
correlation plot of X. Cluster labels are highlighted and resides at the block
diagonal. Rectangles in blue and red colors indicate the true location on X
with respect to the clusters which are positively/negatively associated with
survival, respectively.
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Figure 4.12. Experimental results on Kidney renal papillary cell carcinoma
(KIRP). (A) hierarchical agglomerative clustering with K̂ = 11 labels and the
derived W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue
and red rectangles. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s
rank correlation plot of X. Cluster labels are highlighted and resides at the
block diagonal. Rectangles in blue and red colors indicate the true location
on X with respect to the clusters which are positively/negatively associated
with survival, respectively.
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Figure 4.13. Experimental results on Liver hepatocellular carcinoma (LIHC).
(A) hierarchical agglomerative clustering with K̂ = 11 labels and the derived
W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red
rectangles, respectively. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s rank
correlation plot of X. Cluster labels are highlighted and resides at the block
diagonal. Rectangles in blue and red colors indicate the true location on X
with respect to the clusters which are positively/negatively associated with
survival, respectively.
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Figure 4.14. Experimental results on Lung Adenocarcinoma (LUAD). (A)
hierarchical agglomerative clustering with K̂ = 11 labels and the derived W̃
are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue and red rect-
angles, respectively. (B) Survival time, and the corresponding Ĥ are sorted
by survival time in columns, and are sorted by β̂ in rows. (C) Spearman’s
rank correlation plot of X. Cluster labels are highlighted and resides at the
block diagonal. Rectangles in blue and red colors indicate the true location
on X with respect to the clusters which are positively/negatively associated
with survival, respectively.
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Figure 4.15. Experimental results on Ovarian serous cystadenocarcinoma
(OV). (A) hierarchical agglomerative clustering with K̂ = 11 labels and the
derived W̃ are sorted by β̂ in columns. φ̂− and φ̂+ are highlighted in blue
and red rectangles, respectively. (B) Survival time, and the corresponding
Ĥ are sorted by survival time in columns, and are sorted by β̂ in rows. (C)
Spearman’s rank correlation plot of X. Cluster labels are highlighted and
resides at the block diagonal. Rectangles in blue and red colors indicate the
true location on X with respect to the clusters which are positively/negatively
associated with survival, respectively.
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Table 4.11. Gene ontology (GO) enrichment analysis results for COAD. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C7

Rank Term Description P -value q-value FDR B&H

1 GO:0016266 O-glycan processing. 1.73×10−12 6.97×10−09

2 GO:0007586 Digestion. 6.00×10−11 1.21×10−07

3 GO:0030277 Maintenance of gastrointestinal epithelium. 2.01×10−10 2.71×10−07

4 GO:0010669 Epithelial structure maintenance. 3.86×10−09 3.46×10−06

6 GO:0022600 Digestive system process. 8.20×10−09 5.06×10−06

Gene cluster C5

Rank Term Description P -value q-value FDR B&H

1 GO:0045321 Leukocyte activation. 6.62×10−78 3.11×10−74

2 GO:0001775 Cell activation. 2.04×10−77 4.80×10−74

3 GO:0002682 Regulation of immune system process. 9.51×10−75 1.49×10−71

4 GO:0050776 Regulation of immune response. 1.24×10−65 1.46×10−62

6 GO:0002684 Positive regulation of immune system pro-
cess.

9.99×10−61 7.83×10−58

7 GO:0046649 Lymphocyte activation. 3.48×10−57 2.34×10−54

4.10 Discussion

In this work, we propose CoxNMF algorithm, which enables low-rank representation

analysis and Cox regression simultaneously. In the simulation results, we show that the

CoxNMF is able to achieve higher accuracy and Dice coefficient. The corresponding C-

Index is also robust to the noise. The relative error is competitive and the running time

is relative efficient. Different from other gene network mining algorithms such as WGCNA

[ 35 ], lmQCM [ 34 ], or other low-rank approaches such as NMF or PCA, CoxNMF not only

demonstrates the ability to unravel survival related gene clusters, but also helps to decode

how the target gene clusters are associated with survival.

In the TCGA cancer results, we demonstrate that the CoxNMF algorithm can unravel

important gene modules that are associated with survival. Among the TCGA cancer results

and the downstream gene ontology analysis, we find that immune system related biological

processes play important roles among cancers. For example, immune system related biolog-
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Table 4.12. Gene ontology (GO) enrichment analysis results for KIRC. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C5

Rank Term Description P -value q-value FDR B&H

1 GO:0006082 Organic acid metabolic process. 4.61×10−36 1.73×10−32

2 GO:0019752 Carboxylic acid metabolic process. 2.02×10−30 2.53×10−27

3 GO:0032787 Monocarboxylic acid metabolic process. 1.19×10−21 1.12×10−18

33 GO:0046415 Urate metabolic process. 4.19×10−09 4.76×10−07

36 GO:0006063 Uronic acid metabolic process. 8.82×10−09 9.18×10−07

53 GO:0015747 Urate transport. 2.84×10−07 2.01×10−05

Gene cluster C6

Rank Term Description P -value q-value FDR B&H

1 GO:0006518 Peptide metabolic process. 3.94×10−25 3.71×10−21

2 GO:0006605 Protein targeting. 1.13×10−23 5.32×10−20

3 GO:0043603 Cellular amide metabolic process. 1.84×10−23 5.79×10−20

Gene cluster C9

Rank Term Description P -value q-value FDR B&H

1 GO:0043062 Extracellular structure organization. 1.63×10−23 9.86×10−20

2 GO:0030198 Extracellular matrix organization. 3.24×10−21 9.79×10−18

3 GO:0006953 Acute-phase response. 1.61×10−17 3.24×10−14

4 GO:0002526 Acute inflammatory response. 3.79×10−16 5.72×10−13

14 GO:0006959 Humoral immune response. 2.57×10−09 1.11×10−06

25 GO:0006954 Inflammatory response. 1.55×10−08 3.75×10−06

ical processes are highly enriched in cluster C5 in Colon adenocarcinoma (COAD), which is

both positively and negatively associated with survival. Similarly, cluster C9 in Kidney renal

clear cell carcinoma (KIRC) also highly enriched with several immune response related bio-

logical processes, it is also positively associated with survival. In Kidney renal papillary cell

carcinoma (KIRP) and Ovarian serous cystadenocarcinoma (OV), clusters which is positively

associated with survival can be found highly enriched with immune system processes as well

as inflammatory responses. It is well known that the immune response is positively corre-

lated with survival. For example, Moller et al. [ 254 ] listed twelve literature which showed the

statistical test results between immune response and survival. Nevertheless, House and Watt

[ 255 ] studied 107 colorectum carcinoma patients and showed that there was a Chi-squared

difference in survival at three years between immune patients and the non-immune patients.
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Our study in COAD further confirms the importance of immune related biological process,

and demonstrates that those patients who expressed higher immune related genes, would

generally result in longer survival times (β̂ > 0).

The identified gene clusters from CoxNMF results are also enriched in some cancer-

specific biological processes. For example, in COAD, gene cluster C7 which is associated

with worse survival, is enriched in digestion and digestive system related processes. As

COAD is one of the digestive cancers [ 256 ], genes which are related to the digestion would

be extremely helpful to further study the survival of the COAD cancer. Moreover, cluster

C7 is also related to the maintenance of gastrointestinal epithelium [ 257 ].

In KIRC, gene cluster C5 is enriched with urate metabolic process, uronic acid metabolic

process, and urate transport. It has been found that the uric acid metabolism is mainly

related to kidney and electrolyte disorders [ 258 ].

In Pancreatic adenocarcinoma (PAAD), gene cluster C1 which is highly enriched with

potassium ion and insulin secretion, is associated with worse survival. However, even cluster

C1 is associated with shorter survival (since β̂ > 0), there are few samples which has longer

survival time in row 10 of Ĥ are highly valued. We believe that gene cluster C1 is associated

with worse survival, but few samples are with longer survival times. These findings confirm

previous literature that potassium ion transport pathways are found to be significantly en-

riched in PAAD [ 259 ], [  260 ]. Similarly, for insulin secretion, Gullo et al. [ 261 ] found that

most pancreatic cancer patients had higher insulin secretion response than non-pancreatic

cancer patients or healthy controls. Meanwhile in cluster C12, since the association between

pancreatic cancer and diabetes was well recognized [  261 ], we further confirm that higher

expressions of genes which are enriched with digestion and glycosylation related biological

processes are associated with better survival. Furthermore, this finding also supports the

idea that glycans could help guide precision medicine strategies in pancreatic cancer [ 262 ].

In Lung squamous cell carcinoma (LUSC), findings from CoxNMF results reflect rich

biological interpretation and can be further validated in previous literature. For example,

Ferone et al. [ 263 ] confirmed that the cornification was accompanied by infiltration of inflam-

matory cells and large areas of necrosis. Park et al. [ 264 ] confirmed that the keratinization

of LUSC was associated with poor clinical outcome.
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Nevertheless, epithelium related biological processes have been found enriched among

several cancers. For example, in LUSC, epidermis development (P -value = 2.95× 10−48) is

enriched in gene cluster C6, associated with worse survival. In Bladder urothelial carcinoma

(BLCA), both gene cluster C5 and C7 (associated with worse survival) are enriched with

epithelium development.

In Breast invasive carcinoma (BRCA), macroautophagy may play important role related

to breast cancer survival in gene cluster C2. Previous literature showed that the macroau-

tophagy links to the cellular response to anticancer therapies [  265 ], and it can associate with

both life and death functions [  266 ]. In our study, we find macroautophagy is enriched in

gene cluster C2, which is associated with worse survival. In Lung Adenocarcinoma (LUAD),

autophagy also plays important role in gene cluster C6 (associated with worse survival).

In Liver hepatocellular carcinoma (LIHC), gene cluster C5 is associated with worse sur-

vival and enriched with alcohol metabolic process (P -value = 1.29 × 10−6) and secondary

alcohol biosynthetic process (P -value = 3.13×10−4), The alcohol related biological processes

are proven to be associated with liver cancer [ 267 ] and can be further validated from our

results.

4.11 Conclusion

In this chapter, a novel algorithm CoxNMF is proposed by simultaneously learning the

non-negative matrix factorization and the Cox proportional hazards regression. We design

the novel objective function and update rules for CoxNMF. To the best of our knowledge,

this is the first work that performs non-negative matrix factorization and clustering driven

by survival regression, accomplished by joint optimization of the Frobenius norm and partial

log likelihood.

The proposed CoxNMF algorithm presents new contributions to biomedical data analysis

and has several advantages:

• First, to the best of our knowledge this is the first attempt at fully utilizing and integrat-

ing survival data, gene expression matrices, and hazards information in the updating

rule. Previous studies either applied NMF followed with a Cox regression separately, or

160



imposed linear regression onto NMF algorithm. When using NMF to find latent clusters

from gene expression data, one should consider using survival information of the patient

cohort as well.

• Second, CoxNMF can help find a coefficient matrix H constrained on a K-dimensional

hyperspace where survival labels can be well-distinguished. Since NMF is ill-posed and

non-convex [  268 ], [ 269 ], the solution to the original NMF cost function is not unique

and is strongly deponent on the updating algorithm and initialization points [  270 ],

[ 271 ]. Imposing survival information onto H , helps the algorithm find solutions in a

supervised manner. This can be observed from the C-Index values that approach 100%

in experiments.

• Third, CoxNMF is computationally efficient and robust to noise. Our experiments using

synthetic datasets show that both the running time is low while having a performance

that is very competitive to that of the traditional NMF methods. Moreover, CoxNMF

demonstrates robustness to noise for large values of ε.

Nonetheless, CoxNMF does have several limitations. First of all, when applied to real

cancer datasets, resulted in a number of clusters that are relatively large in size. Such large

gene clusters are too general to be defined. Thus, a further gene expression analysis on those

clusters is recommended. Second, Although CoxNMF is efficient in running time, finding

the hyper-parameters especially the optimal low-rank dimension K, is computationally ex-

pensive. For the TCGA human cancer datasets, we performed a hyper-parameter search

that suggested a reasonable hyper-parameter pair for 10 analyzed TCGA datasets. When

applying CoxNMF to other types of data, such as microarray datasets from NCBI GEO, the

hyper-parameter values many need to be re-evaluated. Future analyses are recommended to

inspect and address these limitations.

To sum up, the proposed CoxNMF algorithm successfully demonstrates its superiority of

identifying survival-associated gene clusters than other algorithms across forty-two different

synthetic data. The experiments conduct in human cancer datasets help unravel latent gene

clusters which reflect rich biological interpretations, achieve the goal of understanding and

interpretation of high-dimensional biological data in precision health.
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In previous chapters, we focus on integrating multimodal biomedical data to unravel

the latent gene interactions, study the relationship between multimodal biomedical data

and patient survival. In the next chapter, we are interested in histopathologic imaging

data, and two breast cancer subtypes are studied. Specifically, we would like to predict the

post-treatment pathologic complete response (pCR) given the pre-treatment histopathologic

images, through an automatic feature extraction workflow.
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Table 4.13. Gene ontology (GO) enrichment analysis results for PAAD. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C6

Rank Term Description P -value q-value FDR B&H

1 GO:0009057 Macromolecule catabolic process. 1.50×10−28 1.51×10−24

2 GO:0044265 Cellular macromolecule catabolic process. 9.67×10−27 4.88×10−23

3 GO:0030163 Protein catabolic process. 5.06×10−20 1.70×10−16

Gene cluster C1

Rank Term Description P -value q-value FDR B&H

1 GO:0099536 Synaptic signaling. 4.68×10−36 7.39×10−33

2 GO:0098916 Anterograde trans-synaptic signaling. 5.25×10−36 7.39×10−33

3 GO:0007268 Chemical synaptic transmission. 5.25×10−36 7.39×10−33

18 GO:0071805 Potassium ion transmembrane transport. 9.49×10−15 2.23×10−12

21 GO:0006813 Potassium ion transport. 2.58×10−14 5.19×10−12

23 GO:0030073 Insulin secretion. 5.79×10−14 1.06×10−11

53 GO:0050796 Regulation of insulin secretion. 2.15×10−10 1.71×10−08

Gene cluster C4

Rank Term Description P -value q-value FDR B&H

1 GO:0016071 mRNA metabolic process. 4.04×10−30 3.81×10−26

2 GO:0006397 mRNA processing. 2.68×10−28 1.27×10−24

3 GO:0009057 Macromolecule catabolic process. 6.73×10−25 2.12×10−21

Gene cluster C12

Rank Term Description P -value q-value FDR B&H

1 GO:0007586 Digestion. 4.69×10−19 2.26×10−15

2 GO:0006805 Xenobiotic metabolic process. 1.83×10−15 4.42×10−12

3 GO:0016266 O-glycan processing. 7.40×10−12 1.19×10−08

5 GO:0022600 Digestive system process. 3.08×10−11 2.97×10−08

7 GO:0042445 Hormone metabolic process. 7.67×10−10 5.28×10−07

17 GO:0006493 Protein O-linked glycosylation 4.89×10−08 1.39×10−05

23 GO:0043413 Macromolecule glycosylation 2.86×10−07 5.75×10−05

24 GO:0006486 Protein glycosylation 2.86×10−07 5.75×10−05

26 GO:0070085 Glycosylation 6.52×10−07 1.21×10−04

34 GO:0010817 Regulation of hormone levels. 3.32×10−06 4.55×10−04

35 GO:0052695 Cellular glucuronidation 3.35×10−06 4.55×10−04

37 GO:0009101 Glycoprotein biosynthetic process 4.19×10−06 5.46×10−04

Gene cluster C10

Rank Term Description P -value q-value FDR B&H

1 GO:0043588 Skin development. 6.21×10−23 9.15×10−20

2 GO:0000070 Mitotic sister chromatid segregation. 6.67×10−23 9.15×10−20

3 GO:0008544 Epidermis development. 7.80×10−23 9.15×10−20
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Table 4.14. Gene ontology (GO) enrichment analysis results for LUSC. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C6

Rank Term Description P -value q-value FDR B&H

1 GO:0008544 Epidermis development. 2.95×10−48 2.02×10−44

2 GO:0043588 Skin development. 3.25×10−47 1.11×10−43

3 GO:1903575 Cornified envelope assembly. 2.33×10−46 5.32×10−43

4 GO:0070268 Cornification. 4.16×10−46 7.13×10−43

7 GO:0060429 Epithelium development. 2.62×10−40 2.57×10−37

8 GO:0030855 Epithelial cell differentiation. 4.63×10−37 3.97×10−34

9 GO:0009913 Epidermal cell differentiation. 3.56×10−36 2.71×10−33

10 GO:0030216 Keratinocyte differentiation. 2.98×10−35 2.04×10−32

12 GO:0031424 Keratinization. 1.44×10−31 8.23×10−29

Gene cluster C7

Rank Term Description P -value q-value FDR B&H

1 GO:0140053 Mitochondrial gene expression. 7.56×10−39 6.24×10−35

2 GO:0032543 Mitochondrial translation. 3.18×10−34 1.31×10−30

3 GO:0006414 Translational elongation. 1.19×10−32 2.46×10−29

Gene cluster C9

Rank Term Description P -value q-value FDR B&H

1 GO:0009057 Macromolecule catabolic process. 1.57×10−19 7.13×10−16

2 GO:0044265 Cellular macromolecule catabolic process. 1.75×10−19 7.13×10−16

3 GO:0070647 Protein modification by small protein con-
jugation or removal.

3.06×10−19 8.33×10−16
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Table 4.15. Gene ontology (GO) enrichment analysis results for BLCA. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C9

Rank Term Description P -value q-value FDR B&H

1 GO:0070647 Protein modification by small protein con-
jugation or removal.

1.02×10−51 1.05×10−47

2 GO:0032446 Protein modification by small protein con-
jugation.

6.60×10−40 3.41×10−36

3 GO:0009894 Regulation of catabolic process. 4.71×10−37 1.62×10−33

Gene cluster C5

Rank Term Description P -value q-value FDR B&H

1 GO:0006629 Lipid metabolic process. 6.12×10−14 4.26×10−10

2 GO:0030855 Epithelial cell differentiation. 5.76×10−11 1.38×10−07

3 GO:0048871 Multicellular organismal homeostasis. 5.95×10−11 1.38×10−07

8 GO:0010817 Regulation of hormone levels. 6.03×10−09 5.00×10−06

9 GO:0060429 Epithelium development. 6.48×10−09 5.00×10−06

30 GO:0007586 Digestion. 2.76×10−06 6.40×10−04

31 GO:0008544 Epidermis development. 2.88×10−06 6.45×10−04

47 GO:0042445 Hormone metabolic process. 1.13×10−05 1.67×10−03

Gene cluster C7

Rank Term Description P -value q-value FDR B&H

1 GO:0060429 Epithelium development. 5.81×10−17 3.04×10−13

2 GO:0030855 Epithelial cell differentiation. 9.98×10−15 2.61×10−11

3 GO:0043588 Skin development. 5.83×10−13 1.02×10−09

4 GO:0008544 Epidermis development. 1.27×10−12 1.67×10−09

6 GO:0042445 Hormone metabolic process. 3.36×10−10 1.98×10−07

7 GO:0098773 Skin epidermis development. 3.40×10−10 1.98×10−07

11 GO:0034754 Cellular hormone metabolic process. 1.07×10−09 5.09×10−07

23 GO:0045682 Regulation of epidermis development. 1.51×10−07 3.44×10−05

34 GO:0002064 Epithelial cell development. 6.97×10−07 1.07×10−04

38 GO:0002009 Morphogenesis of an epithelium. 9.18×10−07 1.25×10−04

165



Table 4.16. Gene ontology (GO) enrichment analysis results for BRCA. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C2

Rank Term Description P -value q-value FDR B&H

1 GO:0009057 Macromolecule catabolic process. 4.06×10−09 3.82×10−05

2 GO:0044265 Cellular macromolecule catabolic process. 3.97×10−08 1.87×10−04

3 GO:0006886 Intracellular protein transport. 1.34×10−07 4.20×10−04

6 GO:0016241 Regulation of macroautophagy. 8.84×10−06 1.09×10−02

13 GO:0016236 Macroautophagy. 1.92×10−05 1.09×10−02

Gene cluster C3

Rank Term Description P -value q-value FDR B&H

1 GO:0048608 Reproductive structure development. 9.31×10−07 3.56×10−03

2 GO:0061458 Reproductive system development. 1.12×10−06 3.56×10−03
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Table 4.17. Gene ontology (GO) enrichment analysis results for KIRP. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C4

Rank Term Description P -value q-value FDR B&H

1 GO:0006886 Intracellular protein transport. 8.97×10−33 8.47×10−29

2 GO:0016071 mRNA metabolic process. 5.54×10−31 2.62×10−27

3 GO:0044265 Cellular macromolecule catabolic process. 1.52×10−29 4.77×10−26

Gene cluster C6

1 GO:0070647 Protein modification by small protein conjugation
or removal.

3.20×10−22 2.84×10−18

2 GO:0051276 Chromosome organization. 2.51×10−21 1.12×10−17

3 GO:0032446 Protein modification by small protein conjugation. 1.63×10−15 4.83×10−12

Gene cluster C7

Rank Term Description P -value q-value FDR B&H

1 GO:0016071 mRNA metabolic process. 5.23×10−29 5.04×10−25

2 GO:0006397 mRNA processing. 4.29×10−21 1.34×10−17

3 GO:0006886 Intracellular protein transport. 4.40×10−21 1.34×10−17

Gene cluster C5

Rank Term Description P -value q-value FDR B&H

1 GO:0006082 Organic acid metabolic process. 6.74×10−44 2.99×10−40

2 GO:0019752 Carboxylic acid metabolic process. 5.30×10−39 1.17×10−35

3 GO:0043436 Oxoacid metabolic process. 1.22×10−38 1.80×10−35

4 GO:0044282 Small molecule catabolic process. 1.38×10−34 1.53×10−31

5 GO:0016054 Organic acid catabolic process. 7.51×10−32 5.55×10−29

Gene cluster C8

Rank Term Description P -value q-value FDR B&H

1 GO:0001775 Cell activation. 1.23×10−98 7.83×10−95

2 GO:0045321 Leukocyte activation. 4.37×10−95 1.39×10−91

3 GO:0002682 Regulation of immune system process. 1.82×10−86 3.86×10−83

4 GO:0006952 Defense response. 8.77×10−79 1.39×10−75

5 GO:0002684 Positive regulation of immune system process. 1.01×10−77 1.28×10−74

6 GO:0050776 Regulation of immune response. 5.14×10−70 5.43×10−67

7 GO:0002252 Immune effector process. 2.67×10−68 2.42×10−65

12 GO:0098542 Defense response to other organism. 3.41×10−59 1.80×10−56

13 GO:0002443 Leukocyte mediated immunity. 1.92×10−58 9.38×10−56

14 GO:0046649 Lymphocyte activation. 1.76×10−55 7.59×10−53

15 GO:0006954 Inflammatory response. 1.79×10−55 7.59×10−53

16 GO:0002366 Leukocyte activation involved in immune response. 1.86×10−53 7.38×10−51

17 GO:0002263 Cell activation involved in immune response. 3.45×10−53 1.29×10−50

18 GO:0042110 T-cell activation. 1.09×10−52 3.84×10−50

19 GO:0045087 Innate immune response. 4.90×10−52 1.64×10−49

20 GO:0050778 Positive regulation of immune response. 8.71×10−51 2.76×10−48
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Table 4.18. Gene ontology (GO) enrichment analysis results for LIHC. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C5

Rank Term Description P -value q-value FDR B&H

1 GO:0009057 Macromolecule catabolic process. 4.79×10−08 3.55×10−04

2 GO:1901565 Organonitrogen compound catabolic pro-
cess.

4.22×10−07 9.67×10−04

3 GO:0007034 Vacuolar transport. 5.07×10−07 9.67×10−04

4 GO:0030163 Protein catabolic process. 5.21×10−07 9.67×10−04

6 GO:0006066 Alcohol metabolic process. 1.29×10−06 1.59×10−03

7 GO:0055114 Oxidation-reduction process. 2.33×10−06 2.47×10−03

60 GO:1902653 Secondary alcohol biosynthetic process. 3.13×10−04 3.87×10−02

Gene cluster C6

Rank Term Description P -value q-value FDR B&H

1 GO:0044278 Cell wall disruption in other organism. 1.02×10−06 2.22×10−03

2 GO:0007506 Gonadal mesoderm development. 1.40×10−05 1.53×10−02

Gene cluster C3

Rank Term Description P -value q-value FDR B&H

1 GO:0016071 mRNA metabolic process. 6.32×10−21 6.07×10−17

2 GO:0044265 Cellular macromolecule catabolic process. 4.27×10−18 2.05×10−14

3 GO:0006886 Intracellular protein transport. 2.51×10−17 7.33×10−14

6 GO:0009057 Macromolecule catabolic process. 1.71×10−16 2.74×10−13

8 GO:0009894 Regulation of catabolic process. 1.89×10−14 2.27×10−11
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Table 4.19. Gene ontology (GO) enrichment analysis results for LUAD. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C6

Rank Term Description P -value q-value FDR B&H

1 GO:0006886 Intracellular protein transport. 2.01×10−40 2.29×10−36

2 GO:0044265 Cellular macromolecule catabolic process. 3.56×10−35 2.03×10−31

3 GO:0009057 Macromolecule catabolic process. 2.53×10−34 9.60×10−31

31 GO:0006914 Autophagy. 1.13×10−18 4.16×10−16

Gene cluster C4

Rank Term Description P -value q-value FDR B&H

1 GO:0006414 Translational elongation. 3.79×10−35 1.12×10−31

2 GO:0006412 Translation. 3.79×10−35 1.12×10−31

3 GO:0043043 Peptide biosynthetic process. 1.56×10−33 3.06×10−30

Gene cluster C8

Rank Term Description P -value q-value FDR B&H

1 GO:0070647 Protein modification by small protein con-
jugation or removal.

2.17×10−10 1.82×10−06

2 GO:0009894 Regulation of catabolic process. 1.64×10−08 3.35×10−05

3 GO:0032446 Protein modification by small protein con-
jugation.

1.69×10−08 3.35×10−05
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Table 4.20. Gene ontology (GO) enrichment analysis results for OV. Top
ranked GO terms and important GO terms are reported according to the P -
values, which are associated with better/worse survival prognosis.

Gene cluster C5

Rank Term Description P -value q-value FDR B&H

1 GO:0055114 Oxidation-reduction process. 6.53×10−11 6.18×10−07

2 GO:1901135 Carbohydrate derivative metabolic process. 5.99×10−10 2.84×10−06

3 GO:0006886 Intracellular protein transport. 2.98×10−09 9.41×10−06

Gene cluster C7

Rank Term Description P -value q-value FDR B&H

1 GO:0001775 Cell activation. 3.96×10−72 2.84×10−68

2 GO:0045321 Leukocyte activation. 2.23×10−66 8.01×10−63

3 GO:0002682 Regulation of immune system process. 2.00×10−56 4.78×10−53

4 GO:0006952 Defense response. 1.70×10−55 3.05×10−52

5 GO:0002684 Positive regulation of immune system pro-
cess.

6.21×10−50 8.91×10−47

6 GO:0006954 Inflammatory response. 5.38×10−48 6.44×10−45

8 GO:0002252 Immune effector process. 1.01×10−43 9.08×10−41

9 GO:0051707 Response to other organism. 1.87×10−43 1.49×10−40

10 GO:0043207 Response to external biotic stimulus. 2.21×10−43 1.59×10−40

11 GO:0009607 Response to biotic stimulus. 5.05×10−43 3.30×10−40

14 GO:0050776 Regulation of immune response. 3.20×10−39 1.64×10−36

15 GO:0002366 Leukocyte activation involved in immune
response.

2.56×10−38 1.22×10−35

16 GO:0002443 Leukocyte mediated immunity. 3.21×10−38 1.44×10−35

17 GO:0002263 Cell activation involved in immune re-
sponse.

4.24×10−38 1.79×10−35

18 GO:0098542 Defense response to other organism. 6.22×10−38 2.48×10−35

19 GO:0050900 Leukocyte migration. 5.82×10−37 2.20×10−34

21 GO:0046649 Lymphocyte activation. 2.54×10−35 8.68×10−33

22 GO:0034097 Response to cytokine. 2.79×10−35 9.12×10−33

23 GO:0002694 Regulation of leukocyte activation. 3.06×10−35 9.54×10−33

Gene cluster C8

Rank Term Description P -value q-value FDR B&H

1 GO:0007017 Microtubule-based process. 4.85×10−50 2.73×10−46

2 GO:0000226 Microtubule cytoskeleton organization. 2.20×10−42 6.19×10−39

3 GO:0007018 Microtubule-based movement. 8.87×10−41 1.67×10−37
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5. IMPRESS: PREDICTING BREAST CANCER

NEOADJUVANT CHEMOTHERAPY RESPONSE FROM

MULTIMODAL HISTOPATHOLOGIC IMAGES

Advances in computational algorithms and tools have made the prediction of cancer patient

outcomes using computational pathology feasible. However, predicting clinical outcomes

from pre-treatment histopathologic images remains a challenging task, hindered by the lim-

ited understanding of tumor immune micro-environments.

In this chapter, an automatic, accurate, comprehensive, interpretable, and reproducible

whole slide image (WSI) feature extraction workflow known as, IMage-based Pathological

REgistration and Segmentation Statistics (IMPRESS), is described. We aim to investigate

whether machine learning algorithms using automatic feature extraction methods can predict

neoadjuvant chemotherapy (NAC) outcomes in HER2-positive (HER2+) and triple-negative

breast cancer (TNBC) patients. Features are derived from tumor immune micro-environment

and clinical data and used to train machine learning models to accurately predict the response

to NAC in breast cancer patients. The results demonstrate that this method outperforms

the results trained from features that manually generated by pathologists.

5.1 Introduction

Predicting patient outcomes based on features or grades derived from tumor histopatho-

logic images has become a cornerstone of modern cancer care and precision medicine [  272 ]. In

contrast to traditional image analysis, artificial intelligence (AI)-based computational pathol-

ogy utilizes multimodal histopathologic images and automatic feature calculation approaches

to extract patterns and analyze features [ 273 ]. One of the objectives of such AI-based com-

putational pathology approaches is to predict the clinical outcome including survivability.

This has been recently demonstrated by “so called” end-to-end deep learning approaches

[ 272 ], [  274 ] and interpretable machine learning approaches that employ morphologic feature

extraction [ 176 ], [  275 ], [  276 ]. These studies facilitated the applications of computational

pathology for clinical diagnosis and prognosis, as well as the interpretation of the roles of
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Figure 5.1. Overview of the IMPRESS workflow. (A) H&E tissue segmenta-
tion based on DeepLabV3 model. The segmentation generates stroma region,
tumor region, and lymphocytes aggregated (lymph) region. (B) IHC markers
segmentation. CD8, CD163, and PD-L1 are segmented. (C) H&E and IHC
non-linear registration. First row: representative H&E patches; second row:
corresponding IHC patches after registration. (D) IMage-based Pathological
REgistration and Segmentation Statistics (IMPRESS) feature construction.
Totally 36 IMPRESS features are constructed. (E) Neoadjuvant chemother-
apy (NAC) prediction with logistic regression.
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different cellular components in the tumor immune micro-environment such as tumor infil-

trating lymphocytes (TILs), which has been discovered to play important roles in clinical

outcomes of cancers [ 277 ].

In this work, we are interested in investigating whether machine learning-based algo-

rithms using automatic feature extraction methods can predict neoadjuvant chemotherapy

(NAC) outcomes in HER2-positive (HER2+) and triple-negative breast cancer (TNBC) pa-

tients 

1
 . In particular, we aim to predict the pathologic complete response (pCR), which

is a presumptive surrogate for disease-free survival in HER2-positive (HER2+) and triple-

negative breast cancer (TNBC) patients who have received neoadjuvant chemotherapy (NAC)

[ 278 ], [ 279 ]. Potential factors associated with pCR have been widely investigated. It is known

that higher pCR rates were found in hormone receptor (HR)-negative tumors in multiple

trials [  280 ]–[ 282 ], and a high Ki-67 index (≥ 50%) was observed to be an independent pre-

dictive factor for pCR in HER2-positive BC patients [ 283 ], [  284 ]. Besides these common

histopathologic features, studies have also suggest a positive association between pCR and

tumor immune micro-environment, especially TILs [  285 ]–[ 294 ]. Wimberly et al. [ 295 ] also

found PD-L1 expression was correlated with TILs and was a significant factor in predicting

pCR .

Albeit predicting patient response to treatments or survivability to NAC in BC patients

using imaging analysis has been explored in both the areas of radiology [ 296 ]–[ 299 ] and

pathology [ 291 ], [  300 ]–[ 302 ], predicting pCR from pre-neoadjuvant chemotherapy (pre-NAC)

biopsies has tremendous clinical impact. However, existing studies (Qu et al. [ 299 ]) found

that pre-NAC images are more challenging to predict pCR than post-NAC images. In fact,

when they used a deep learning method to predict breast cancer pCR via MRI images, they

observed AUC (area under the receiver operating characteristic curve) values of 0.553 for

pre-NAC and 0.968 for post-NAC, respectively [ 299 ].

When predicting the pCR with machine learning model, one can also study the features

that closely related to pCR. It has been reported over the past several years that cellular

components of tumor immune micro-environment such as TILs are associated with response

to NAC in breast cancer [  291 ], [  293 ], [  302 ]–[ 304 ]. Hwang et al. [ 301 ] reported that high
1

 ↑ Breast cancer histopathologic dataset was provided by Dr. Zaibo Li at The Ohio State University.
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pre-NAC TILs is a strong prognostic marker for pCR. Ali et al. [ 300 ] extracted lymphocyte

density from pre-treatment biopsies and confirmed it is one of the strongest predictors in

logistic regression. To systematically study how TILs and other image-based features in

pre-NAC images can explain pCR outcomes, it is imperative to build an automatic and

reproducible image-based feature extraction procedure. In Hwang et al. [ 301 ], pre-NAC

TILs were calculated from the percentage of all mononuclear cells (including lymphocytes and

plasma cells) in stromal areas, and were scored as a categorical variable in 10% increments

[ 305 ]. Similarly, Denkert et al. [ 306 ] also assessed stromal TILs only, while Zhang et al.

[ 307 ] evaluated the lymphocyte to monocyte ratio in pre-NAC to predict pCR. Denkert

et al. [ 291 ] instead showed that the percentage of intratumoral lymphocytes (iTu-Ly) was

the most significant independent parameter for pCR in breast cancer NAC rather than the

percentage of stromal lymphocytes (str-Ly). However, in most of these studies, TILs and

other histopathologic features were evaluated manually. Furthermore, the accuracy of NAC

response prediction by machine learning algorithm and its comparison to human assessments

are usually not reported and image-based statistical features are not exploited completely

via multiplexed histopathologic images.

It is known that multiplexed histopathologic images can identify multiple markers si-

multaneously from a single tissue section [  308 ]. In order to advance the understanding

of whether pre-NAC histopathologic images (both H&E-stained and IHC-stained) features

including those derived from tumor immune micro-environment (PD-L1, CD8+ T cells,

and CD163+ macrophages) can predict NAC response, as well as to address the aforemen-

tioned limitations, an automatic whole slide image (WSI) feature extraction workflow is

constructed, followed with a machine learning NAC prediction model. To improve feature

extraction procedure, we take the advantages of multiplexed histopathologic images, extract

36 interpretable and meaningful histopathological features. Specifically, we establish three

categories of quantitative features to characterize different cellular components — namely

the “area ratio”, “proportion”, and “purity” — in our proposed workflow, and formally desig-

nate our workflow as “IMage-based Pathological REgistration and Segmentation Statistics”,

or “IMPRESS” in short. Sixty-two HER2+ and sixty-four TNBC patients are included in

174



our cohort to examine whether machine learning model using IMPRESS would be able to

predict pCR for NAC.

To summarize, we investigate whether machine learning model using quantitative fea-

tures automatically extracted by AI-based methods can predict response to neoadjunvant

chemotherapy in breast cancer patients. We also compare the prediction accuracy between

the model learned from IMPRESS and the model learned from features that manually gener-

ated by pathologists. Additionally, we comprehensively assess those automatically extracted

features by feature importance analysis and residual cancer burden analysis. We find that

the developed machine learning models utilize IMPRESS and clinical features can accurately

predict the response to NAC in breast cancer patients and outperform the results learned

by features that manually generated by pathologists.

5.2 Methods

5.2.1 Hardware and Software

We take advantage of four NVIDIA V100 graphics processing units (GPUs) and 1.6TB

local storage. We use OpenSlide [ 309 ] v1.1.2 to access the WSI files, and PyTorch [ 131 ]

v1.6.0, torchvision v0.7.0 for data loading, model training and testing. Machine learning

and statistical analyses are performed in python with scikit-learn v0.23.2 [ 310 ]. We use

pillow v7.2.0 and OpenCV [  311 ] v4.4.0 for image processing in python. We use pandas

v1.0.5 for data processing.

5.2.2 Study Cohorts

This study is approved by the Ohio State University Institutional Research Board and

included 62 HER2-positive breast cancer (HER2+) patients and 64 triple-negative breast

cancer (TNBC) patients treated with neoadjuvant chemotherapy (NAC) and follow-up sur-

gical excision. Patients with histopathologically confirmed invasive breast carcinoma who

underwent NAC from January 2011 to December 2016, those who had underwent surgery

after completing NAC were included. HER2 status was determined on biopsy specimens

using HER2 IHC and/or fluorescence in situ hybridization (FISH) in accordance with the
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Figure 5.2. Tissue segmentation and image-level features extraction from
registered H&E and IHC segmentation. (A) An example H&E tissue; (B) H&E
tissue segmentation result; (C) IHC tissue (aligned to (A)) after non-linear
registration; (D) IHC segmentation results, after non-linear registration. (E)
Selected representative patches from (B) including (1) H&E patch, (2) H&E
segmentation, (3) H&E segmentation (segm. in short) fused with original
patch, (4) IHC patch after registration, (5) IHC patch after registration fused
with H&E patch, and (6) H&E, IHC segmentation fused patch; (F) IMPRESS
feature graphical demonstration. In (F), each IHC marker produces 11 features
(CD8 was shown as an example), H&E region produces 3 features, totally 36
IMPRESS features. Figure best viewed in color.
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criteria of American Society of Clinical Oncology (ASCO)/College of American Pathologist

(CAP) guidelines updated guidelines [ 312 ].

5.2.3 Pathologic Assessment of the Response to Breast Cancer Neoadjuvant
Chemotherapy

For neoadjuvant chemotherapy, all HER2+ patients received four cycles of AC (dox-

orubicin/cyclophosphamide) together with Taxol (paclitaxel/docetaxel) and trastuzumab

except 7 patients (3 with residual tumor, 4 without residual tumor) who received four cy-

cles of AC together with PTD (pertuzumab + trastuzumab + docetaxel). Triple-negative

breast cancer patients received AC (doxorubicin/cyclophosphamide) together with Taxol

(paclitaxel/docetaxel).

After NAC, all study cohort patients underwent surgery and the resection specimens are

examined grossly and microscopically. A pathologic complete response (pCR) is recognized

if no detectable residual invasive carcinoma (except in situ carcinoma) and absence of any

metastatic tumor in lymph node, whereas the presence of residual invasive carcinoma in

breast or in lymph node designated the incomplete response.

Residual cancer burden (RCB) [ 313 ], calculated from primary tumor bed and lymph

nodes information, is a continuous variable describing the effectiveness after chemotherapy

treatment. RCB is evaluated in all breast cancer cases with incomplete chemotherapy re-

sponse, by comparing the pre-treatment core needle biopsy with the post-treatment resection

specimen. RCB value is calculated based on tumor cellularity, tumor size change, and lymph

node metastasis as described in [ 313 ].

5.2.4 Multi-color Multiplex Immunohistochemistry with CD8, CD163, PD-L1,
and Assessment by Pathologists

Multi-color multiplex immunohistochemistry (IHC) with CD8 for cytotoxic T lympho-

cytes (clone MRQ26, mouse, Ventana), CD163 for macrophages (clone SP57, rabbit, Ven-

tana), and PD-L1 (clone SP263, rabbit, Ventana) are performed on freshly cut pre-treatment

biopsies as described in [  314 ], [ 315 ]. Specific staining is considered in membranous PD-

L1 staining in tumor cells or immune cells. The immunohistochemistry is evaluated with
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consensus viewing by two pathologists (Drs. Yanjun Hou and Zaibo Li). The percentage

of PD-L1 positively-stained cells are recorded and used for machine learning models (fea-

tures that generated by pathologists). Pathologists manually assessed parameters include:

PD‐L1 expression in tumor cells (PD‐L1 TC), PD‐L1 expression in immune cells (PD‐L1

IC), PD1 expression in immune cells, intratumoral CD8+ immune cells (IT‐CD8+), peritu-

moral CD8+ immune cells (PT‐CD8+), intratumoral CD163+ macrophages (IT‐CD163+),

and peritumoral CD163+ macrophages (PT‐CD163+).

5.2.5 Non-Linear Image Registration

All H&E-stained and IHC-stained slides are scanned into WSIs using Hamamatsu scan-

ner with 20× magnification. Although H&E-stained slides and IHC-stained slides from each

case are continuous sections from paraffin-embedded tissue blocks, they are not always well

aligned in the same space (2-D Euclidean space). In order to correctly assemble CD8 cy-

totoxic T-cells, CD163 macrophages, and PD-L1-expressing cells on H&E stained images,

non-linear image registration is applied on IHC-stained images using H&E-stained images

as templates.

Specifically, we adopt a multi-step, automatic, and non-linear histological image registra-

tion method [ 114 ], [  119 ] and applies it to our dataset. First, the images are converted into

grayscale, downsampled, and histogram equalized images. Then an initial affine registration

is performed, followed with the non-linear registration. A few tissues in WSIs which had

visually bad registration results are excluded.

5.2.6 H&E Region Segmentation

Training Data

The H&E region segmentation aims to automatically identify the stromal tissue region,

tumoral tissue region, and lymphocytes aggregated tissue region. In this thesis, we fully

utilize the breast cancer dataset from The Cancer Genome Atlas (TCGA) [  316 ] consisting of

151 images [  317 ] as training data, where each image has a segmentation map with 22 region

classes labelled by multiple pathologists. We slice those images with 10% horizontal and
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vertical overlapping, and generated 900 patches in total. Each patch is in 20× magnification

(around 0.5µm per pixel) with 1024× 1024 pixels in size.

We define four segmentation classes, including (1) stromal region (Stroma), (2) tumoral

region (Tumor), (3) lymphocytes aggregated region (Lymph), and (4) excluded region (Ex-

clude). The tumoral region includes invasive carcinoma and angioinvasion regions. The

lymphocytes aggregated region includes lymphocytic infiltration, lymphatics, and other im-

mune infiltrate, as well as considering the inflammation-rich area. The excluded region

contains background or other regions not of our interest (e.g., adipocytes).

Deep Learning Model, Hyper-parameters, and Evaluation Metrics

The deep learning model “DeepLabV3” [ 127 ] is adopted to learn the segmentation of

the H&E regions. In DeepLabV3, atrous convolution was introduced and has the ability to

capture larger field-of-view as well as control the resolution of feature responses [  127 ]. In de-

tail, the residual network ResNet-101 [ 318 ] is employed into DeepLabV3 and is implemented

in PyTorch and torchvision [ 131 ] with auxiliary loss weight = 0.5. During the training,

weighted mean squared error loss criterion is used by adopting the inverse of number of

the pixels as class weights. Adaptive moment estimation (Adam) optimizer [ 178 ] is adopted

with learning rate = 1 × 10−4 and batch size = 2 throughout the experiments. We search

the number of epochs as the hyper-parameter [ 319 ] with five-fold cross-validation training

scheme. Dice coefficient [ 252 ] is adopted to evaluate the model performance. A higher dice

coefficient suggests a better segmentation performance.

Training, Validation, and Testing Schemes

For 900 image patches, we firstly hold out 10% of the image patches for testing (these

patches are not used for any training purposes). Next, five-fold cross-validation training

scheme is applied to the rest of the 810 patches. Namely, in each fold, 80% of the data

are used for training, and 20% of the data are used for validation (i.e., tuning the hyper-

parameter). Patches cropped from the same image will not be separated into different sets.

Models are evaluated every 20 epochs, the optimal number of epochs is chosen according to
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the optimal mean dice coefficients among the five folds. We find the number of epochs = 280

results in optimal validation performance.

After the optimal number of epochs is determined, the deep learning model is applied on

the entire training set for model training, and the testing performances on the 10% hold out

testing set is reported.

Performances in TCGA dataset

All performances are measured in dice coefficients. The final training performances are

0.9881 for stromal region, 0.9941 for tumoral region, 0.9876 for lymph region, and 0.9911

for excluded region. The mean dice coefficient for training is 0.9902. The final testing

performances are 0.8314 for stromal region, 0.8880 for tumoral region, 0.7065 for lymph

region, and 0.7996 for excluded region. The mean dice coefficient for testing is 0.8064.

Applying Trained Deep Learning Model to Study Cohorts

The trained DeepLabV3 model is then applied to our study cohorts HER2+ and TNBC.

The trained TCGA images and the targeted HER2+ and TNBC WSIs are in same magni-

fications (20× objective lens). We firstly slice H&E WSIs into 1024 × 1024 pixels patches

with 200 pixels horizontal and vertical overlapping. Then, during the feed-forward process

in deep neural networks, the predicted class probabilities in each pixel at overlapped regions

are averaged, and the class with highest probability in each pixel is voted as the prediction

result. The performances are shown in Result section.

5.2.7 Immunohistochemistry Markers Segmentation

Segmenting the IHC markers including CD8, CD163, and PD-L1, which are amplified by

several visually distinctive colors, is one of the essential step for acquiring final image-based

features. In this study, color-based K-means clustering [  320 ] is performed to segment CD8,

CD163, PD-L1, and other areas (background and area not of interest).
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Color-based K-means Segmentation

Firstly, at most 10 image patches with 512 × 512 pixels in size are selected from each

IHC tissue with lowest excluded region ratio (from H&E segmentation results) in HER2+

and TNBC cohorts, respectively. Secondly, we convert all selected image patches from RGB

color space to L*a*b* color space [  321 ], [  322 ], which ensures the highest color contrast across

three different IHC markers. Thirdly, a K-means clustering is performed. It aggregates

each pixels of selected patches to different clusters in L*a*b* color space. In detail, we

set K = 15, number of initialization = 3, and maximum number of iteration = 300 with

tolerance = 1× 10−4.

Next, two pathologists (Drs. Ahmad Mahmoud Alkashash and Carlo De la Sancha)

help to identify and confirm the clustering centers of CD8, CD163, and PD-L1. Each IHC

markers may contain several clustering centers. Finally, according to the learned K-means

clustering centers, we apply the rest of the IHC WSIs to this model and obtain the IHC

markers segmentation results.

We compare each four 1024 × 1024 patches from HER2+ and TNBC cohorts with two

pathologists manually labeled IHC markers, the dice coefficients are then reported. The

performances are shown in Result section.

5.2.8 IMPRESS Feature Extraction

In total 36 image-based features are extracted from the proposed IMPRESS workflow

(Figure  5.2 F). All features are calculated based on the WSI from each patient. Basically,

each of CD8, CD163, and PD-L1 IHC markers will produce 11 features, which are the

combination of “area ratio” (or “ratio” in short), “proportion”, “purity” in stroma, tumor,

lymph, and all H&E regions. Here lymph stands for lymphocytes aggregated region. The

proportions in all H&E regions are excluded as it equals to 1. In addition, 3 features from

H&E region proportions are also exploited: (1) the ratio of stromal region to all H&E regions;

(2) the ratio of tumoral region to all H&E regions; and (3) the ratio of lymphocytes region

to all H&E regions. So the total number of IMPRESS features is 3× 11 + 3 = 36.
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The definition of the area ratio (e.g., Lymph: CD8 ratio) is the ratio of the total number

of pixels of an IHC marker (CD8) on a certain H&E region (Lymph) to the total number of

pixels of that H&E region (Lymph). The area ratio can be interpreted as how much of an

IHC marker can be expressed on a certain type of tumor micro-environments. The definition

of the proportion (e.g., Lymph: CD8 proportion) is the ratio of the total number of pixels

of an IHC marker (CD8) on a certain H&E region (Lymph) to the total number of pixels

of that marker (CD8) on all valid H&E regions. The definition of the purity (e.g., Lymph:

CD8 purity) is the ratio of the total number of pixels of an IHC marker (CD8) to the total

number of pixels of all IHC markers (CD8, CD163, and PD-L1) on a certain H&E region

(Lymph).

The definition of “all H&E regions” (All) is the pixel sum of Stroma, Tumor, and Lymph

regions. The full list of features is also presented in Table  5.1 .

5.2.9 Machine Learning Predicts NAC Outcome

Training, Validation, and Testing Setting

Due to the sample size, leave-one-out training and testing scheme [ 60 ] is adopted. Given

N patients in the data cohort, each time 1 patient is held out for testing, and the remained

N − 1 patients are used for training and validation. For the N − 1 patients during training,

five-fold cross-validation is adopted. For each fold, 80% of the data is used for training,

and the rest 20% data is used for model validation (i.e., finding the hyper-parameters of the

model). All features in training & validation sets are standardized to follow standard normal

distribution, and the standardization parameters are also applied to the testing set.

LASSO-regularized Logistic Regression

Logistic regression model implemented in scikit-learn [  310 ] (version 0.23.2) is adopted to

predict NAC outcome. The objective function for LASSO-regularized logistic regression is

Minimize L(θ) = 1
N − 1

[
N−1∑
i=1
−
(

α1y
(i) log(hθ,b(x(i)))+α2(1−y(i)) log(1−hθ,b(x(i)))

)
+λ

K∑
j=1
|θj|
]
,

(5.1)
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Table 5.1. List of 36 IMPRESS features constructed from H&E and IHC
images. 3 features can be constructed only from H&E image, 3 features can
be only constructed from IHC image.

Feature name Explanation Data source
1 Stroma: CD8 ratio The area ratio of CD8 to stroma region. H&E + IHC
2 Stroma: CD163 ratio The area ratio of CD163 to stroma region. H&E + IHC
3 Stroma: PD-L1 ratio The area ratio of PD-L1 to stroma region. H&E + IHC
4 Stroma: CD8 proportion The area ratio of CD8 in stroma region to all H&E regions. H&E + IHC
5 Stroma: CD163 proportion The area ratio of CD163 in stroma region to all H&E regions. H&E + IHC
6 Stroma: PD-L1 proportion The area ratio of PD-L1 in stroma region to all H&E regions. H&E + IHC
7 Stroma: CD8 purity In stroma region, the area ratio of CD8 to all IHC markers. H&E + IHC
8 Stroma: CD163 purity In stroma region, the area ratio of CD163 to all IHC markers. H&E + IHC
9 Stroma: PD-L1 purity In stroma region, the area ratio of PD-L1 to all IHC markers. H&E + IHC
10 Tumor: CD8 ratio The area ratio of CD8 to tumoral region. H&E + IHC
11 Tumor: CD163 ratio The area ratio of CD163 to tumoral region. H&E + IHC
12 Tumor: PD-L1 ratio The area ratio of PD-L1 to tumoral region. H&E + IHC
13 Tumor: CD8 proportion The area ratio of CD8 in tumoral region to all H&E regions. H&E + IHC
14 Tumor: CD163 proportion The area ratio of CD163 in tumoral region to all H&E regions. H&E + IHC
15 Tumor: PD-L1 proportion The area ratio of PD-L1 in tumoral region to all H&E regions. H&E + IHC
16 Tumor: CD8 purity In tumoral region, the area ratio of CD8 to all IHC markers. H&E + IHC
17 Tumor: CD163 purity In tumoral region, the area ratio of CD163 to all IHC markers. H&E + IHC
18 Tumor: PD-L1 purity In tumoral region, the area ratio of PD-L1 to all IHC markers. H&E + IHC
19 Lymph: CD8 ratio The area ratio of CD8 to lymphocytes aggregated region. H&E + IHC
20 Lymph: CD163 ratio The area ratio of CD163 to lymphocytes aggregated region. H&E + IHC
21 Lymph: PD-L1 ratio The area ratio of PD-L1 to lymphocytes aggregated region. H&E + IHC
22 Lymph: CD8 proportion The area ratio of CD8 in lymphocytes aggregated region to all H&E regions. H&E + IHC
23 Lymph: CD163 proportion The area ratio of CD163 in lymphocytes aggregated region to all H&E regions. H&E + IHC
24 Lymph: PD-L1 proportion The area ratio of PD-L1 in lymphocytes aggregated region to all H&E regions. H&E + IHC
25 Lymph: CD8 purity In lymphocytes aggregated region, the area ratio of CD8 to all IHC markers. H&E + IHC
26 Lymph: CD163 purity In lymphocytes aggregated region, the area ratio of CD163 to all IHC markers. H&E + IHC
27 Lymph: PD-L1 purity In lymphocytes aggregated region, the area ratio of PD-L1 to all IHC markers. H&E + IHC
28 All: CD8 ratio The area ratio of CD8 to all H&E region. H&E + IHC
29 All: CD163 ratio The area ratio of CD163 to all H&E region. H&E + IHC
30 All: PD-L1 ratio The area ratio of PD-L1 to all H&E region. H&E + IHC
31 All: CD8 purity In all H&E region, the area ratio of CD8 to all IHC markers. IHC
32 All: CD163 purity In all H&E region, the area ratio of CD163 to all IHC markers. IHC
33 All: PD-L1 purity In all H&E region, the area ratio of PD-L1 to all IHC markers. IHC
34 Stroma: H&E proportion The area ratio of stromal region to all H&E regions. H&E
35 Tumor: H&E proportion The area ratio of tumoral region to all H&E regions. H&E
36 Lymph: H&E proportion The area ratio of lymphocytes aggregated region to all H&E regions. H&E

where x represents the feature values, y is the response (pCR), hθ,b(x) = xT θ + b is the linear

function with weight θ and bias b. N−1 is the number of training samples (1 sample for held

out testing), K is the number of features, λ is the LASSO regularization penalty weight, α1

and α2 imposed the class weights. To avoid confusion with other parts of this thesis, symbols

θ, α, y, h, b, x, and λ are only defined in this section.

We set the number of maximum iteration = 100, optimization tolerance = 1×10−4. The

hyper-parameters to be searched is the LASSO regularization [  62 ] penalty weight λ from
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0.1 to 1.0 with step = 0.1. The class weights α1 and α2 are used for balanced learning by

adjusting weights inversely proportional to pCR frequencies in the training label.

Evaluation Metrics

We adopt four measurements to evaluate the results, namely, AUC (area under the ROC

curve) [ 181 ], F1 score [  323 ], precision, and recall. AUC is calculated in scikit-learn v0.23.2

[ 310 ]. F1 score, precision, and recall are calculated in scikit-learn with “macro” average

method.

A well-discriminated model would have an AUC close to 1. We consider an AUC >

0.85 being a well-performed prediction, and an AUC > 0.75 being an adequate prediction.

Precision is the ratio of true positives to all positive classifications, it suggests how likely a

patient will have pCR. A higher precision indicates a more reliable performance generated

from the algorithm. Recall is the ratio of true positives to all true samples and shows

the ability of the model to correctly identify the patients with pCR. Note that during this

calculation, “positive” stands for a pCR. The F1 score is formulated as

F1 = 2(precision× recall)
precision + recall

, (5.2)

which is the harmonic mean of the precision and recall, reflecting the learning accuracy.

To compare the performances between IMPRESS features and pathologists’ assessed

features (both include clinical features), LASSO-regularized logistic regression is used for

both feature sets. The model and training schemes as well as evaluation metrics are remained

same as before.

5.2.10 Statistical Analyses

We compare the distributions of IMPRESS and clinical features between HER2+ and

TNBC cohorts using Mann-Whitney U test [  143 ]. The fold change is calculated by the ratio

of the median feature values between HER2+ and TNBC cohorts. Student’s t-test [  137 ] is

adopted for comparing pair-wised AUCs from different trials. Spearman’s rank correlation
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coefficients [ 324 ] is adopted for calculating the relationships between features and pCR, the

relationships among IMPRESS features, and the relationships between IMPRESS features

and residual tumor sizes. It provides a correlation coefficient ρ and a P -value. All P -values

are two-sided; P -values < 0.05 are deemed statistically significant.

5.3 Results

5.3.1 Clinical and Histopathological Characteristics of the Study Cohort

62 HER2-positive (HER2+) BC and 64 TNBC patients treated with NAC and surgi-

cal excision are included. HER2+ BC patients are treated with doxorubicin/cyclophos-

phamide/taxol together with anti-HER2 targeted therapy, including 24 patients (39%) with

residual tumor and the other 36 patients (61%) with pCR. TNBC patients are treated

with standard NAC (doxorubicin/cyclophosphamide/taxol) including 37 patients (58%) with

residual tumor and the other 27 patients (32%) with pCR. The clinical and histopathologic

characteristics of these patients are summarized in Table  5.2 .

5.3.2 Workflow and Feature Construction

The workflow of this paper is presented in Figure  5.1 , including H&E image acquisi-

tion and segmentation, IHC image acquisition and segmentation, and H&E – IHC image

registration. Given the input paired H&E and IHC WSI, the automatic non-linear registra-

tion is performed on each IHC WSI using the corresponding H&E WSI as fixed references.

With deep neural network “DeepLabV3” trained from pathologists labelled TCGA breast

cancer H&E images [  317 ], H&E tissue segmentation is performed and four region of inter-

ests are identified including stromal region (Stroma), tumoral region (Tumor), lymphocytes

aggregated region (Lymph), and excluded region. All included regions (Stroma, Tumor,

and Lymph) are defined as all H&E region (All). Figure  5.2 AB shows an example of H&E

image and its segmentation result. The multiplexing IHC markers including CD8 (green),

CD163 (red), and PD-L1 (brown) are identified via color-based K-means segmentation. Fig-

ure  5.2 CD shows an IHC image and its segmentation result. All results are reviewed and

confirmed by two pathologists (Drs. Ahmad Mahmoud Alkashash and Carlo De la Sancha).
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Table 5.2. Clinical and histopathological results of HER2-positive and TNBC
cases with neoadjuvant chemotherapy (NAC).

Cohort Characteristics Case # / median % / range

HER2+

Total case number 62 —
Cases with residual tumor 24 38.71%
Cases with pCR 38 61.29%
Age (years) 56 30 – 76

Nottingham grade
I 1 1.61%
II 27 43.55%
III 34 54.84%

Nuclear grade
I 0 0.00%
II 10 16.13%
III 52 83.87%

Estrogen receptor (ER) positive 30 48.39%
Progesterone receptor (PR) positive 19 30.65%
HER2/CEP17 ratio 6.73 1.23 – 22.98
Residual cancer burden for non-pCR patients 1.39 0.91 – 4.14

TNBC

Total case number 64 —
Cases with residual tumor 37 57.81%
Cases with pCR 27 42.19%
Age (years) 51 26 – 74

Nottingham grade
I 0 0%
II 15 23.4%
III 49 76.6%

Nuclear grade
I 0 0%
II 9 14.1%
III 55 85.9%

Residual cancer burden for non-pCR patients 2.01 0.80 – 4.27

Next, an automatic, accurate, comprehensive, interpretable, and reproducible WSI fea-

ture extraction workflow is constructed, and generates 36 IMage-based Pathological REg-

istration and Segmentation Statistics (IMPRESS) features. Figure  5.2 F demonstrates how

IMPRESS features are calculated by using CD8 as an example. The full list of features is

shown in Table  5.1 . The distributions of IMPRESS features’ expressions are demonstrated

in Figure  5.3 in violin plots with values ranging from 0 to 1.
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Figure 5.3. Violin plot of IMPRESS feature expressions in HER2+ cohort
(A) and TNBC cohort (B).

In addition to IMPRESS features, clinical features and status of molecular markers (ER,

PR, and HER2) are exploited. In the HER2+ cohort, six features are adopted including

age, estrogen receptor status (ER+/−), estrogen receptor percentage (ER%), progesterone

receptor status (PR+/−), progesterone receptor percentage (PR%), and the ratio of HER2
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expression to chromosome 17 (HER2/CEP17). In TNBC cohort, age is the only available

clinical feature since ER, PR, and HER2 are all negative.

5.3.3 Machine Learning Model using IMPRESS Features to Predict NAC Out-
comes

LASSO-regularized logistic regression is adopted to evaluate the prediction power of the

proposed IMPRESS features. In this study, four groups of features are compared, including

all 36 IMPRESS plus clinical features (IMPRESS), IMPRESS H&E image features plus

clinical features [IMPRESS (H&E only)] (Table  5.1 ), IMPRESS IHC image features plus

clinical features [IMPRESS (IHC only)] (Table  5.1 ), and pathologists assessed IHC image

features plus clinical features (Pathologists).

We first compare IMPRESS with IMPRESS (H&E only) and IMPRESS (IHC only).

From Table  5.3 and Figure  5.4 A, we find IMPRESS achieves significantly higher AUC than

IMPRESS (H&E only) (t-test statistics = 62.69, P -value = 5.68 × 10−40) and IMPRESS

(IHC only) (t-test statistics = 79.97, P -value = 5.83 × 10−44) in HER2 cases. Similarly,

from Table  5.3 and Figure  5.4 B, we find IMPRESS achieves significantly higher AUC than

IMPRESS (H&E only) (t-test statistics = 16.87, P -value = 3.04 × 10−19) and IMPRESS

(IHC only) (t-test statistics = 33.60, P -value = 7.23 × 10−30) in TNBC cases. The results

suggest that combining H&E and IHC histopathologic images can extract additional features

which benefits to the pCR prediction.

5.3.4 IMPRESS Features Outperformed Pathologists’ Assessed Features for
Predicting NAC Outcomes

Furthermore, IMPRESS features are compared to pathologists’ manually assessed IHCs

image features for CD8, CD163, and PD-L1.

In HER2+ cohort, we find IMPRESS achieves better performances (AUC = 0.8975 ±

0.0038) than pathologists’ assessed features (AUC = 0.7880±0.0065) significantly with t-test

statistics = 64.59 (P -value = 1.84×10−40) (Figure  5.4 A). In TNBC cohort, we find IMPRESS

achieves slightly better performances (AUC = 0.7674 ± 0.0209) than pathologists’ assessed

features (AUC = 0.7626 ± 0.0095) with t-test statistics = 0.94 (P -value = 3.54 × 10−1)
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(Figure  5.4 B). The detailed performances are summarized in Table  5.3 . The results suggest

that the AI-based features extracted from H&E and IHC histopathologic images can achieve

equal or better performances than pathologists’ assessed features, and are the preferred

input to develop machine learning algorithms and to predict response to NAC in breast

cancer patients.

Table 5.3. LASSO-regularized logistic regression performances in HER2+
and TNBC cohorts. Experiments are repeated 20 times with different ran-
dom seeds in leave-one-out cross-validation setting. mean value ± standard
deviation are reported. Best performed mean values are highlighted in bold
face.

Cohort Features AUC F1 score Precision Recall

HER2+

IMPRESS 0.8975±0.0038 0.8687±0.0077 0.8716±0.0115 0.8658±0.0081
IMPRESS (H&E only) 0.8118±0.0048 0.8269±0.0052 0.9059±0.0009 0.7605±0.0081
IMPRESS (IHC only) 0.7746±0.0057 0.7775±0.0085 0.8454±0.0023 0.7197±0.0129
Pathologists’ features 0.7880±0.0065 0.7820±0.0025 0.8696±0.0061 0.7105±0.0000

TNBC

IMPRESS 0.7674±0.0209 0.7017±0.0377 0.6903±0.0286 0.7148±0.0552
IMPRESS (H&E only) 0.6795±0.0103 0.5882±0.0000 0.6250±0.0000 0.5556±0.0000
IMPRESS (IHC only) 0.5975±0.0087 0.5915±0.0103 0.5637±0.0061 0.6222±0.0152
Pathologists’ features 0.7626±0.0095 0.6897±0.0077 0.6454±0.0135 0.7407±0.0000

5.3.5 Feature Importance Analysis in Machine Learning Model

We summarize the feature coefficients produced from LASSO-regularized logistic regres-

sion in Figure  5.4 C (HER2+ cohort) and Figure  5.4 D (TNBC cohort). The top important

features are also summarized in Table  5.5 . For the HER2+ cohort, three out of the top

five favorable prognostic markers (positively associated with pCR) are related to lympho-

cyte aggregated region, including CD8 ratio, CD163 ratio, and PD-L1 ratio. The favorable

clinical prognostic marker of HER2/CEP17 ratio is ranked as the third, which echos the find-

ing in [  325 ] that suggested high HER2/CEP17 ratio is significantly associated with pCR.

In contrast, four out of the top five adverse prognostic markers (negatively associated with

pCR) are related to clinical variables including age, ER ratio, PR positivity, and PR ratio.

The second strongest adverse prognostic marker is Stroma: CD8 proportion. For the TNBC

cohort, the top five favorable prognostic markers are Lymph: PD-L1 ratio, Lymph: PD-L1

proportion, Tumor: CD8 proportion, Tumor: CD8 purity, and Lymph: CD163 proportion.
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The top five adverse prognostic markers are Stroma: CD8 proportion, age, Tumor: PD-L1

ratio, Stroma: CD8 ratio, and Lymph: CD8 purity. Detailed feature importance ranking

and coefficients are listed in Table  5.5 . From these results, we observe that features related

to lymphocytes aggregated region (Lymph) are the most favorable prognostic markers to

pCR. In addition, age, which plays an adverse role, is more critical in the HER2+ cohort

than in the TNBC cohort. Interestingly, we find Stroma: CD8 proportion is one of the most

adverse prognostic markers in both cohorts, suggesting more CD8 in the stromal region than

in other regions is not a favorable sign for pCR.

The comparison of coefficient importance between HER2+ and TNBC cohorts is shown

in Figure  5.5 A. Some IMPRESS features are agreed between HER2+ and TNBC cohorts.

For example, Lymph: PD-L1 ratio and Tumor: CD8 proportion act as common favorable

features to pCR; Age and Stroma: CD8 proportion act as common adverse features to pCR.

However, we also observe some disparities between the HER2+ and TNBC cohorts. CD8

and CD163 play more essential roles in HER2+ cohort (e.g., Lymph: CD8 ratio and Lymph:

CD163 ratio), whereas PD-L1 is more informative in the TNBC cohort. Similar results can

also be observed in the following univariate analysis (Figure  5.4 BC).

5.3.6 Univariate Analyses with pCR Response

As IMPRESS features outperformed pathologists’ assessed features in predicting pCR

and are correlated with RCB, we further perform univariate analysis to investigate the rela-

tionships between IMPRESS features and NAC responses, and to identify specific IMPRESS

features which show significant differences in predicting NAC response between the HER2+

and TNBC cohorts.

We compare each feature by using pCR cases against residual tumor cases using the two-

sided Student’s t-test [ 137 ]. The top five favorable/adverse features with the most significant

differences are presented in Figure  5.5 B for the HER2+ cohort and in Figure  5.5 C for the

TNBC cohort. Complete results are further presented in Table  5.4 . We find that the most

significantly different features in pCR cases against residual tumor cases are highly consistent

with those identified by machine learning methods, such as Lymph: CD163 ratio and Lymph:
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Figure 5.4. (A–B) Receiver operating characteristic (ROC) curve for HER2+
(A) and TNBC (B) cohorts in the logistic regression results. Blue line: IM-
PRESS plus clinical features; Purple line: IMPRESS (H&E features only)
plus clinical features; Pink line: IMPRESS (IHC features only) plus clinical
features; Red line: pathologists assessed plus clinical features. (C–D) Feature
importance generated by logistic regression. Positive coefficients are associ-
ated with better prognosis (pCR) and vice versa. Horizontal line in each bar
stands for standard deviation. (C) HER2+ cohort; (D) TNBC cohort. Figure
best viewed in colors.
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Figure 5.5. (A) Comparison of IMPRESS and clinical coefficient importance
in machine learning results between HER2+ and TNBC cohorts, organized by
HER2+ coefficients in descending order. Coefficients in the horizontal bar plot
are reported in absolute values, the positive values are defined as “favorable”
prognostic marker and vise versa for negative values. Figure best viewed in
colors. (B–C) Univariate feature analysis in HER2+ cohort (B) and TNBC
cohort (C) by comparing pCR cases against residual tumor cases. In (B) and
(C), top row showed five most favorable features, bottom row showed five most
adverse features. Two-sided P -values are calculated based on Student’s t-test.
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CD8 ratio, two top-ranked favorable features for HER2+ cases, which are identified by both

univariate analysis and machine learning model. Nevertheless, a few features identified by

the univariate analysis are not agreed with machine learning results. For example, Tumor:

CD163 purity (P -value = 0.0043), one of the adverse features in HER2+ cases, is not

identified in machine learning (Figure  5.4 C). Similar inconsistency is also found in TNBC

cases, such as Lymph: CD8 proportion.

To present an alternative point of view of the relationship between IMPRESS features

and pCR, Spearman’s rank correlation coefficient (SCC) is used to evaluate the differences

among the features regarding their relationship to pCR. The results are shown in Figure

 5.6 A (HER2+) and Figure  5.6 B (TNBC). The SCC results are generally consistent with the

machine learning feature importance results (in Figure  5.4 CD) and the univariate analysis

results (in Figure  5.5 BC), especially for the features related to lymphocytes aggregated

regions (Lymph) and tumoral regions (Tumor). These results confirm the important roles of

pre-NAC TILs in predicting pCR.
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Figure 5.6. (A) Univariate feature analysis with pCR in HER2+ cohort. (B)
Univariate feature analysis with pCR in TNBC cohort. Two-sided P -values
are calculated based on Spearman’s rank correlations. Figure best viewed in
color.

Furthermore, we find that several IMPRESS features expressed significantly higher in

HER2+ than in TNBC based on the Mann-Whitney U test results in Figure  5.7 , such as

Stroma: PD-L1 purity (P -value = 5.06×10−5), Lymph: CD163 ratio (P -value = 5.50×10−5),

etc. Some features express significantly lower in HER2+ than TNBC, such as Tumor: CD8

purity (P -value = 2.50 × 10−4), Stroma: CD8 purity (P -value = 2.23 × 10−4), etc. These
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results suggest that IMPRESS features distributed differently among different breast cancer

cohorts, providing a different perspective between two breast cancer subtypes.

5.3.7 Relationships between IMPRESS and Residual Cancer Burden

For those patients who do not have pCR outcomes, residual cancer burden (RCB) is

calculated in patients with residual tumor. The median RCB in the HER2+ cohort is 1.39

with a range of 0.91 – 4.14. The median RCB in the TNBC cohort is 2.01 with a range of 0.80

– 4.27. RCB is defined as 0 for patients with pCR. The non-parametric statistics from SCC

ρ with two-sided P -values are used to examine the relationships between IMPRESS features

and RCBs. The top 5 most favorable and most adverse IMPRESS prognostic features from

machine learning analyses list in Table  5.5 are further compared with RCBs [Figure  5.8 A

(HER2+) and Figure  5.8 B (TNBC)]. The complete list is showed in Table  5.6 .

Table 5.5. Feature importance (top 5 are reported) in HER2+ and TNBC
cohorts. Experiments are repeated 20 times with different random seeds in
leave-one-out cross-validation setting. Top 5 favorable and adverse prognosis
marker for HER2+ and TNBC cohorts are reported respectively. Values are
reported in mean ± standard deviation.

Favorable prognostic markers Adverse prognostic markers
Cohort Rank H&E region Feature Coefficients Rank H&E region Feature Coefficients

HER2+

1 Lymph CD8 ratio 0.7879± 0.0992 1 Clinical age −0.8638± 0.1346
2 Lymph CD163 ratio 0.7141± 0.0770 2 Stroma CD8 proportion −0.4627± 0.0352
3 Clinical HER2/CEP17 ratio 0.6414± 0.1010 3 Clinical ER% −0.4429± 0.0536
4 Lymph PD-L1 ratio 0.3748± 0.0653 4 Clinical PR+/− −0.4158± 0.0818
5 Tumor CD163 ratio 0.2219± 0.0726 5 Clinical PR% −0.2396± 0.0568

TNBC

1 Lymph PD-L1 ratio 0.4412± 0.2300 1 Stroma CD8 proportion −0.5878± 0.1024
2 Lymph PD-L1 proportion 0.2409± 0.1095 2 clinical age −0.0608± 0.0762
3 Tumor CD8 proportion 0.1249± 0.1827 3 Tumor PD-L1 ratio −0.0545± 0.1084
4 Tumor CD8 purity 0.0847± 0.1129 4 Stroma CD8 ratio −0.0472± 0.1059
5 Lymph CD163 proportion 0.0452± 0.0994 5 Lymph CD8 purity −0.0249± 0.0739

As demonstrated in Figure  5.8 A for HER2+ cases, Lymph: CD8 ratio, Lymph: CD163

ratio, Lymph: PD-L1 ratio, and Lymph: CD8 proportion are negatively correlated with RCB

significantly. In contrast, Stroma: CD8 proportion and Tumor: CD163 purity are positively

correlated with RCB significantly. From the TNBC cohort in Figure  5.8 B, Lymph: PD-L1

ratio, Lymph PD-L1 proportion, and Lymph: CD163 proportion are negatively correlated
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Figure 5.7. Comparison between HER2+ and TNBC cohorts among ex-
tracted IMPRESS and clinical features. Two-sided P -values are calculated
based on Mann-Whitney U test. The fold changes are calculated by the ratio
of the median feature values between HER2+ and TNBC cohorts. Figure best
viewed in color.

196



with RCB significantly. In contrast, Stroma: CD8 proportion is positively correlated with

RCB.

One study by Meisel et al. [ 325 ] suggested that TILs associated with RCB in HER2+

breast cancer NAC patients. In our results, we further demonstrate the association between

TILs and RCB using correlation analysis, especially the Lymph: PD-L1 ratio. In addition,

the inverse relations are detected between RCB scores and CD8+ TIL in Miyashita et al.

[ 326 ], which also agreed with our findings such as Lymph: CD8 ratio in the HER2+ cohort

and Lymph: CD8 proportion (Table  5.6 ).

These results suggest that IMPRESS features from pre-NAC images can also infer RCB

values in a quantitative manner. For example, Lymph: PD-L1 ratio (favorable marker) and

Stroma: CD8 proportion (adverse marker) are two common features that are significantly

correlated with RCB in both the HER2+ and TNBC cohorts.

5.3.8 Reliability Results of IMPRESS Feature Extraction Workflow

Tissue Segmentation Results for H&E and IHC

The H&E tissue segmentation produced four regions of interests: stromal region (Stroma),

tumoral region (Tumor), lymphocytes aggregated region (Lymph), and exclude region (Ex-

clude). Each cohort has pathologist labeled 25 patches in 20× magnification, each with

512 × 512 pixels. The dice coefficients in HER2+ cohort for each class are 0.9312 (stromal

region), 0.8413 (tumoral region), 0.7035 (lymphocytes aggregated region), and 0.8482 (ex-

clude region). The mean dice coefficient in HER2+ cohort is 0.8311. The dice coefficients

in TNBC cohort for each class are 0.9140 (stromal region), 0.7576 (tumoral region), 0.7323

(lymphocytes aggregated region), and 0.8752 (exclude region). The mean dice coefficient

in TNBC cohort is 0.8198. The confusion matrix for HER2+ and TNBC cohorts are also

reported in Table  5.7 .
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Figure 5.8. Scatter plot with Spearman’s rank correlation coefficient ρ and
P -value between IMPRESS features and residual cancer burden (RCB). (A)
HER2+ cohort, first row: top 5 favorable IMPRESS features in Figure  5.4 A;
second row: top 5 adverse IMPRESS features in Figure  5.4 A. (B) TNBC co-
hort, first row: top 5 favorable IMPRESS features in Figure  5.4 B; second row:
top 5 adverse IMPRESS features in Figure  5.4 B. Dashed red lines represent
the fitted linear regression curves.
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Table 5.7. Confusion matrix in H&E segmentation results for HER2+ (A)
and TNBC (B). Exclude: excluded region; Stroma: stromal region; Tumor :
tumoral region; Lymph: lymphocytes aggregated region.

(A) HER2+
Label predicted

Exclude Stroma Tumor Lymph

Label truth

Exclude 1013128 246813 20645 196
Stroma 51214 3966505 52017 8137
Tumor 43656 195743 853359 2008
Lymph 11 32339 7855 59974

(B) TNBC
Label predicted

Exclude Stroma Tumor Lymph

Label truth

Exclude 1204848 140546 73137 375
Stroma 113180 3596604 175049 2014
Tumor 16424 213614 822769 17049
Lymph 0 32729 31204 114058

The IHC marker segmentation produced four regions of interests: CD8 region, CD163

region, PD-L1 region, and exclude region. Each cohort has pathologists labeled 5 patches

in 20× magnification, each with 512 × 512 pixels. The dice coefficients in HER2+ cohort

for each class are 0.8422 (CD8 region), 0.7379 (CD163 region), 0.7669 (PD-L1 region), and

0.9506 (exclude region). The mean dice coefficient in HER2+ cohort is 0.7823. The dice

coefficients in TNBC cohort for each class are 0.8608 (CD8 region), 0.7500 (CD163 region),

0.7237 (PD-L1 region), and 0.9693 (exclude region). The mean dice coefficient in TNBC

cohort is 0.7782. The confusion matrix for HER2+ and TNBC cohorts are also reported in

Table  5.8 .
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Table 5.8. Confusion matrix in IHC segmentation results for HER2+ (A) and
TNBC (B). Exclude: excluded background region; CD8: CD8 region; CD163:
CD163 region; PD-L1: PD-L1 region.

(A) HER2+
Label predicted

Exclude CD8 CD163 PD-L1

Label truth

Exclude 980285 8799 17195 16166
CD8 15168 83190 120 2785

CD163 19796 111 54759 1068
PD-L1 24832 4186 607 81653

(B) TNBC
Label predicted

Exclude CD8 CD163 PD-L1

Label truth

Exclude 1067720 4508 6006 9970
CD8 11948 59050 37 1520

CD163 16463 50 49179 7365
PD-L1 18702 1037 2867 54298

Non-Linear Registration Results

A non-linear registration process is performed on each tissue for every pair of tissues

in WSI. The total number of pathologists labelled landmark correspondences are 516 for

HER2+ cohort and 304 for TNBC cohort. The evaluation performances including mean

and median of the distance (in µm) and median rTRE [ 119 ] before and after registration

are reported in Table  5.9 . We consider the registration is adequate if the median distance

(µm) is ≤ 50µm. From the results, we find the distances before and after registration in

HER2+ cohort are 374.01µm and 33.31µm in mean, or 278.73µm and 18.23µm in median.

The distances before and after registration in TNBC cohort are 627.66µm and 47.78µm in

mean, or 48.14µm and 27.13µm in median. Both results in HER2+ and TNBC cohorts

suggest the paired pathology images are aligned adequately. An example H&E tissue and

the corresponding IHC tissue with 36 landmark correspondence pairs are demonstrated in

Figure  5.9 AB.
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Table 5.9. Non-linear registration performances of HER2+ and TNBC co-
horts. The median rTRE is aggregated within each tissue image according to
[ 119 ].

Before registration After registration
Cohort Metric Mean Median Mean Median

HER2+ distance (µm) 374.01 278.73 33.31 18.23
median rTRE 6.04 5.35 0.59 0.40

TNBC distance (µm) 627.66 482.14 47.78 27.13
median rTRE 6.46 5.85 0.44 0.27

Figure 5.9. An example H&E tissue (fixed reference) and the corresponding
IHC tissue (moving reference) before the non-linear registration (A) and after
the non-linear registration (B). Figure best viewed in color.

5.3.9 Visualization of Representative Patches

The top IMPRESS features with favorable or adverse prognostic values are further ex-

ploited with their associated image patches. In each cohort, the cases with highest image

feature value are selected, and their WSIs are sliced into patches with 1024 × 1024 pix-

els. Representative patch are presented within that specific patient’s WSI and are shown

in Figure  5.10 . Figure  5.10 A presents representative patches in HER2+ with top important
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features; Figure  5.10 B presents representative patches in TNBC with top importance fea-

tures. The adverse prognostic markers are highlighted in grey backgrounds. These results

help to visualize typical image patches where the top important features are enriched.

Figure 5.10. Selected representative patches in HER2+ cohort (A) and
TNBC cohort (B). Patches are derived from patient WSIs which achieved
highest IMPRESS feature values among cohorts. Adverse prognostic markers
are highlighted. Figure best viewed in color.
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5.3.10 Correlation Analyses Disclose Latent Dependencies among IMPRESS
Features

To fully investigate the relationships and unveil the latent dependencies among IMPRESS

features, pair-wised SCC are further conducted on both breast cancer cohorts (Figure  5.11 ).

These pair-wised SCC ρ demonstrate the latent relationships between each pair of IMPRESS

features.

All SCC ρ for area ratio features are positive. We are interested in those highly correlated

area ratio features from different IHC markers. For area ratio in HER2+ (Figure  5.11 B), the

most correlated ratio statistics from different IHC markers are Stroma: PD-L1 ratio and All:

CD163 ratio (ρ = 0.73, P -value = 2.29× 10−11); Stroma: CD163 ratio and Stroma: PD-L1

ratio (ρ = 0.72, P -value = 6.64× 10−11). For area ratio in TNBC (Figure  5.11 F), the most

correlated ratio statistics from different IHC markers are Stroma: PD-L1 ratio and Stroma:

CD8 ratio (ρ = 0.71, P -value = 3.82 × 10−11); All: PD-L1 ratio and Stroma: CD8 ratio

(ρ = 0.71, P -value = 3.64× 10−11); All: PD-L1 ratio and All: CD8 ratio (ρ = 0.71, P -value

= 6.88 × 10−11). The results of area ratio statistics suggest that the area ratio of PD-L1

has the strongest association with CD163 in HER2+, but has the strongest association with

CD8 in TNBC.

For the proportion statistics in IMPRESS features, positive correlations are observed

within same H&E regions. In contrast, negative correlations are observed across different

H&E regions (Figure  5.11 CD). We are interested in those features that from different H&E

regions with most negative correlations. In HER2+ (Figure  5.11 C), the most negatively

correlated proportion statistics are Tumor: H&E proportion and Stroma: H&E proportion

(ρ = −0.92, P -value = 1.57 × 10−25); Tumor: CD163 proportion and Stroma: CD163 pro-

portion (ρ = −0.83, P -value = 4.18× 10−17). In TNBC (Figure  5.11 G), the most negatively

correlated proportion statistics are Tumor: H&E proportion and Stroma: H&E proportion

(ρ = −0.95, P -value = 3.01 × 10−33); Tumor: CD163 proportion and Stroma: CD163 pro-

portion (ρ = −0.88, P -value = 2.52 × 10−21). The results of proportion statistics suggest

that CD163 is the most negatively correlated IHC marker populated at either tumoral or

stromal region.
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For the purity statistics in IMPRESS features, positive correlations are observed within

same IHC markers. In contrast, negative correlations are observed across different IHC

markers (Figure  5.11 DH). We are interested in those features that from different IHC markers

with most negative correlations. In HER2+ (Figure  5.11 D), the most negatively correlated

purity statistics from different IHC markers are Lymph: CD163 purity and Lymph: CD8

purity (ρ = −0.79, P -value = 1.96 × 10−14); Stroma: CD163 purity and All: CD8 purity

(ρ = −0.73, P -value = 1.05×10−11); Tumor: CD163 purity and Tumor: PD-L1 purity (ρ =

−0.73, P -value = 2.46 × 10−11). In TNBC (Figure  5.11 H), the most negatively correlated

purity statistics from different IHC markers are Stroma: CD163 purity and Stroma: CD8

purity (ρ = −0.77, P -value = 7.85 × 10−14); Stroma: CD163 purity and All: CD8 purity

(ρ = −0.75, P -value= 7.18×10−13). The results of purity statistics suggest that CD163 and

CD8 are two most distinct IHC markers that populated against each other among various

H&E regions.

5.4 Discussion and Conclusion

Recently, AI-based computational pathology methods based on tumor morphology have

been developed to predict the clinical outcome including survival [ 176 ], [  275 ]. Additionally,

evaluating cell-level features in tumor immune micro-environment such as tumor-infiltrating

lymphocyte (TIL) in pre-treatment breast cancer biopsies to predict NAC outcomes is also

imperative and can contribute to potential clinical guidelines and treatment intervention.

To the best of our knowledge, this is the first study to provide an automatic, accurate,

comprehensive, interpretable, and reproducible whole slide image (WSI) feature extraction

workflow, and to quantitatively evaluate the histopathological features extracted from H&E-

stained and IHC-stained WSIs and predict NAC outcomes using machine learning model

based on features derived from tumor itself and tumor immune micro-environment.

This study has several strength and advantages. First, analyzing histopathologic images

is one of the most difficult machine learning tasks, hindered by the large size of the mi-

croscopy images [  327 ]. Studies usually sliced WSIs into several small patches [  327 ], while

different choices of patch sizes can increase the uncertainties of models and performances.
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In this study, the IMPRESS features are assessed on WSI level, which is a more robust and

reproducible feature extraction workflow.

Second, the dataset was provided by collaborators at The Ohio State University, with

two breast cancer subtypes including 62 HER2-positive breast cancer and 64 triple negative

breast cancer patients. This dataset fully utilizes two consecutive whole slide images for each

patient that are further stained with H&E and IHC. Multicolor multiplex immmunohisto-

chemistry staining is a recent and well-established technology [ 328 ], which offers tremendous

insights and understanding into complex tumor-immune microenvironment and cancer het-

erogeneity [  329 ]. The multicolor multiplex immunohistochemical assays [  314 ] enabled us to

co-localize CD8, CD163, and PD-L1 markers, and study the relationships between those cell

markers and NAC response. Since the image registration process is quantitatively robust

and accurate, the extra information derived from IHC-stained WSIs can provide detailed

tumor immune micro-environment information complimentary to the tumor H&E images.

Different from other methods that only relied on H&E WSIs to extract lymphocytes, the

identification of CD8, CD163, and PD-L1 provided extra information, which helped to better

characterize the tumor immune micro-environment.

Third, AI is suggested to be an automatic approach for providing a potential clinical

guideline. However, many AI-based methods are limited by their poor interpretability and

unpredictable performance, especially when the sophisticated end-to-end learning methods

are used. Our experiments not only demonstrated that the AI-based automatic feature

extraction workflow has the capacity to generate interpretable IMPRESS features, but can

also predict NAC outcome equally or more accurate than the model based on pathologists’

assessed features. Last but not the least, many feature extraction methods are based on

pathologists’ manual assessments (e.g., Ali et al. [ 300 ]; Hwang et al. [ 301 ]). The features

assessed by pathologists conveyed rich interpretable explanations, however, they are difficult

to reproduce with consistent quality. Instead, our automatic feature extraction workflow

provides abundant reproducible interpretable features (36 IMPRESS features), and is also

proved to outperform pathologists’ assessment in HER2+ cohort (or have equal performances

in TNBC cohort) using the logistic regression model.
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In current study, we also investigate the association of clinicopathologic features from pre-

treatment biopsies with response to NAC in two different breast cancer subtypes, HER2+

BC and TNBC. Previous study [  306 ] found that the increased TIL concentration can predict

response to neoadjuvant chemotherapy and survival but differences were observed between

HER2+ and TNBC subtypes. In our results, we find several common and different fea-

ture behaviors across those two breast cancer subtypes, suggesting that breast cancer is

immunogenic [ 306 ] and TILs might target differently in different breast cancer subtypes.

Our study has also demonstrated the relationship between several tumor immune micro-

environment features and pCR. One of the most interesting findings is PD-L1 expression

in pre-treatment tumor immune micro-environment, especially in TNBC cohort. It has

been reported that the upregulation of PD-L1 is involved in various cellular processes in

cancer cells as well as interactions between cancer cells and immune cells [  330 ]–[ 332 ]. It

has been conflicting whether PD-L1 expression is a favorable or adverse prognostic factor

for breast cancer patients’ survival [  333 ]–[ 340 ]. The conflicting conclusions may result from

the differences in composition of cohorts, PD-L1 antibody clones, or assessment methods

(most studies used manual assessment). Kong et al. [ 341 ] suggests that PD-L1 expression

at different locations had different impact on survival in colorectal cancer (CRC) patients,

and shows that the total PD-L1 expression is a favorable prognostic marker. In our study,

we observed similar behavior of high TIL and PD-L1 expression. For example, PD-L1 in

lymphocytes aggregated region is found to associate with a favorable response to NAC.

Furthermore, our data has also demonstrated that the most important IMPRESS features

identified from the logistic regression model to predict pCR (such as CD8, CD163, and PD-

L1 ratios in lymphocytes aggregated region, and CD8 proportion in lymphocytes aggregated

region) also correlated with RCB, at least partially.

In summary, we constructed an automatic, accurate, comprehensive, interpretable, and

reproducible WSI feature extraction workflow (IMPRESS) and used these IMPRESS features

to develop machine learning model to accurately predict the response to NAC in breast cancer

patients.

With the aim of integrating multimodal biomedical data to unveil latent gene interac-

tions and predict post-treatment response based on imaging data through machine learn-
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ing, three research practices are performed. Specifically, survival analysis is combined with

gene co-expression network analysis and deep learning in Chapter 3, and is combined with

non-negative matrix factorization in Chapter 4. An automatic, accurate, comprehensive,

interpretable, and reproducible workflow is proposed to predict pCR given histopathologic

images in Chapter 5. In the next chapter, a software tool “TSUNAMI” based on R language

will be introduced.
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Table 5.4. Student’s t-test results by comparing IMPRESS and clinical fea-
tures of pCR cases against residual tumor cases. Features are sorted by P -
values in ascending order.

HER2+ TNBC
Rank Feature names t statistic P -value Feature names t statistic P -value

1 Lymph: CD163 ratio 3.594455 0.000658 Stroma: CD8 proportion −4.666563 0.000017
2 Lymph: CD8 ratio 3.541561 0.000776 Stroma: PD-L1 proportion −4.242431 0.000075
3 Clinical: HER2/CEP17 ratio 3.226637 0.002030 Lymph: PD-L1 ratio 3.517819 0.000821
4 Stroma: CD8 proportion −3.072326 0.003192 Lymph: PD-L1 proportion 3.488683 0.000899
5 Lymph: PD-L1 ratio 3.042724 0.003476 Lymph: CD163 proportion 3.376036 0.001274
6 Tumor: CD163 purity −2.971149 0.004263 Stroma: CD163 proportion −3.076857 0.003112
7 Clinical: ER% −2.902422 0.005173 Lymph: CD8 proportion 2.948188 0.004502
8 Lymph: CD8 proportion 2.825048 0.006410 Stroma: H&E proportion −2.830533 0.006256
9 Clinical: PR% −2.810583 0.006669 Lymph: PD-L1 purity 2.736953 0.008080
10 Clinical: PR −2.741490 0.008048 Tumor: CD8 proportion 2.712844 0.008624
11 Lymph: CD163 proportion 2.370234 0.021008 Lymph: H&E proportion 2.552162 0.013184
12 Clinical: ER −2.353331 0.021901 Tumor: PD-L1 proportion 2.166371 0.034135
13 All: CD163 ratio 2.341825 0.022527 Tumor: H&E proportion 2.160806 0.034582
14 Stroma: CD8 ratio 2.278235 0.026288 Clinical: age −2.055501 0.044049
15 Tumor: PD-L1 purity 2.255415 0.027767 Tumor: CD163 purity −1.975628 0.052652
16 Stroma: CD163 ratio 2.249187 0.028183 Stroma: PD-L1 ratio 1.920414 0.059408
17 All: CD8 ratio 2.247796 0.028277 All: PD-L1 purity 1.890408 0.063379
18 All: CD163 purity −2.205629 0.031252 Lymph: CD163 ratio 1.827774 0.072396
19 All: PD-L1 ratio 2.204862 0.031309 Tumor: PD-L1 purity 1.819611 0.073647
20 Clinical: age −2.078504 0.041948 All: PD-L1 ratio 1.788630 0.078560
21 Stroma: PD-L1 proportion −2.035503 0.046224 Stroma: PD-L1 purity 1.695521 0.094993
22 Stroma: PD-L1 ratio 2.034231 0.046356 Tumor: CD163 proportion 1.685473 0.096925
23 Tumor: CD8 ratio 1.770354 0.081748 All: CD163 purity −1.659165 0.102133
24 Tumor: PD-L1 ratio 1.665460 0.101035 Stroma: CD163 ratio 1.549523 0.126346
25 Lymph: PD-L1 proportion 1.661584 0.101813 All: CD163 ratio 1.512692 0.135439
26 Tumor: CD163 ratio 1.656927 0.102755 Lymph: CD8 ratio 1.496247 0.139663
27 Lymph: H&E proportion 1.505547 0.137430 Tumor: CD8 ratio 1.354115 0.180615
28 Stroma: CD163 purity −1.481817 0.143622 Stroma: CD163 purity −1.161706 0.249808
29 All: PD-L1 purity 1.449248 0.152475 Lymph: CD8 purity −1.148333 0.255242
30 Stroma: CD163 proportion −1.328562 0.189024 Tumor: PD-L1 ratio 1.132209 0.261907
31 Stroma: H&E proportion −1.312893 0.194218 All: CD8 ratio 1.015053 0.314025
32 All: CD8 purity 1.286521 0.203203 Lymph: CD163 purity −0.878047 0.383309
33 Tumor: CD8 proportion 1.242422 0.218915 Tumor: CD163 ratio 0.695981 0.489041
34 Tumor: CD8 purity 1.179454 0.242873 Tumor: CD8 purity 0.561242 0.576655
35 Tumor: PD-L1 proportion 1.156670 0.251992 Stroma: CD8 ratio 0.550337 0.584066
36 Stroma: PD-L1 purity 1.005040 0.318914 All: CD8 purity 0.349839 0.727645
37 Stroma: CD8 purity 0.938257 0.351874 Stroma: CD8 purity 0.148199 0.882666
38 Tumor: H&E proportion 0.830702 0.409435
39 Lymph: CD163 purity −0.817853 0.416677
40 Lymph: CD8 purity 0.630844 0.530539
41 Lymph: PD-L1 purity 0.246588 0.806068
42 Tumor: CD163 proportion −0.043845 0.965174

208



Table 5.6. Spearman’s rank correlation coefficient statistics between IM-
PRESS features and residual cancer burden (RCB) values in HER2+ and
TNBC cohorts. Features are sorted by P -values in ascending order.

HER2+ TNBC
Feature name Spearman ρ P -value Feature name Spearman ρ P -value

Lymph: CD163 ratio −0.50105 3.36×10−5 Stroma: CD8 proportion 0.434782 0.000331
Lymph: CD8 ratio −0.47416 9.90×10−5 Stroma: PD-L1 proportion 0.398219 0.001119
Tumor: CD8 ratio −0.4599 0.00017 Lymph: PD-L1 proportion −0.38025 0.00194
All: CD8 ratio −0.44273 0.000314 Lymph: CD8 proportion −0.31836 0.010355
Stroma: CD8 ratio −0.38132 0.00223 Lymph: CD163 proportion −0.31324 0.011726
Tumor: PD-L1 ratio −0.37483 0.002686 Lymph: H&E proportion −0.30888 0.013013
Tumor: CD163 purity 0.370868 0.003003 Lymph: PD-L1 ratio −0.29843 0.016609
Lymph: PD-L1 ratio −0.36932 0.003136 All: PD-L1 ratio −0.25149 0.045004
All: PD-L1 ratio −0.36553 0.003484 All: PD-L1 purity −0.24423 0.051788
Stroma: PD-L1 ratio −0.36338 0.003697 Stroma: H&E proportion 0.240374 0.055717
Stroma: CD8 proportion 0.335825 0.00762 Tumor: PD-L1 ratio −0.23728 0.059042
Lymph: CD8 proportion −0.3238 0.01025 Lymph: PD-L1 purity −0.23628 0.06015
Lymph: CD163 proportion −0.32058 0.011074 Lymph: CD163 ratio −0.22412 0.075025
Tumor: PD-L1 purity −0.28861 0.02291 Stroma: PD-L1 ratio −0.2205 0.079975
All: CD163 purity 0.28293 0.025867 Tumor: PD-L1 purity −0.21162 0.09322
All: CD163 ratio −0.27395 0.031196 Stroma: PD-L1 purity −0.20862 0.098063
Stroma: CD163 ratio −0.24766 0.052293 Tumor: CD163 purity 0.207548 0.099839
Tumor: CD8 purity −0.24134 0.058798 Tumor: CD8 proportion −0.20322 0.10728
All: CD8 purity −0.2375 0.063072 Stroma: CD163 proportion 0.19617 0.120289
Lymph: H&E proportion −0.22949 0.072772 Tumor: PD-L1 proportion −0.196 0.12061
Stroma: PD-L1 proportion 0.220535 0.084992 Tumor: H&E proportion −0.18429 0.144898
Lymph: PD-L1 proportion −0.21755 0.089406 Tumor: CD8 ratio −0.17189 0.174417
All: PD-L1 purity −0.21502 0.09328 All: CD163 purity 0.167914 0.184748
Stroma: CD163 purity 0.200301 0.118538 All: CD8 ratio −0.16539 0.19153
Tumor: CD163 ratio −0.20001 0.119078 All: CD163 ratio −0.15682 0.215895
Stroma: PD-L1 purity −0.19823 0.122466 Stroma: CD163 ratio −0.14011 0.269483
Tumor: CD8 proportion −0.19614 0.126548 Tumor: CD163 ratio −0.12554 0.322925
Stroma: CD8 purity −0.17019 0.185999 Stroma: CD8 ratio −0.12545 0.323295
Stroma: CD163 proportion 0.132281 0.305413 Lymph: CD8 ratio −0.12516 0.324406
Tumor: PD-L1 proportion −0.11584 0.369959 Lymph: CD8 purity 0.12002 0.344833
Lymph: CD163 purity 0.107283 0.406566 Stroma: CD163 purity 0.119401 0.347345
Stroma: H&E proportion 0.095343 0.46104 Lymph: CD163 purity 0.110618 0.384205
Lymph: CD8 purity −0.09072 0.483141 Tumor: CD163 proportion −0.09493 0.455567
Tumor: CD163 proportion 0.022932 0.859577 Tumor: CD8 purity −0.08719 0.493272
Tumor: H&E proportion −0.01271 0.921869 All: CD8 purity −0.04556 0.720725
Lymph: PD-L1 purity −0.00072 0.995584 Stroma: CD8 purity −0.01326 0.917181
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6. TSUNAMI: TRANSLATIONAL BIOINFORMATICS TOOL

SUITE FOR NETWORK ANALYSIS AND MINING

Gene co-expression network (GCN) mining identifies gene modules with highly correlated

expression profiles across samples/conditions. It enables researchers to discover latent gene

or molecule interactions, identify novel gene functions, and extract molecular features from

certain disease/condition groups, thus helping to identify disease biomarkers. However,

there lacks an easy-to-use tool package for users to mine GCN modules that are relatively

small in size with tightly connected genes that can be convenient for downstream gene set

enrichment analysis, as well as modules that may share common members. To address

this need, we develop an online GCN mining tool package: TSUNAMI (Tools SUite for

Network Analysis and MIning). TSUNAMI incorporates lmQCM algorithm to mine GCN

modules for both public and user-input data (microarray, RNA-seq, or any other numerical

omics data), and then performs downstream gene set enrichment analysis for the identified

modules. It has several features and advantages: 1) a user-friendly interface and real-time

co-expression network mining through a web server; 2) direct access and search of NCBI

GEO and TCGA databases, as well as user-input gene expression matrices for GCN module

mining; 3) multiple co-expression analysis tools to choose from, all of which are highly

flexible in regards to parameter selection options; 4) identified GCN modules are summarized

to eigengenes, which are convenient for users to check their correlation with other clinical

traits; 5) integrated downstream Enrichr enrichment analysis and links to other gene set

enrichment tools; and 6) visualization of gene loci by Circos plot in any step of the process.

The web service is freely accessible through URL:  https://shiny.ph.iu.edu/TSUNAMI/ .

6.1 Background and Introduction

Gene co-expression network (GCN) mining is a popular bioinformatics approach to iden-

tify densely connected gene modules, which are linked by their highly correlated expression

profiles. It helps biologists discover latent gene/molecule interactions and identify novel gene

functions, disease pathways, biomarkers, and insights for disease mechanisms. GCN mining
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approaches such as WGCNA [  35 ] and lmQCM [  34 ] have been increasingly used [ 46 ], [  51 ],

[ 169 ]–[ 171 ]. Compared to the more popularly used WGCNA package, lmQCM is capable of

mining smaller densely connected GCN modules. It also allows overlapping membership in

the output modules. Such features are more consistent with biological networks in which

the same genes may participate in multiple pathways, where a small group of genes are more

likely to be synergistically regulated in local pathway functions. In addition, gene modules

with smaller size derived from lmQCM usually generate more meaningful gene set enrich-

ment results, which have been successfully applied to many diseases and cancer types [ 2 ],

[ 40 ], [ 44 ], [ 174 ]–[ 176 ], [ 342 ], [ 343 ].

Currently, several online databases exist that curate transcriptomic data. For instance,

PanglaoDB (  https://panglaodb.se/ ) collects single-cell RNA-seq (scRNA-seq) data from

mice and humans; Cao et al. scRNASeqDB [ 344 ] provides an scRNA-seq database for gene

expression profiling in humans; and Recount2 [  345 ] provides publicly available analysis-ready

gene and exon counts datasets. However, all of these databases focus on data collection and

curation. To the best of our knowledge, there is no tool offering the complete workflow that

can directly process transcriptomic data, mine GCN modules, carry out gene set enrichment

analysis, and provide visualization for the results. To meet such needs, we implement our

web-based analysis tool suite TSUNAMI (Tools SUite for Network Analysis and MIning).

For users’ convenience, mRNA-seq data from The Cancer Genome Atlas (TCGA, Illu-

mina HiSeq RSEM genes normalized from  https://gdac.broadinstitute.org/ ) and NCBI Gene

Expression Omnibus (GEO) are directly incorporated into TSUNAMI. GEO hosts a large

number of transcriptomic datasets generated from multiple platforms, including microarray

and RNA-seq data. Other data types, such as miRNA-seq and DNA methylation, are also

compatible with TSUNAMI. In fact, TSUNAMI can handle any numerical matrix data re-

gardless of the omics data type. TSUNAMI not only incorporates the lmQCM algorithm,

but it also includes the WGCNA package for users to explore and compare GCN modules

generated from two different algorithms. We offer highly flexible parameter choices in each

step to users who want to fine tune each algorithm to suit their own data and goal.

Prior to data mining, a data pre-processing interface has been designed to address dif-

ferences in the input data formats and to filter the data in order to remove noise for GCN
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mining. Each step of pre-processing is transparent to users and can be adjusted according

to their preferences and needs.

Furthermore, our website directly incorporates enrichment analysis of the gene modules

and Circos plot function for researchers to explore the enriched biological terms and gene

locations in the output GCN modules. It also provides a tool for survival analysis with

respect to each GCN module’s eigengene values. All the aforementioned functions only

require button clicks from users. The design of such a user-friendly interface seen in our

TSUNAMI workflow provides a one-stop comprehensive analysis tool suite for biological

researchers and clinicians to perform transcriptomic data analysis without any programming

skill or data mining knowledge.

6.2 Functionality

6.2.1 Data Input

Figure 6.1. Flowchart of TSUNAMI. In this flowchart for TSUNAMI work-
flow, blue rectangles represent workflow operations; rounded rectangles in pink
represent download processes.

A flowchart of the TSUNAMI workflow is presented in Figure  6.1 . The entire workflow is

implemented in R language with Shiny server pages. Some front-end interfaces and functions

are implemented using JavaScript. With TSUNAMI, users can choose to use multiple types of

data formats, including TCGA RNA-seq data, gene expression microarray data from GEO (in

the format of GSE series matrix data), RNA-seq data from GEO, and user-defined numerical

213



matrix data, such as microarray, RNA-seq, scRNA-seq, and DNA methylation data. Instead

of searching the GEO database manually, TSUNAMI provides a friendly interface for users

to retrieve data from GEO by utilizing keywords and offers a flexible selection tool to retrieve

a relevant GSE dataset to perform GCN analysis. Users can also choose a specific omics

data type on the GEO database if keywords are entered in the search window to indicate the

desired data type. On the website, a variety of example datasets ranging from microarray

to scRNA-seq data are listed on TSUNAMI for users’ reference. TSUNAMI also provides

an upload bar for users to upload local files in various formats (e.g., CSV, TSV, XLSX,

TXT). The data uploading interface is shown in  6.2 A. In this paper, one microarray dataset

(GSE17537 from GEO) is chosen as an example to demonstrate the features of TSUNAMI.

GSE17537 contains gene expression data of 55 colorectal cancer patients from the Vanderbilt

Medical Center (VMC) generated from the Affymetrix HU133 2.0 Plus Genechip with 54,675

probesets [ 346 ], [ 347 ].

6.2.2 Online Data Pre-processing

One issue of the microarray dataset from GEO is that different platforms adopted dif-

ferent rules when converting probeset IDs to gene symbols. To make this step easier for

users, probeset IDs in GSE data matrix from GEO can be converted to gene symbols using

R package “BiocGenerics” [  348 ] by only one click. For instance, in the GSE17537 dataset,

the annotation platform is GPL570. TSUNAMI then automatically identifies the annotation

platforms of the data from GEO. During the conversion, TSUNAMI: (i) removes rows with

empty gene symbols; and (ii) selects the rows with the largest mean expression value when

multiple probesets are matched to the same gene symbol. The user interface of the data

pre-processing step is shown in Figure  6.2 B.

Additional data filtering steps include: (i) converting “NA” value (not a number value)

to 0 in expression data, to ensure all the values are numeric and can be processed by co-

expression algorithms; (ii) performing log2(X +1) transformation of the expression values X

if the original values have not been previously transformed; (iii) removing lowest J1 percentile

rows (genes) with respect to mean expression values; and (iv) removing lowest J2 percentile
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Figure 6.2. Dataset Selection and Pre-processing Panel. (A) Data can be
uploaded manually or chosen from the NCBI GEO database. When uploading
the data, the maximum file size that TSUNAMI allows is 300 Megabytes.
Header, separators and quote methods can be adjusted by users. (B) The
Data Pre-processing Panel includes several pre-processing steps.

rows with respect to expression values’ variance. These data filtering steps are necessary

to reduce noise and to ensure the robustness for the downstream correlational computation

in the lmQCM algorithm. The default settings are J1 = 20 and J2 = 20, by which genes

with low expression means and variances across samples are filtered out. In our example

with GSE17537, we deselect logarithm conversion and “NA” value to 0 conversion and set

J1 = 50, and J2 = 10, as shown in Figure  6.2 B. However, users can always adjust these

parameters based on their own needs and preferences. In the data pre-processing section, we

further provide an “Advanced” panel to allow users to select a subgroup of samples of their

interest. After the data pre-processing finishes, a dialog box appears to indicate how many

genes are preserved after the filtering process.
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6.2.3 Weighted Network Co-expression Analysis

After data pre-processing, users can directly download pre-processed data or further pro-

ceed to GCN analysis. In GCN analysis, we implement the lmQCM algorithm as well as the

WGCNA workflow. The R package “WGCNA” from Bioconductor ( https://bioconductor.

org/ ) is adopted to integrate the WGCNA workflow. We keep the mining steps concise

and simple with default parameter settings, while preserving the flexibility for users to se-

lect parameters in each step. Guidelines for parameter selection are in the Method pages

of the website. In addition, we also release the lmQCM R package to CRAN ( https:

//CRAN.R-project.org/package=lmQCM/  ).

In the lmQCM method panel, users can adjust parameters such as initial edge weight qγ,

weight threshold controlling parameters qλ, qt, qβ, and minimum cluster size (Figure  6.3 ).

Pearson correlation coefficient (PCC) and Spearman’s rank correlation coefficient (SCC) are

implemented separately for users to select. SCC is recommended for analysing RNA-seq data

due to the large range of data values, and it is more robust than PCC to outliers. In our

example with GSE17537, positive correlations are analyzed and the default settings are used

(unchecked weight normalization, qγ = 0.7, qλ = 1, qt = 1, qβ = 0.4, minimum cluster size =

10, and PCC for correlation measure). The running time of lmQCM depends on the number

of genes present after the filtering process. A progress bar is provided to show the program

progress. Note that lmQCM will not work if the data contain no clustering structures or the

gene pair correlations are so poor that none is above the initial mining starting threshold (qγ).

In those cases, the program will stop running and generate a warning message. However,

this should not happen if the data contain enough highly correlated gene pairs after filtering

and the default program settings are used.

TheWGCNAmethod panel is a two-step analysis. Step 1 helps users to specify the hyper-

parameter “power” in step 2, i.e., the soft thresholding in [  35 ] by visualizing the resulting

plot (Figure  6.4 A). Step 2 allows users to select the remaining parameters. TSUNAMI

allows users to customize the parameters of power, reassign threshold, merge cut height, and

indicate minimum module size. After applying WGCNA, a hierarchical clustering plot for

the result modules is also shown in this panel (Figure  6.4 B). The resulting plot in Figure
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Figure 6.3. lmQCM Method Panel Data Pre-processing Panel. The lmQCM
algorithm panel that allows users to choose a variety of parameters. In this
paper, experiment runs with no weight normalization, qγ = 0.7, qλ = 1, qt = 1,
qβ = 0.4, minimum cluster size = 10, and Pearson correlation coefficient.

 6.4 B is from the example data GSE17537 with power = 10, set reassign threshold = 0, merge

cut height = 0.25, and minimum module size = 10.

In the last step of GCN mining, two outputs are provided by TSUNAMI: (i) merged gene

clusters sorted by their sizes in descending order (Figure  6.5 A with lmQCM algorithm); and

(ii) an eigengene matrix, which is the summarized expression values of genes in each GCN

using the first principal component from singular value decomposition (Figure  6.5 B with

lmQCM algorithm). Eigengene values can be regarded as the weighted average expressions

of each GCN. Such values are very useful for users to correlate GCN modules’ expression

profiles with various clinical and phenotypic traits in the downstream analysis, such as

survival analysis. All results can be downloaded as files in CSV or TXT format.

6.2.4 Downstream Enrichment Analysis

Enrichr [ 183 ], [  349 ] is used as the tool for downstream gene set enrichment analysis

implementation. By default, a total of 14 types of frequently used enrichment analyses are
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Figure 6.4. Choosing the Power in WGCNA and the Hierarchical Clustering
Graph of WGCNA. (A) The hyper-parameter “power” chosen from the value
above the blue horizontal line. (B) The hierarchical clustering graph with color
bar indicating modules with GSE17537 dataset as an example; parameters for
WGCNA are power = 10, reassign threshold = 0, merge cut height = 0.25,
and minimum module size = 10.

performed: (1) Biological Process; (2) Molecular Function; (3) Cellular Component; (4)

Jensen DISEASES; (5) Reactome; (6) KEGG; (7) Transcription Factor PPIs; (8) Genome

Browser PWMs; (9) TRANSFAC and JASPAR PWMs; (10) ENCODE TF ChIP-seq; (11)

Chromosome Location (Cytoband); (12) miRTarBase; (13) TargetScan microRNA; and (14)

ChEA. Users can further customize the enrichment result categories from the open source

code available in Github ( https://github.com/huangzhii/TSUNAMI/ ).

To access Enrichr results, users can simply click the blue “GO” button in each row

adjacent to the GCN mining results (as shown in Figure  6.5 A). In each enrichment analysis,

its output includes multiple results, such as the enriched term (e.g., GO term or pathway),

P -value, z-score, and overlapped genes. Users can download multiple analysis results that

are bundled in a ZIP file. In addition, other popular gene set enrichment analysis websites

are also directly linked in TSUNAMI to enhance convenience for users. In our example

with GSE17537, we select the 36th GCN module with 15 genes generated by lmQCM to be

analyzed for enrichment, and each result table is sorted based on the P -value generated by

Enrichr. From the result in Table  6.1 , we can see the 36th GCN module is highly enriched
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Figure 6.5. Merged clusters result generated by lmQCM. (A) The merged
GCN modules, sorted in descending order based on the length of each cluster.
Figure only shows part of the results (cluster 35 – 39) with part of genes. (B)
The screenshot of the eigengene matrix (rounded to 4 decimal places for better
visualization). Figure only shows part of the results (cluster 1 – 16) with part
of samples (GSM437270 – GSM437274). (C) The Circos plot is resulted from
the 36th GCN module with 15 genes. All modules in these subfigures are
generated using the lmQCM algorithm with default parameters (unchecked
weight normalization, qγ = 0.7, qλ = 1, qt = 1, qβ = 0.4, minimum cluster size
= 10, and Pearson correlation coefficient) with the GSE17537 dataset as an
example.

in GO Biological Process term “type I interferon signaling pathway (GO:0060337)” (9 out

of 148 genes).

6.2.5 Circos Plot

TSUNAMI provides Circos plots [  350 ] through intermediate results or inputs in the cases

of human transcriptomic data. Circos plots are very useful graphs for visualizing the positions
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of genes on chromosomes and gene-gene relationships/interactions. The Circos plot function

from the R package “circlize” [ 350 ] is adopted in this package for users to locate and visualize

mined GCNs of human genes.

In TSUNAMI, users can visualize the Circos plot via “Circos Plots” section, either by

typing their own gene list separated by the carriage return character (“\n”) directly, or

by using the calculated GCN modules (for example, by clicking the yellow button right

next to the “GO” button in Figure  6.5 A). TSUNAMI supports both human genomes hg38

(GRCh38) and hg19 (GRCh37). To match the gene symbol to starting and ending sites on

a chromosome, we use the refGene database downloaded from the UCSC genome browser

[ 351 ]. If multiple starting/ending sites are matched, we choose the longest one with length

calculated by

length = |ending_site− starting_site|+ 1. (6.1)

By updating the plots, users can also choose the size of the plots and decide whether gene

symbols and pair-wised links should be shown on the graph.

An example output of Circos plot is shown in Figure  6.5 C used the 36th GCN module

with 15 genes from our previously discussed example (use a color set for texts to get a

clear visual effect), annotated by gene symbols of human genome hg38 (GRCh38). The link

between a pair of genes indicates that they belong to the same co-expressed GCN module.

Circos plots can help users visualize the locations of genes in a GCN on human chromo-

somes, thus enable them to identify GCNs due to copy number variation and other structural

changes. In the future, genome from mice and other species will be incorporated for Circos

plots.

6.2.6 Survival Analysis with respect to GCN Modules

An optional step of survival analysis follows the generation of the eigengene matrix. It

allows users to correlate the GCN modules’ eigengene values with patient survival time (or

event-free survival). This extension of the tool can be further customized to correlate module

eigengene values with other clinical traits in the future version. In our current version, we

only implemented survival analysis as a starting point.
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In the survival analysis, users can perform Overall Survival/Event-Free Survival (OS/EFS)

analysis based on the GCN modules’ eigengene values and look for GCN modules that are

significantly associated with prognosis. Although, depending on the group of patients spec-

ified by users, such GCNs may not exist all the time. To carry out the analysis, users first

select an eigengene (corresponding to a GCN module) in TSUNAMI. The program then splits

the patients into two groups by the median of eigengene values. Next, it tests the two groups

against OS/EFS by calculating the P -value of the log-rank test [  352 ], [  353 ]. Before doing

so, users need to input the numerical survival time of OS/EFS (either in months or in days)

with categorical events OS/EFS status (1: deceased; 0: censored). The “survdiff” function

from R package “survival” is adopted to calculate the P -value and plot the Kaplan-Meier

survival curves.

Taking GSE17537 with full survival information as an example, the Kaplan-Meier survival

plot is generated according to the OS information by dichotomizing the 36th GCN module’s

eigengene values at its median to high and low groups, as shown in Figure  6.6 . Such a

GCN module is generated from lmQCM method with default settings, as shown in  6.3 . This

survival analysis offers researchers a tool to immediately identify any GCN modules that are

associated with patients’ survival time, thus allowing researchers to further study their roles

as potential prognosis biomarkers, as well as the biological pathways that differentiate the

patients.

6.3 Conclusion

We release the online TSUNAMI tool package for gene co-expression modules identifica-

tion with direct link to the TCGA RNA-seq datasets and the NCBI GEO database, while

also accommodating users’ input data. It is a one-stop comprehensive tool package with

several advantages, such as flexibility in parameter selections, comprehensive GCN min-

ing tools, direct link to downstream gene set enrichment analysis, Circos plot visualization,

and survival analysis, with downloadable results in each step. All of these features bring

tremendous convenience to study biomedical data.
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Figure 6.6. Survival analysis using the 36th GCN module eigenvalues gen-
erated from lmQCM algorithm, with default parameters (unchecked weight
normalization, qγ = 0.7, qλ = 1, qt = 1, qβ = 0.4, minimum cluster size =
10, and Pearson correlation coefficient) with GSE17537 series matrix as an
example. 55 samples are used with Overall Survival information.
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7. CONCLUSION AND FUTURE WORK

7.1 Overview

In this thesis, a deep learning based survival prognosis algorithm “SALMON”, a non-

negative matrix factorization in conjunct with Cox proportional hazards regression “CoxNMF”,

and an automatic feature extraction workflow “IMPRESS” are developed. In SALMON al-

gorithm, the experimental results demonstrate the superiority of the proposed method in

achieving higher concordance index as well as the power of identifying survival associated

gene modules. The CoxNMF demonstrates its power of reconstructing the latent clusters

with optimal silhouette score comparing to other baseline non-negative matrix factorization

algorithms. The IMPRESS workflow can predict breast cancer neoadjuvant chemotherapy

outcomes given pre-treatment biopsies. In addition, the bioinformatics and computational

biology tool “TSUNAMI” is also introduced and explained. In Chapter 1, an introduction

to biological data and a detailed overview of our problems is stated.

In Chapter 2, a brief introduction to survival analysis, co-expression network analysis,

non-negative matrix factorization, histopathological image process, and related evaluation

metrics is elaborated. The survival analysis consists of the likelihood and censorship of sur-

vival data, hazard function and partial likelihood, log partial likelihood function, Kaplan-

Meier estimator, and two evaluation metrics. This introduction provides some basic concepts

of Cox proportional hazards model, followed with an introduction of deep learning-based sur-

vival prediction, which is helpful to understand the basic concepts that are used in the later

chapters. Next, the definition of co-expression network analysis and non-negative matrix

factorization (NMF) are also explained. For NMF, the objective function of NMF with two

different losses, and the optimization for NMF with the derivation of multiplicative update

rule are explained. Some NMF variants and other low-rank approximation methods are also

presented. In addition, histopathologic image registration and segmentation approaches are

also elaborated. Finally, related evaluation metrics are also presented.

In Chapter 3, the algorithm SALMON: survival analysis learning with multi-omics neu-

ral networks [  2 ] is introduced. This work has been published in Frontiers in Genetics in

2019. With the introduction of the background of human cancers and survival prognosis,
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this chapter explains study design, neural networks design, architecture, evaluation met-

ric, experimental settings, downstream gene ontology, and functional enrichment analysis.

The final results demonstrate the superiority of the proposed algorithms with multiple new

findings.

In Chapter 4, a novel algorithm that simultaneously performs non-negative matrix fac-

torization and Cox proportional hazards regression has been developed. With the explained

background and problems, the developed algorithm “CoxNMF” outperforms other baseline

algorithms in the simulation study, and further demonstrates its power of finding latent gene

interactions in human cancer datasets.

In Chapter 5, we construct an automatic, accurate, comprehensive, interpretable, and

reproducible WSI feature extraction workflow (IMPRESS). We use these IMPRESS fea-

tures to develop machine learning model to accurately predict the response to neoadjuvant

chemotherapy (NAC) outcome in breast cancer patients. We demonstrate that machine

learning using IMPRESS features can be a preferred method to predict post-treatment

neoadjuvant chemotherapy outcomes.

In Chapter 6, TSUNAMI: Translational Bioinformatics Tool Suite For Network Analysis

And Mining [  11 ] has been elucidated. This work has been published in Genomics, Pro-

teomics, and Bioinformatics in 2021. We use a dataset to demonstrated the functionalities

of the web portal, which can help biologists discover latent gene interactions.

7.2 Future Work

With the rapid development of advanced technologies in computational biology and bioin-

formatics domains, integrating traditional statistical methods (Cox proportional hazards

model) and computational analyses (deep learning, non-negative matrix factorization) be-

comes a great interest to interpret multimodal biomedical data. In this thesis, we present

two survival analysis work, one image analysis work, and one web tool. As the expected

or desired results have been successfully demonstrated in Chapter 3, 4, 5, and 6, further

studies in the future becomes necessary to provide more insight in computational biology

and bioinformatics.
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For example, SALMON can be trained on multiple cancers to unravel the gene modules

that associated with survival. These further analyses will help to understand how gene co-

expression modules interacted or behaved among various cancers. Similarly, CoxNMF can be

used to analyze the datasets which endpoints are relapse-free survival (time until recurrence)

[ 354 ]. In general, CoxNMF is suitable for all time-to-event dataset analyses.

The IMPRESS workflow can be further studied if additional data is available. First, due

to the limitation of the data source, results have not been further validated on an independent

external validation dataset and the sizes of the cohorts are relatively small, but we are able

to achieve the good accuracy and robustness of machine learning model based on standard

practice. Second, the markers from IHC-stained WSIs are limited to CD8, CD163, and PD-

L1, which may not fully represent the entire tumor immune micro-environment. More IHC

markers could provide more information for prediction. In light of our results demonstrating

that IMPRESS features derived from pre-treatment H&E and IHC histopathologic images

can predict pCR outcome, we would expect to see advanced machine learning studies with

additional immune IHC markers in the future.

Finally, integrative analysis for post-treatment outcome prediction can be further con-

ducted if both genomics data and multimodal histopathologic images are available. These

future practices could help to study the associations between genomics information and

histopathologic markers, and contribute to the precision health and clinical intervention.
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