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ABSTRACT

Let K0(Vark) be the Grothendieck group of varieties over a field k. We construct an exact

category, denoted Add(Vark)S, such that there is a surjection K0(Vark) → K0(Add(Vark)S).

If we consider only zero dimensional varieties, then this surjection is an isomorphism. Like

K0(Vark), the group K0(Add(Vark)S) is also generated by isomorphism classes of varieties,

and we construct motivic measures on K0(Add(Vark)S) including the Euler characteristic if

k = C, and point counting measures and the zeta function if k is finite.
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1. INTRODUCTION

Let k be a field. Let Vark be the category of varieties over k; that is, separated reduced

schemes of finite type over Spec k. The Grothendieck group of k-varieties, K0(Vark), is the

free abelian group generated by the isomorphism classes of k-varieties, modulo the subgroup

generated by relations

[X] = [U ] + [Z]

where Z ↪→ X is a closed immersion and U := X \ Z is the open complement. The fiber

product of varieties, with the reduced structure, induces a ring structure, and the unit is the

class of Spec k.

Let χ be a function on the isomorphism classes of varieties into an abelian group, such

that χ(X) = χ(U) + χ(Z), for all X, U , and Z as above. Important examples of such

functions include the Euler characteristic, the Hodge-Deligne polynomial, the Hasse-Weil

zeta function, the Kapranov motivic zeta function, and point counting measures. The ring

K0(Vark) is universal amongst all such functions χ. The Grothendieck ring is also of interest

in birational geometry: Larsen and Lunts show a certain quotient of K0(Vark) detects stably

birational equivalence classes ([  1 ]).

However, the ring structure of K0(Vark) is complicated and difficult to understand. For

example, Poonen shows K0(Vark) is not a domain if the characteristic of k is zero ([ 2 ]). If

k = C, then Borisov shows specifically that the class of the affine line is a zero divisor ([ 3 ]).

On the other hand, if k is algebraically closed of characteristic zero, then Bittner ([ 4 ]) gives

a convenient presentation of the group as generated by classes of smooth projective varieties

modulo the subgroup generated by relations [BlY X] − [E] = [X] − [Y ], whenever BlY X is

the blowup of a subvariety Y at X with exceptional fiber E. We refer to [  5 ] for an excellent

introduction to the above theorems.

As with the case of the Grothendieck group of the exact category of vector bundles, we

desire a higher K-theory of varieties. However, there is an immediate obstruction and we

cannot proceed as usual: the category of varieties is not exact, let alone additive — there is
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no natural addition of morphisms, and while products and coproducts (disjoint union) exist,

there are no biproducts. Others have overcome these difficulties and successfully define a

higher K-theory of varieties. In [ 6 ], Zakharevich defines a object called an assembler and

constructs a functor that assigns a spectrum to each assembler. It turns out the category

of k-varieties is an assembler, and she constructs a spectrum whose zeroth homotopy group

is K0(Vark). Campbell takes a similar approach in [ 7 ]. He defines the formalism of a SW-

category and adapts the Waldhausen S•-construction to SW-categories. He applies this to

the category of varieties and also constructs a spectrum whose zeroth homotopy group is

also K0(Vark). In [ 8 ], Campbell and Zakharevich construct a more general CGW-category

which generalize both exact categories and the category of varieties. This machinery is used

to show there is a weak equivalence between the two spectra constructed above.

In this thesis, we pursue a different strategy to define higher K-theory of varieties. The

key observation motivating our approach is: while K0(Vark) is named the “Grothendieck

group of varieties”, it is not the Grothendieck group associated with an exact category

(see Definition  2.2.28 ). Therefore our strategy is to find an exact category C such that its

Grothendieck group, K0(C), is isomorphic to K0(Vark). In this way, we will have access to

all the existing K0-theory framework developed by Quillen and Waldhausen (see [ 9 ], [ 10 ] for

a survey). However, as we observed, there are obstructions. The first obstruction is there is

no natural addition of morphisms in Vark. The second obstruction is biproducts do not exist.

We address these issues by applying the following two universal constructions from category

theory. The first construction takes a category and associates to it a preadditive category.

This repairs the first problem. The second construction takes a preadditive category and

produces an additive category. This repairs the second problem. Both constructions also have

universal properties, detailed in Section  2.2.1 . We subsequently apply these constructions

to Vark and obtain an additive category Add(Vark), which we view with the split exact

structure. We note, in K0(Add(Vark)), biproducts split: [X ⊕ Y ] = [X] + [Y ]. However, the

group K0(Add(Vark)) lacks the desired universal relations [X] = [U ] + [Z]. To overcome this

difficulty, we forcibly make X and U⊕Z isomorphic by localizing Add(Vark) at a appropriate

localizing set S. We put S the smallest set of morphisms in Add(Vark), which
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1. contains isomorphisms and morphisms U ⊕ Z → X given by the open immersion and

the closed immersion, and

2. is closed under direct sum and compositions.

Thus, in the Grothendieck group of the localized category Add(Vark)S, we have the desired

relation:

[X] = [U ⊕ Z] = [U ] + [Z].

To establish some desirable properties of the Grothendieck group of Add(Vark)S, we restrict

to working with the faithful subcategory of k-varieties and locally closed immersions. Lastly,

we remark the construction is flexible and applies to other categories such as schemes, the

category Varnk of at most n-dimensional varieties, topological spaces, or even sets.

The main results of this thesis are listed below.

1. The localizing set S described above is a left multiplicative system (Corollary  3.2.7 ).

This gives the localized category Add(Vark)S a more tractable construction, and it

follows that Add(Vark)S is additive (Proposition  2.2.24 ).

2. There are natural homomorphisms

K0(Add(Varn−1
k )S)→ K0(Add(Varnk)S)

induced by inclusion, and we show the cokernel is the free abelian group of n-dimensional

birational classes (Theorem  4.3.5 ).

3. There is a surjective ring homomorphism

K0(Vark)→ K0(Add(Vark)S) (1.1)

(Proposition  5.0.1 ).

4. If we restrict to zero dimensional varieties over an algebraically closed field, then the

surjection in Eq. ( 1.1 ) is an isomorphism (Proposition  5.0.3 ).
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5. We construct the following motivic measures on K0(Add(Vark)S).

(a) If k is a finite field, then we construct the point counting measures (Exam-

ple  6.0.4 ), the Hasse-Weil zeta function (Example  6.0.7 ), and compactly supported

Euler characteristic given by `-adic étale cohomology (Proposition  6.0.11 ).

(b) If k = C, then we construct the compactly supported Euler characteristic given

by singular cohomology (Theorem  6.0.12 ).

This thesis is organized as follows. We begin in Chapter  2 with some of the required

background from category theory. Topics we review include: the free preadditive and additive

categorical constructions, localization of categories, exact categories, (symmetric) monoidal

structures, and the Ax–Grothendieck theorem.

Next in Chapter  3 , we apply the free additive construction to the categories of varieties

and schemes, and study the resulting K0-theory. We also construct the left multiplicative

system S described above and form the localization.

In Chapter  4 , we consider two direct systems, indexed by dimension, whose direct limits

are K0(Vark) and K0(Add(Vark)S). We compute the cokernels of the connecting homomor-

phisms.

In Chapter  5 , we compare K0(Vark) and K0(Add(Vark)S). We establish the homomor-

phism in Eq. ( 1.1 ) and show it is a surjection. If the base field is algebraically closed, then

we show the surjection is an isomorphism in dimension zero. We indicate a possible strategy

to prove the surjection is an isomorphism in all dimensions.

In Chapter  6 , we recall the definition of motivic measure, and construct the motivic

measures listed above.
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2. BACKGROUND

This chapter contains the background for this thesis. We begin with some notations and

definitions. Next, we proceed to a detailed review of some elements of category theory, with

an emphasis on the localization of a category at a multiplicative system and free (pre)additive

categories. We continue with some details on how localization of categories and free additive

categories respect symmetric monoidal structures. Finally, we record the Ax-Grothendieck

theorem for later use.

2.1 Notation and conventions

In this section, we fix notation and recall definitions for use throughout the rest of this

thesis.

Notation 2.1.1. 1. If X ⊆ Y is a locally closed subvariety, then iX : X ↪→ Y denotes

the inclusion map.

2. (a) If S is a set, then Z[S] denotes the free abelian group generated by the elements

of S.

(b) If C is a (essentially small) category, then Z[C] denotes the free abelian group

generated by the isomorphism classes of the objects of C.

3. Let S be a set (S will usually be a set of morphisms in a category). We shall assume

every element f in Z[S] is written as ∑nifi in reduced form, meaning fi 6= fj for every

i 6= j and all ni are nonzero integers.

4. If C is a category then Ob(C) denotes the objects of C.

5. If C is a category and x an object in C, then idx or 1x denotes the identity map on x.

We occasionally drop the subscript if clear from context.

6. If X is a finite set, then #X is the cardinality of X.

7. Let k be a field. A k-variety is a separated reduced scheme of finite type over Spec k.
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Definition 2.1.2. Let n ∈ N ∪ {∞}.

1. Let SchT denote the category of schemes of finite type over a noetherian base scheme T

and morphisms of finite presentation. We usually suppress the base scheme and write

Sch.

2. Let Varnk denote the category of varieties over a field k of dimension at most n and

morphisms given by locally closed immersions. We usually suppress the base field k.

If n =∞ we simply write Vark or Var. Note Varnk is a faithful subcategory of the usual

category of varieties and regular maps.

3. Let Var=n
k denote the category of varieties of dimension exactly n and locally closed

immersions. We usually suppress the base field k and write Var=n.

4. Let FinSet denote the category of finite sets. For k an algebraically closed field, we

identify Var0
k with FinSet.

5. The prefix Irr indicates the full subcategory of irreducible varieties. For instance,

IrrVar=n denotes the full subcategory of Var=n whose objects are irreducible n-dimensional

varieties.

6. Let Birn denote the category of irreducible varieties of dimension n and birational

maps. If X is a n-dimensional irreducible variety, then {X}n (or just {X} if clear for

context) denotes the birational class of X. Note the set of isomorphism classes in Birn

is the set of n-dimensional birational classes.

7. Let

ιn : IrrVar=n → Birn,

be the functor which is the identity on objects and morphisms. Indeed, every locally

closed immersion of n-dimensional irreducible varieties is an open immersion.
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Definition 2.1.3. Let n ∈ N∪{∞}. Let k be a field. The (classical) Grothendieck group of

(at most n-dimensional) varieties K0(Varnk) is the free abelian group generated by isomor-

phism classes of varieties in Varnk modulo the subgroup generated by the relations

[X]− [U ]− [Z],

whenever Z is a closed subvariety of X ∈ Varnk and U is the open complement. Such relations

are known as scissor relations. If n =∞, we may also write K0(Vark) or K0(Var), depending

on context.

2.2 Review of selected topics from category theory

In this section, we give a detailed review of selected topics from category theory to be

used later.

2.2.1 Preadditive and additive categories

We recall the definitions and properties of preadditive and additive categories and direct

sums. See [ 11 , page 198, #5, #6] and [ Stacks , Section 09SE] for a reference.

Definition 2.2.1. A preadditive category is a category C where each set of morphisms is an

abelian group, and the compositions

HomC(y, z)× HomC(x, y)→ HomC(x, z)

are bilinear, for all objects x, y, and z in C.

Definition 2.2.2. Let x1, · · · , xn be objects in a preadditive category C. A (finite) biproduct

or direct sum of x1, · · · , xn is the following data:

1. an object x in C,

2. morphisms ij : xj → x, for all 1 ≤ j ≤ n, called inclusions,

3. morphisms pj : x→ xj, for all 1 ≤ j ≤ n, called projections,
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such that

1. pj ◦ ij = idxj
, for all 1 ≤ j ≤ n,

2. pj ◦ ik = 0, for all j 6= k between 1 and n, and

3. i1p1 + · · ·+ inpn = idx.

See [ Stacks , Tag 0102, 0103].

Remark 2.2.3. Let x be the direct sum in the notation of Definition  2.2.2 . The direct sum

carries a product and coproduct structure as follows.

For the product structure, let z be an object and let fj : z → xj be morphisms. Then∑
ij ◦ fj : z → x is the unique morphism that commutes with the fj and pj.

For the coproduct structure, let w be an object and let gj : xj → w be morphisms. Then∑
gj ◦ pj : x→ w is the unique morphism that commutes with the gj and ij.

Remark 2.2.4. Let C be a preadditive category. We show morphisms between two direct

sums can be expressed as a matrix of morphisms. Let X be a direct sum of X1, · · · , Xn ∈ C

with inclusions i1, · · · , in and projections p1, · · · , pn. Let Y be a direct sum of Y1, · · · , Ym ∈ C

with inclusions j1, · · · , jm and projections q1, · · · , qm. The set of morphisms HomC(X, Y )

and the set of m by n matrices {(flk) | flk ∈ HomC(Xk, Yl)} are in bijection. The bijection

is follows.

Given a morphism F : X → Y , we form the m by n matrix whose entries are the com-

posites

Xk
ik−→ X

F−→ Y
ql−→ Yl.

Conversely, suppose we are given a matrix (flk). We use the coproduct structure on X to

define F . The morphisms

∑
l

jlflk : Xk → Y

14



define the morphism

∑
k,l

(jlflk) ◦ pk : X → Y,

for each 1 ≤ k ≤ n.

It follows from the definition of direct sum that these two operations are inverses. Indeed,

starting with a morphism F : X → Y , we have the matrix whose entries are ql ◦F ◦ ik. This

matrix defines the morphisms

∑
l

jl ◦ ql ◦ F ◦ ik : Xk → Y.

In turn, these morphisms define the morphism

∑
k,l

jlql ◦ F ◦ ikpk : X → Y.

On the other hand,

(∑
l

jlql

)
◦ F ◦

(∑
k

ikpk

)
= idY ◦F ◦ idX = F.

Conversely, begin with a matrix (flk). This defines the morphism

∑
k,l

jl ◦ flk ◦ pk : X → Y.

The k′l′ entry of this matrix is

ql′ ◦

∑
k,l

jl ◦ flk ◦ pk

 ◦ ik′ = fl′k′ ,

as desired.

In view of this bijection, we implicitly identify a morphism between direct sums with

its associated matrix of morphisms. We refer to the entries flk of the associated matrix

as components (of f). Under this bijection, composition of morphisms corresponds with
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matrix multiplication. In particular, suppose the morphisms F : X → Y and G : Y → Z are

represented by matrices A and B. Then G ◦ F : X → Z is represented by the matrix BA.

Definition 2.2.5. An additive category is a preadditive category C that admits a zero object

and all finite biproducts.

Convention 2.2.6. Let C be an additive category. For every finite ordered set of objects

of C, we assume C comes with a fixed choice of direct sum. That is, if {X1, · · · , Xn} ⊆ C

is a finite ordered set, there is a canonical direct sum of X1, · · · , Xn, which we denote by

X1 ⊕ · · · ⊕Xn or ⊕iXi (leaving the set and ordering implicit).

Definition 2.2.7. Let F : C → D be a functor between preadditive categories. We say F

is additive if each homomorphism HomC(C1, C2) → HomD(FC1, FC2) is a group homomor-

phism.

There is an equivalent definition of an additive functor as follows ([ Stacks , Tag 0DLP]).

Let x and y be objects in C and let z = x⊕ y. There are natural morphisms F (x)⊕F (y)→

F (z) and F (z)→ F (x)⊕ F (y), induced by applying F to the inclusions and projections of

z. Then F is additive if and only if these natural morphisms are isomorphisms, for all such

x, y, and z in C. In particular, additive functors send direct sums to direct sums.

Definition 2.2.8. LetA, B, and C be preadditive categories. We say a bifunctor F : A×B →

C is additive in each factor if,

1. for all objects A ∈ A, the functor F (A, –) : B → C is additive, and

2. for all objects B ∈ B, the functor F (–, B) : A → C is additive.

2.2.2 Free preadditive and additive categories

We recall the universal construction of the free preadditive category associated with a

category and the free additive category associated with a preadditive category.

Definition 2.2.9. Given a category A, the free preadditive category Z(A) is the following

category.

16



1. The objects of Z(A) are the same as the objects of A:

ObZ(A) := Ob(A).

2. The morphisms of Z(A) are the free abelian groups generated by morphisms in A:

HomZ(A)(X, Y ) := Z[HomA(X, Y )].

Remark 2.2.10 (Universal property of Z(A)). Let i : A → Z(A) be the faithful functor

which is the identity on objects, and on morphisms, the natural inclusion of a set into the

free abelian group on that set.

The functor i admits the following universal property: given a functor F : A → B where

B is a preadditive category, there exists a unique additive functor G : Z(A) → B such that

Gi = F . Indeed, G is same as F on objects and sends a morphism ∑
i nifi ∈ HomA(X, Y )

to ∑i niFfi ∈ HomB(FX,FY ). Uniqueness is clear.

Remark 2.2.11. In view of the universal property, Z(–) is a functor from the category of

categories and functors into the category of preadditive categories and additive functors.

Definition 2.2.12. Given a preadditive category B, the free additive category Add(B) is the

following category.

1. The objects of Add(B) are n-tuples of objects in B for each n ≥ 0:

Ob(Add(B)) :=
⋃
n≥0
{(X1, · · · , Xn) | X1, · · · , Xn ∈ B}.

2. The morphisms of Add(B) are matrices of morphisms in B:

HomAdd(B)((X1, · · · , Xn), (Y1, · · · , Ym)) := {(fji)1≤i≤n,1≤j≤m | fji ∈ HomB(Xi, Yj)}.

17



More explicitly, the jth row corresponds to the morphisms into Yj and the ith column

corresponds to the morphisms out of Xi. Composition is given by matrix multiplication,

which makes sense because B is preadditive.

The tuple of length 0 is called the empty tuple (sometimes denoted ∅), and it is the distin-

guished zero object in Add(B). Given r many tuples (X1,1, · · · , X1,n1), · · · , (Xr,1, · · · , Xr,nr)

in B, a direct sum is the concatenation of all tuples (X1,1, · · · , X1,n1 , · · · , Xr,1, · · · , Xr,nr). In

view of Convention  2.2.6 , we shall fix this choice of direct sum.

Remark 2.2.13 (Universal property of Add(B)). Let i′ : B → Add(B) be the fully faithful

functor which sends an object of B to the 1-tuple whose entry is that object, and sends an

arrow to the 1 by 1 matrix whose entry is that arrow.

The functor i′ admits the following universal property: if C is an additive category and

F ′ : B → C an additive functor, then there exists an additive functor G′ : Add(B)→ C such

that G′i′ = F ′. Indeed, on objects, G′ sends a tuple (X1, · · · , Xn) to the fixed direct sum⊕
i F
′Xi in C. The empty tuple is sent to a zero object of C. On morphisms, G′ sends a

morphism represented by the matrix (fji) to the morphism in C represented by the matrix

(G′(fji)) (recall Remark  2.2.4 ).

Definition 2.2.14. If C is a category, we form the additive category Add(Z(C)), or just

Add(C) for short. We say Add(C) is the additive completion of C.

Remark 2.2.15. Let C be a category. There is a functor |–| from Add(C) into the cat-

egory whose objects are Euclidean spaces and whose morphisms are matrices. For X =

(X1, · · · , Xn), declare |X| = Rn. If f = (fji) is a morphism in Add(C), then |f | is the integer

valued matrix whose entry |f |ji is the sum of the coefficients of fji.

Note the functor |–| may also be obtained in the following way. Let Vect denote the

category of pairs (V,B) where V is a real vector space with basis B, and whose morphisms

are real-valued matrices. Let F : C → Vect be the constant functor which sends every object

to the pair (R, {1}) and sends every morphism to the 1 by 1 identity matrix. Applying the

universal properties in Remarks  2.2.10 and  2.2.13 yields the functor |–|.

18



Lemma 2.2.16. Let C be a category. In Add(C), let X = (X1, · · · , Xr) and Y = (Y1, · · · , Ys)

be two tuples. If A : X → Y and B : Y → X are inverse morphisms, then r = s, and the

matrices |A| and |B| are invertible.

Proof. Apply the functor |–| to see |A| : Rr → Rs and |B| : Rs → Rr are invertible real valued

matrices, and r = s.

2.2.3 Localization of categories

We give an overview of localizations of categories, mainly to establish notation and record

lemmas for later use. We refer the reader to [ 12 , Chapter 7], [  13 , Chapter 2], [  9 , Chapter II,

Appendix], or [  Stacks ,  Tag 04VB  ] for details on localizing a category. In this section, let C

be a category and S be a set of morphisms in C.

We recall the following theorem:

Theorem 2.2.17 ([ 14 , Chapter 1]). There exists a category CS (also written C[S−1]), and

a functor Q : C → CS with the following universal property: given a functor F : C → D such

that F (s) is an isomorphism for all s ∈ S, there is a functor G : CS → D such that GQ = F .

If S is a “left multiplicative system” (defined below), then CS has a particularly tractable

construction, which we spend the rest of the section recalling.

Definition 2.2.18. S is a left multiplicative system if the following hold:

1. S is closed under composition and contains all identity morphisms.

2. S is a left Ore set. That is, given a diagram

Z

X Y

s

in C with s ∈ S, there exist morphisms t : W → X and W → Z with t ∈ S such that

the diagram
W Z

X Y

t s
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commutes.

3. S is left cancellative. That is, given a commutative diagram in C,

X Y Z
f

g

s

with s ∈ S, there exists a morphism t : W → X in S such that ft = gt.

In [  Stacks ], a “right multiplicative system” is a “left multiplicative system” in our notation.

Definition 2.2.19. For X, Y ∈ C, a left roof (from X to Y ) is a pair of morphisms X ←

Z → Y where Z → X lies in S. Two left roofs X f←− Z
g−→ Y and X f ′←− Z ′

g′−→ Y are equivalent

if there is a third left roof X f ′′←− Z ′′
g′′−→ Y and morphisms u : Z ′′ → Z and v : Z ′′ → Z ′ such

that the following diagram commutes:

Z ′

X Z ′′ Y

Z

g′f ′

f ′′ g′′

v

u
gf

It is true that the above equivalence is an equivalence relation on the set of left roofs.

Definition 2.2.20. When S is a left multiplicative system, let CS = C[S−1] be the category

whose objects are the same as C, and whose morphisms are equivalence classes of left roofs.

There is a well-defined composition given by the Ore condition. LetQ : C → CS be the functor

which is the identity on objects, and sends a morphism X → Y to the class of X id←− X → Y .

Each object in CS may be written as QX for an object X ∈ C. If s : X → Y ∈ S, then the

inverse of Q(s) is Y s←− X
id−→ X. The class of a left roof X s←− Y

f−→ Z may be written as

Q(f) ◦Q(s)−1.

The following lemma characterizes isomorphisms in a localization.

Lemma 2.2.21 ([ 12 , Proposition 7.1.20]). Let S be a left multiplicative system. Let P ←

Z
f−→ W be a left roof. Then the class of left roof P ← Z

f−→ W is an isomorphism if and

only if there exist morphisms h : X → Y and g : Y → Z such that fg and gh are in S.
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The following lemma allows us to obtain “a common denominator” of left roofs.

Lemma 2.2.22 ([ Stacks , Tag 04VI]). Let C be a category and S a left multiplicative system.

Given finitely many morphisms gi : X → Yi in CS, there exists a morphism s : X ′ → X in S

and morphisms fi : X ′ → Yi such that each gi is represented by X s←− X ′
fi−→ Yi.

2.2.4 Localization of preadditive and additive categories

If C is (additive) preadditive and S is a left multiplicative system, then localization

respects the (additive) preadditive structure of C. We recall some details.

Proposition 2.2.23 ([ Stacks , Tag 05QC]). If C is a preadditive category, and S is a left

multiplicative system, then there is a canonical preadditive structure on CS such that the

localization functor Q : C → CS is additive.

The addition is defined as follows. Suppose g1, g2 : X → Y are two morphisms in CS.

Let s, f1, f2 be as in Lemma  2.2.22 . Define g1 + g2 to be represented by the left roof X s←−

X ′
f1+f2−−−→ Y .

Proposition 2.2.24 ([ Stacks , Tag 05QE]). If C is additive and S is a left multiplicative

system, then CS is an additive category, and Q : C → CS is an additive functor. The distin-

guished zero object is Q0. The direct sum of QX1, · · · , QXn is Q(X1 ⊕ · · · ⊕Xn).

2.2.5 Exact categories

We do not recall the definition of exact category and exact functor, but instead refer the

reader to standard references, such as [ 15 ] or [ 9 , Section II.7].

Example 2.2.25. Every additive category admits the structure of an exact category by

declaring a sequence X → Y → Z to be exact if there exists a commutative diagram

X Y Z

A A⊕B B

∼= ∼= ∼=
iA pB

(2.1)
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where the vertical morphisms are isomorphisms, and iA and pB are the canonical inclusion

and projection of A⊕B. This exact structure is called the split exact structure.

Convention 2.2.26. If C is additive and the exact structure on C is unspecified, we implicitly

assume C carries the split exact structure.

Remark 2.2.27. If C and D are additive categories with the split exact categories and

F : C → D is an additive functor, then F is exact.

2.2.6 K0 of an exact category and of an additive completion

We recall the definition of the Grothendieck group of an exact category. We also compute

the Grothendieck group of the additive completion of a category with a special property. We

shall see Varnk has the special property in Chapter  3 .

Definition 2.2.28. Let C be an exact category. The Grothendieck group K0(C) is the free

abelian group on the isomorphism classes of C modulo the subgroup generated by relations

[Y ]− [X]− [Z], whenever X → Y → Z is an exact sequence.

If F : C → D is an exact functor between exact categories, then there is a natural group

homomorphism

K0F : K0C → K0D

which sends the class of X to the class of F (X).

In this way, K0 is a functor from the category of exact categories and exact functors into

the category of abelian groups.

Definition 2.2.29. We say a category C has the permutation isomorphism property if, given

two isomorphic tuples (X1, · · · , Xr) and (Y1, · · · , Ys) in Add(C), then r = s and there is a

permutation σ on r letters and isomorphisms Xi
∼= Yσ(i) in C, for all 1 ≤ i ≤ r.
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Proposition 2.2.30. Let C be a category with the permutation isomorphism property. Then

there is a group isomorphism

α : K0(Add(C))→ Z[C]

which sends the class of the tuple (X1, · · · , Xr) to ∑[Xi].

Proof. The homomorphism α is well-defined on the isomorphism classes of Add(C) by the

permutation isomorphism property. Also, α respects the relation: given an exact sequence

X → Y → Z in Add(C), in the notation of Eq. (  2.1 ), the permutation isomorphism property

implies

α(Y ) = α(A⊕B) = α(A) + α(B) = α(X) + α(Z).

Hence α is a well-defined surjective map. The left inverse is the map β : Z[C]→ K0(Add(C))

which sends the isomorphism class of X to the class of X in the Grothendieck group; this is

independent of representative of isomorphism class.

2.3 Symmetric monoidal structures

We begin with technicalities of (symmetric) monoidal structures, and proceed to verify

the free additive construction and localization at a left multiplicative system respect the

(symmetric) monoidal structure. We refer to Section 1 and 7 in Chapter 7 of [ 11 ] or the

monoidial category article at [ nLab ].

Definition 2.3.1. A category M with

1. a bifunctor � : M ×M →M ,

2. a unit object 1 ∈M ,

3. a natural isomorphism a between the functors

(–�–)�– and –�(–�–)
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from M ×M ×M to M , whose components are denoted ax,y,z : (x�y)�z → x�(y�z),

4. a natural isomorphism λ between the functors

1�– and idM

from M to M , whose components are denoted λx : 1�x→ x,

5. a natural isomorphism ρ between the functors

–�1 and idM

from M to M , whose components are denoted ρx : x�1→ x,

is said to be monoidal if the following diagrams in M commute, for all objects of M :

1. (triangle equality)
(x�1)�y x�(1�y)

x�y
ρx�y

1�λy

ax,1,y

(2.2)

2. (pentagon equality)

(w�x)�(y�z)

((w�x)�y)�z w�(x�(y�z))

(w�(x�y))�z w�((x�y)�z)

aw,x,y�zaw�x,y,z

aw,x,y�1z

aw,x�y,z

1w�ax,y,z

(2.3)

Definition 2.3.2. Let M be a monoidal category. If M is additionally equipped with a

natural isomorphism B (called a braiding) between the functors

x, y 7→ x�y and x, y 7→ y�x

from M ×M to M and the following hold, then M is said to be symmetric monoidal:
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1. The equality

By,x ◦Bx,y = 1x�y (2.4)

holds for all x and y in M .

2. The equality ρx = λx ◦Bx,1 holds for all x in M :

x�1 1�x

x

Bx,1

λxρx

(2.5)

3. The following diagram, known as the hexagon equation, commutes, for all x, y, and z

in M .
(x�y)�z x�(y�z) (y�z)�x

(y�x)�z y�(x�z) y �(z�x)

Bx,y�1z

ay,x,z 1y�Bx,z

ax,y,z Bx,y�z

ay,z,x (2.6)

2.3.1 Symmetric monoidal structure on free additive categories

We verify taking additive completion respects (symmetric) monoidal structures, by first

defining the required bifunctor and then verifying the axioms.

Proposition 2.3.3. Let M be a category and � : M ×M → M a bifunctor. There is a

bifunctor � : Z(M) × Z(M) → Z(M) which extends � on M ×M , and another bifunctor

� : Add(M)× Add(M)→ Add(M) which extends � on Z(M)× Z(M). Both bifunctors �

on Z(M) and Add(M) are additive in each factor.

Proof. We begin by defining � : Z(M)×Z(M)→ Z(M) to be the same as � : M ×M →M

on objects. If ∑n
i=1 nifi : X → X ′ and ∑m

j=1 mjgj : Y → Y ′ are morphisms in Z(M), then

declare

(
n∑
i=1

nifi

)
�

 m∑
j=1

mjgj

 :=
n∑
i=1

m∑
j=1

nimj(fi�gj).
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The functor � is additive on Z(M) in each factor: fix an object Z. Let ∑m
j=1mjgj : X → X ′

be another morphism. Then, we compute:

 n∑
i=1

nifi +
m∑
j=1

mjgj

� idZ =
n∑
i=1

ni(fi� idZ) +
m∑
j=1

mj(gj� idZ)

=
(

n∑
i=1

nifi

)
� idZ +

 m∑
j=1

mjgj

� idZ .

A similar argument holds for the second factor.

To define � : Add(M)× Add(M)→ Add(M), put

(⊕
i

Xi

)
�

⊕
j

Yj

 :=
⊕
i,j

Xi�Yj,

which is the tuple whose elements are Xi�Yj in dictionary order  

1
 . If either ⊕iXi or ⊕j Yj

is the empty tuple, then we understand ⊕
i,j Xi�Yj to be the empty tuple. Given two

morphisms

f = (fji : Xi → Yj) :
⊕
i

Xi →
⊕
j

Yj and g = (glk : Zk → Wl) :
⊕
k

Zk →
⊕
l

Wl,

define the morphism

(⊕
i

Xi

)
�

⊕
j

Yj

 =
⊕
ij

Xi�Yj →
⊕
kl

Zk�Wl =
(⊕

k

Zk

)
�

(⊕
l

Zl

)

by the matrix whose entries are fji�glk : Xi�Yj → Zk�Wl, where � is on Z(M). The

functor � is additive in each factor: fix an object V . Then the matrices of the morphisms

(f+f ′)� idV and (f� idV )+(f ′� idV ) have the entries (fji+f ′ji)� idV and fji� idV +f ′ji� idV ,

which are the same by definition of � on Z(M).

1
 ↑ Given two ordered sets (X1,≤1) and (X2,≤2), the dictionary order ≤3 on the product set X1 × X2 is

defined by (x1, x2) ≤3 (x′
1, x′

2) if and only either x1 <1 x2, or x1 = x2 and x′
1 ≤2 x′

2.
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Proposition 2.3.4. Let M be a (symmetric) monoidal category with product � : M ×M →

M . The category Add(M), with the bifunctor � : Add(M)×Add(M)→ Add(M) defined in

Proposition  2.3.3 , has the structure of a (symmetric) monoidal category.

Proof. In Add(M), let x = ⊕
i xi, y = ⊕

j yj, z = ⊕
k zk, and w = ⊕

l wl. The unit object is

1 ∈M ⊆ Add(M). The natural isomorphism a : Add(M)×Add(M)×Add(M)→ Add(M)

is defined by the components ax,y,z : (x�y)�z → x�(y�z), which is the morphism

⊕
ijk

axi,yj ,zk
:
⊕
ijk

(xi�yj)�zk
∼=−→
⊕
ijk

xi�(yj�zk).

The natural isomorphism λ : Add(M)→ Add(M) is defined by the components λx : 1�x→

x, which is the morphism

⊕
i

λxi
:
⊕
i

1�xi
∼=−→
⊕
i

xi.

The natural isomorphism ρ : Add(M)→ Add(M) is defined by the components ρx : x�1→

x, which is the morphism

⊕
i

ρxi
:
⊕
i

xi�1
∼=−→
⊕
i

xi.

The following triangle diagram commutes by Eq. ( 2.2 ):

⊕
ij(xi�1)�yj

⊕
ij xi�(1�yj)

⊕
ij xi�yj

⊕
ij
ρxi�yj

⊕
ij

1xi�λyj

⊕
ij
axi,1,yj
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The pentagon diagram commutes by Eq. ( 2.3 ):

⊕
lijk(wl�xi)�(yj�zk)

⊕
lijk((wl�xi)�yj)�zk

⊕
lijk wl�(xi�(yj�zk))

⊕
lijk(wl�(xi�yj))�zk

⊕
lijk wl�((xi�yj)�zk)

⊕
lijk

awl,xi,yj�zk

⊕
lijk

awl�xi,yj ,zk

⊕
lijk

awl,xi,yj�1zk ⊕
lijk

awl,xi�yj ,zk

⊕
lijk

1wl
�axi,yj ,zk

Hence M is a monoidal category.

Suppose M is symmetric. Define the braiding B on Add(M) as follows. Suppose x =⊕
i xi and y = ⊕

j yj are in Add(M). Let the morphism

Bx,y :
⊕
ij

xi�yj →
⊕
ji

yj�xi

be given by components Bxi,yj
: xi�yj → yj�xi. The category Add(M) is symmetric

monoidal:

1. We see By,x ◦Bx,y = 1x�y by computing on components.

2. The following diagram commutes by Eq. ( 2.5 ):

⊕
i xi�1 ⊕

i 1�xi

x

⊕
i
Bxi,1

⊕
i
λxi⊕

i
ρxi

3. The following hexagon diagram commutes by Eq. ( 2.6 ):

⊕
ijk(xi�yj)�zk

⊕
ijk xi�(yj�zk)

⊕
jki(yj�zk)�xi

⊕
jik(yj�xi)�zk

⊕
jik yj�(xi�zk)

⊕
jki yj �(zk�xi)

⊕
k
Bx,y�1zk

⊕
jik

ayj ,xi,zk

⊕
j

1yj�Bx,z

⊕
ijk

axi,yj ,zk Bx,y�z

⊕
jki

ayj ,zk,xi
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2.3.2 Symmetric monoidal structure on localized categories

In this subsection, let M be a category, and S ⊆M a left multiplicative system. We show

a (symmetric) monoidal structure on M induces a (symmetric) monoidal structure on MS

such that the localization functor M → MS respects the (symmetric) monoidal structure.

We proceed by first defining the bifunctor and then verifying the axioms hold.

Proposition 2.3.5. Let � : M×M →M be a bifunctor such that s1�s2 is in S, whenver s1

and s2 are in S. Then � extends to MS×MS →MS. If M is preadditive and � : M×M →M

is additive in each factor, then � : MS ×MS →MS is also additive in each factor.

Proof. Define � : MS ×MS → MS on objects to be the same as � on M . For i = 1, 2, let

bi
gi←− ci

fi−→ ai be two left roofs in MS. Put

(b1
g1←− c1

f1−→ a1)�(b2
g2←− c2

f2−→ a2) := b1�b2
g1�g2←−−− c1�c2

f1�f2−−−→ a1�a2.

We show this definition is independent of representative of left roof equivalence class. Sup-

pose b1
g′1←− c′1

f ′1−→ a1 and b1
g1←− c1

f1−→ a1 are equivalent, which is the data of a diagram

c1

b1 c′′1 a1

c′1

u

v
f ′1

f1

f ′′1g′′1

g′1

g1

Hence, the second equality in

(b1
g1←− c1

f1−→ a1)�(b2
g2←− c2

f2−→ a2) = b1�b2
g1�g2←−−− c1�c2

f1�f2−−−→ a1�a2

= b1�b2
g′1�g2←−−− c′1�c2

f ′1�f2−−−→ a1�a2

= (b1
g′1←− c′1

f ′1−→ a1)�(b2
g2←− c2

f2−→ a2),
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follows from the following diagram

c1�c2

b1�b2 c′′1�c2 a1�a2

c′1�c2

g1�g2 f1�f2

f ′1�f2g′1�g2

u� idc2

v� idc2

g′′1 �f2g′′1 �g2

A similar argument shows the definition is independent of representative of the second factor.

Suppose M is preadditive and � : M ×M →M is additive in each factor. Fix an object

d ∈M . The preadditive structure onMS was given in Proposition  2.2.23 . Let F1, F
′
1 : b1 → a1

be two morphisms in MS. By Lemma  2.2.22 , we represent them by b1
s←− c1

f1−→ a1 and

b1
s←− c1

f ′1−→ a1. Then � is additive in the first factor:

(F1 + F ′1)� idd = (b1
s←− c1

f1+f ′1−−−→ a1)�(d idd←− d
idd−→ d)

= b1�d
s� idd←−−− c1�d

(f1+f ′1)� idd−−−−−−−→ a1�d

= b1�d
s� idd←−−− c1�d

(f1� idd)+(f ′1� idd)−−−−−−−−−−−→ a1�d

= (b1�d
s� idd←−−− c1�d

f1� idd−−−−→ a1�d) + (b1�d
s� idd←−−− c1�d

f ′1� idd−−−−→ a1�d)

= F1� idd +F ′1� idd .

A similar argument holds for the second factor.

Proposition 2.3.6. If M is (symmetric) monoidal and S is closed under the bifunctor, then

MS is also (symmetric) monoidal under the product defined in Proposition  2.3.5 .

Proof. Apply the localization functor Q : M → MS to the components of a, λ, and ρ to

obtain the required natural isomorphisms a, λ, and ρ on MS in Definition  2.3.1 . The required

diagrams commute because Q is a functor. Hence M is monoidal. A similar argument shows

M is symmetric monoidal.
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2.3.3 Ring structure on K0

We discuss a ring structure on K0 induced by a bifunctor. We begin with some definitions

and lemmas.

Definition 2.3.7. Let A, B, and C be exact categories. A functor F : A×B → C is biexact

if:

1. for all objects A ∈ A, the functor F (A, –) : B → C is exact, and

2. for all objects B ∈ B, the functor F (–, B) : A → C is exact.

Remark 2.3.8. Let M be an additive category. Let � : M ×M →M be a functor additive

in each factor. Then � is biexact.

Lemma 2.3.9 ([ 9 , Lemma 7.4]). Let A, B, and C be exact categories. A biexact functor

F : A× B → C induces a bilinear map

K0A×K0B → K0C,

which sends a pair ([A], [B]) to [F (A,B)].

As a consequence, we have the following.

Corollary 2.3.10. Let (M,�) be a (symmetric) monoidal additive category. Suppose � is

additive in each factor. Then K0M has the structure of a (commutative) ring, where the

product is given by [x] · [y] = [x�y] and the unit is the class of the unit object in M .

Proof. The proof follows from Remark  2.3.8 and Lemma  2.3.9 .

Corollary 2.3.11. For i = 1, 2, let (Mi,�i) be monoidal additive categories. Suppose both

�i are additive in each factor. Let F : M1 →M2 be a functor such that the diagram

M1 ×M1 M1

M2 ×M2 M2

F

�2

�1

F×F
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commutes. Then K0F is a ring homomorphism with respect to the ring structure defined in

Corollary  2.3.10 .

Proof. We compute, for all objects X and Y in M1:

(K0F )([X] · [Y ]) = (K0F )([X�1Y ])

= [F (X�1Y )]

= [FX�2FY ]

= [FX] · [FY ]

= (K0F )([X]) · (K0F )([Y ])

2.4 The Ax–Grothendieck theorem

We record the Ax–Grothendieck theorem and a corollary for later use.

Theorem 2.4.1 (Ax–Grothendieck, [ EGA4 ], 17.9.6). Let S be a scheme, and X a scheme

of finite presentation over S. Every S-endomorphism of X that is an monomorphism is a

isomorphism.

Corollary 2.4.2. Let F be an endomorphism of a k-variety X. If F is a locally closed

immersion, then F is an isomorphism.

Proof. Follows from the following lemma.

Lemma 2.4.3. Let i : Z ↪→ Y be a locally closed immersion of k-varieties. Then i is a

monomorphism in the category of schemes of finite presentation over Spec k.
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Proof. Let f1, f2 : X → Z be morphisms such that i◦f1 = i◦f2. The morphism i is injective

on the level of sets. Hence f1 and f2 are equal on the level of sets. As for the morphism of

sheaves, for every x ∈ X, there is an equality of maps of stalks

(i ◦ f1)#
x : OY,if1(x)

i#
f1(x)−−−→ OZ,f1(x)

(f1)#
x−−−→ OX,x

(i ◦ f2)#
x : OY,if2(x)

i#
f2(x)−−−→ OZ,f2(x)

(f2)#
x−−−→ OX,x

The maps i#f1(x) and i#f2(x) are equal (because i is injective) and surjective (because i is a

locally closed immersion). Hence (f1)#
x = (f2)#

x , for all x ∈ X. We conclude the morphisms

f1 and f2 are equal.
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3. ADDITIVE COMPLETION OF VARIETIES AND SCHEMES

In this section, we undertake the strategy outlined in the introduction. Recall the idea:

we seek an exact category C whose Grothendieck group is isomorphic to K0(Vark). The

first obstacle is the lack of a natural exact structure, or even additive structure, on Vark.

This leads us to take the additive completion of Vark to obtain Add(Vark). In Section  3.1 ,

we establish basic properties of Add(Vark) and compute its Grothendieck group. However,

there is a second problem: the desired scissors relations do not hold in K0(Add(Vark)). We

shall force the relation by localizing Add(Vark) at a certain localizing set S, which makes

X and U ⊕ Z isomorphic, for every closed immersion Z ↪→ X and U := X \ Z. We spend

Section  3.2 defining S and showing it is a left multiplicative system. Finally in Section  3.3 ,

we establish basic properties of K0(Add(Vark)S).

3.1 Properties of additive completions associated to varieties

In this section, we study the category Varn of at most n-dimensional varieties and locally

closed immersions, and show isomorphisms in Z(Varn) and Add(Varn) imply isomorphisms

in Varn. We also compute K0(Add(Varn)).

Theorem 3.1.1. If f : X ↪→ Y and g : Y ↪→ X are locally closed immersions of varieties,

then f and g are isomorphisms. Let n ∈ N ∪ {∞}. If X and Y are isomorphic in Z(Varn),

then X and Y are isomorphic in Var.

Proof. We prove the first statement. The locally closed immersions gf : X ↪→ X and

fg : Y ↪→ Y are isomorphisms by Corollary  2.4.2 . Let α and β are inverses to gf and

fg:

αgf = idX = gfα and βfg = idY = fgβ.

Therefore, f and g have two sided inverses.

We prove the second statement. Suppose ∑i∈I nifi : X → Y and ∑
j∈J mjgj : Y → X

are inverses in Z(Varn). Neither index set I or J can be empty so there exist locally closed
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immersions from X to Y and from Y to X. We apply the first statement to conclude the

proof.

Now we turn to Add(Var). The following definition and remark are gadgets meant to

facilitate the proofs of Theorem  3.1.4 and Proposition  3.1.5 .

Definition 3.1.2. Let C be a category. Fix a n by m matrix N = (nji). Let TN ⊆ Add(C)

be the set of morphisms f = (fji) such that f maps from a n-tuple (X1, · · · , Xn) to a m-

tuple (Y1, · · · , Ym) and there exists a morphism Xi → Yj in C whenever nji 6= 0, despite fji
possibly being zero. The equality nji = 0 does not necessarily mean that there are no locally

closed immersions Xi → Yj or that fji = 0.

For example, let C = Var. The morphisms (iU , iZ) and (iU , 0) from (U,Z) to X lie in

both T( 1,1 ) and T( 0,0 ). The morphism (id, 0) : (SpecC,A1) → SpecC is not in T( 1,1 ), since

there is no locally closed immersion A1 → SpecC.

If M ∈ TN and M ′ ∈ TN ′ , then MM ′ ∈ TNN ′ , provided the compositions make sense.

Recall the convention for composition in Remark  2.2.4 .

Remark 3.1.3. If N = (bij) is an invertible r by r real matrix, then there exists a per-

mutation of the rows of N such that N has no zeros along its diagonal. If not, for each

permutation σ on r letters, an entry bi,σ(i) would be zero for some 1 ≤ i ≤ r. Thus

detN = ∑
σ∈Sr

(sgn(σ)∏r
i=1 bi,σ(i)) would be 0.

Theorem 3.1.4. Let n ∈ N ∪ {∞}. Let X = (X1, · · · , Xr) and Y = (Y1, · · · , Ys) be in

Add(Varn). Suppose A : X → Y and B : Y → X are inverse morphisms. Then r = s, and

there is a permutation σ on r letters such that Xi and Yσ(i) are isomorphic, for all i.

Proof. Lemma  2.2.16 implies r = s, and |A| and |B| are invertible. By Ax–Grothendieck,

it suffices to construct two morphisms X → Y and Y → X in TIr , where Ir is the r by r

identity matrix, to conclude X and Y are coordinate wise isomorphic. By Remark  3.1.3 , we

may relabel X1, · · · , Xr such that |A| has no zeros along its diagonal. Hence A is in TIr .

The invertibility of |B| implies the morphism B is in TE, for some permutation matrix E.

Therefore B = (BA)r−1B is in T(EIr)r−1E=Ir
.
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Proposition 3.1.5. Let n ∈ N ∪ {∞}. Let X = (X1, · · · , Xr) and Y = (Y1, · · · , Ys) be in

Add(Birn). Suppose A : X → Y and B : Y → X are inverse morphisms. Then r = s, and

there is a permutation σ on r letters such that Xi and Yσ(i) are birational, for each i.

Proof. Lemma  2.2.16 implies r = s, and |A| and |B| are invertible. By Remark  3.1.3 , we

may relabel X1, · · · , Xr such that |A| has no zeros along its diagonal. This means there exist

birational maps Xi → Yi for each i, as desired.

Corollary 3.1.6. Let n ∈ N ∪ {∞}. There is a group isomorphism

K0(Add(Varn))→ Z[Varn],

which sends the class of the tuple (X1, · · · , Xr) to ∑r
i=1[Xi]. There is a group isomorphism

K0(Add(Birn))→ Z[Birn],

which sends the class of the tuple (X1, · · · , Xr) to ∑r
i=1{Xi}.

Proof. Theorem  3.1.4 and Proposition  3.1.5 show Varn and Birn have the permutation iso-

morphism property (Definition  2.2.29 ), and the corollary follows from Proposition  2.2.30 .

3.2 A localization of additive completions associated to varieties and schemes

In this section, we define a left multiplicative system in Add(Var). The motivation is to

form a new localized exact category such that a variety is identified with the direct sum of

a closed subvariety and open complement in the Grothendieck group.

Definition 3.2.1. Let X be a variety. Let iZ : Z ↪→ X be a closed immersion. Let iU : U ↪→

Z be the complement. In Add(Var), we call the morphism (iU , iZ) : (U,Z) → X an open

closed cover of X.

In Add(Var), define the following sets of morphisms:

1. Let S0 be the set of all open closed covers together with the set of all isomorphisms.
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2. Let S1 be the set of direct sums of morphisms in S0. For instance, given two open

closed covers (iU , iZ) : (U,Z) → X and (iU ′ , iZ′) : (U ′, Z ′) → X ′, the direct sum map(
iU iZ 0 0
0 0 iU′ iZ′

)
: (U,Z, U ′, Z ′)→ (X,X ′) is an example.

3. Let S2 be the set of compositions of morphisms in S1. Put S := S2.

Remark 3.2.2. The definition of S works equally well for other categories such as Varn,

Sch, or even topological spaces. All of the results in the remainder of this section hold true

with similar proofs.

The remainder of this section is devoted to showing S is a left multiplicative system.

Lemma 3.2.3. The set S is closed under direct sum.

Proof. Let f, g ∈ S. Write f = X0
s1−→ X1

s2−→ · · · sr−→ Xr and g = Y0
t1−→ Y1

t2−→ · · · tm−→ Ym,

where all si and tj lie in S1. Assume without loss of generality m ≥ r. The morphism

f ⊕ g : X0 ⊕ Y0 → Xr ⊕ Ym factors as

X0 ⊕ Y0
s1⊕t1−−−→ · · · sr⊕tr−−−→ Xr ⊕ Yr

idXr ⊕tr+1−−−−−−→ · · · idXr ⊕tm−−−−−→ Xr ⊕ Ym.

Because each si and ti is a direct sum of morphisms in S0, each si ⊕ ti is in S1. Similarly,

each idXr ⊕ti is in S1. Hence the composite lies in S.

Recall the category of varieties is symmetric monoidal with respect to fiber product.

Let � : Add(Var)×Add(Var)→ Add(Var) denote the fiber product bifunctor obtained from

Proposition  2.3.3 .

Lemma 3.2.4. The set S is closed under fiber product bifunctor � on Add(Var). That is,

s1�s2 is in S, for all s1 and s2 in S.

Proof. We proceed in steps.

Step 0: Let s ∈ S. If W is the empty tuple ∅, then s� idW and idW �s are both the

zero by zero matrix on ∅, which is the identity on ∅ and lies in S0 ⊆ S. For the remainder

of the proof, we assume W is a nonempty tuple and write W = (W1, · · · ,Wn).
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Step 1: Let s ∈ S0. We show s� idW and idW �s are in S, for all nonempty tuples

W ∈ Add(Var). If s : X → Y is an isomorphism, then s� idW is the isomorphism

⊕
i

s× idWi
:
⊕
i

X ×Wi →
⊕
i

Y ×Wi,

which is in S0 ⊆ S. If s is the open closed cover (iU , iZ) : (U,Z) → X, then s� idW is the

direct sum of open closed covers:

⊕
i

(iU × idWi
, iZ × idWi

) : (U ×W1, · · · , U ×Wn, Z ×W1, · · · , Z ×Wn)→ (X ×W1, · · · , X ×Wn).

Hence s� idW is in S1 ⊆ S. Similar remarks apply to idW �s.

Step 2: Let s ∈ S1. We show s� idW and idW �s are in S, for all nonempty tuples

W ∈ Add(Var). Write s = ⊕
fi, where each fi : Xi → Yi is in S0. Then s� idW is the direct

sum

⊕
i,j

fi × idWj
:
⊕
i,j

Xi ×Wj →
⊕
i,j

Yi ×Wj

of morphisms fi × idWj
. Step 1 and Lemma  3.2.3 show s� idW is in S. A similar argument

applies to idW �s.

Step 3: Suppose s : X1 → Y1 and t : X2 → Y2 are in S. We show s�t is in S. Write

s = sn ◦ · · · ◦ s1 for si ∈ S1 and t = tm ◦ · · · ◦ t1 for tj ∈ S1. Then s�t is the composite

(sn� idY2) ◦ · · · ◦ (s1� idY2) ◦ (idX1 �tm) ◦ · · · ◦ (idX1 �t1).

By Step 2, each factor lies in S so the composite lies in S.

Proposition 3.2.5. The set S is a left Ore set.

Proof. Suppose we are given the diagram

Z

X Y

s (3.1)
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in Add(Var) with s ∈ S. We produce two maps W → Z and W → X in S such that the

diagram commutes.

Step 0: In general, X is a tuple, but we reduce to the case where X is a variety. If X

is the empty tuple, then the diagram

∅ Z

∅ Y

0

0 s (3.2)

commutes. Here 0 : ∅ → ∅ denotes the zero by zero matrix, which is the identity map on ∅

and lies in S0. The morphism 0: ∅ → Z is also a zero dimensional matrix. Otherwise write

X = (X1, · · · , Xn). Suppose we have a diagram

Z

(X1, · · · , Xn) Y

s

(f1,··· ,fn)

and morphisms ti ∈ S and gi such that the following diagram commutes:

Wi Z

Xi Y

ti

gi

s

fi

Then the diagram
(W1, · · · ,Wn) Z

(X1, · · ·Xn) Y

t1⊕···⊕tn

(g1,··· ,gn)

s

(f1,··· ,fn)

commutes, and t1⊕· · ·⊕ tn lies in S by Lemma  3.2.3 . Assume for the remainder of the proof

X is the 1-tuple of a variety.
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Step 1: Suppose s ∈ S0. If s is an isomorphism, then the following diagram commutes:

X Y ′

X Y

id

s−1f

s

f

Assume s is an open closed cover (U,Z)→ Y :

(U,Z)

X Y

(iU ,iZ)

f

(3.3)

where f = ∑n
i=1 nifi. Let Ui and Zi be the pullbacks of U and Z along fi:

Ui U

X Y
fi

iU

gi

and
Zi Z

X Y

hi

fi

iZ

Given a multi-index I = (i1, · · · , in) ∈ {0, 1}n, consider the subvarieties of X:

UI =
⋂

{j|ij=0}
Uj

ZI =
⋂

{j|ij=1}
Zj

WI = UI ∩ ZI = UI ×X ZI .

For instance, U(1,0,1) = U2, Z(1,0,1) = Z1 ∩ Z3, and W(1,0,1) = U2 ∩ (Z1 ∩ Z3). Put W =⊕
I∈{0,1}n WI the tuple of length 2n, written in dictionary order.

We define two morphisms W → (U,Z) in Add(Var) and W → X in S that make Eq. ( 3.3 )

commute. Fix a multi-index I = (i1, · · · , in) ∈ {0, 1}n. The components of W → (U,Z) are

as follows. Let WI → U be the composite WI ⊆ UI → U where the morphism UI → U is
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∑
{j|ij=0} njgj. Similarly, let WI → Z be the composite WI ⊆ ZI → Z where the morphism

ZI → Z is ∑{j|ij=1} njhj. For example, the morphism W(1,0,1) → U is

W(1,0,1) ⊆ U(1,0,1)
n2g2−−→ U

and the morphism W(1,0,1) → Z is

W(1,0,1) ⊆ Z(1,0,1)
n1h1+n3h3−−−−−−→ Z.

This defines W → (U,Z).

Next, define s : W → X as the composite of a direct sum of open closed covers, obtained

by restricting to (Ui, Zi):

X ← (U1, Z1)

← (U1 ∩ U2, U1 ∩ Z2, Z1 ∩ U2, Z1 ∩ Z2)

← (U1 ∩ U2 ∩ U3, U1 ∩ U2 ∩ Z3,

U1 ∩ Z2 ∩ U3, U1 ∩ Z2 ∩ Z3,

Z1 ∩ U2 ∩ U3, Z1 ∩ U2 ∩ Z3,

Z1 ∩ Z2 ∩ U3, Z1 ∩ Z2 ∩ Z3)

← · · ·

← W.

The two defined morphisms W → (U,Z) and W → X make Eq. ( 3.3 ) commute: the

morphism WI → X → Y is ∑j njfj|WI
, and the morphism WI → (U,Z)→ Y is

iU ◦

 ∑
{j|ij=0}

njgj|WI

+ iZ ◦

 ∑
{j|ij=1}

njhj|WI

 ,
which are the same.
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Step 2: Suppose s ∈ S1, and write s as the direct sum

s1 ⊕ · · · ⊕ sn : Z1 ⊕ · · · ⊕ Zn → Y1 ⊕ · · · ⊕ Yn

where each si : Yi → Zi ∈ S0. We proceed by induction on n. If n = 1, then we are done

by Step 1. Suppose n > 1. We abbreviate Z̃ = Z1 ⊕ · · · ⊕ Zn−1, Ỹ = Y1 ⊕ · · · ⊕ Yn−1, and

s̃ = s1 ⊕ · · · ⊕ sn−1. Label the arrow X → Y in Eq. ( 3.1 ) as f . We may write f as a matrix(
f̃
fn

)
where f̃ : X → Ỹ and fn : X → Yn are the components.

By inductive hypothesis, there are morphisms s∗ : X∗ → X in S and f ∗ : X∗ → Z̃ such

that the diagram
X∗ Z̃

X Ỹ
f̃

s̃

f∗

s∗

commutes. Hence the diagram

X∗ Z̃ ⊕ Yn

X Ỹ ⊕ Yn(
f̃
fn

)
M

(
f∗

fns∗

)
s∗ (3.4)

commutes, where M = ( s̃ 0
0 id ).

By Step 1, there are morphisms s∗n : X∗∗ → X∗ in S and f ∗∗ : X∗∗ → Zn such that the

diagram
X∗∗ Zn

X∗ Yn

sn

fns∗

s∗n

f∗∗
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commutes. Hence the diagram

X∗∗ Z̃ ⊕ Zn

X∗ Z̃ ⊕ Yn(
f∗

fns∗

)
N

(
f∗s∗n
f∗∗

)
s∗n

(3.5)

commutes, where N =
(

id 0
0 sn

)
.

Finally, stacking Eq. ( 3.5 ) over Eq. ( 3.4 ) completes the proof.

Step 3: Suppose s ∈ S. Write s = sn ◦ · · · ◦ s1 where each si ∈ S1. By Step 2, we obtain

a commutative diagram for each si, and we form a tower in a similar way to the proof of

Step 2 to obtain the required commutative diagram for s.

Proposition 3.2.6. The set S is left cancellative.

Proof. Suppose we are given the commutative diagram

X Y Z
f

g

s (3.6)

in Add(Var) with s ∈ S. We produce a morphism t in S such that ft = gt.

Step 1: Suppose s ∈ S0. Say s is an isomorphism, and Eq. ( 3.6 ) is the diagram

X = (X1, · · · , Xn) Y Y ′
(f1,··· ,fn)

(g1,··· ,gn)

s

Then sfi = sgi, for all i, so fi = gi. Hence we let t be the identity map on X.

Say s is an open closed cover, and Eq. ( 3.6 ) is the diagram

X = (X1, · · · , Xn) (U,Z) Y
f

g

(iU ,iZ)

Write f =
(
f ′1 ··· f

′
n

f ′′1 ··· f
′′
n

)
and g =

(
g′1 ··· g

′
n

g′′1 ··· g
′′
n

)
. For each 1 ≤ j ≤ n, the equation

iU(f ′j − g′j) = iZ(g′′j − f ′′j )
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holds in Z[Hom(Xj, Y )]. Both iU(f ′j− g′j) and iZ(g′′j − f ′′j ) equal zero because iU and iZ have

disjoint image. It suffices to show f ′j − g′j and g′′j − f ′′j are zero so that the identity map on

X will do the job.

To that end, in general, if φ : X → Z is in Z(Var) and i : Z ↪→ Y is a locally closed

immersion with iφ = 0, then φ is zero. Indeed, write φ = ∑
npφp in reduced form. If φ were

nonzero, there would be indices p 6= q such that iφp = iφq. But Lemma  2.4.3 would absurdly

imply φp = φq.

Step 2: Suppose s ∈ S1, and Eq. ( 3.6 ) is the diagram

X
⊕n
i=1 Yi

⊕n
i=1 Zi,

(f1,··· ,fn)

(g1,··· ,gn)

⊕n

i=1 si (3.7)

where all si : Yi → Zi are in S0. We proceed by induction on n. If n = 1, we are done by

Step 1. If n ≥ 2, write f ′ = f1 ⊕ · · · ⊕ fn−1, g′ = g1 ⊕ · · · ⊕ gn−1, s′ = s1 ⊕ · · · ⊕ sn−1,

Y ′ = Y1 ⊕ · · · ⊕ Yn−1, and Z ′ = Z1 ⊕ · · · ⊕ Zn−1. The diagram

X Y ′ Z ′
f ′

g′

s′

commutes so induction grants a morphism t′ : W ′ → X in S such that f ′t′ = g′t′. Next, the

diagram

W ′ Yn Zn
fnt′

gnt′

sn

commutes so Step 1 gives a morphism t : W → W ′ in S0 such that fnt′t = gnt
′t. Then the

morphism W
t−→ W ′ t′−→ X in S is the desired morphism; we compute:

ft′t = (f ′ ⊕ fn) ◦ (t′t) = f ′t′t⊕ fnt′t = g′t′t⊕ gnt′t = gt′t.

Step 3: Suppose s ∈ S. Write s as

Y
s1−→ Z1

s2−→ Z2 → · · ·
sn−→ Zn = Z
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where all si ∈ S1. We proceed by induction on n. If n = 1, we are done by Step 2. If n ≥ 2,

write s′ = sn−1 ◦ · · · ◦ s1. The diagram

X Zn−1 Z
s′f

s′g

sn

commutes so Step 2 gives a morphism t : W → X in S such that s′ft = s′gt. Therefore, the

diagram

W Y Zn−1
ft

gt

s′

commutes and induction gives a morphism t′ : W ′ → W in S such that ftt′ = gtt′. Hence

the morphism W ′ t′−→ W
t−→ X in S is the desired morphism.

Corollary 3.2.7. S is a left multiplicative system.

Proof. The set S contains all isomorphisms and all identities, and the corollary follows from

Propositions  3.2.5 and  3.2.6 .

3.3 K0 of the localized additive completion of varieties and schemes

Let T be a base scheme. By Propositions  2.2.24 and  2.3.6 and Lemma  3.2.4 , the category

Add(SchT )S is additive and symmetric monoidal under fiber product. The same is true for

Add(Varnk)S, for all n ∈ N∪{∞}. In the remainder of this thesis, we study the K0-theory of

these split exact categories where the class of a scheme is indeed identified with the direct

sum of a closed subscheme and open complement.

In this section, we establish a few basic properties of K0(Add(SchT )S). In Chapter  4 , we

view the family {K0(Add(Varnk)S)}n as a direct system of groups, and compute the direct limit

and cokernels of the connecting morphisms. In Chapter  5 , we compare this K0-theory with

K0(Vark). In Chapter  6 , we show how to construct motivic measures on K0(Add(Vark)S).

Definition 3.3.1. The inclusion functor Varn−1 → Varn induces, by universal property of

additive completions and localizations, a functor

jn,n−1 : Add(Varn−1)S → Add(Varn)S.
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Explicitly, it is the identity on objects and maps the class of a left roof to the same class.

Definition 3.3.2. Let

gn,n−1 = K0(jn,n−1) : K0(Add(Varn−1)S)→ K0(Add(Varn)S).

be the group homomorphism obtained by applying the functor K0 to the inclusion functors

jn,n−1.

Lemma 3.3.3. The functor jn,n−1 is fully faithful.

Proof. Let X and Y be in Add(Varn−1)S. Consider a morphism in HomAdd(Varn)S
(X, Y )

represented by left roof X ← P → Y . It suffices to show: if a morphism f : P → X in S

where X is in Add(Varn−1), then P also is in Add(Varn−1).

Let f ∈ S0. If f is an isomorphism, then Theorem  3.1.4 shows all the entries of P are

of dimension less than n. If f is the open closed cover (U,Z) → X, then the entries of

P = (U,Z) are of dimension less than n.

Let f ∈ S1. Write f as the direct sum of the morphisms fi : Pi → Xi in S0. The previous

step shows all Pi are in Add(Varn−1), hence so is their direct sum.

Let f ∈ S2. Write f as the composite fr−1 ◦ · · · ◦ f0 where fi : Zi → Zi+1 is in S1 and

Z0 = P and Zr = X. Starting from fr−1 : Zr−1 → Zr = X, we inductively conclude, from

the previous step, each Zi is in Add(Varn−1).

Proposition 3.3.4. The abelian groups K0(Add(SchT )) and K0(Add(SchT )[S−1]) have the

structure of a commutative ring, induced by fiber product over T . Also, the localization

functor Q : Add(SchT )→ Add(SchT )[S−1] induces a ring homomorphism

K0Q : K0(Add(SchT ))→ K0(Add(SchT )[S−1]).

Proof. The category SchT is a symmetric monoidal category under fiber product. By Propo-

sition  2.3.4 , Add(SchT ) is also symmetric monoidal with bifunctor described in Proposi-

tion  2.3.3 . By Proposition  2.3.6 , Add(SchT )S is symmetric monoidal with bifunctor described

in Proposition  2.3.5 . Both bifunctors on Add(SchT ) and Add(SchT )S are additive in each
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factor. Therefore by Corollary  2.3.10 , both K0(Add(SchT )) and K0(Add(SchT )[S−1]) are

rings. Corollary  2.3.11 implies K0Q is a ring homomorphism.

Remark 3.3.5 (Pullback). Let f : T ′ → T be a morphism of schemes. The natural pullback

functor SchT → SchT ′ induces an additive functor Add(SchT )→ Add(SchT ′), which induces

a group homomorphism

f ∗ : K0(Add(SchT ))→ K0(Add(SchT ′)).

It is easy to verify f ∗ respects the ring structure.

The functor Add(SchT )→ Add(Sch′T )→ Add(Sch′T )S sends S into isomorphisms. There-

fore there is another group homomorphism

f ∗ : K0(Add(SchT )[S−1])→ K0(Add(SchT ′)[S−1]),

which also respects the ring structure.

The pullback maps commute with the ring homomorphism in Proposition  3.3.4 .

Remark 3.3.6 (Pushforward). Let f : T ′ → T be a morphism of finite presentation. There

is a functor SchT ′ → SchT which maps a scheme X ′ over T ′ to X ′ with structure morphism

X ′ → T ′ → T , and sends a morphism over T ′ to a morphism over T . Note the morphism

X ′ → T ′ → T is also of finite presentation. This induces an additive functor Add(SchT ′)→

Add(SchT ), which induces a group homomorphism

f! : K0(Add(SchT ′))→ K0(Add(SchT )).

Usually, f! is not a ring homomorphism because it sends the unit T ′ to T ′ → T .

The functor Add(SchT ′)→ Add(SchT )→ Add(SchT )S sends S into isomorphisms. There-

fore there is another group homomorphism

f! : K0(Add(SchT ′)[S−1])→ K0(Add(SchT )[S−1]),
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compatible with K0 applied to the localization functors and f! on the K0-theory of the

unlocalized category.
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4. DIRECT SYSTEMS

In this chapter, we view the families {K0(Varnk)}n and {K0(Add(Varnk))S}n as a direct sys-

tem of groups. In Sections  4.2 and  4.3 , we show their direct limits are K0(Vark) and

K0(Add(Vark)S). We also compute the cokernels of the connecting homomorphisms. In

Section  4.4 , we show a quotient category Add(Varnk)S/Add(Varn−1
k )S exists, and we show the

K0-theory of the quotient category is the cokernel of K0(Add(Varn−1
k )S)→ K0(Add(Varnk)S).

We begin this chapter with some technicalities.

4.1 Preliminary setup for proofs in later sections

In this section, we set up notations and define some functors for proofs in the following

sections of this chapter.

Remark 4.1.1. Let X be an n-dimensional variety. Let (U,Z) be a open closed cover of

X. We set up some notation for the irreducible decomposition of U and Z in terms of the

irreducible decomposition of X. Label the irreducible decomposition of X as follows:

1. Let Y1, · · · , Yt be the components of X of dimension less than n.

2. Let Y ′1 , · · · , Y ′r be the components of X of dimension n that meet U .

3. Let Y ′′1 , · · · , Y ′′s be the components of X of dimension n that avoid U .

We have

U =
(

r⋃
i=1

U ∩ Y ′i

)
∪
(

t⋃
k=1

U ∩ Yk
)
.

After deleting every empty U ∩ Yk, what remains is the irreducible decomposition of U

because every nonempty open of an irreducible space is irreducible. The only n-dimensional

components of U are U ∩ Y ′i .

Next, we have

Z =
(

r⋃
i=1

Z ∩ Y ′i

)
∪

 s⋃
j=1

Z ∩ Y ′′j

 ∪ ( t⋃
k=1

Z ∩ Yk
)
.
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We obtain the irreducible decomposition of Z by collecting the components of Z∩Y ′i , Z∩Y ′′j ,

and Z ∩ Yk into a poset, ordered by inclusion, and taking the maximal elements. Notice:

1. Z∩Y ′i is a proper closed subvariety of Y ′i because U meets Yi. Therefore the components

of Z ∩ Y ′i are of dimension less than n.

2. Z ∩ Y ′′j equals Y ′′j because Y ′′j avoids U .

3. The components of Z ∩ Yk are of dimension less than n.

The only n-dimensional components of Z are Y ′′j .

Definition 4.1.2. We define a functor

compn : Varn → Add(IrrVar=n),

which picks out the n-dimensional components of a variety. For every variety Y of dimension

n, fix, once and for all, an ordering of the n-dimensional components of Y . For X ∈ Varn,

put compnX := ⊕
i∈I Xi, where I is the ordered set indexing the n-dimensional components

Xi of X. If I is empty (X has no n-dimensional components), then compnX = 0.

Let f : X ↪→ Y be a locally closed immersion and write compn Y = ⊕
j∈J Yj. Define

compn f : compnX → compn Y as follows.

1. If dimX or dim Y is less than n, then compnX or compn Y is zero, and we define

compn f = 0.

2. Otherwise dimX = n = dim Y , and we define the components (compn f)ji : Xi → Yj

of compn f as follows.

(a) If f does not map Xi into Yj, then put (compn f)ji = 0.

(b) Otherwise f maps Xi into Yj, and put (compn f)ji = f . Note in this case f maps

Xi into Yj as an open subvariety.

In other words, (comp f)ji is nonzero if and only if f maps Xi into Yj.
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Proposition 4.1.3. The above assignment makes compn into a functor.

We require a lemma before proving Proposition  4.1.3 .

Lemma 4.1.4. Let f : X ↪→ Y be a locally closed immersion between varieties of dimension

n. This means f is an open immersion and we identify X with an open subvariety of Y .

If X ′ ⊆ X is a component of dimension n, then X ′ is contained in a unique n-dimensional

component of Y .

Proof of Lemma  4.1.4 . The irreducible subvariety X ′ in Y must be contained in some com-

ponent of Y . Also, X ′ cannot be contained in two different components Y1 and Y2 of Y , as

this would mean the n-dimensional subspace X ′ would be contained in the lower dimensional

subspace Y1 ∩ Y2.

Proof of Proposition  4.1.3 . We show compn is functorial. Let f : X ↪→ Y and g : Y ↪→ Z be

locally closed immersions. Write h = gf : X ↪→ Z. If any of X, Y , or Z are of dimension less

than n, then both compn h and compn g ◦ compn f are zero. Assume n = dimX = dim Y =

dimZ. Write compnX = ⊕
i∈I Xi, compn Y = ⊕

j∈J Yj, and compn Z = ⊕
k∈K Zk. Fix i ∈ I

and k ∈ K. We verify the equality

(compn h)ki =
∑
j

(compn g)kj ◦ (compn f)ji.

By Lemma  4.1.4 , there is a unique index j′ ∈ J such that f(Xi) ⊆ Yj′ , or equivalently,

(compn f)j′i is nonzero. Hence we are reduced to verifying

(compn h)ki = (compn g)kj′ ◦ (compn f)j′i. (4.1)

The following are equivalent:

1. (compn g)kj′ is nonzero

2. g maps Yj′ into Zk

3. h maps Xi into Zk
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4. (compn h)ki is nonzero

The first and second statements, and third and fourth statements, are equivalent by definition

of compn. The second statement implies the third statement because f(Xi) ⊆ Yj′ so

h(Xi) = gf(Xi) ⊆ g(Yj′) ⊆ Zk.

Conversely, assume the third statement. Because f(Xi) is open in Yj and g is continuous,

we have

g(Yj) = g(f(Xi)) ⊆ g(f(Xi)) ⊆ Zk = Zk,

as desired.

Finally we conclude, either

1. both (compn g)kj′ and (compn h)ki are zero, in which case both sides of Eq. ( 4.1 ) are

zero, or

2. both (compn g)kj′ and (compn h)ki are nonzero, in which case Eq. (  4.1 ) reduces to

h = gf .

Thus compn is a functor on Varn.

Definition 4.1.5. Consider the composite functor

birn : Add(Varn) Add(compn)−−−−−−−→ Add(IrrVar=n) Add(ιn)−−−−→ Add(Birn),

where the functor ιn was defined in Definition  2.1.2 . We calculate birn explicitly. Let X =

(X1, · · · , Xr) be a tuple. Let {Xij}j∈Ji
be the (ordered) set of n-dimensional components of

Xi. Then birn sends X to
(⊕

j∈J1 X1j
)
⊕ · · · ⊕

(⊕
j∈Jr

Xrj

)
.

Lemma 4.1.6. The functor birn extends to Add(Varn)S.
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Proof. We verify birn sends S into isomorphisms. Let f ∈ S0. If f is an isomorphism in

Add(Varn), then birn f is an isomorphism by Theorem  3.1.4 . Otherwise f is an open closed

cover (U,Z)→ X. Then, in the notation of Remark  4.1.1 , up to reordering,

birnX =
⊕
i

Y ′i ⊕
⊕
j

Y ′′j while birn U =
⊕
i

U ∩ Y ′i and birn Z =
⊕
j

Y ′′j .

The morphism birn f : birnX → birn U⊕birn Z is a square matrix with two diagonal blocks.

One block consists of open immersions Y ′i ∩ U → Y ′i along the diagonal, and the other

block has the identity maps Y ′′j → Y ′′j along the diagonal. Hence birn f is an isomorphism

in Add(Birn). If f is a direct sum of morphisms in S0, then birn f is a direct sum of

isomorphisms. If f is a composition of morphisms in S1, then birn f is a composition of

isomorphisms. Therefore birn extends to an additive functor on Add(Varn)S.

4.2 Direct system of classical K0-theory of varieties

In this section, we consider the direct system {K0(Varnk)}n, and compute the direct limit

and the cokernels of the connecting morphisms.

Definition 4.2.1. Define the direct system of groups

F nK := K0(Varn).

For a variety X in Varn, let [X]Kn denote its class in F nK. We may also write [X]n or [X],

if clear from context. For n ≤ m, there are homomorphisms fm,n : F nK → FmK given by

fm,n[X]n = [X]m.

Proposition 4.2.2. The direct limit of the direct system F nK is K0(Var).

Proof. There is a compatible system of homomorphisms φi : F iK → K0(Var) where φi([X]i) =

[X]. We show K0(Var) carries the universal property. Let ψi : F iK → H be a compatible

system of homomorphisms.
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We define a homomorphism u : K0(Var)→ H compatible with the ψk. Send the class [X]

in Z[Var] to ψk([X]k) in H, where k is any integer larger than dimX. This is independent

of choice of k: if l ≥ k ≥ dimX, then

ψk[X]k = ψlflk[X]k = ψl[X]l.

This map on Z[Var] respects scissors relations: the relation [X]− [U ]− [Z] is sent to

[X]− [U ]− [Z] 7→ ψk[X]k − ψk[U ]k − ψk[Z]k = ψk([X]k − [U ]k − [Z]k) = 0.

Therefore u is a homomorphism such that u ◦ φi = ψi for all i.

Next, we show uniqueness. Suppose u′ : K0(Var) → H is another homomorphism com-

patible with the ψk. Consider a generator [X] in K0(Var) and let k ≥ dimX. Then

u([X]) = ψk([X]k) = u′φk([X]k) = u′([X]). The homomorphisms u and u′ agree on the

generators of K0(Var).

Proposition 4.2.3. There is a group homomorphism φn : F nK → Z[Birn], which maps the

class of a variety X to ∑j{Yj}, where the Yj are n-dimensional components of X.

Proof. We show φn respects scissors relations. Let (U,Z) be a open closed cover of X. In

the notation of Remark  4.1.1 , we have:

φn(X) =
∑
i

{Y ′i }+
∑
j

{Y ′′j } =
∑
i

{Y ′i ∩ U}+
∑
j

{Y ′′j } = φn(U) + φn(Z),

as desired.

Theorem 4.2.4. There is an exact sequence of groups

F n−1K
fn,n−1−−−−→ F nK

φn−→ Z[Birn]→ 0.

Proof. It is clear φn is surjective, and the image of F n−1K is in the kernel of φn. We show

the kernel of φn is in the image of F n−1K in two steps.
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Step 1: Suppose

φn(n1[X1] + · · ·+ nr[Xr]) = 0,

where each Xi is an irreducible variety of dimension n. We show the sum ∑
i ni[Xi] lies in

the image of F n−1K. We proceed by induction on r. If r = 1, then X1 has no n-dimensional

components so n[X1] is in the image of F n−1. Assume r > 1. Fix {X1}, and relabel

{X1}, · · · , {Xr} such that:

1. Xi is birational to X1, for all 1 ≤ i ≤ s. That is, {Xi} = {X1}.

2. Xi is not birational to X1, for all i > s. That is, {Xi} 6= {X1}.

This implies n1 + · · · + ns = 0. For each 1 ≤ i ≤ s, let Ui ⊆ X1 and Vi ⊆ Xi be isomorphic

opens. Let U be the open ⋂s
i=1 Ui contained in X1. Let Wi be the image of U in Vi under

the isomorphism Ui → Vi. Put Zi = Xi \Wi. Then in F nK, we write

[Xi] = [Wi] + [Zi] = [U ] + [Zi].

Because n1 + · · ·+ ns = 0,

s∑
i=1

ni[Xi] =
s∑
i=1

ni([U ] + [Zi]) =
s∑
i=1

ni[Zi],

lies in the image of F n−1K. Thus

0 = φn(
r∑
i=1

ni[Xi]) = φn(
s∑
i=1

ni[Zi] +
∑
i>s

ni[Xi]) = φn(
∑
i>s

ni[Xi]).

Since ∑
i>s ni[Xi] has fewer than r terms, we proceed by induction on r and conclude∑r

i=1 ni[Xi] is a sum of terms in the image of F n−1K.

Step 2: Suppose

φn(n1[X1] + · · ·+ nr[Xr]) = 0,
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where all the Xi are arbitrary (possibly reducible) varieties. We will conclude ∑ni[Xi] lies

in the image of F n−1K by reducing to Step 1. We may assume dimXi = n, for all i.

In general, if Y is a n-dimensional variety, we may write [Y ] as a sum of classes of

irreducible varieties of dimension n, plus terms from F n−1K. Indeed, let Y = Z1 ∪ · · · ∪ Zs
be an irreducible decomposition. For each 1 ≤ i ≤ s, put Yi = Zi −

⋃
j 6=i Zj. In other words,

Yi is the open in Zi consisting of points of Zi that lie only in Zi, and no other Zj. Let

U = ⋃
i Yi. Since the Yi are disjoint, write

[Y ] = [Y \ U ] + [U ] = [Y \ U ] +
s∑
i=1

[Yi].

Group the irreducibles Yi of dimension n together. The rest are in the image of F n−1K.

Now onto the proof of Step 2. Using the above argument, write each [Xi] = Ai + Bi,

where Ai is a sum of classes of n-dimensional irreducible varieties and Bi is a sum of terms

in the image of F n−1K. Then

0 = φn(n1[X1] + · · ·+ nr[Xr]) = φn(n1A1 + · · ·+ nrAr).

Step 1 shows ∑i niAi is in the image of F n−1K.

4.3 Direct system of categorical K0-theory of varieties

In this section, we consider the direct system {K0(Add(Varnk))S}n, and compute the direct

limit and the cokernels of the connecting morphisms.

Definition 4.3.1. If X = (X1, · · · , Xr) is a tuple in Add(Varn), the dimension dimX is the

integer maxi dimXi.

Definition 4.3.2. Define the direct system of groups

F nG := K0(Add(Varn)S).

For a tuple (X1, · · · , Xr) in Add(Varn)S, let [X1, · · · , Xr]Gn denote its class in F nG. We

may also write [X1, · · · , Xr]n or [X1, · · · , Xr], if clear from context. Let n ≤ m. Let the
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connecting homomorphism F nG → FmG be gm,n, which was defined in Definition  3.3.2 .

Explicitly, gm,n sends [X1, · · · , Xr]n to [X1, · · · , Xr]m.

Proposition 4.3.3. The direct limit of the direct system F nG is K0(Add(Var)S).

Proof. The proof is similar to the proof of Proposition  4.2.2 .

Proposition 4.3.4. There is a group homomorphism ψn : F nG→ Z[Birn], defined by sending

the class of a tuple (X1, · · · , Xr) to ∑
i,j{Xij}, where {Xij}j∈Ji

is the set of n-dimensional

components of Xi.

Proof. The homomorphism ψn is the composite

K0(Add(Varn)S) K0(birn)−−−−−→ K0(Add(Birn))
∼=−→ Z[Birn],

where the isomorphism is in Corollary  3.1.6 . Indeed, we compute

[X1, · · · , Xr] 7→
⊕
j∈J1

X1j

⊕ · · · ⊕
⊕
j∈Jr

Xrj

 7→ ∑
1≤i≤r
j∈Ji

{Xij}.

Theorem 4.3.5. There is an exact sequence of groups

F n−1G
gn,n−1−−−−→ F nG

ψn−→ Z[Birn]→ 0.

Proof. It is clear ψn is surjective and the image of F n−1G lands in the kernel of ψn. Suppose

ψn(∑m
i=1 ni[Xi]) = 0 where Xi = (Xi,1, · · · , Xi,ni

) ∈ Add(Varn). Then, in F nG, we have

m∑
i=1

ni[Xi] =
∑

1≤i≤m
1≤j≤ni

ni[Xi,j].

An argument similar to the proof of Theorem  4.2.4 shows ∑m
i=1 ni[Xi] is in the image of

F n−1G.
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4.4 The quotient category Add(Varn)S/Add(Varn−1)S and its K0-theory

We abbreviate V n := Add(Varn) and V n
S := Add(Varn)S. In this section, we show there

is a quotient category V n
S /V

n−1
S , relate the K0-theories of V n

S , V n−1
S , and V n

S /V
n−1
S , and

compute the K0-theory of the quotient.

Proposition 4.4.1. There is an additive category V n
S /V

n−1
S and an additive, essentially

surjective functor Q : V n
S → V n

S /V
n−1
S with the following properties:

1. if X is in V n
S , then QX ∼= 0 if and only if X ∈ V n−1

S ,

2. (universal property) given an additive functor F : V n
S → D such that F (X) ∼= 0 when-

ever X ∈ V n−1
S , there exists an additive functor G : V n

S /V
n−1
S → D such that F = G◦Q.

V n
S V n

S /V
n−1
S

D
F

Q

G

Proof. Let I be the set of morphisms of V n
S that factor through an object of V n−1

S . Let

I(X, Y ) := I ∩HomV n
S

(X, Y ). We show I(X, Y ) is a subgroup of HomV n
S

(X, Y ). For i = 1, 2,

let fi : X → Y be in I(X, Y ), and write fi as the composite X gi−→ Zi
hi−→ Y where Zi ∈ V n−1

S .

Then f1 + f2 is the composite

X
( g1
g2 )
−−−→ Z1 ⊕ Z2

(h1 h2 )−−−−→ Y,

and Z1 ⊕ Z2 lies in V n−1
S . Also the zero morphism 0: X → Y is the composite of the zero

morphism in and out of the empty tuple so 0 lies in I(X, Y ). Hence I(X, Y ) is a subgroup.

The set I is an ideal; that is, if f ∈ HomV n
S

(X, Y ), g ∈ I(Y, Z), and h ∈ HomV n
S

(W,X), then

gf ∈ I(X,Z) and fh ∈ I(W,Y ).

Define the additive category V n
S /V

n−1
S as follows. The objects of V n

S /V
n−1
S are as the same

as V n
S . Let HomV n

S /V
n−1

S
(X, Y ) be the quotient group HomV n

S (X,Y )(X, Y )/I(X, Y ). Compo-

sition is well-defined because I is an ideal. The functor Q : V n
S → V n

S /V
n−1
S is given by

58



the identity on objects and the quotient map on morphisms. It is clear Q is additive and

essentially surjective.

Let X ∈ V n
S . Suppose QX ∼= 0. The isomorphism must be given by the classes of

the maps 0 → X and X → 0. Hence the zero map X → 0 → X is equivalent to the

identity map idX so idX ∈ I(X,X). This means X has no terms of dimension n because we

cannot decompose the identity map of a n-dimensional variety into locally closed immersions

through a lower dimensional variety. Conversely, suppose X ∈ V n−1
S . Then idX is in I(X,X)

so idX and the zero map X → 0→ X are equivalent.

We verify the universal property. Given an object QX ∈ V n
S /V

n−1
S , put G(QX) = FX.

For a morphism in HomV n
S /V

n−1
S

(X, Y ) represented by f ∈ HomV n
S

(X, Y ), put G(f) = F (f).

This is independent of representative: if f ′− f ∈ I(X, Y ), then f ′− f factors through some

Z ∈ V n−1
S , so F (f ′ − f) factors through F (Z) ∼= 0, and F (f ′) = F (f ′ − f) + F (f) = F (f).

It is routine to verify G is an additive functor.

Proposition 4.4.2 ([ Stacks , Tag 02MX]). There is an exact sequence

K0(V n−1
S ) K0i−−→ K0(V n

S ) K0Q−−→ K0(V n
S /V

n−1
S )→ 0

of abelian groups, where the functor i : V n−1
S → V n

S is the localization of the additive functor

V n−1 → V n → V n
S .

Proof. The composition K0(V n−1
S )→ K0(V n

S /V
n−1
S ) is zero by construction of V n

S /V
n−1
S , and

the functor K0Q is surjective because the objects of V n
S and V n

S /V
n−1
S are the same. We

show the kernel of K0Q is contained in the image of K0(V n−1
S ).

Each element in K0(V n
S ) may be written as [A] − [A′], for some objects A and A′ in

V n
S . Indeed, let X = ∑

i∈I ni[Xi] ∈ K0(V n
S ). Then the objects A = ⊕

{i∈I|ni>0}
⊕ni

j=1Xi and

A′ = ⊕
{i∈I|ni<0}

⊕ni
j=1Xi in V n

S fit the bill.

Let [A]− [A′] be in the kernel of K0Q, and put B = QA and B′ = QA′. Since K0Q([A]−

[A′]) = 0, there exists

1. a finite set I = I+ t I−, and

2. for each i ∈ I, an exact sequence Bi → B′i → B′′i in V n
S /V

n−1
S ,
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such that the equality

[B]− [B′] =
∑
i∈I+

([B′i]− [Bi]− [B′′i ])−
∑
i∈I−

([B′i]− [Bi]− [B′′i ])

holds in the free abelian group of isomorphism classes of objects of V n
S /V

n−1
S . Rewrite this

as

[B] +
∑
i∈I+

([Bi] + [B′′i ]) +
∑
i∈I−

[B′i] = [B′] +
∑
i∈I−

([Bi] + [B′′i ]) +
∑
i∈I+

[B′i].

Thus, there is a bijection of sets

τ : {B} t
⊔
i∈I+

{Bi} t
⊔
i∈I+

{B′′i } t
⊔
i∈I−
{B′i} → {B′} t

⊔
i∈I−
{Bi} t

⊔
i∈I−
{B′′i } t

⊔
i∈I+

{B′i}

such that, for all M in the domain of τ , there are isomorphisms M ∼= τ(M) in V n
S /V

n−1
S .

If F1 → F2 → F3 is an exact sequence in V n
S /V

n−1
S , then there is an exact sequence E1 →

E2 → E3 in V n
S such that QEi ∼= Fi, for i = 1, 2, 3. We are not asserting QE1 → QE2 → QE3

is isomorphic to F1 → F2 → F3 as an exact sequence, but rather there are only term-wise

isomorphisms. Since V n
S /V

n−1
S is split exact, there are objects X and Y in V n

S /V
n−1
S such

that X ∼= F1, X ⊕ Y ∼= F2, and Y ∼= F3 in V n
S /V

n−1
S . The sequence X → X ⊕ Y → Y in V n

S

will do the job.

For each i ∈ I, let Ai → A′i → A′′i be such an exact sequence in V n
S corresponding to

Bi → B′i → B′′i . Then there is a bijection of sets

π : {A} t
⊔
i∈I+

{Ai} t
⊔
i∈I+

{A′′i } t
⊔
i∈I−
{A′i} → {A′} t

⊔
i∈I−
{Ai} t

⊔
i∈I−
{A′′i } t

⊔
i∈I+

{A′i}

such that, for all N in the domain of π, the objects N and π(N) are isomorphic after passing

to V n
S /V

n−1
S via Q. In K0(V n

S ), we have the equality

∑
N∈ domain of π

[N ]− [τ(N)] =
[A] +

∑
i∈I+

([Ai] + [A′′i ]) +
∑
i∈I−

[A′i]
−

[A′] +
∑
i∈I−

([Ai] + [A′′i ]) +
∑
i∈I+

[A′i]


= [A]− [A′],
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where the cancellations are due to the exact sequences Ai → A′i → A′′i . It remains to see

each [N ]− [π(N)] lies in the image of K0(V n−1
S ). This will be proved in Lemma  4.4.4 .

We record the following lemma for use in the proof of Lemma  4.4.4 .

Lemma 4.4.3. The functor birn : Add(Varn)S → Add(Birn) descends to the quotient V n
S /V

n−1
S .

Proof. This follows from the universal property of the quotient.

Lemma 4.4.4. Let X and Y be in V n
S . If QX and QY are isomorphic in V n

S /V
n−1
S , then

the element [X]− [Y ] in K0(V n
S ) is in the image of K0(V n−1

S ).

Proof. Let I denote the image of K0(V n−1
S ) in K0(V n

S ). We begin with two claims.

Claim 1. If M and N are n-dimensional birational varieties, then [M ]− [N ] lies in I.

Proof of Claim 1. If M ⊇ U ⊆ N is an isomorphic open, then

[M ]− [N ] = [U,M \ U ]− [U,N \ U ] = [M \ U ]− [N \ U ] ∈ I.

Claim 2. Let W be a n-dimensional variety with irreducible decomposition

W =
(⋃

i

Wi

)
∪

⋃
j

W ′
j

,
where all dimWi = n and all dimW ′

j < n. Then [W ]−∑i[Wi] lies in I.

Proof of Claim 2. Let

Z =
⋃
i,i′
Wi ∩Wi′

 ∪
⋃
i,j

Wi ∩Wj

 ∪
⋃
j,j′
Wj ∩Wj′


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be the closed set in W consisting of points lying in at least two components of W . So W \Z

is the disjoint union of the opens Wi \ Z and W ′
j \ Z. Then the element

[W ]−
r∑
i=1

[Wi] = [W \ Z] + [Z]−
r∑
i=1

[Wi]

=
 r∑
i=1

[Wi \ Z] +
s∑
j=1

[W ′
j \ Z]

+ [Z]−
r∑
i=1

[Wi]

of K0(V n
S ) lies in I because Wi \ Z and Wi are birational for all i, and Z and each W ′

j \ Z

are of dimension less than n− 1.

Now onto the proof of Lemma  4.4.4 . Write X ′ for the tuple consisting of terms of X

of dimension n, and X ′′ for the tuple consisting of terms of X of dimension less than n;

similiarly for Y ′ and Y ′′. There is a permutation isomorphism X ∼= X ′ ⊕ X ′′. In K0(V n
S ),

we have

[X]− [Y ] = [X ′]− [Y ′] + [X ′′]− [Y ′′],

so it suffices to show [X ′]− [Y ′] lies in I. There are isomorphisms

QX ∼= Q(X ′ ⊕X ′′) ∼= QX ′ and QY ∼= Q(Y ′ ⊕ Y ′′) ∼= QY ′ (4.2)

in V n
S /V

n−1
S . Therefore the hypothesis gives an isomorphism QX ′ ∼= QY ′ in V n

S /V
n−1
S . Write

X ′ = (X ′1, · · · , X ′p) and Y ′ = (Y ′1 , · · · , Y ′q ), and let X ′i,1, · · · , X ′i,ni
be the n-dimensional

components of X ′i, and similarly for Y ′i,1, · · · , Y ′i,mi
. Let

M = {(i, j) | 1 ≤ i ≤ p, 1 ≤ j ≤ ni} and N = {(i, j) | 1 ≤ i ≤ q, 1 ≤ j ≤ mi}

be sets indexing the n-dimensional components of all the summands of X ′ and Y ′. By

Eq. (  4.2 ) and Lemma  4.4.3 , the tuples

birn(QX ′) =
⊕

(i,j)∈M
X ′i,j and birn(QY ′) =

⊕
(i,j)∈N

Y ′i,j
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in Add(Birn) are isomorphic. By Proposition  3.1.5 , there is a bijection τ : M → N of index

sets such that X ′i,j is birational to Y ′τ(i,j), for all (i, j) ∈M . Lastly, in K0(V n
S )/I,

[X ′]− [Y ′] =
∑

(i,j)∈M
[X ′ij]−

∑
(i,j)∈N

[Y ′ij] (Claim 2)

=
∑

(i,j)∈M
[τ(X ′ij)]−

∑
(i,j)∈N

[Y ′ij] (Claim 1)

= 0. (τ is bijective)

Proposition 4.4.5. Consider the homomorphism

α : K0(V n
S /V

n−1
S )→ Z[Birn],

which sends the class of a tuple (X1, · · · , Xr) in V n
S /V

n−1
S to ∑i,j{Xij}, where {Xij}j∈Ji

is

the set of n-dimensional components of Xi. Then α is a group isomorphism.

Proof. We may write α as the composite

K0(V n
S /V

n−1
S ) K0(birn)−−−−−→ K0(Add(Birn))

∼=−→ Z[Birn],

where the last isomorphism is from Corollary  3.1.6 . Hence α is well-defined.

Let β : Z[Birn] → K0(V n
S /V

n−1
S ) be the homomorphism which sends the birational class

{X} of a variety X to the class of X in the Grothendieck group. It follows from Claim 1 in

the proof of Lemma  4.4.4 that β is well-defined on birational classes.

It is clear α ◦ β is the identity on Z[Birn]. Conversely, given a tuple (X1, · · · , Xr) in

V n
S /V

n−1
S , we have

βα([X1, · · · , Xr]) = β(
∑
i,j

{Xij}) =
∑
i,j

[Xij] =
∑
i

[Xi],

where the last equality holds by Claim 2 in the proof of Lemma  4.4.4 .
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5. COMPARISONS BETWEEN K0(Vark) and K0(Add(Vark)S)

In this chapter, we show there is a surjection from the classical K0-theory of at most n-

dimensional varieties onto the K0-theory of the localized additive completion of at most

n-dimensional varieties. If n = 0 and the base field k is algebraically closed, then the

surjection is an isomorphism, and we identify the K0-theory of zero dimensional varieties

with Z.

Proposition 5.0.1. For all n ∈ N ∪ {∞}, there are surjective group homomorphisms

αn : K0(Varn)→ K0(Add(Varn)S),

which sends the class of a variety X to the class of 1-tuple of X. Both α∞ and α0 respect

the ring structure.

Proof. Let [X] − [U ] − [Z] in K0(Varn) be a relation in K0(Varn). This relation maps to

[X]− [U ]− [Z] in K0(Add(Varn)S). But

[X]− [U ]− [Z] = [U,Z]− [U ]− [Z] = [U ] + [Z]− [U ]− [Z] = 0.

It is clear α0 and α∞ respect the ring structure.

Note the first equality in the proof of Proposition  5.0.1 motivated the construction of S.

Remark 5.0.2. The diagram

K0(Varn−1) K0(Varn) Z[Birn] 0

K0(Add(Varn−1)S) K0(Add(Varn)S) Z[Birn] 0

αn−1

fn−1,n φn

αn

gn−1,n ψn

(5.1)

commutes where the rows are from Theorems  4.2.4 and  4.3.5 .

Proposition 5.0.3. Suppose the base field k is algebraically closed. In Eq. ( 5.1 ), the mor-

phisms φ0, ψ0, and α0 are isomorphisms.
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Proof. Since k is algebraically closed, the only object in the category Bir0 is the point Spec k.

Hence Z[Bir0] is isomorphic to Z.

The surjectivity of φ0 was shown in Theorem  4.2.4 . We begin with the injectivity of φ0.

Suppose φ0(∑ni[Xi]) = 0. Recalling #X denotes the cardinality of a finite set X, we have

∑
i

ni[Xi] =
∑
i

ni ·#Xi[Spec k]

and

0 = φ0(
∑
i

ni ·#Xi[Spec k]) =
∑
i

ni ·#Xi.

This concludes the proof of injectivity of φ0.

A similar argument shows ψ0 is an isomorphism. The commutativity of Eq. ( 5.1 ) shows

α0 is an isomorphism.

Fix an algebraically closed field k. There is an equivalence of categories between the

category of finite sets FinSet and the category of zero dimensional varieties Var0
k. Under this

equivalence of categories, let S ⊆ FinSet correspond to the left multiplicative system defined

for Var0
k in Section  3.2 .

Corollary 5.0.4. There is a ring isomorphism

#: K0(Add(FinSet)S)→ Z,

which sends the class of a tuple (X1, · · · , Xr) to ∑i #Xi.

Proof. The map # is the composite of ring isomorphisms

K0(Add(FinSet)S) = K0(Add(Var0
k)S) α0−→ Z[Bir0] ∼= Z.

Question 5.0.5. We wish to show the surjective map K0(Vark) → K0(Add(Vark)S) is an

isomorphism. Here is a possible approach. It suffices to show the surjective maps in Propo-
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sition  5.0.1 are isomorphisms because we could pass to the direct limit, and conclude the

isomorphism from Propositions  4.2.2 and  4.3.3 . We have already seen α0 is an isomorphism

if k is algebraically closed. Consider Eq. ( 5.1 ). If we could show the kernel of fn,n−1 surjects

onto the kernel of gn,n−1, then the Five Lemma would show us inductively each αn is an

isomorphism, completing the proof.
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6. MOTIVIC MEASURES

Invariants such as the Euler characteristic or Hasse-Weil zeta function are important tools

for understanding the geometry of an algebraic variety. The classical Grothendieck group

of varieties K0(Vark) is interesting because these invariants factor through K0(Vark). In

this chapter, we show how to construct analogous functions on K0(Add(Vark)S). If k is a

finite field, we construct the point-counting measures, the Hasse-Weil zeta function, and

`-adic Euler characteristic. If k = C, we construct the Euler characteristic given by singular

cohomology. We treat étale cohomology as a black box and refer the reader to standard

references such as [ 16 ].

Definition 6.0.1. Let G be an abelian group. A (motivic) measure (with values in G) is a

group homomorphism K0(Add(Vark)S)→ G.

Notation 6.0.2. Let X be a variety over a field k. Let ` a prime different from the charac-

teristic of k. Let X̄ denote the base change of X to an algebraic closure of k.

1. Let H i
ét,c(X̄,Q`) denote the degree i compactly supported l-adic cohomology.

2. Let χét,`
c (X) denote the (compactly supported) l-adic Euler characteristic:

χét,`
c (X) :=

∑
i

(−1)i dimQ`
H i

ét,c(X̄,Q`).

Notation 6.0.3. Let X be a variety over C.

1. Let H i
c(Xan,Q) denote the degree i compactly supported singular cohomology of the

analytic space Xan with rational coefficients.

2. Let χc(X) denote the (compactly supported) Euler characteristic:

χc(X) :=
∑
i

(−1)i dimQH
i
c(Xan,Q).

Example 6.0.4. Let k be a finite field and K/k a finite extension field. There is a functor

–(K) : Vark → FinSet,
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which assigns a variety X to the finite set X(K) of its K-valued points. The point counting

motivic measure (associated to K0) is the group homomorphism

#K : K0(Add(Vark)S)→ K0(Add(FinSet)S) #→ Z,

which sends the class of the tuple (X1, · · · , Xr) to #X1(K)+· · ·+#Xr(K). The first arrow is

obtained by applying the functor K0(Add(–)) to –(K). The second arrow is the isomorphism

in Corollary  5.0.4 .

Definition 6.0.5. Let k = Fq. Let X be a variety over k. Let #Fqm (X) be the cardinality

of X(Fqm). The Hasse-Weil zeta function is the formal power series

Z(X, t) = exp
∑
m≥1

#Fqm (X)
m

tm

 ∈ 1 + tQ[[t]].

Remark 6.0.6. If X is a variety over a finite field, the zeta function Z(X, t) is rational.

See, for instance, [ 17 , Theorem 7.4.1].

Example 6.0.7. Let k = Fq. We extend the zeta function to a motivic measure. Assemble

the above point counting measures into the group homomorphism

Z(–, t) : K0(Add(Vark)S)→ (1 + tQ[[t]], ·),

which sends the class of (X1, · · · , Xr) to the power series

exp
∑
m≥1

#Fqm ([X1, · · · , Xr])
m

tm

 = exp
 r∑
i=1

∑
m≥1

#Fqm ([Xi])
m

tm


=

r∏
i=1

exp
∑
m≥1

#Fqm ([Xi])
m

tm


=

r∏
i=1

Z(Xi, t).
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Remark 6.0.8. Let f(t) be a rational function (a quotient of polynomials over C) such that

f(0) = 1. Then we may uniquely write f as a finite product corresponding to the zeros and

poles of f :

f(t) =
∏
z∈C×

(1− zt)−nf (z),

where −nf (z) is the order of zero or pole of f at 1/z. The minus sign convention is required

for Proposition  6.0.10 to hold.

If k is a finite field, we will define a family of motivic measures, indexed by the integers,

which interpolate between the point counting measures and l-adic Euler characteristic.

Proposition 6.0.9. Fix an integer m. Let (X1, · · · , Xr) be a tuple in Add(Vark)S. Let

ni(z) be the integers obtained from the decomposition of the rational function Z(Xi, t) in

Remark  6.0.8 . Then there is a group homomorphism

Ψm : K0(Add(Var)S)→ C,

which maps the class of a tuple (X1, · · · , Xr) to the finite sum

∑
z∈C×

(n1(z) + · · ·+ nr(z))zm.

Proof. We will decompose Ψm into two group homomorphisms.

Let G ⊆ (1+tQ[[t]], ·) be the multiplicative subgroup of rational power series (power series

that can be written as a quotient of polynomials). The measure Z(–, t) in Example  6.0.7 

lands in G by Remark  6.0.6 . Define the group homomorphism

τ : (G, ·)→ (C,+)

69



as follows. Given a rational power series f in G, let nf (z) be the integers from the decomposi-

tion in Remark  6.0.8 . Define τ(f) := ∑
z∈C× nf (z)zm. This is clearly a group homomorphism.

Therefore Ψm is the composite

K0(Add(Var)S) Z(–,t)−−−→ G
τ−→ C.

Proposition 6.0.10. Let k = Fq. Let m ≥ 1 be an integer. Then Ψm is equal to the point

counting measure #Fqm in Example  6.0.4 .

Proof. It is enough to show both measures agree on the class of a 1-tuple (X), since these

generate K0(Add(Var)S). Write Z(X, t) = ∏
z∈C×(1 − zt)−n(z). Recall the power series

expansion − log(1− x) = ∑
m≥1 x

m/m. We compute:

∑
m≥1

#Fqm (X)t
m

m
= logZ(X, t) =

∑
z∈C×

−n(z) log(1− zt)

=
∑
z∈C×

n(z)
∑
m≥1

(zt)m
m

=
∑
m≥1

 ∑
z∈C×

n(z)zm
tm
m

=
∑
m≥1

Ψm(X)t
m

m
.

Note we introduce the minus sign in Remark  6.0.8 to make the calculation in the proof

of Proposition  6.0.10 work.

Proposition 6.0.11. Let k be a finite field. Fix a prime ` different from the characteristic

of k. Then Ψ0 sends the class of a tuple (X1, · · · , Xr) to ∑i χ
ét,`
c (Xi). In view of this result,

we sometimes denote Ψ0 by χét,`
c .
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Proof. It is suffices to verify the claim on the class of a 1-tuple (X). Abbreviate n(z) =

nZ(X,t)(z). By [ 16 , Theorem 13.1], we have

∏
z∈C×

(1− zt)−n(z) = Z(X, t) =
∏
i

det(id−tF | H i
ét,c(X̄,Q`))(−1)i+1

,

where X̄ is the base change of X to an algebraic closure of k, and F̄ is the Frobenius on X̄.

The degree of the polynomial det(id−tF | H i
ét,c(X̄,Q`)) in variable t is dimQ`

H i
ét,c(X̄,Q`).

Therefore,

Ψ0(X) =
∑
z∈C×

n(z) =
∑
i

(−1)i dimQ`
H i

ét,c(X̄,Q`) = χét,`
c (X).

The remainder of this section is devoted to constructing a measure on K0(Add(VarC)S)

analogous to the Euler characteristic.

Theorem 6.0.12. Let X̃ = (X̃1, · · · , X̃r) and Ỹ = (Ỹ1, · · · , Ỹs) be isomorphic tuples in

Add(VarC)S. Then ∑
i χc(X̃an

i ) = ∑
j χc(Ỹ an

j ). In other words, there is a group homomor-

phism

χc : K0(Add(VarC)S)→ Z,

which maps the class of a tuple (X1, · · · , Xn) to ∑i χc(Xan
i ).

Proof. We collect two claims and then prove the proposition.

Claim 1: Let A be a finitely generated Z-algebra contained in C. Let U in SpecA be

nonempty open. Fix a prime `. Then there exists a closed point in U whose residue charac-

teristic is different from `.

Proof of Claim 1: The structure morphism F : SpecA→ SpecZ maps a point to the prime

ideal generated by its residue characteristic. Hence the set of points in U with residue

characteristic different from ` is the open set V := F−1(SpecZ \ {`}) ∩ U . We first argue V

is nonempty, and V has a closed point.
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The Z-module A is flat by [ Stacks , Tag 00HD]: the homomorphisms nZ⊗Z A→ A, are

injective, for all n, because A is torsion free. By [ 18 , Exercise III.9.1], F is an open map.

Hence F−1(`) ∩ U is a proper subset of U (otherwise U would map into {(`)}, which is not

open in SpecZ.). In other words, V is nonempty.

SpecA is a Jacobson space ([ Stacks , Tag 01P1, 00GB]) so the set of closed points of

SpecA is dense. Hence there is a closed point in the open set V .

Claim 2: Let X be a variety over C. Then χét,`
c (X) = χc(Xan).

Proof of Claim 2. By Artin comparison ([ 19 , Section 4.2]), there is an isomorphism

H i
ét,c(X,Q`) ∼= H i

c(Xan,Q)⊗Q Q`

of Q`-vector spaces. Since H i
c(Xan,Q) is a finite dimensional vector space over Q, we have

dimQ`
H i

ét,c(X,Q`) = dimQH
i
c(Xan,Q).

The equality follows.

Now onto the proof of the proposition. By Lemma  2.2.21 , there is a diagram

Z̃1 Z̃2 Z̃3 Ỹ

X̃

(6.1)

in Add(VarC) such that Z̃1 → Z̃3 and Z̃2 → Ỹ are in S. There exists a finitely generated

Z-algebra A such that the diagram

Z1 Z2 Z3 Y

X

(6.2)

lies in Add(SchSpecA), and whose base change to C is Eq. (  6.1 ). Indeed, we can take A to be

Z adjoined with all the coefficients of equations for all varieties appearing in the diagram.
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Write X = (X1, · · · , Xr) and Y = (Y1, · · · , Ys); in other words, Xi ×SpecA SpecC = X̃i and

similarly for Yj.

Step 1: Fix a prime `. Suppose W is a variety over SpecA. By [  20 , Proposition

10.1.17, 10.1.5], there exists a dense open set U ⊆ SpecA such that for every geometric

point SpecL → U , the étale cohomologies Hk
ét,c(WL,Z`) are isomorphic, for all k. Let Ui

and Vj be such open sets corresponding to Xi and Yj. Put

U =
(

r⋂
i=1

Ui

)
∩

 s⋂
j=1

Vj

.
By Claim 1, select a closed point P ∈ U such that the characteristic of A/P is not `. Put

K = A/P . Then Spec K̄ → SpecK → U is a geometric point in U . Also SpecC → U

is a geometric point in U (SpecC maps to the generic point of SpecA, which lies in every

nonempty open). Hence, for every summand W of X and Y , the groups H i
ét,c(WK̄ ,Z`) and

H i
ét,c(W̃ ,Z`) are isomorphic, and we conclude

χét,`
c (WK̄) = χét,`

c (W̃ ).

Step 2: Claim 2 and Step 1 give the equalities

r∑
i=1

χc(X̃an
i ) =

r∑
i=1

χét,`
c (X̃i) =

r∑
i=1

χét,`
c ((Xi)K) = χét,`

c (XK)

and

s∑
j=1

χc(Ỹ an
j ) =

s∑
j=1

χét,`
c (Ỹj) =

s∑
j=1

χét,`
c ((Yj)K) = χét,`

c (YK).

To complete the proof, it remains to see the right hand sides are equal. Reducing modulo

P , we have the diagram

(Z1)K (Z2)K (Z3)K YK

XK
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in Add(VarK). The morphisms (Z1)K → (Z3)K and (Z2)K → YK are in S because open

and closed immersions, isomorphisms, direct sums, and compositions are closed under base

change. Therefore XK and YK are isomorphic in Add(VarK). Since P is a closed point of a

finitely generated Z-algebra, K is a finite field. Therefore we may apply Proposition  6.0.11 

to conclude χét,`
c (XK) = χét,`

c (YK).

Remark 6.0.13. In Chapter  5 , we only established a surjection from the classical K0-theory

of varieties onto the K0-theory of our localized category. A priori, there is the possibility

that our K0-theory is zero. However, in view of the measures we construct in this chapter,

our K0-theory is nonzero, at least in the case where k is the complex numbers or a finite

field.

74



REFERENCES

[1] M. Larsen and V. Lunts, “Motivic measures and stable birational geometry,”
Moscow Mathematical Journal, vol. 3, no. 1, pp. 85–95, 2003.

[2] B. Poonen, “The grothendieck ring of varieties is not a domain,” Mathematical
Research Letters, vol. 9, no. 4, pp. 493–497, 2002. doi:  10.4310/mrl.2002.v9.n4.a8 .
[Online]. Available:  https://doi.org/10.4310%2Fmrl.2002.v9.n4.a8 .

[3] L. A. Borisov, “The class of the affine line is a zero divisor in the grothendieck
ring,” Journal of Algebraic Geometry, vol. 27, no. 2, pp. 203–209, Jun. 2017. doi:

 10.1090/jag/701 . [Online]. Available:  https://doi.org/10.1090%2Fjag%2F701  .

[4] F. Bittner, “The universal euler characteristic for varieties of characteristic zero,”
Compositio Mathematica, vol. 140, no. 04, pp. 1011–1032, Jul. 2004.
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