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GLOSSARY

Detection The ability to find a face in a filtered image

Identification The ability to correctly match a face in a set of 8 faces
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ABSTRACT

Face redaction is used to deidentify images of people. Most approaches depend on face

detection, but automated algorithms are still not adequate for sensitive applications in which

even one unredacted face could lead to irreversible harm. Human annotators can potentially

provide the most accurate detection, but only trusted annotators should be allowed to see

the faces of privacy-sensitive applications. Redacting more images than trusted annotators

could accommodate requires a new approach. This dissertation leverages the characteristics

of human perception of faces in median-filtered images in a human computation algorithm

to engage crowd workers to redact faces—without revealing the identities. IntoFocus, a

system I developed, permits robust face redaction with probabilistic privacy guarantees. The

system’s design builds on an experiment that measured the filter levels and conditions where

participants could detect and identify faces. Pterodactyl is a system that focuses on increasing

the productivity of crowd-based face redaction systems. It uses the AdaptiveFocus filter, a

filter that combines human perception of faces in median filtered images with a convolutional

neural network to estimate a median filter level for each region of the image to allow the

faces to be detected and prevent them from being identified.
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1. INTRODUCTION

With the increase of data privacy, people are becoming more aware of what is happening to

their data–especially images–when they leave their devices. These images go through many

phases of processing and might reach a point somewhere along the line of falling under the

eyes of a person that should not have access to those images. Instead of keeping the images

in their pure form, which is humanly recognizable, the images could be left in a state where

if humans ever laid eyes on them, they would not harm those depicted in the images. Instead

of relying on services that keep their data after processing, people search to keep their data

private and make sure they are erased as soon as the required task is finished.

The nature of crowdsourcing entails an “open call” [  1 ], which usually involves sharing the

contents of the task openly. For tasks that involve sensitive information, this can create a

risk of disclosure. If the sensitive information could be safely redacted, this risk would be

mitigated, and workers could proceed with whatever labeling, annotation, or other required

work.

Robust preservation of privacy is one of the critical steps toward realizing the potential

of crowdsourcing [ 2 ] and ultimately reducing the barriers to transferring digital work more

smoothly and confidently. Consider the following potential applications:

1. Search images from private (or semi-private) social media accounts for evidence of

violence or bullying.

2. Redact a large number of images used in legal proceedings to comply with public

disclosure laws.

3. Create derivative works from photos taken by children on a class field trip.

Each of these cases demands that the images not be disclosed publicly.

Face recognition algorithms have been very successful to the point that they have surpassed

an average human’s ability to recognize faces [ 3 ]. Given the location of a face, the current

algorithms have high accuracy, but detecting faces in images is a different problem completely.

Automated face detection remains an active research problem with no truly robust solution.
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Challenges include occlusions, pose, illumination (low or high), atypical skin tones, skin-

colored backgrounds, and weather (rain, snow, haze) [ 4 ]. In each of the past six calendar years

(2012-2018), over 400 published articles have been published with the term “face detection”

in the title (based on searches with Google Scholar). Despite thousands of incremental

improvements, even a goal of 95% recall (proportion of faces detected) with 95% precision

(proportion of matches that are faces) remains beyond the reach of any current algorithm

that we are aware of [ 4 ]–[ 6 ].

For applications where actual harm could result from accidental disclosure, a 10%—or

even 5% risk—would be unacceptable. Since humans and machines have complementary

strengths concerning this problem, we envision future hybrid approaches. This paper focuses

solely on strategies for engaging humans.

Crowd workers could perform redaction, but the redaction task would also disclose sensitive

information. From this apparent conflict comes our research objective is to engage crowd

workers to redact facial identities—without exposing those workers to the sensitive information

they are redacting.

Chapter  3 , presents IntoFocus, a method and system that engages crowd workers to redact

faces from still images. It starts by showing workers a heavily filtered form of the image and

asking them to highlight regions containing a specified type of information (e.g., human face).

Successive iterations present slightly less filtered images while blocking regions marked as

potentially sensitive in prior iterations.

In chapter  4 , I take the previously defined IntoFocus system and rebuild it using the

foundations of a human perception study to guarantee the system’s success within the

thresholds of the study. The study showed that to maintain the probabilistic privacy

guarantees, the initial number of stages proposed was not sufficient for all the possible face

conditions. It also showed that the selected filter levels need to be updated based on the new

derived filter levels to maintain those probabilistic privacy guarantees.

Chapter  5 presents improvements to the system as a whole with the addition of new rules

to improve the accuracy of the crowd workers. It also presents the AdaptiveFocus filter,

which uses the data from the perception study to select the appropriate filter level for each

of the regions of the images. The filter is based on a Convolutional Neural Network (CNN)
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that uses the infliction point when each face’s probability of detection starts to recede from

100%. Using that information, the CNN estimates the appropriate filter to use to allow the

face to be detected and at the same time prevent the facial identity from being revealed.

1.1 Thesis Statement

A median filter with variable window size enables faces in still images to be detected—for

redaction—by untrusted crowd workers with higher accuracy than current machine learning

face detection systems.

1.2 Research Questions

This dissertation addresses the following research questions:

RQ1 Is it feasible to use crowd workers to redact faces in thoroughly obfuscated images and

achieve higher face detection rates than automated methods?

RQ2 Does the human ability for face detection in filtered images differ from one person to

another? Is there a filter level where that difference no longer exists?

RQ3 Can the human’s ability for face detection in filtered images compares with automated

machine learning-based methods?

RQ4 Can the people’s identities in the images be preserved when using a crowd-based system

combined with basic protections?

1.3 Contributions

The primary contributions of this dissertation are as follows:

1. A human perception study to quantify the human’s ability to detect and identify faces

in median filtered images. The model enables us to estimate the filter levels required

for a face to be detectable and unidentifiable.
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2. The IntoFocus system and method allow consistent privacy-preserving redaction of

images by crowd workers. The system uses the filter levels and extracts a set that

reduces identification but increases the detection of faces.

3. Our system demonstrates how to implement the IntoFocus method and one possible

interface design.

4. Our implementation’s two experiments validate that the IntoFocus method enables

consistent privacy-preserving redaction of images by crowd workers.

5. An experiment to quantify the difference between face detection and face identification

in humans.

6. The Pterodactyl system focuses on improving the quality of the detections of crowd

workers and reducing the probability of facial identification.

7. The AdaptiveFocus filter reduces the necessary crowd work of the IntoFocus method

by 86%.
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2. RELATED WORK

Portions of this chapter were copied verbatim from a paper published in the

8th AAAI Conference on Human Computation and Crowdsourcing (HCOMP

2020) [ 7 ].

The foundations of this work can be understood in terms of (1) motivating applications,

(2) privacy-preserving crowdsourcing, (3) design and technical foundations, (4) human

perception of faces and face redaction.

2.1 Motivating applications

Crowdsourcing and human computation began to gain prominence in 2005 in research [ 8 ]

and with the founding of influential commercial services, such as Mechanical Turk. Initial

applications were limited to data that could be shared publicly. One of the first published

references to the need for privacy—for the requester’s data—was in 2010, regarding to

document processing workflows [ 9 ].

The risk to humans became palpable with VizWiz, a mobile application that allows

blind people to get help with everyday situations by sending a photo and a spoken question

to workers on Amazon Mechanical Turk [ 10 ]. VizWiz holds the risk of sharing sensitive

information inadvertently included in the picture. A similar dilemma exists when crowd

workers assist robots. Sorokin used such an approach to enable robots to grasp unfamiliar

objects [ 11 ]. The robot sends images of the object to workers who draw contours to help

the robot grasp it. The IntoFocus method could someday be integrated into such systems to

enable robust redaction of sensitive content before presenting the image to the workers who

will render the assistance.

2.2 Privacy-preserving crowdsourcing

WearMail [ 12 ] introduced the use of a system that allows workers to search through a

person’s email to answer a specific question that they have. They implemented privacy

mechanisms that allow the requester to blacklist specific words and hide them from the
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workers. Work in fine-grained categorization [ 13 ] used blurred images of birds where workers

are allowed to reveal small regions of the image that would help them accurately categorizing

the type of bird they are seeing without revealing the entire image.

Lasecki and collaborators have been the most active in developing methods for privacy-

preserving crowdsourcing that we are aware of. One application engages crowd workers for

behavioral coding of video (e.g., social science research) [ 14 ]. Their CrowdMask system is the

most similar to IntoFocus that we are aware of, with respect to the purpose.

CrowdMask [ 15 ], [  16 ] segments a single image into smaller segments and asks the workers

to annotate segments containing sensitive information or adjacent to sensitive information.

It uses a pyramid workflow, which is adequate for tasks where judgment about a particular

segment can be made based on local information. However, because workers do not see the

full photo, they might not be able to judge if a specific region contains private information

(e.g., because it is cut in half or is otherwise taken out of context) and it does not account for

the risk of having all the information in a single segment. In contrast, IntoFocus shows the

entire image but uses gradual revelation to ensure that sensitive regions are not disclosed. In

a follow-up, Lasecki et al. used Gaussian blur in a single layer, documented that behaviors

can be identified even when a video is blurred sufficiently to hide identities [ 17 ].

Lasecki et al. [ 18 ] have demonstrated the risks of completely trusting crowd workers with

sensitive information. They showed that when some workers were given some incentives

would sabotage a task. They also showed that there are other workers that would not let

such things happen, who went out of their way to report what was happening. A few recent

efforts have proposed methods for addressing this challenge for image-oriented tasks.

One of the first involved a protocol, for instance-privacy based on clipping regions. It

used a clipping function based on additional feedback provided by the requester [ 19 ]. The

need for requester involvement was a limitation, and its “instance-clipping protocol” was not

a comprehensive solution.
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2.3 Design and technical foundations

Peekaboom [ 20 ] introduced the combination of crowd workers and object detection and

identification. They used two workers; one tasked to reveal portions of an image and another

tasked with identifying what is in the image. The work shows that even with limited revelation,

humans are still able to identify objects. With the revelation of specific regions, humans can

find or identify the objects in the images. We use this information to build a system that,

given a highly filtered image, slowly reveals safe regions to help humans in finding the regions

we are trying to hide.

Das et al. [ 21 ] showed that humans focus on different regions in images when finding

specific objects than deep networks. They found that when they ask a human to search for

an object in an image, they search in different regions than what deep networks search in.

They also found that when deep networks are programmed to search in the regions that the

humans focus on The deep networks had better performance. Their research shows that

humans have a better understanding of images and the physical world than deep networks

and that if these algorithms are not programmed to check those regions, they would not

outperform humans.

Efforts to enhance image segmentation have included strategies that ask human workers

to annotate objects in the foreground via various interactions [ 22 ]. Our focus is to redact the

faces in an image before submitting it to crowdsourcing platform to solve the task, whether

the face is in the foreground or the background. So instead of the workers having a clear

image of the object/subject being segmented, they would have a redacted image.

2.4 Human Perception of Faces

Lewis et al. [ 23 ] experimented to find ”what affects a human’s perception of faces”. Their

experiments demonstrated that when people look at an image containing a face, they take

less time to locate the face when they can see the body. This shows that people search the

entire scene when looking for faces.

While making sense of an image had the effect of enhancing people’s face detection

abilities, identifying people of different races had the opposite effect [ 24 ], [ 25 ]. Results show
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that recognition memory is better for faces of the same race as the participant. Showing that

skin tone is a factor that needs to be considered in the face perception experiments.

These observations show that humans do not focus on facial features alone to detect

faces like face detection algorithms that use Eigenfaces (Principal Component Analysis

based) [ 26 ]–[ 28 ], support-vector machines [  29 ], [ 30 ], facial skin color-based detection [  31 ],

neural network-based detection [ 32 ], [ 33 ]. This does not show that these methods are flawed

or wrong. It shows that there are other factors in face detection that these methods did not

use.

2.5 Face Redaction

Some methods that apply several people’s features on top of each other to hide a person’s

facial features [ 34 ]–[ 36 ]. Jourabloo et al. [  37 ] advanced their work by applying weights to

specific images to influence the direction of the change. These methods relied on facial images

to apply the de-identification method.

Other approaches used segmentation or contouring to detect people in images and then

redacted the people [ 38 ]–[ 40 ]. These methods have the flaw that if the system could not

correctly separate the human from the background, the method would not work correctly.

2.6 Automated Face Detection

Face detection has been an ongoing research problem for many years [  32 ], [  41 ], [  42 ].

However, real progress has not been achieved until Viola-Jones[ 43 ]. The method combines

simpler classifiers to increase the speeds of detection.

There has been significant progress in face detection in recent years[ 33 ], [ 44 ]–[ 49 ]. With

the help of face detection datasets [ 5 ], [ 50 ]–[ 52 ], and many others, face detection is reaching a

90% success rate. Nevertheless, even with the availability of face images and large datasets,

face detection in natural settings has not been solved yet.
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3. THE INTOFOCUS METHOD

To safely leverage crowd work for face redaction, IntoFocus uses an algorithm based on

progressive image clarification (i.e., presenting the image to workers with decreasing filter

levels).

The input is an image containing any number of faces at any scale, assuming that the

scale of possible faces is unknown and that machine detection might fail for some of them.

(Machine face detection was not integrated to enable precise measurements of using this

technique). The output will be the same image with all faces redacted.

The process proceeds iteratively:

Stage 1: In this first step, giant faces are redacted. The image is filtered using a median

filter with a ksize (kernel size) adequate to render typical faces of any size unrecognizable to

humans. At this level, only giant faces (i.e., occupying the entire image) will be perceivable as

faces. For 640×480 images, starting with a kernel size of 41×41. That kernel size is referred

to as a filter level of k = 41. These filter levels were selected using a mini-experiment on one

of the researchers. The next chapter will discuss further details.

The heavily filtered image is presented to workers, who are asked to annotate all regions

of the image that contain any part of a face. They use a brush interface to paint over all

portions of the image that contain any part of a face.

To reduce the chance of disclosure, multiple judgments are collected from independent

workers. Potential sources of variation include differences in individual perception abilities,

inattention, laziness, and malicious subterfuge. Combining the judgments using a union, if

any worker identifies a pixel as belonging to a face, it is then recorded as such. In the trials,

three judgments were collected per ksize value, but this could be configured to suit a given

application’s security and affordability requirements.

Some over-redaction (false positives) is possible. This is considered acceptable based on

the premise for IntoFocus. In the target applications, the protection of human identities is a

higher priority than the preservation of other content. The implementation does not actively

defend against deliberate over-reaction by malicious workers. Still, it can be addressed using
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heuristics based on worker behavior or low-level image characteristics (e.g., if a worker flagged

a texture such as grass or sand is extremely unlikely to contain a face).

Stage 2: The original clear image is filtered using a median filter with a lower ksize

value. For 640× 640 images, a ksize = 27 is used. Regions identified by any worker in stage

1 are redacted by filtering with a higher ksize value. In this implementation, ksize = 81 is

used for regions marked as faces in stage 1. The second cohort of workers is presented with

this image and asked to mark any perceptible faces at this ksize value. The interface is the

same as before.

Stage i+1: With each successive stage, the ksize value is decreased, allowing smaller

faces to be detected and redacted by the workers. Regions marked as faces in stage i + 1 are

redacted by filtering with the ksize value from stage i− 1.

Stage n: The final stage uses a small ksize value to deidentify the smallest faces that

could otherwise be recognizable to a worker who was familiar with the depicted person. This

implementation uses a ksize value of 7 in the final stage. Other stages could be added for

added protection against the disclosure of tiny–but still recognizable–faces.

Figure  3.1 shows the progress of an image as it goes through the IntoFocus method.

The green blobs are the regions that the workers at each stage highlighted. By the end of

the fifth stage, the system would release an image with the regions selected by the workers

redacted and all the other regions still visible. Now the image can be safely uploaded into a

crowdsourcing platform without compromising the people in the image.

Preserving people’s privacy in an image does not end with hiding information in photos

regarding a single worker. It needs to hide the information from all the workers. Varshney [ 53 ]

explored what affects a worker’s reliability and that some workers would collaborate with

others to extract the information they needed. Workers can target a task and try to extract

information from it. The goal is to hinder their progression and stop those attempts.

3.1 Parameters

This section describes some preliminary explorations that led to our choice of the median

filter for the “filter” operation and selecting filter kernel size (ksize) used in the IntoFocus
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Initial Image Final Image

Worker Annotations

Stage 1

Stage 2

Stage 3 

Stage 4 

Stage 5 

The IntoFocus Redaction Process

Blur 41

Blur 27

Blur 19

Blur 13

Blur 7

Figure 3.1. The diagram shows the entire flow of the system with five stages
and a minimum of 3 workers for a single stage. The top left image is what the
requester sent to be redacted. The green blobs are the worker’s highlights. The
image at the top right is the resulting image from the redaction process.
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algorithm. These values are not “optimal”, but the process for choosing them is explained so

that others can understand our design rationale and consider future improvements.

3.1.1 Filter Method

IntoFocus requires a filter operation that reveals enough fidelity to discern a face’s outer

contours while concealing smaller features that could be used to recognize the depicted person’s

identity (e.g., nose, eyes). Five (5) filters were considered: Gaussian, scatter (sometimes

known as “frosted glass”), square pixelation, unfocus, and median. Gaussian and pixelation

were eliminated due to known attacks that identify text or faces from obfuscated images [ 35 ],

[ 54 ], [  55 ]. Unfocus was eliminated because it results in qualitatively similar images to gaussian

blur, and thus we suspect it may be vulnerable to those attacks.

Scatter—a filter that displaces each pixel by a random distance and in a random direction—

results in more significant destruction of information due to its stochasticity. However, it was

found that when those images are subsequently processed with a Gaussian blur, the shapes

become more perceptible. In other words, some of the obfuscation effects are reversible.

Consequently, more iterations of the IntoFocus algorithm would be required with the scatter

filter.

Decision: The median filter was chosen because it affords fewer opportunities for attack,

and a median-filtered image cannot be further clarified. While we do not claim this choice

to be optimal, our experience—including ad hoc exploration—indicates that it will reduce

the number of iterations required to effectively redact an image without disclosing the facial

identities of persons depicted.

The median filter depends on a value called the ksize. The filter creates a window of size

ksize (width)× ksize (height) centered at each pixel and computes the median of intensities

of all pixels (for each color channel). The resulting median value for each channel becomes the

new intensity for that pixel. In our implementation, we used the Python Pillow library’s [  56 ]

median function, and that implementation requires the ksize to be an odd number. The filter

also needs the dimension of all the images to be in the same range.
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Decision: For the evaluation of IntoFocus, the largest dimension in images was equal to

640 pixels (height≤640 and width≤640 and max(height, width) = 640pixels).

Decision: For these images (largest dimension = 640 pixels), we chose to use 5 iterations,

with the following ksize values: 41, 27, 19, 13, 7. These thresholds are preliminary and were

used only to drive the development of the system. They were determined by two collaborators

and myself, using a systematic process, but are not regarded as adequate for production

use. The evaluation of these values cannot be treated as generalizable. See Chapter  4 for a

new set of filter levels based on a perceptual study. These numbers represent the ksize—i.e.,

height and width, in pixels, of the window—used for the median filter. Thus, in the first

iteration, the image is filtered with ksize = 41. In the fifth (and last) iteration, the image is

filtered with ksize = 7.

Initially, it was planned to display the faces discovered by workers at the same ksize value

with which they were found. For example, faces discovered in stage 1 (ksize = 41) would be

shown with ksize = 41 in all subsequent iterations. However, when shown in the context of

an image that was filtered at a lower level (e.g., ksize = 19), we found that the faces were

easier to recognize. We considered concealing them entirely (i.e., solid black), but that might

impede the discovery of other faces in future interactions. Therefore, we opted to filter the

faces at a higher ksize value.

Decision: After each iteration, the faces discovered by workers are further filtered with

the following filtered at the following ksize values: 81, 41, 27, 19, 13

Example: In stage 1, the image is filtered with ksize = 41. Workers annotate the faces

of Alice and Bob. In stage 2, Alice and Bob are filtered with ksize = 81 while the rest of the

image is filtered with ksize = 27. Workers annotate the face of Charlie. In stage 3, Alice and

Bob are filtered with ksize = 81, Charlie is filtered with ksize = 41, and the rest is filtered

with ksize = 19. This proceeds accordingly with the filter levels given above.

3.2 System Precautions

To ensure that the people’s privacy in the image is not compromised, the IntoFocus

method uses the following methods to increase the accuracy of the output [ 57 ], [  58 ].
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3.2.1 Attention Check

To ensure that workers perform the task correctly, the system contains a mechanism

where the system knows the locations of the faces in specific images in each set. If the worker

did not highlight any clearly visible faces, the system would flag them and replace their

work with another worker. This process is based on filtering outputs using ground truth

comparisons [  59 ], [ 60 ]. The reasoning behind the mechanism is identifying all workers that

are not performing the task correctly. The workers are presented with the attention check

image, and they are required to highlight easily detectable faces for their work to be accepted.

The attention check images were displayed in random order, so the workers would not know

which images evaluate the accuracy of their work. Due to the potential impacts of failure

to prevent privacy disclosures, the system applies these mechanisms to uphold the promise

of preserving the person’s privacy. IntoFocus evaluates the correctness of results for the

attention check. If workers’ entries do not meet a baseline standard (described in  3.3.3 ), then

an additional worker will be asked to perform the same task to compensate for the possibly

missed highlights.

3.2.2 Collusion Prevention

In related work, Kaur et al. [  16 ] demonstrated a system that segments an image and asks

workers to choose regions that contain sensitive information. It is effective at reducing the

risk of disclosure to individuals but is vulnerable to coordinated group attacks. Our system

uses anti-collusion protection to prevent workers from working together and redacting the

entire picture together. The first protection is that no worker can work on the same image

more than once, such as seeing the same image at different stages. The second protection

that helps prevent such an attack is that workers see images with all the previous highlights

filtered out. Finally, to ensure that no one worker purposefully skips a face, each image is

presented to three workers. All their highlights are combined and filtered out (the process of

aggregating outputs[ 61 ]), so if one worker did not highlight a specific face, another worker

would have the chance to do so, which increases the privacy of the people in the image. For

workers to work together to extract all the information, they would need at least 15 different
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workers, and all 15 need to accept the same task that contains the image they are trying to

release unredacted.

3.3 Experiments Setup

The experiments (Figure  3.5 ) are designed to accommodate all the previous mechanisms

and test each of them. We hypothesize that the IntoFocus method yields a balanced

combination of identity preservation and face redaction. At the same time, each of the

Control methods would focus only on one of them. The following experiment specifications

hold for both experiments.

3.3.1 Treatment Condition (IntoFocus)

This is the method we propose in this paper, which was discussed in detail in the previous

sections. The IntoFocus method will use five different stages, each with a different ksize

value, and each stage will be presented to at least three different workers. At the beginning of

each stage, the highlights of all the previous workers are redacted from the image before the

image is presented to the new set of workers. Workers who previously worked on an image

will not be allowed to work on that image again.

3.3.2 Control Conditions (näıve)

For the experiments, the control is defined as a fixed ksize value on all images. This

method was chosen because it is one of the common methods used in practice for redaction

and obfuscation. The ksize value is commonly static on all the images (similar to how it is

used in these experiments). Giving us a total of five different control conditions where each

of them is different from the others. There are 5 control conditions. The ksize values for

the control conditions are the same as the stage ksize values and are thus called control X

(where X is a number between 1 and 5), and the ksize values used are 41, 27, 19, 13, and 7,

respectively.

36



3.3.3 Attention Check

To make sure the workers perform the task correctly, filtered images where the subject

in the image can be easily found but not identifiable are used with each image set. A

different attention check image is presented for every ksize value of each set. The images

were handpicked to make sure that the faces were visible. The test is convenient in that after

the completion of each stage, the system decides if the worker passed the requirements or if

the system needs to stop that worker from performing any additional tasks and replace their

work. The method was evaluated by taking the location of each highlight and checking if it

intersects with any of the faces in that image. A single intersection (does not cover the entire

face) would pass the check, and the highlights would be accepted.

3.3.4 Face Selection

To test that the system can hide a person’s identity in an image, A set of 8 face photographs

and an ”I don’t know” image are presented next to each image. The workers are asked to

select a face that they believe is in the image. There is always only one correct face from

these photographs, and all the other faces are similar (hair color, features, face shape, etc.)

in a way to the faces in the image or the correct face.

3.3.5 Participants

Participants are hired through Amazon Mechanical Turk. To avoid some of the issues

faced in the preliminary studies, workers need to have a 90% success rate to participate. Each

Human Intelligence Task (HIT) was rewarded $0.75, and there was a total of 691 unique

workers. A total of $1898.57 for the first experiment (including bonuses) and $593.25 for the

second experiment.

3.4 Experiment 1: Actors

This experiment (figure  3.2 ) was performed using images of actors because of the increased

image quality and the availability of multiple images per actor/actress in different conditions,
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Figure 3.2. This figure shows the interface used for experiment 1 with actors.
The workers were required to select a face and answer if they could find a face
in the image. The highlighting is optional because of the possibility of them
not being able to see any faces. They were also required to select how they
were able to identify the faces.

hairstyles, and locations. Giving the experiment a large area to test the system. The

focus of this experiment was to measure the method’s ability to redact faces in images that

contain faces in all colors, shapes, and sizes in the same image (people in the foreground and

background at the same time). The dataset also provided information about how workers

react to scenes and actors they are familiar with.

3.4.1 Dataset

The images being presented to the workers are from the IMDB dataset [  62 ], [ 63 ]. This

dataset was chosen because it provided many images from awards ceremonies, behind-the-

scenes shots, and portrait images of all the actors. There were people in both the foreground

and the background of the images. In some images, the people were camouflaged or hidden
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in the corner of the image. The largest face was 600 pixels in height and 400 pixels in width.

There was a total of 340 faces across the 80 test images.

In the experiment, there were 52 different actors, 27 male, and 25 female were chosen

to be identified by the workers. The tested images contained at least one actor from the

selected set, and other people present in the image were not limited to a specific race or

skin color. To effectively measure whether workers recognized the face based primarily on

facial features—as opposed to skin color, hair shape, or hair color—we had to narrow the

scope of physical features. Skin color is essential because it is apparent even when filtered

to a level that the facial features would not be identifiable. If we showed a filtered face and

eight comparison faces representing four skin colors, the worker would have a 50% chance

of guessing based only on the skin color in the filtered photo. We used Caucasian faces

because their disproportionate prevalence in the entertainment industry made it easy to find

celebrities that workers might have a chance of knowing.

3.4.2 Bonus

In this experiment, to encourage the workers to perform the experiment correctly and

as accurately as possible, the method discussed as double or nothing [ 64 ] was adapted to

add some incentive for the workers. Workers were given a bonus of $0.02 if they selected

that they did not know the actor in the image, and they were given $0.16 if they selected

the correct face. The reasoning behind this is to reduce random guessing and encourage the

workers to only answer when they are sure of their response.

3.4.3 Image Presentation

There were 20 Human Intelligence Tasks (HITs). Each HIT contained five different images.

Out of the five images, two were Treatment images, two were Control images, and one was an

Attention Check image. Each of the main four images was tested for all of the six conditions.

The attention check image was not used as part of the evaluation process because it was

chosen to fail the identity preservation test. The attention check images were randomly

ordered among the treatment and control conditions. There were a total of six different
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conditions; treatment, control 1 (with ksize value of 41), control 2 (ksize value of 27), control

3 (ksize value of 19), control 4 (ksize value of 13), and control 5 (ksize value of 7). The

experiment required 15 workers each for each condition and a minimum of 1800 assignments.

3.4.4 Experiment Task

Before crowd workers start working on the task, they need to answer a questionnaire

about actors and actresses they are familiar with. They are presented with several face images

and are asked to select all the actors they know. After that point, the task begins. Workers

are required to perform four tasks on each image. The first task is to highlight all the faces

that can be detected in the image. The second task is to answer a simple question: ”did you

find a face in the image?”. The third task is to select the face of an actor or actress they

think is present in the image from the set of faces on the side of the image. The fourth task

was to answer a question about how they could identify the face in the image. The fourth

task was to correctly analyze the system and understand if it failed and what the reason was.

During a pilot study, the second question proved helpful in identifying workers who did not

perform the task correctly, which guided us towards focusing more on this issue.

3.4.5 Evaluation

The evaluation for the method and the system were performed using Amazon Mechanical

Turk (AMT). A total of 20 different HITs were posted, covering 180 images (100 attention

check images + 80 test images), containing 52 subjects (27 male and 25 female). The six

methods were tested with the same images and were presented in 1800 assignments (an

assignment in AMT refers to the agreement between the person requesting the task and the

person performing the task). The effective hourly rate was $5.67 per hour, which was less

than our target of $9 per hour. Individual workers earned between $1.50 and $34.62 per hour,

but on average, workers took longer than we anticipated to complete the task.

The evaluation starts by showing the feasibility of the system when compared to the

control. Then the results are explored to see how much familiarity increases a person’s ability

to identify someone they know.
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3.4.6 IntoFocus vs. Control

The first step to verify that a system is feasible is to prove that it is significantly different

from the control method. To compare the two categorical methods, we need to show that

they are significantly different. To accomplish this, a chi-square test between the IntoFocus

and each of the control methods was taken. The analysis shows a significant association

between the method used and the results gained from the redaction experiment with p < .001

with control 1, control 2, control 3. This shows that the odds ratio of the IntoFocus method

succeeding in redaction is 3.42 times higher than the chances of the control method succeeding.

3.4.7 Attention Check

The attention check images that checks which workers were performing their tasks correctly.

In crowdsourcing rejecting a worker’s submission resulted in not paying that worker and

reducing workers’ ability to accept tasks. That is why we contacted the workers who did not

perform the task correctly instead of rejecting their work.

When a worker did not perform the task requested from him, the system allowed us to

increase the number of assignments and gather more highlights to prevent the system from

failing because of the inaccurate answers. The protection was able to catch 252 out of the

1819 assignments, where the workers failed to highlight any face in the attention check image.

3.4.8 Results

Out of the 340 faces in the images, only four faces were not successfully redacted by

the IntoFocus method. Unlike the control, where each image was redacted under a single

ksize value, the IntoFocus method had undergone a full five-stage, five ksize value iterative

redaction process. Figure  3.3 shows the number of faces redacted over all the cases of

treatment and control. The total number of faces was 340 faces throughout the 80 test

images. The IntoFocus method successfully redacts 336 faces, showing that the method is

better suited for redaction than a single ksize value with several different-sized faces.
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* significant improvement (p < 0.001)

Figure 3.3. This figure shows the results of the experiment. IntoFocus was
significantly better than the others because it combines the flexibility of low
ksize value with the preservation of higher ksize value. With faces detected
at each redacted at a higher filter level, the IntoFocus method can have an
identification rate lower than that of the highest filter because faces detected
at each stage are redacted at a higher filter level than that stage.

On the other hand, all the conditions had non-significant differences (except for control 4

and control 5) in face identification. Figure  3.4 shows that, unlike the control methods, The

IntoFocus method had the lowest percentage of failure because a face was visible. The highest

reason for the IntoFocus method’s failure was when the workers were familiar with different

aspects of the movie (recognized the clothes, knew the scene, and knew the movie). In the

lowest control, some workers provided the full list of names of the actors present in an image,

and in some cases, the name of the movie where that scene originated. These results show

that having a personal interaction with the image or actors affects the worker’s ability to

remembering the scene.
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Figure 3.4. This figure shows the reasons the workers provided when they were
able to correctly identify a face for all the conditions in experiment 1. A trend
can be seen that as the ksize value is reduced, the number of workers that were
able to identify a face because it was visible increases. In the IntoFocus method,
the face being visible was not a concern. Since these are the percentages, we
can see that the highest identification rate happened for the IntoFocus method
is when the workers were familiar with the scene where the image was taken.

3.5 Experiment 2: Random People

For this experiment (Figure  3.5 ) precautions have been taken to reduce the issue that

increased the workers’ ability to identify someone in an image. Unlike the previous experiment,

a dataset of random people was collected. This experiment aims to test the system with

real-life images and see how that affects the worker’s ability to identify someone in the image.
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3.5.1 Dataset

The images used in this experiment were taken of random people posing for the camera,

talking amongst themselves, eating, working on computers, cleaning, advertising, and other

activities. The images contained people in the foreground and background of the image. The

smallest face in the dataset was 3 pixels in height and width, and the largest face was 200

pixels. There was a total of 89 faces across the 24 test images.

The reason behind building a dataset from scratch was to truly test how the system

performs when the workers do not have prior knowledge of the images or when they were

taken. This experiment was done to test how workers identify people they do not know.

These images were taken using a Google Pixel cellphone camera with HDR (high dynamic

range). The dataset contained faces of mixed ethnic backgrounds, and all were between the

age of 18 and 35.

The test sample contained a total of 30 images, 6 of which were attention check images.

60 different people were participating in the images, 34 males and 26 females.

3.5.2 Bonus

This experiment did not provide any bonuses because of the increased number of workers

who failed the previous experiment’s attention check and only selected faces.

3.5.3 Image Presentation

There were six HITs, each with five different images. Each HIT contained four images

for a single specific condition and one attention check image. The order of the images was

randomized such that the order was different for each worker.

There were a total of six different conditions; treatment, control 1 (ksize value of 41),

control 2 (ksize value of 27), control 3 (ksize value of 19), control 4 (ksize value of 13), and

control 5 (ksize value of 7). So six image sets, six conditions, 15 workers each, for a minimum

of 540 assignments.
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Figure 3.5. This figure shows the interface used for experiment 2 with random
people. The workers were required to select a face and answer if they were
able to find a face in the image. The highlighting is optional because of the
possibility of them not being able to see any faces.

3.5.4 Experiment Task

This experiment starts by showing the crowd workers the filtered images directly and

asks them to add highlights to any face they see in the image and select a face they think is

present.

3.5.5 Evaluation

The system was submitted to AMT for a total of six different HITS where each HIT would

have a minimum of 90 assignments (90 different workers). For each condition, each batch of

five images was assigned to 15 different workers. With six conditions in total, the number of

assignments was 565 (90 assignments per HIT = 540 assignments and 25 assignments for
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Figure 3.6. This figure shows the percentages of faces redacted in experiment
2. IntoFocus was significantly better than the others because it combines the
flexibility of low ksize value with the preservation of higher ksize value.

workers that failed the attention check). Each worker was paid $0.75 per HIT for an hourly

rate of $8.17, and we had 273 unique workers.

3.5.6 IntoFocus vs. Control

For this experiment, there were six different conditions. The IntoFocus method showed

a significant improvement in redaction against control 1 and control 2 and significant im-

provement in identity preservation against control 4 and control 5. There was no significant

difference between the rest of the methods.
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3.5.7 Results

Figure 3.6 shows that the IntoFocus method achieved missing only three faces out of the

total of 89 faces. The IntoFocus method had improved results compared with experiment

1 regarding the worker’s ability to identify the person in the image. When looking at both

redaction and identity preservation, it can be seen that overall the IntoFocus method was the

most balanced solution. It did not miss many faces like the higher ksize value methods and

did not allow many workers to identify the faces like the lower ksize value methods.

3.6 Discussion

Many face detection algorithms for images in the wild could be used as a substitute

instead of IntoFocus [ 65 ]. The motivation to pursue IntoFocus even though these methods

exist was because of the lower success rates of these methods. The survey paper for face

detection in the wild [ 65 ] reports that the best face detection algorithm has a success rate

of 78.8%. One of the current state-of-the-art algorithms has the highest score of 88.9% [  66 ].

These results are not good enough when speaking of a person’s privacy.

To design a system that preserves people’s privacy, we need to understand how knowing

the person in the image affects the worker’s ability to identify them. The actor dataset used

in the first experiment was perfect for the study. The dataset gave us a chance to present

workers with people they are familiar with. It also gave us images that had people in different

sizes and different regions of the image. This experiment shows that if the workers know

the actors or the movie, they can identify the person they are redacting no matter the ksize

value.

The second experiment showed that even if the workers do not know the subjects, they

can still guess correctly. Several of the workers explicitly told us that they could identify the

person because of their hairstyle, hair color, and skin tone. Some workers pointed out that

they could correctly identify the faces because of the expected body mass they found from

looking at the faces. The findings show that giving a set of face images does not necessarily

mean that the method does not work correctly. The faces on the side of the image provide

guesses for the workers. They can select the one that closely matches the filtered figure.
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Table 3.1. The number of times the conditions succeeded in performing the
tasks of redaction and identity preservation. In the faces redacted row, higher
is better. In the faces identified row, lower is better.

Experiment 1 IntoFocus method Control 1 Control 2 Control 3 Control 4 Control 5 Amazon Rekognition Face Detector
Faces Redacted 98.82% 81.76% 87.94% 92.05% 97.64% 99.41% 92.94%
Faces Identified 5.75% 6.33% 8.08% 12.41% 15.91% 32.75% –
Experiment 2 IntoFocus method Control 1 control 2 control 3 control 4 control 5 Amazon Rekognition Face Detector
Faces Redacted 96.62% 78.65% 88.76% 94.38% 97.75% 97.75% 77.52%
Faces Identified 2.19% 4.39% 3.95% 9.45% 19.12% 38.46% –

The two experiments were different in incentives (bonuses) given to the workers. The first

experiment gave an amount to workers who could find the correct face in the image. The

second experiment did not give out any amount for any answer. The incentives were removed

from the second experiment mainly because of the high number of submissions that failed the

attention check (workers did not add any redactions). The incentives used made the workers

focus on face selection because they were rewarded for that aspect only. The problem is that

the main task was to highlight and identify faces, not just one of them. The removal of the

incentives showed a significant increase in the number of workers that passed the attention

check.

3.6.1 Future work

The method still has some obstacles to pass. The addition of machine learning and

computer vision techniques would reduce the load on the workers and increase the productivity

of the method. These techniques can automate the attention check image selection process

instead of manually building the ground truth and would make workers focus on faces that

are not detectable by face detection algorithms.

The method would benefit immensely from using face de-identification [ 34 ], [ 37 ] methods,

where another face would replace a highlighted face before submitting the image to the task.

The issue with such algorithms is that they are not ready for ”in the wild” images and are

purely restricted to images taken from the front of a person. This would also solve problems

relating to segmentation tasks, where they would need to see the outline of a human to

perform the task correctly.
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The Anti-Collusion methods are evaluated by forming two teams and asking one team to

perform the task. Another team to try to make the system release an image without proper

redaction of all the faces.

The current system focuses on faces because of the lack of a filter that withstands different

image data types (e.g., faces, texts, medical records, credit cards). A possible solution is an

image filter that works with both text and images, one that would hide the small details that

help people with identification and still allows them to find the location of the text.

3.7 Conclusion

This paper presented IntoFocus, a method that given an image, uses crowdsourcing

to redact facial information that allows a person to be identified. IntoFocus adds to the

knowledge of accurately redacting images while minimizing identity revelation to the worker

and maintaining consistent results for different-sized faces. IntoFocus provides a method for

crowdsourcing applications [ 10 ], [  11 ], [  67 ] to reduce exposure of facial information.

Through the results of the method, IntoFocus found and redacted 336 faces out of 340 in

the first experiment and 86 faces out of 89 in the second experiment. The system comes with

a cost of $0.9375 per image, and the image’s content is not shown to any person.
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4. HUMAN PERCEPTION OF MEDIAN FILTERED FACES

Portions of this chapter were copied verbatim from a paper published in the

8th AAAI Conference on Human Computation and Crowdsourcing (HCOMP

2020) [ 7 ].

Humans are adept at detecting faces. They have been trained since birth to detect and

identify people and their faces. For a human to identify someone, they look for features that

do not focus on a face. Some focus on the gait as a person walks, while others focus on

hairstyle and color. That difference shows that there is more than one way of identifying

people.

When it comes to detecting people in filtered images, people tend to look for the shape of

a body with a semi-circle on top. They use any information they can find in an image to

improve their detection ability [ 23 ].

This chapter explores and builds upon how people perceive faces in median filtered images.

It starts with a study that asks participants to detect and identify faces in different images

and scenes. The motivation for this exploration was to extract the filter levels that would

guarantee a high rate of detection and a low rate of identification.

To evaluate the human perception of faces in median filtered images, an online study is

performed. Because of the online nature of the study, a person is tasked with either detecting

or identifying a face. The purpose was to find the range of filter levels between when a person

can detect a face and when a person can identify that face. The reason for finding the range

for different images is to derive the set of filter levels that allow faces–of different features–to

be detected but not identified.

The definition of detection in our experiment is a person’s ability to add an ellipse covering

a face from the jawline or the lower edge of a beard until the top of the hairline, including

any hats or hair covers (figure  4.1 ). On the horizontal axis, the ellipse needs to cover both

ears and any hair or hat covering the sides of the head.

The definition of identification in our experiment is a person’s ability to specify which

category a face belongs to and select the correct face from a list of 8 faces of similar gender,

skin tone, and hair color.
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Figure 4.1. Participants were required to redact the entire face to the top
of the hairline, including ears, facial hair, hats, and hair covers. This is an
example of the expected face redactions.

4.1 Face Perception Studies

To calculate thresholds, we conducted a two-part study of (a) face detection (figure  4.2 )

and (b) face identification (figure  4.3 ) by humans.

The ultimate goal was to find optimal filter levels that would ensure that IntoFocus can

detect each face with some probability (e.g., P (any worker detects) ≥ 0.99) while limiting the

risk that any worker identifies a face to some low probability (e.g., P (any worker identif ies) ≤

0.02). To do this, we needed to answer a key question:

If N% of people can detect a face at blur level kdetect (or lower), what is the minimum

blur level at which no more than M% of people can identify the face, supposing they knew the

person or had some reference photo available.

We took N = 98% and M = 2%.
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The studies were performed on Amazon Mechanical Turk (AMT) [ 68 ]. Each participant

was only allowed to perform either detection or identification tasks. Each participant

performed the required task on five different images. There were 2844 participants each

was paid $0.75 for their time. Each Human Intelligence Task (HIT) took an average of 3:14

minutes.

4.1.1 Rationale Behind the Experiment

The IntoFocus system relies heavily on selecting filter levels that allow detection but

prevent the identification of faces. Without mapping the people’s performance using the

selected filter method, these filter levels are only random guesses. Thus, the first task is to

show a gap in filter levels between detection and identification. Then, using that information,

we apply a model that extracts the filter levels to use.

4.1.2 Study Setup

The study was set up to find the filter levels for all possible faces in an image of fixed

size, with the largest dimension being equal to 640 pixels (height≤ 640 and width≤ 640 and

max(height, width) = 640 pixels).

For this experiment, a median filter was applied to all the images. Each image is filtered

with the levels (ksize) from 1 up to 189.

4.1.3 Study Part 1: Detection

The task is to add an ellipse on each of the faces seen in the image. Ellipses can be

modified and/or removed after they are added. In each HIT, one image served as an attention

check. The image had a reduced blur level, and all the faces could be easily detectable.

These images were added to ensure the validity of the data and that each participant was

performing the task correctly. The study revolves around finding the P (detectf ) where f is a

specific face in the image. A binary search is used to find the filter level where at most, one

person does not find the face. That point represents the point where the filter level is high
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enough that people will start to be unable to detect the face and low enough to ensure a

large enough gap from when the face can be identified.

4.1.4 Study Part 2: Identification

Participants were presented with the main image with one face outlined with a red

ellipse (We applied the ellipse). They then attempted to match the depicted person to one of

eight (8) reference faces.

Reference faces were selected with the same gender, hair color, and skin tone of the person

in the ellipse. This was to minimize the chance that participants might guess correctly based

on characteristics other than the facial features. The use of people of similar features also

ensured that the faces provided k-anonymity [ 36 ] to the face in question, where k = 8. (The

scope of this research is limited to facial identities.)

Each image had only one red ellipse, even if other faces were present—this ensured

consistency in our study design.

This part of the study focuses on searching for the point where participants start to identify

the face in the image. Unlike the detection study, people in this study have the ability to guess

the correct face. Because an attention check would not apply in this case, all the participants’

inputs were considered in the evaluation. The search was focused on searching for two filter

levels. The first when P (identifyf) = 0 and the second when 0 > P (identifyf) ≤ 4%. The

filter level when P (identifyf ) = 0 is considered the point where the face was too filtered for

anyone even to guess the correct face (when we surpassed k-anonymity of 8). The filter level

when becomes 0 > P (identifyf ) ≤ 4%, this is the point when at least one person has enough

information to guess the correct facial identity, while all the others were not able to extract

that information. If the two cases followed each other, with the first case being at a higher

filter level, then that is the point being searched for. Otherwise, the search continues at a

higher filter level.
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4.1.5 Dataset

The dataset is a combination of the IMDb dataset [ 62 ] and the images of random people.

There were a total of 60 images used in the experiment. The datasets covered faces of all

colors, shapes, and sizes. There were a total of 157 different faces to select from in this study.

There was a total of 336 faces in the images.

4.1.6 Evaluation

The study was initially planned to be performed in a lab, but due to the COVID-19

pandemic, we were forced to move it online. To control the cost of the study, we used a binary

search to find the threshold (filter level) where a face becomes detectable or identifiable.

In the detection study, the search tree was used to find the filter level for each image

where only one worker out of 25 cannot detect the face. That filter level being searched for

represents the point at which the image starts becoming too filtered for people to detect faces.

The starting point and boundaries used in the binary search algorithm were obtained from a

pilot study on the same images in an in-lab study. The starting point was the median filter

level of all the participants in the pilot study. The upper and lower bounds were the highest

detection and the lowest detection filter levels, respectively.

In the identification study, the search tree was used to find the filter level where only one

worker could correctly identify the face. That filter level being searched for represents filter

level where the image becomes too filtered for people to identify the faces correctly. The

upper bound for the identification study was the lowest filter level that allowed detection.

The lower bound was the filter level that allowed all the pilot study participants to identify

the person correctly. If the face requires a filter level higher than the upper boundary, the

filter level would be incremented by a value of 2 (the nearest odd number) until the modified

success level is found.

When the identification filter level is higher than the filter level where all the par-

ticipants can detect, then we have the probability that a face is identified, given that

the face is detected (in the identification study, the locations of the faces to be iden-

tified are given). Thus, the probability required is P (identify ∩ detection). The new
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probability of identification value can be calculated using the Kolmogorov axiom [  69 ],

P (identify ∩ detection) = P (identify | detect)P (detect).

The experiment was designed to produce the filter levels at which each face in the image

is detectable and identifiable. Using that information, we use the following model to extract

the appropriate filter levels for each face in the images. To evaluate, we need to model

the detection and identification separately. Starting with the detection model, it needs to

guarantee that 98% of the population can detect the face. 98% of the population would

be able to detect at the point of the two percentile. Using the probability density function

P (a < X ≤ b) where a and b are filter levels and setting the probability to equal the 2%

required for detection:

P (a < X ≤ b) = 0.02

Setting the lower end of the interval a to 1, which is a clear image.

P (1 < X ≤ b) = 0.02

Since the probability density function is the difference between the cumulative distribution

function of a subtracted from the cumulative distribution function of b

P (1 < X ≤ b) = FX(b)− FX(1) = 0.02

If a face cannot be detected when an image is filtered, we must assume that the face cannot

be identified when the image is clear. Under that assumption, the cumulative distribution

function of 1 is 0.

P (1 < X ≤ b) = FX(b) = 0.02

FX(b) = ∑
bi≤b

p(bi)

Thus, we are searching for b, where the cumulative distribution is equal to 0.02. This

method is applied to all the different faces, extracting the 2% detection values for all the

possible faces. The same is done for identification, with 98% of the population not being able

to identify.

For each node in the search tree, 25 workers on AMT were hired to perform the given

task (detection or identification). HITs that did not pass the attention check were replaced.

No workers were rejected in this study. After finding the filter levels for each image, they

are ordered by the face size (width and height). Polynomial regression was performed to

estimate the filter levels for detecting and identifying different-sized faces (Figure  4.4 ).
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The results were evaluated by taking the blur level when each face was detected and

identified. Using the 98th percentile for the identification and the 2nd percentile for the

detection, we get a region where all faces ±2% are detectable and none of the faces ±2% are

identifiable. Now that the boundary is set, starting from the lowest identification data point,

a vertical line is drawn from the beginning of the identification line until it intersects with

the detection line and at the intersection point, taking a horizontal line until it intersects the

identification line. That horizontal line represents the lowest filter level used. The process

is repeated, creating a staircase, and each horizontal line found is a stage to be used in the

IntoFocus method. Each task was offered for $0.75, with a total of 2844 assignments. The

hourly rate was $13.99. The total cost for mapping people’s performance on 60 median

filtered images was $2, 986.20.

4.1.7 Results

The results show a gap in the filter levels between the lowest detect and the highest

identify (Figure  4.4 ). The model used starts with a face width and height of 27 pixels, projects

horizontally to the identification line, then projects vertically to the detection line. The

horizontal projections were the filter levels used in the IntoFocus method. The model stops

when the horizontal line no longer intersects with the identification line. The resulting filter

levels were (85, 53, 35, 25, 17, 13, 9). The results confirm our first hypothesis: a gap exists

between when participants can detect and identify a face. The plot in Figure  4.4 uses only

the second percentile for detection (the point where almost every person can detect the faces)

and the 98th percentile for identification (the point where at most one person can identify).

Even though the values are the extremes in both cases, the two are separable.

For these images (longest dimension = 640 pixels), our model gave us 7 iterations, with

the following ksize values: (85, 53, 35, 25, 17, 13, 9). These numbers represent the ksize—i.e.,

height and width, in pixels, of the window—used for the median filter. Thus, in the first

iteration, the image is filtered with ksize = 85. In the seventh (and last) iteration, the image

is filtered with ksize = 9.
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After each iteration, the locations of the faces discovered by workers are further filtered

with the following ksize values: 113, 85, 53, 35, 25, 17, 13.

Example: In stage 1, the image is filtered with ksize = 85. Workers annotate the faces

of Alice and Bob. In stage 2, Alice and Bob are filtered with ksize = 113 while the rest of

the image is filtered with ksize = 53. Workers annotate the face of Charlie. In stage 3, Alice

and Bob are filtered with ksize = 113, Charlie is filtered with ksize = 85, and the rest is

filtered with ksize = 35. This proceeds accordingly with the values given above.

4.2 Evaluating The Filter Levels

Now that the new filter levels were extracted from the results of the previous experiment.

A new experiment that tests the hypothesis (1) The people performing the redaction task

will have ±2% success rate in correctly identifying any of the test faces (excluding random

chance).

4.2.1 Experiments Setup

The experiment (Figure  3.5 ) presents crowd workers with an image filtered with one of

the previously found filter levels. Like the previous experiment, it requires workers to add an

ellipse on a face and correctly select the face from the given faces. The ellipses will count

toward detection, while the selected faces will count towards identification.

4.2.2 Treatment (IntoFocus)

This is the IntoFocus filter method described in the previous chapter. It starts with the

highest filter level and asks crowd workers to add an ellipse on all the faces they can find.

Once done, these locations will be redacted at a higher filter level. The filter level on the

rest of the image is reduced, and the task is repeated until the final filter level. Each filter

level will require three crowd workers. Each crowd worker will only be allowed to work on an

image once.
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4.2.3 Attention Check

The system contains an attention check mechanism in each set of five images to ensure

that workers perform the task correctly. An image is shown at a filter level where all the

faces can be easily detected (based on the data gathered in the previous study). If the worker

did not add an ellipse on all the faces, the system would flag them and replace them with

another worker. The reasoning behind the mechanism is identifying all workers that are not

performing the task correctly. The attention check images were displayed in random order,

so the workers would not know which images evaluate the accuracy of their work. With the

task being of moderate to high risk, the system needs to have such mechanisms to uphold the

promise of preserving the person’s privacy. If the system flags a worker, their work will be

disregarded, and an additional worker will be asked to perform the same task to compensate

for the possibly missed faces.

4.2.4 Face Selection

As part of our evaluation, we validate that workers cannot identify the faces in the main

photo. A set of 8 reference faces are presented next to each image. Workers are asked to

select any faces that they believe are in the image. If they cannot match any of the reference

faces to the main image, they can click a button labeled, “I don’t know.”

For any main image, we evaluate this for only one of the depicted faces. (The study design

becomes intractable if we try to evaluate this for all faces.) Therefore, in each trial, only one

of the reference faces is present in the main image.

Success is indicated when workers choose “I don’t know” or guess with random probability,

based on the number of choices offered (i.e., 12.5% for eight reference images). We cannot

judge success on any individual trial, but we can measure the rate of success for a group of

trials.

Since this work is solely focused on facial identities, workers should not narrow the set of

reference faces by any characteristics other than the facial identity. Therefore, the reference

faces are selected to have the same non-facial characteristics: hair color, hair length, and

skin tone. The faces were selected to test for 8-anonymity[ 36 ] in the images where the
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quasi-identifiers are gender, skin tone, and hair color. The sensitive attribute is the face in

the main image.

4.2.5 Participants

Participants are hired through AMT. To avoid some of the issues faced in the preliminary

studies, workers need to have a 90% success rate to participate. Each HIT was rewarded

$0.75, and there was a total of 127 unique workers. A total of $216 for the experiment and

an average of $10.29 per hour. The average time to finish a hit was 4:22 minutes.

4.2.6 Dataset

The images being presented to the workers are from the Internet Movie Data Base (IMDB)

dataset [ 62 ] and a dataset that we collected to ensure the system is tested on real-life scenarios

(chapter  3 ). The IMDB dataset was chosen because it provided many easily obtainable images

from awards ceremonies, behind-the-scenes shots, and portrait images of actors. There were

people in both the foreground and the background of the images. In some images, the people

were camouflaged or hidden in the corner of the image. There was a total of 232 faces in the

50 test images. The largest face was 600 pixels in height and 400 pixels in width.

In the evaluation, a set of 186 different people were chosen to be identified by the workers.

The tested images contained at least one (1) person from the selected set, and other people

present in the image were not limited to a specific race or skin tone. To effectively measure

whether workers recognized the face based primarily on facial features—as opposed to skin

tone, hair shape, or hair color—we had to narrow the scope of physical features. Skin tone is

critical because it is apparent even when filtered to a level that the facial features would not

be identifiable. If we showed a filtered face and eight comparison faces representing four (4)

skin tones, the worker would have a 50% chance of guessing based only on the skin tone in

the filtered photo.
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4.2.7 Image Presentation

There were ten (10) HITs, each containing five (5) different images. Out of the five (5)

images, four (4) were treatment images, and one (1) was an attention check. The attention

check images were randomly ordered among the treatment and control conditions. The

attention check image was not used as part of the evaluation process because it was chosen

to fail the identity preservation test. There was one (1) condition; treatment. There were

ten (10) image sets, one (1) condition, twenty-one (21) workers each, for a minimum of 210

assignments.

4.2.8 Experiment Task

Workers are required to perform two tasks on each image. The first task is to add ellipses

on all the faces that can be detected in the image. The second task is to select the faces of

people they think are present in the image from the set of faces on the side of the image. If

they could not solve one of the two tasks, they were required to click on buttons that say

that they could not perform that task.

4.2.9 Evaluation

The evaluation for the method and the system were done on AMT. A total of 10 different

HITs were posted, covering 50 images (10 attention check images + 40 test images). The

IntoFocus method was presented in 210 assignments (an assignment in AMT refers to the

agreement between the person requesting the task and the person performing the task).

The system will be evaluated based on the ability to maximize detection and minimize

identification. The results will be compared with Microsoft Azure’s face detection system

instead.

4.2.10 Results

Out of the 232 faces in the images, 229 (98.7%) faces were detected. Microsoft Azure’s [ 70 ]

face detection system detected 203 out of 232 (87.5%) from the same dataset. Out of the
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840 images x assignments, only seven faces were correctly identified. The results from the

experiment yielded an identification rate of 0.83%.

The filter levels were selected based on an identification rate of 4%. These values were

selected to calculate the filter level when participants would start to identify faces. Because of

the number of participants used at each step of the perception study (25 participants at each

node of the search tree), the requirement was that at most one participant was able to identify,

and 1/25 = 0.04. Based on that data, the acceptable identification rate of the method is up

to 4%. Similarly, a detection rate of 96% was selected for the filter level calculation.

Unlike the previous chapter, the filter levels were calculated with the guessing in iden-

tification as part of the formula and were designed to lower guessing to the minimum of

4%.

4.3 Discussion and Future Work

The perception study of median filtered faces showed that people are genuinely different

in detecting and identifying faces. Some participants could accurately pinpoint faces when

their peers could not detect anything until several filter levels later. This shows that people

have different abilities when it comes to face detection. Similar to automated methods, where

a method might perform better under specific conditions.

The addition of machine learning and computer vision techniques would reduce the load

on the workers and increase the productivity of the method. These techniques have the ability

to automatically redact the easily visible faces and allow people to focus on the occluded

faces. Another direction was to use a machine-learning algorithm to assign different filter

levels to different image regions. The image would then be sent out to crowd workers, and

they would be tasked with the redaction. This process reduces the number of stages used by

the IntoFocus method, reduces cost, and reduces the time needed to redact an image fully.

The polynomial curves estimated for detection and identification in the perception study

only use one variable (face size) to estimate the filter levels. The results obtained from the

perception study show that face size is the largest factor in estimating the filter level. Still,

other factors exist, such as skin tone, illumination, brightness, the difference in contrast
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between the face and the surrounding areas, which are all factors that affect the filter level.

Further exploration into other factors could help strengthen the IntoFocus method by (1)

increasing detection, (2) decreasing identification, and (3) reducing the number of filter levels

(stages).

The IntoFocus method has a high cost to redact a single image. The minimum cost

with the addition of the new stages is $3.94 to redact a single image fully. Because of the

large ratio (54%) of participants that fail the attention check images, the cost to redact a

single image is above the minimum stated above. In the first iteration of the IntoFocus

system (chapter  3 ), the cost of redacting a single image was $2.81. For the system to be

feasible for large sets of images, the cost must be significantly reduced.
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Figure 4.2. Face detection study. Participants annotated each face they
detected with an ellipse. They could select the ‘No face found’ button if they
are unable to detect any faces. The study was performed on AMT, with each
HIT containing five images. One of the images was used for the attention check.
That image would have a reduced filter level to make for easy detection. The
attention check image was changed to a different image in the set at each leaf
node in the search tree, to find the appropriate filter levels for all the images in
the task.
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Figure 4.3. Face Identification study. Participants selected the reference face
(right) matching the person in the main image (left) who was marked with
a red ellipse. Multiple faces could be selected if they could eliminate some
reference faces from consideration but could not identify the subject face (left)
as definitely matching one of the reference faces (right).
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Figure 4.4. Study results. The blue line and points are the second percentile
of the detect values (the point right before the detection rate reaches 100%).
The red line and points are the 98th percentile of the identify values (the point
right before the identification rate reaches 0%). The green line is the staircase
model that was used to select the filter levels for the IntoFocus method.
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Figure 4.5. This figure shows the IntoFocus task interface displaying an image
in the process of redaction. A subtle difference in the filter level can be seen
covering the face of the person on the left. Here, the workers must perform two
tasks on five different images. First, they add ellipses on all of the faces in the
image. Next, they attempt to select the correct face that matches a person in
the image. If they cannot perform the detection task, they must click the No
face Found button. If they cannot identify the person in the image, they must
select the Any of these or the None of these button.
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5. THE PTERODACTYL SYSTEM

Portions of this chapter were copied verbatim from a paper submitted for pub-

lication to the 9th AAAI Conference on Human Computation and Crowdsourc-

ing (HCOMP 2021).

5.1 Introduction

Machine learning face detection is almost perfect, but there are still some gaps. For

example, in face redaction, privacy is the primary concern. Still, some automated systems

cannot provide such privacy and recommend not using private information on their systems

due to possible security risks [ 71 ]. Thus, even though it is minimal, a risk still exists.

For images that require the highest possible privacy, the following approaches could solve

the problem:

1. Building a face detector in-house (at the cost of lower than perfect accuracy).

2. Hiring a team to manually redact the images (at the expense of possible disclosure).

3. Adapt a crowd-based privacy-preserving redaction system for in-house use (at the

expense of a potentially large team and high price).

This chapter presents the Pterodactyl system, a crowd-based system that uses the

AdaptiveFocus filter to allow face detection and prevent identification. The goal of the

proposed system and filter is to address the above issues and obstacles.

The contributions of this paper are as follows.

1. We present Pterodactyl, a system for image redaction that applies a set of rules and

restrictions to increase early face detection and prevent facial identity disclosure.

2. We present Pterodactyl, a system for image redaction that uses the AdaptiveFocus

to combine machine learning and the median filter to allow privacy-preserving face

redaction in images at a lower cost.

3. We evaluate the system and filter by comparing crowd-based alternative and automated

face detection systems.
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5.2 Related Work

Face detection is an active problem in computer vision [  72 ]. In their work, they categorize

face detectors into three categories. The first is called CNN Cascade Face detector; they start

by creating image pyramids and use a sliding window as input to the CNN [  44 ], [ 73 ]. The

second is a Region-based Face detector; they propose a region for input to the CNN [ 74 ], [ 75 ].

Finally, Proposal Free Network, which does not require region proposals [ 76 ], [ 77 ]. These

approaches are all possible in providing the regions to apply the AdaptiveFocus filter. But to

rely on such methods would limit the AdaptiveFocus filter to the limitations of the proposed

method.

There are several benchmark datasets where researchers are trying to achieve the highest

possible success rate. The MogFace face detector [  78 ] achieved the state-of-the-art performance

on Wider Face [ 50 ], FDDB [  5 ], Pascal Face [ 79 ], and AFW [  80 ]. They achieved near-perfect

results on FDDB, Pascal Face, and AFW. In the Wider face dataset, they achieved 97.7%,

96.9%, and 93.8% in the easy, medium, and hard image sets, respectively. These results show

that machine face detection has not yet achieved perfection. State-of-the-art methods also

require large amounts of processing power and training time to build.

Instead, the images used to train the AdaptiveFocus filter will apply the Sliding Win-

dow [  81 ] approach, similar to Cascade methods, but for a classification [ 82 ] problem instead

of a detection problem [  83 ]. The filter would need to assign a filter level appropriate for all

the regions, not just the ones that contain a face.

5.3 The Pterodactyl System

The Pterodactyl System is an improvement over the IntoFocus system (chapter  4 ). In

the IntoFocus system, the focus was on achieving the highest possible detection rate with

the lowest possible identification rate. The downside of the approach is that it requires time

and a large team (at least 21 different people to redact a single image). Because of the

required team size, it becomes hard to manage on crowdsourcing platforms. 57.4% (283 of

the assignments) of the participants failed their attention check image. Based on the cost of

the task, $0.75, and the associated fees, the cost of the extra assignments would be $297.15.
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The Pterodactyl System focuses on reducing the cost while maintaining a non-significantly

different performance in detection and identification.

The Pterodactyl system uses a combination of rules and requirements to ensure the quality

of the results. The first requirement is to use at least three crowd workers. That ensures that

people of differing detection abilities perform the detection task. The second requirement is

assigning a qualification that blocks crowd workers from working on the same images again.

This makes sure that crowd workers cannot see the same image more than one once. The

third requirement is that each image set is seeded with an image that contains at least two

faces. This detects if a crowd worker is not adding ellipses on all the visible faces in the

images. It also informs us if the instructions need to be improved.

In addition to the above requirements, the following rules were also added when analyzing

the attention check images. 1) All the faces need to be redacted. 2) the number of ellipses

added is equal to the number of faces in the image. 3) A single ellipse does not intersect with

three or more faces. 4) None of the ellipses goes beyond a 100% increase in the width and

height of the face. These added protections are only applied to the attention check images

where the ground truth information already exists. These rules were added to make sure that

workers are following the task requirements.

5.4 AdaptiveFocus Median Filter

the task was to create an image filter that would allow people to detect but not identify faces

in images using the data gathered in the perception study (chapter  4 ). The AdaptiveFocus

filter  5.1 will take an image as input, assign appropriate median filters to obfuscate the

faces, and return a thoroughly obfuscated image that allows face detection and prevents

face identification. The AdaptiveFocus filter needs to solve the following problems: 1) image

restrictions and requirements 2) How to find the locations of faces in the image 3) Which

filter level to use.
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Start with a 
clear image

Make square and 
Convert to tiles

For every tile; extract the 
n adjoining tiles

Select the filter level 
for the center tile

Slide the window and repeat 
until all the tiles are filtered

Reassemble the 
obfuscated image

Figure 5.1. This figure shows the process an image takes in the AdaptiveFocus
filter. Starting with the clear image, it is resized, made square and each tile
is separated. Next, a window of size n × n centered at each tile slides across
the image and assigns a filter level to each of the tiles. Finally, an obfuscated
image is created.

5.4.1 Image Requirements

The face perception study performed in chapter  4 required that the image be 640× 640

pixels, and the collected data is only valid under that image size. Because the AdaptiveFocus

filter is based on the data collected in that study, the AdaptiveFocus filter undergoes the

requirements. The AdaptiveFocus filter can be applied to larger image sizes in theory, but a

size threshold exists where the AdaptiveFocus filter no longer works for an image.
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5.4.2 Finding The Face Locations

The general approach in face detection/redaction systems is to extract regions with a

high probability of containing faces and redacting those regions. However, the purpose of

the AdaptiveFocus filter is to obfuscate the image so people can perform the detection task.

Therefore, the filter does not need to detect the locations of the faces; it needs to assign the

correct filter levels to all the regions of the image to allow detection and prevent identification.

To solve that problem, the image is segmented into square tiles, and each tile is assigned a

filter level based on its content and the content of the surrounding regions. Based on the

data collected in the perception study (chapter  4 ), the smallest detectable face has a size of

209 pixels2, and the image has a size requirement of 640× 640. Therefore, we selected the

size for tiles to be 16× 16 = 256 pixels, and a small face will fit in one tile. To have a fixed

tile space, the size of all the images is increased (in width or height), so the exact size will be

640× 640. Thus, each image will contain 40× 40 tiles, and each of the tiles will be evaluated

and assigned a filter level.

5.4.3 Selecting The Filter Levels

The filter level selection is based on the face perception study of median filtered faces (chap-

ter  4 ). The study presented people with median filtered images containing people and tasked

them with detecting and identifying the faces. The AdaptiveFocus filter utilizes the detection

point of inflection where 100% of the study participants could detect the faces as the appropri-

ate filter level for a specific face. For example, a face has been tested three times with median

filters 25, 29, and 31 (ksize), with detection of 100%, 100%, and 92%, sequentially. The filter

level selected for that face will be 29. A filter map is created for each image (figure  5.2 ) using

the infliction points of all the faces in the images. The filter map shows the filter level to use

for each face to be detectable and not identifiable. The color range for the filter map goes

from black (no filter needed) to white (highest filter needed).

We train a Convolutional Neural Network (CNN) on the tiles containing faces as input.

It outputs the filter level required for each tile. The neural network needs to answer the

question:
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Figure 5.2. This figure shows an example of a filter map. The left image
shows the image to be redacted where the white lines separate the tiles. The
image on the right is the ground truth filter map for that image. The black
region means that there are no faces in that region. The brighter regions specify
the filter levels required for that face to be detectable but not identifiable. The
darker the region, the lower the filter required, and the brighter the region, the
higher the filter required.

If there was a face in this tile, what filter level is needed, to allow detection and prevent

identification?

If the tile has a face, the proposed filter level will allow that face to be detectable but not

identifiable. If the tile does not contain a face, it will still suggest a filter level that would

allow a face to be detectable and not identifiable. We chose this approach because current

face detection algorithms [ 78 ] are not yet perfect. With this approach, the filter will obfuscate

the entire image and allow face detection on all the regions that might contain a face, and

obscure the regions that do not have faces.

For the CNN to correctly select the correct filter level, it will need to analyze the tile to

be classified and n adjacent tiles. We evaluated different values of n. We split the infliction

point data into a training and validation set. We trained the neural networks starting from

n = 3 to find the value of n where the classification accuracy no longer increases. Based

on the results of the CNN training, it was found that before n = 7, there were significant

accuracy increases, and after n = 7, the increase was less than 0.5%. Thus, the chosen value
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Figure 5.3. This figure shows the convolutional neural network used in the
AdaptiveFocus filter. It inputs images of size 112 × 112 × 3 and outputs the
probability of each of the filter levels being correct based on the content of the
image.

for n was 7. Since each tile was 16 × 16 pixels, the classification model will input square

images with a width and height of 16× 7 = 112 pixels.

The CNN model used for the classification task was based on the VGG16 classifier (fig-

ure  5.3 ) [ 84 ]. It was compiled using the categorical cross-entropy loss function and the

stochastic gradient descent [  85 ] optimizer. The training occurred over 100 epochs. The

dataset used was the infliction point dataset, and it was split into 75% training and 25%

validation, with a total of 9 different classes. The classes were faces detectable at 7, 13,

17, 23, 29, 35, 41, 53, and 85. The images were augmented using horizontal and vertical

flip, rotations [ 86 ], Gaussian blur, noise injection [ 87 ], and applying multiple augmentations

together. Photometric [ 88 ] were considered, but because lighting and color might affect the

appropriate filter levels for a tile, they were avoided. The dataset started with 60 images

containing 185 faces. With the augmentation, we generated a total of 219876 images across

the nine classes. Training the CNN took 32.4 days (777.8 hours). The models were all trained

on a CPU-only machine without a dedicated graphics adapter or specialized equipment for

neural network processing. There was no class for no faces detected because the face detection

and redaction are performed by crowd workers, not the neural network.
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AdaptiveFocus (Inner face) AdaptiveFocus (two-step)

AdaptiveFocus (Full face)
Step 1

Step 2

Figure 5.4. This figure shows the different AdaptiveFocus methods. The top
left is built based on the AdaptiveFocus (inner face) method, the bottom left is
based on the AdaptiveFocus (full-face method), and the right are the two steps
for the AdaptiveFocus (two-step) method.

Moreover, there were three different variants of the AdaptiveFocus filter (figure  5.4 ). The

first variant contained images of the full-face, including hair, beards, and hats (figure  5.5 ). The

second variant contained only the inner face, excluding any hair, beards, or hats (figure  5.5 ).

This final variant had two separate CNNs, one for the higher filter levels (29, 35, 41, and

85) and a second for the lower filter levels (7, 13, 17, and 23). This variant applies the

AdaptiveFocus filter into the IntoFocus process (chapter  3 ) to increase the probability of face

detection. The variants were created by applying transfer learning on the full-face variant for

30 epochs.
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Figure 5.5. This figure shows the difference between the inner face and full-
face images. In the inner face, only the inside of the face is used. In the full-face,
the full face is covered including hair, beard, and hats.

5.5 Experiment Setup

The experiment (Figure  4.5 ) to evaluate the Pterodactyl system was designed to follow the

experiment performed to evaluate the IntoFocus method (chapter  4 ). The experiment aims

to evaluate the Pterodactyl system combined with the AdaptiveFocus filter and compare the

results with the 7-stage IntoFocus method and system. We hypothesize that the Pterodactyl

system will maintain a non-significantly different result in identification and detection with

the highest method.

5.5.1 AdaptiveFocus Filters

In the experiment, we evaluate three different models of the AdaptiveFocus filters. The

first is trained on detecting face regions, including hair, hats, and beards. The second model

is trained on detecting the inner face regions, excluding hair. The third is trained to work

on two stages, where the faces detected on the first stage are redacted before progressing

to the second stage. Each of the filters is presented to three different crowd workers. Any

crowd worker who worked on a specific image set could not work on that set again for all the

available conditions.
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Figure 5.6. This figure shows the interface used to evaluate the Pterodactyl
system and the AdaptiveFocus filter. Participants were tasked with detecting
all the faces in five filtered images and identifying a face in each of the images.

5.5.2 Control Conditions

The control in this experiment is the IntoFocus method and system (chapter  4 ). The

system proposes using a 7-stage redaction process, starting from the highest filter level, and

iteratively reducing the filter level, while asking the crowd to redact faces in the images.

Before the start of each stage, all the faces that crowd workers previously detected are

redacted. Then, the process is repeated seven times until the entire image is redacted.
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5.5.3 Face Identification

In each image, we present participants with a set of eight faces, one of which is a subject

located in the obfuscated image. The goal of the methods being evaluated is to hide the

identities of the faces from the participants. Out of the eight faces, only one face is located in

each of the images. The participants are allowed to select multiple faces if they can narrow

the list of possible faces. If the participants could not narrow down the list of faces, they

were asked to choose the ”don’t know” button.

The eight faces have similar facial features (hair color, hair length, skin tone) to provide

k-anonymity [  36 ] for those faces. This ensures that if a participant identified a face, it was

because the facial features were visible.

5.5.4 Face Detection

To measure face detection, the participants need to add ellipses that encompass the inner

regions of each face. Covering part of the face did not count towards a detected face. This

was to ensure that the participant was able to actually detect the face and not just adding

ellipses to the images.

5.5.5 Participants

We divided the experimentation into two categories. The first category employed crowd

workers on Amazon Mechanical Turk (AMT) [ 68 ] to perform the redaction task. The second

category engaged in-person participants to complete the redaction task.

In the first category, crowd workers must have a 90% task success rate to participate.

Each Human Intelligence Task (HIT) rewarded $0.75, and the requirement was to redact only

five images. There were 248 unique crowd workers. The cost of the experiment was $621,

with an average of $9.32 per hour. The task took an average time of 4.8 minutes to complete.

In the second category, the task for each participant was to redact 50 images. The task

took the participants an average of 21 minutes to complete. There were only three participants.
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One for the AdaptiveFocus (full face) method and two for the AdaptiveFocus (two step)

method.

5.5.6 Attention Check

The attention check proposed in chapter  3 was to ensure that participants perform the task

correctly. In each HIT, an image–where the detection task was purposefully made trivial–was

seeded [ 59 ], [ 60 ]. Participants who do not add ellipses on all the faces in the test image;

have their work discarded and replaced by another participant. We made modifications to

the requirements in the Pterodactyl system. The new requirement is that participants are

required to add ellipses on all the faces in the image instead of adding a single ellipse. We

also added rules for the ellipses, as stated in the previous section.

5.5.7 Dataset

In the experiment, we used the IMDB image dataset [  62 ]. The experiment contained ten

different HITs; each hit contained five images, four of which were being evaluated, and the

other was to test for task correctness. Thus, making a total of 40 images for evaluation and

ten images for task correctness.

5.5.8 Experiment Task

Participants are required to perform two tasks. First, they needed to add ellipses on all

the visible faces. Second, they needed to attempt to try to identify one of the faces in the

image. When a participant performs the task on a specific image set, they can not perform

the task on that image set again, even if the filter method is changed; this is achieved by

assigning a qualification on AMT that blocks them from accessing HITs containing the same

images.
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Figure 5.7. This figure shows the detection results of all the methods.

5.5.9 Evaluation

All the crowd-based methods will be evaluated using the Pterodactyl system, except the

IntoFocus system was evaluated with both. The AdaptiveFocus filter was designed to perform

with annotators and crowd workers. To evaluate, crowd workers were hired on Amazon

Mechanical Turk, and annotators were hired for an in-person evaluation. The results were

also compared with the IntoFocus method (chapter  4 ), Microsoft Azure’s face detector [ 70 ],

Face++ [ 89 ], and the MTCNN pre-trained face detector [ 90 ].

5.6 Results

The evaluation is separated into the following sections: detection, identification, time,

and cost. The first part compares all the methods, with the AdaptiveFocus methods using

the Pterodactyl system and the IntoFocus method using the IntoFocus system. The second

part compares the AdaptiveFocus method and the IntoFocus method (chapter  4 ) using the

IntoFocus system and the Pterodactyl system.
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Figure 5.8. This figure shows the identification results of all the methods. The
results show that the AdaptiveFocus methods had the lowest face identification
rates and the IntoFocus method had a significantly high disclosure rate.

5.6.1 Detection

Detection in the evaluation is adding an ellipse or a bounding box covering the entire

face (figure  5.7 . The IntoFocus method had the highest detection rate of all the methods,

missing only one face. Followed by the annotator-based AdaptiveFocus full-face method which

only missed two faces. The crowd-based AdaptiveFocus full-face method was the followed

with 96% detection. Then the MTCNN face detector and the annotator-based AdaptiveFocus

full-face method had the same detection rate. The crowd-based AdaptiveFocus inner faces

method ad the lowest detection among the AdaptiveFocus methods, and the remaining

automated methods had the lowest detections. The annotator-based methods only used a

single annotator, and that had the negative effect of not having multiple views on a single

image. The two annotators in the AdaptiveFocus (two-step) method did not detect faces

that were detected in the other AdaptiveFocus methods.
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Figure 5.9. This figure shows the time it takes to redact an image using
IntoFocus and AdaptiveFocus. The results show that the methods using the
AdaptiveFocus filter are seven times faster than methods using IntoFocus.

5.6.2 Identification

Identification in the evaluation is the number of images where the faces were identified

during the experiment (figure  5.8 . The AdaptiveFocus-based methods had lower significantly

lower identification rates than the IntoFocus method. The results show that the face were

identified in 42.5% of the test images when using the IntoFocus method.

5.6.3 Time

The time is the evaluation of the time needed to detect/redact all the faces. Methods

using the AdaptiveFocus filter generate the results seven times faster than methods using the

IntoFocus process. The problem with the IntoFocus process is that each stage is reliant on

the previous stages. Since crowd workers are expected to complete each stage in five minutes,
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Figure 5.10. This figure shows the cost to redact an image using the IntoFocus
method and the AdaptiveFocus methods.

IntoFocus requires seven stages to be performed in series. Thus, increasing the time required

for the system to generate a redacted image.

5.6.4 Cost

The cost in the evaluation is how much it costs to perform the detection/redaction of

a single image. The AdaptiveFocus method is seven times more cost-effective than the

IntoFocus method. The reduced cost is the number of crowd workers required to finish the

process of redaction. AdaptiveFocus-based methods use three crowd workers to redact an

image, while the IntoFocus method uses 21 crowd workers.
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Figure 5.11. This figure shows the detection results of the crowd-based
methods using the Pterodactyl system and the IntoFocus system. The detection
rate in the IntoFocus method does not change when the method changes. In
contrast, the AdaptiveFocus methods observe a significant increase in detection
performance.

5.6.5 System Analysis

This section evaluates the comparison between the IntoFocus system (chapter  3 ) and

the Pterodactyl system. The two systems are compared in terms of face detection and face

identification.

Detection

The detection results of the IntoFocus system and the Pterodactyl system (figure  5.11 )

show that, even when the system is changed, the IntoFocus detection results do not change.

In comparison, the AdaptiveFocus methods have a significant increase in detection for both
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Figure 5.12. This figure shows the identification results of the crowd-based
methods using the Pterodactyl system and the IntoFocus system. All the
methods observe a significant decrease in disclosure rates.

methods. These results show the importance of the Pterodactyl system for the AdaptiveFocus

system, but With the IntoFocus process, it does not affect the detection results.

Identification

The identification results (figure  5.12 ) show that the Pterodactyl system significantly

improves the results of all the methods. With the IntoFocus method gaining the most

significant decrease in terms of identification. However, even when using the Pterodactyl

system, the IntoFocus method still has a higher disclosure rate than the AdaptiveFocus-based

methods.

The above results show that with the addition of the above rules, the AdaptiveFocus-

based methods have a significant increase in detection (figure  5.11 ) and a significant decrease

in identification (figure  5.12 ). While the IntoFocus method did not improve in terms of

detection, the identification results decreased by 25%. In the previous chapters, the images
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went through several iterations of redaction. This process allowed the faces that were not

adequately redacted in the first stage they were detectable to be redacted in the following

stages at a lower filter level. However, this allows some of the faces to be identifiable to some

of the crowd workers. This can be seen when comparing the identification and detection

results for the IntoFocus method. It shows that crowd workers identified ten faces that would

not have been identifiable if those faces were redacted at an earlier stage. Nevertheless, the

number of faces detected remains the same. This shows that some faces can be detected at a

later stage where they are identifiable, and the image is clearer because of the iterative process.

On the other hand, the AdaptiveFocus methods are not iterative processes (except for the

two-step method), so if a face is not detected in the initial run, it will not be detected at a

later stage. That is why it can be seen that the ratio of faces detected decreases significantly

with the added rules. This shows that with the AdaptiveFocus methods, a single crowd

worker not following the task requirements can cause faces not to be redacted. However, with

the addition of the rules proposed in the Pterodactyl system, the results improve significantly

in both identification and detection.

5.7 Discussion

The results show that the Automated methods have the lowest time and cost, but detecting

the main person in an image and their detection accuracy was not perfect. In the crowd-based

methods, IntoFocus has the highest detection overall, but the number of faces identified,

time, and cost per image were very high. On the other hand, the crowd-based AdaptiveFocus

methods have significantly lower cost and identification rates than IntoFocus, but a higher

detection rate than the Automated methods. Finally, the Annotator-based AdaptiveFocus

methods had detections close to the IntoFocus method and cost much less because the

annotators did not follow the first rule of Pterodactyl (at least three annotators). In the

evaluation of the Annotator-based methods, only one person was hired for each of the methods.

Adding an extra person would improve the odds of the faces being detected but increase the

cost.
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There was no increase in detection between the IntoFocus (IntoFocus system) and the

IntoFocus (Pterodactyl system). But there was a significant increase in face identity preser-

vation. This is because the strict rules have increased the number of faces redacted at earlier

stages, thus decreasing the chances of disclosure.

In the AdaptiveFocus (full-faces), crowd workers had more face detections than the single

annotator. Another observation was that the faces that the crowd workers did not detect

were also not detected by the annotator. These results show that since a total of three crowd

workers had their detections aggregated, they were able to achieve a higher detection rate

than a single annotator. This confirms the observation in the previous chapter  4 that people

have differing abilities when detecting faces in filtered images.

AdaptiveFocus (full-face) vs. AdaptiveFocus (inner face), the difference between the

methods is that in the training set for the CNN, one used the full-face, including hair, beards,

and hats. While the other only used the inner face without the hair, beards, and hats.

Because the training set in the inner face method only includes faces and the lack of other

features in the images, the filter could not accurately filter the surrounding regions, making

the task harder for the crowd workers to accurately detect the faces.

In creating the AdaptiveFocus filter, the images were split into 40×40 tiles. This approach

was the most viable because the data set was small (185 faces), and one category only had

four faces. This was because of our condition of the point of infliction. If a face did not reach

that point, it was not used in the training/validation.

In creating the filter, there were multiple possible approaches. The most viable was to

use a face detector to redact the detectable faces and then submit the image to the crowd

workers. This approach does work and is not a flawed approach. From the results of the

AdaptiveFocus (full faces) method, none of the missed faces were detected by the MTCNN [ 90 ]

face detector.

Another approach was to incorporate the MTCNN [  90 ] face detector into the filter and

select the regions for applying the AdaptiveFocus filter. With this approach, the remaining

parts of the images would have a static predefined filter. However, when this approach was

attempted, a single predefined filter could not obfuscate all the remaining faces and prevent

identification.
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5.8 Conclusion

This chapter presented the Pterodactyl system, a system that uses a set of rules to

increase early detection of faces in multi-stage redaction methods and improve single-stage

systems’ identification and detection results. The experiment shows a significant increase

in the number of faces detected and a decrease in the number of faces identified by the

AdaptiveFocus-based methods. It also shows a significant decrease in the number of faces

identified in the IntoFocus method.

This chapter also presented the AdaptiveFocus filter, a sliding window-based filter that

selects the appropriate median filter level for each region of an image with the sole task of

allowing faces to be detected and prevent those faces from being identified during the redact

process. The AdaptiveFocus filter aims to determine the right filter level for each tile to

maintain the guarantees of privacy and efficacy.
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6. CONCLUSION

In this dissertation, I discussed the systems and methods I created to tackle the problem of

utilizing crowd workers to redact faces from images without identifying said faces.

6.1 IntoFocus

In chapter  3 , I described the IntoFocus system for crowd-powered face detection and

redaction. The goal of the IntoFocus system was to present crowd workers with median

filtered images and ask them to detect the locations of the faces. The image starts with a high

filter level and progressively decreases the filter level. Before each stage, previously detected

faces are redacted, and the filter level is reduced in the remaining parts of the image. At the

end of the IntoFocus method, an image is generated with all the facial identities redacted.

The IntoFocus system implemented a set of requirements to increase the quality of the

crowd workers by adding an attention check image to ensure that all the crowd workers

correctly performed the task. Where crowd workers were only required to add an ellipse on

the image, the ellipse did not need to cover a face and the use of three separate workers on

each image to avoid unreliable or intentional sabotage. When combined, crowd workers were

able to detect many of the faces in the images.

Two experiments were performed to evaluate. The evaluation compared the IntoFocus

method with static median filter levels and Amazon Rekognition’s face detection system.

The first experiment used a dataset of actors. The IntoFocus method had one of the highest

results in detection and the lowest score in identification (meaning the least number of faces

were identified). Crowd workers attributed the movie scene to be familiar to them because it

allowed them to identify the faces. For that reason, the second experiment used photographs

of people on the Purdue campus. The photographs allowed us to collect images where the gaps

between the IntoFocus method and the static filters would be visible. Again, the IntoFocus

method had one of the highest detection ratios and the lowest identification ratio. In both

experiments, the IntoFocus method was able to detect a higher percentage of faces when

compared with Amazon’s Rekognition. When comparing the results between IntoFocus and
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the control methods, IntoFocus had a balance between identification and detection, where

the control methods could only achieve one.

6.2 Human Perception of Median Filtered Faces

The second work started with the plan to improve the IntoFocus method by finding the

exact filter levels that would allow faces to be detectable and not identifiable. This work

began with a perception study of median filtered faces. This work aimed to find the gap in

filter levels between when faces become detectable and identifiable. This was accomplished by

performing a binary search to find the filter level where the number of people who can detect

a face decreased from 100%. That filter level is where the face starts to become undetectable.

The same was performed for identification, finding the filter level that prevented all the study

participants from identifying a face.

After collecting that data, we improved the IntoFocus system using the data to select the

filter levels that maximized detection and minimized identification. The filter level selection

was performed using the 2nd percentile for detection and the 98th percentile for identification

for all the faces based on the face size (width × height). Applying a polynomial regression to

estimate the lines representing detection and identification and using the lines to estimate

the filter levels.

The extracted filter levels were used to create the improved IntoFocus method. The

attention check requirements were modified, requiring crowd workers to redact one of the

faces in the images correctly. Also, at this stage, faces presented for identification conform

to the 8-anonymity rule [ 36 ], where the quasi-identifiers were gender, skin tone, and hair

color. The improved IntoFocus method used seven stages to redact all the faces in an image.

An experiment to verify the results of the modified IntoFocus method was performed, and

the IntoFocus method only missed 1.3% of the faces in detection, and only 0.83% of the

faces were correctly identified. The filters in this method considered that participants might

guess because of the narrow sample given to them. That allowed the method to reduce the

identification rate even further.
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6.3 The AdaptiveFocus Filter And The Pterodactyl System

The AdaptiveFocus Filter takes the results of the perception study and uses it to create

an image filter. The goal of the filter is to reduce the cost of the IntoFocus system and

enhance the performance of the crowd workers. The first change was which data was used

for detection and identification. Instead of using the percentiles (like the previous chapter)

instead, the infliction points were used. The infliction points were calculated as the point

right before the detection starts to decrease from 100%. For example, if a face was tested at

three filter levels, 21, 23, and 25. With detection rates of 100%, 92%, and 87%. The filter

level of 21 was used. Applying that method to all the faces in the perception study gives us

a dataset that contains each face, its location in an image, and the filter level to allow that

face to be detectable and prevent it from being identified.

Then each image is separated into 40× 40 tiles, and each of the tiles is assigned a filter

level based on a Convolutional Neural Network (CNN). Training the CNN on the tiles of the

faces from the perception study and giving it a window of tiles instead of only the tile that

needs to be classified. Where the tile being classified is centered in the window. This allowed

the network to gain information about the surrounding area around the tile to increase the

classification accuracy. Also, the CNN would only be training on tiles that contain faces,

and the filter level associated with that tile will be the filter level needed for that face to be

detectable and not identifiable because even the best available face detection methods do not

meet our requirements for accuracy. If the filter is applied to only regions that a face detector

provides, then the filter will undergo the same limitations as the face detector. Namely, if a

face is not detectable by the detector, it will not be filtered. Another reason was that crowd

workers, not the filter, would perform the face detection. With only training on face regions,

the classifier will need to answer the following question:

If there was a face in this tile, what filter level is needed, to allow detection and prevent

identification?

In the experiment, there were three variants of the AdaptiveFocus filter. The first was

trained on the full faces, the second was trained on the inside of the faces only, and the third,

using a two-step process, similar to IntoFocus, but with only two stages. The three filters
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were compared with the IntoFocus method and automated methods. The IntoFocus method

had the highest rate in terms of detection, and the two-step method followed. On the other

hand, in terms of identification, the AdaptiveFocus had the lowest identification rates. The

purpose of the AdaptiveFocus filter was to reduce the cost of the IntoFocus process while

yielding similar results in terms of detection and identification.

The Pterodactyl system was developed to increase the quality of work by the crowd

workers. During the experiments in chapter  4 , 57.4% of workers had failed the attention check

requirement of adding an ellipse on one of the faces. This highlighted a problem with the

instructions and the attention check requirements. The Pterodactyl system adds additional

rules for the crowd work to either be accepted or replaced. The first rule was for the attention

check image (the image containing reduced filter levels and evaluating the crowd worker’s

understanding of the task). All the faces need to be redacted. The second rule, the number

of ellipses added, must equal the number of faces in the image. The third, an ellipse must not

intersect with more than two faces. The final rule is that none of the ellipses goes beyond

100% of the size of the face. If a crowd worker breaks one of these rules, their work is replaced

by another crowd worker.

A comparison between the IntoFocus system and the Pterodactyl system was per-

formed (figures  5.11 and  5.12 ). The results showed that for the IntoFocus method, the

Pterodactyl system reduced the face identification rate by 25%. For the AdaptiveFocus (full

faces) and AdaptiveFocus (inner faces), it increased the face detection rate by 13.2% and

13.6% respectively, and decreased the face identification rate by 7.5% and 12.5% respectively.
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7. FUTURE WORK

The latest improvements in the Pterodactyl system dramatically increases the quality of

the data gathered from crowd workers. However, still, many crowd workers have not been

performing the task correctly. Although others replace their work, they pose a risk to

the system. The issue arises from the crowd workers not following or understanding the

instructions. The most direct approach is to train the crowd workers on how the task is

expected to be performed and warn them that their task will be rejected if these instructions

are not followed. Nevertheless, rejection is akin to an F grade in a transcript, and it stays

with the crowd worker, and it can affect the work they can accept. That was why this

approach was avoided. An alternative is to block the crowd workers that are not following

the instructions from performing any of our tasks. Each of these has consequences and needs

to be explored thoroughly.

An issue with the AdaptiveFocus filter was that applying the filter on one image took

approximately 200 seconds 

1
 . The current filter uses a tile size of 16× 16 if that size is to be

reduced to 8× 8, that would mean the number of computations needed for a single image

would double, meaning it would need approximately 400 seconds to finish applying the filter

to a single image (this is assuming we keep the input image size the same). Reducing the

size and complexity of the convolutional neural network (CNN) will help in reducing the

time needed for an image to be filtered. A new model recently released [ 91 ] can help address

this problem because it reduces the training time and network size and still achieves near

state-of-the-art classification.

The current model has only been tested on images. By performing the modifications

above, it is possible to apply the same AdaptiveFocus filter to videos. However, the latency

problem described above needs to be solved first for the filter to be feasible for videos.

Another issue with the AdaptiveFocus filter was that it could not match the IntoFocus

system in face detection. In some cases, the faces were detectable (to us as examiners), and

they could not be detected in others. An approach to solve the issue of the detectable faces to

us is to increase the number of crowd workers that perform the redaction. But such solutions
1

 ↑ The model is processed on a CPU-only machine without equipment dedicated for enhanced neural network
processing.
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Figure 7.1. This image shows a face in the top right behind the main face
that was not detectable by the crowd workers in most of the AdaptiveFocus
methods.

become a guessing game, ”Will we get a crowd worker that excels at this task?” and that

is not an option. For example figure  7.1 is an example of a face that was not detected by

most of the AdaptiveFocus methods (except for the two-step method, which reduces the

filter significantly in the second step). This issue shows that the model can benefit from a

larger dataset. The current dataset only contained 185 faces from 60 images. The problem

faced during the initial perception study was acquiring as accurate data as possible. People
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were not used to extracting faces from filtered images. So to collect more data, an improved

experiment that reduces the number of participants needed for each step is required.

The IntoFocus method had the highest accuracy in face detection across all the methods

tested in the results of the AdaptiveFocus filter (table  5.7 ). The method would improve with

the inclusion of additional information in the filter extraction phase. It is currently based

solely on face sizes. Other factors exist in determining an appropriate filter level to uses.
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A. EXPERIMENT IMAGES
This appendix contains all the images that were used in the experiments. The images are
organized based on the the experiments that used them. The images include the test images
and the attention check images.

A.1 IntoFocus Experiment 1 images
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Figure A.1. Grid 1 of the images used in the experiments in chapter  3 
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Figure A.2. Grid 2 of the images used in the experiments in chapter  3 
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Figure A.3. Grid 3 of the images used in the experiments in chapter  3 
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Figure A.4. Grid 4 of the images used in the experiments in chapter  3 

110



Figure A.5. Grid 5 of the images used in the experiments in chapter  3 
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Figure A.6. Grid 6 of the images used in the experiments in chapter  3 
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Figure A.7. Grid 7 of the images used in the experiments in chapter  3 
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Figure A.8. Grid 8 of the images used in the experiments in chapter  3 
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Figure A.9. Grid 9 of the images used in the experiments in chapter  3 
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Figure A.10. Grid 10 of the images used in the experiments in chapter  3 
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Figure A.11. Grid 11 of the images used in the experiments in chapter  3 
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Figure A.12. Grid 12 of the images used in the experiments in chapter  3 
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Figure A.13. Grid 13 of the images used in the experiments in chapter  3 
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Figure A.14. Grid 14 of the images used in the experiments in chapter  3 
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Figure A.15. Grid 15 of the images used in the experiments in chapter  3 
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Figure A.16. Grid 16 of the images used in the experiments in chapter  3 
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Figure A.17. Grid 17 of the images used in the experiments in chapter  3 
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Figure A.18. Grid 18 of the images used in the experiments in chapter  3 
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Figure A.19. Grid 19 of the images used in the experiments in chapter  3 
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Figure A.20. Grid 20 of the images used in the experiments in chapter  3 
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Figure A.21. Grid 21 of the images used in the experiments in chapter  3 
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Figure A.22. Grid 22 of the images used in the experiments in chapter  3 
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Figure A.23. Grid 23 of the images used in the experiments in chapter  3 
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A.2 IntoFocus Experiment 2 images

Figure A.24. Grid 1 of the images used in the experiments in chapter  3 
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Figure A.25. Grid 2 of the images used in the experiments in chapter  3 
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Figure A.26. Grid 3 of the images used in the experiments in chapter  3 
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Figure A.27. Grid 4 of the images used in the experiments in chapter  3 
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Figure A.28. Grid 5 of the images used in the experiments in chapter  3 
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Figure A.29. Grid 6 of the images used in the experiments in chapter  3 

135



Figure A.30. Grid 7 of the images used in the experiments in chapter  3 
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Figure A.31. Grid 8 of the images used in the experiments in chapter  3 
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Figure A.32. Grid 9 of the images used in the experiments in chapter  3 
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Figure A.33. Grid 10 of the images used in the experiments in chapter  3 
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Figure A.34. Grid 11 of the images used in the experiments in chapter  3 
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Figure A.35. Grid 12 of the images used in the experiments in chapter  3 
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Figure A.36. Grid 13 of the images used in the experiments in chapter  3 
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A.3 The Human Perception Experiment Images

Figure A.37. Grid 1 of the images used in the experiments in chapter  4 
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Figure A.38. Grid 2 of the images used in the experiments in chapter  4 
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Figure A.39. Grid 3 of the images used in the experiments in chapter  4 
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Figure A.40. Grid 4 of the images used in the experiments in chapter  4 
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Figure A.41. Grid 5 of the images used in the experiments in chapter  4 
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Figure A.42. Grid 6 of the images used in the experiments in chapter  4 
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Figure A.43. Grid 7 of the images used in the experiments in chapter  4 
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Figure A.44. Grid 8 of the images used in the experiments in chapter  4 
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A.4 The Improved IntoFocus Experiment Images

Figure A.45. Grid 1 of the images used in the experiments in chapter  4 
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Figure A.46. Grid 2 of the images used in the experiments in chapter  4 
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Figure A.47. Grid 3 of the images used in the experiments in chapter  4 
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Figure A.48. Grid 4 of the images used in the experiments in chapter  4 
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Figure A.49. Grid 5 of the images used in the experiments in chapter  4 
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Figure A.50. Grid 6 of the images used in the experiments in chapter  4 
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Figure A.51. Grid 7 of the images used in the experiments in chapter  4 
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Figure A.52. Grid 8 of the images used in the experiments in chapter  4 
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Figure A.53. Grid 9 of the images used in the experiments in chapter  4 
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Figure A.54. Grid 10 of the images used in the experiments in chapter  4 
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Figure A.55. Grid 11 of the images used in the experiments in chapter  4 
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Figure A.56. Grid 12 of the images used in the experiments in chapter  4 
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Figure A.57. Grid 13 of the images used in the experiments in chapter  4 
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Figure A.58. Grid 14 of the images used in the experiments in chapter  4 
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Figure A.59. Grid 15 of the images used in the experiments in chapter  4 
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Figure A.60. Grid 16 of the images used in the experiments in chapter  4 
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A.5 The Pterodactyl Experiment Images

Figure A.61. Grid 1 of the images used in the experiments in chapter  5 
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Figure A.62. Grid 2 of the images used in the experiments in chapter  5 
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Figure A.63. Grid 3 of the images used in the experiments in chapter  5 
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Figure A.64. Grid 4 of the images used in the experiments in chapter  5 
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Figure A.65. Grid 5 of the images used in the experiments in chapter  5 
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Figure A.66. Grid 6 of the images used in the experiments in chapter  5 
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Figure A.67. Grid 7 of the images used in the experiments in chapter  5 
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Figure A.68. Grid 8 of the images used in the experiments in chapter  5 
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Figure A.69. Grid 9 of the images used in the experiments in chapter  5 
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Figure A.70. Grid 10 of the images used in the experiments in chapter  5 
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Figure A.71. Grid 11 of the images used in the experiments in chapter  5 
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Figure A.72. Grid 12 of the images used in the experiments in chapter  5 
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Figure A.73. Grid 13 of the images used in the experiments in chapter  5 
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Figure A.74. Grid 14 of the images used in the experiments in chapter  5 
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Figure A.75. Grid 15 of the images used in the experiments in chapter  5 
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Figure A.76. Grid 16 of the images used in the experiments in chapter  5 
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Figure A.77. Grid 17 of the images used in the experiments in chapter  5 
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Figure A.78. Grid 18 of the images used in the experiments in chapter  5 
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Figure A.79. Grid 19 of the images used in the experiments in chapter  5 
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Figure A.80. Grid 20 of the images used in the experiments in chapter  5 
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Figure A.81. Grid 21 of the images used in the experiments in chapter  5 
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Figure A.82. Grid 22 of the images used in the experiments in chapter  5 
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Figure A.83. Grid 23 of the images used in the experiments in chapter  5 
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Figure A.84. Grid 24 of the images used in the experiments in chapter  5 
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Figure A.85. Grid 25 of the images used in the experiments in chapter  5 
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Figure A.86. Grid 26 of the images used in the experiments in chapter  5 
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Figure A.87. Grid 27 of the images used in the experiments in chapter  5 
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Figure A.88. Grid 28 of the images used in the experiments in chapter  5 
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Figure A.89. Grid 29 of the images used in the experiments in chapter  5 
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Figure A.90. Grid 30 of the images used in the experiments in chapter  5 

196



Figure A.91. Grid 31 of the images used in the experiments in chapter  5 
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Figure A.92. Grid 32 of the images used in the experiments in chapter  5 
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Figure A.93. Grid 33 of the images used in the experiments in chapter  5 
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Figure A.94. Grid 34 of the images used in the experiments in chapter  5 
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Figure A.95. Grid 35 of the images used in the experiments in chapter  5 
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B. FACES
This appendix contains all the face images that were used to test for identification on all the
experiments combined.

202



Figure B.1. Grid 1 of the faces used in the experiments.
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Figure B.2. Grid 1 of the faces used in the experiments.
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Figure B.3. Grid 2 of the faces used in the experiments.
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Figure B.4. Grid 3 of the faces used in the experiments.
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Figure B.5. Grid 4 of the faces used in the experiments.
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Figure B.6. Grid 5 of the faces used in the experiments.
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Figure B.7. Grid 6 of the faces used in the experiments.
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Figure B.8. Grid 7 of the faces used in the experiments.
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Figure B.9. Grid 8 of the faces used in the experiments.
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Figure B.10. Grid 9 of the faces used in the experiments.
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Figure B.11. Grid 10 of the faces used in the experiments.
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C. INTERFACES
This appendix contains all the interfaces used in the process of testing and evaluating the
system.

C.1 IntoFocus Experiment Interfaces

The following interfaces were used in the IntoFocus experiments in chapter  3 .

Figure C.1. Interface of the IntoFocus experiment one in chapter  3 
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Figure C.2. Interface of the IntoFocus experiment two in chapter  3 
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C.2 Human Perception Study Experiment Interfaces

The following are the interfaces used in the chapter  4 .

Figure C.3. Interface of the first perception study in chapter  4 

216



Figure C.4. Interface of the second perception study in chapter  4 
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Figure C.5. Interface of the detection aspect of the perception study in chapter  4 

218



Figure C.6. Interface of the identification aspect of the perception study in chapter  4 
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C.3 Pterodactyl System Evaluation Interface

The following are the interfaces used in the chapter  4 .

Figure C.7. Interface of the experiment to evaluate the Pterodactyl system in chapter  5 
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D. CONSENT FORMS
This chapted contains all the consent forms used in the experiments in this dissertation.
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RESEARCH PARTICIPANT CONSENT FORM 

Alexander J. Quinn 

School of Electrical & Computer Engineering 

Purdue University 

What is the purpose of this study?  We are trying to learn how to enable people to view online videos and get 

some kinds of information from them without revealing the identities of the people in the videos. This 

research is being conducted by Abdullah Alshaibani and Alexander J. Quinn at Purdue University. 

 

What will I do if I choose to be in this study?  You will be given a near vision test.  If you have normal near 

vision (20/20), you will then be asked to view a few videos and tag people, objects and actions that you see. 

How long will I be in the study?  Participation is expected to last about 5 minutes per task. 

What are the possible risks or discomforts?  Exposure to sensitive video content is a potential risk. The videos 

may contain fictional depictions of violence, such as hitting, punching, kicking, or aiming guns at people.  

If you decide to participate, you may choose to stop at any time.  Loss of confidentiality (e.g., your personal 

information) is a potential risk.  The risks from participating are minimal, and no greater than in daily life. 

Are there any potential benefits?    This research is not designed to benefit you personally, but the results may 

help us build better systems for partial disclosure of videos (e.g., surveillance or police body camera videos) 

with the public. 

Will I receive payment or other incentive?  You will receive $0.75 for each task that you complete.  In addition, 

you will receive a bonus of $0.10 for each correct tag minus $0.10 for each incorrect tag.  The bonus cannot 

be less than $0.00 or more than $2.00.  You will be responsible for any taxes assessed on the compensation. 

Will information about me and my participation be kept confidential?   We will do our best to let you 

participate anonymously.  Your identity will never be shared.  All the collected data will be stored on 

password-protected server at Purdue, and may be retained indefinitely for possible use in future research.  

Project records will be accessible to the researchers (Alexander J. Quinn and Abdullah Alshaibani), and may 

also be reviewed by the departments at Purdue University that are responsible for regulatory and research 

oversight.  

What are my rights if I take part in this study?  Your participation in this study is voluntary.  You may choose 

not to participate.  If you agree to participate, you may withdraw your participation at any time without 

penalty or loss of benefits to which you are otherwise entitled. 

Who can I contact if I have questions about the study?  If you have questions, comments or concerns about 

this research project, please contact one of the researchers:  Alexander J. Quinn or Abdullah Alshaibani.  

If you have questions about your rights while taking part in the study or have concerns about the treatment 

of research participants, please call the Human Research Protection Program at (XXX) XXX-XXX, email 

(XXX) or write to:  

Human Research Protection Program - Purdue University  

Ernest C. Young Hall, Room 1032  

155 S. Grant St.,  

West Lafayette, IN 47907-2114  

Documentation of Informed Consent.  Clicking the “I agree” button below constitutes an electronic signature 

affirming that you are at least 18 years of age, you have read this consent form, all of your questions (if any) have 

been answered to your satisfaction, and you voluntarily agree to participate in this research study.  You may print 

a copy of this consent form. 

 

 

 

I agree I do NOT agree 

Figure D.1. The consent form used in the IntoFocus experiments in chapter  3 .
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RESEARCH PARTICIPANT CONSENT FORM 

IntoFocus Face Perception Study 

Alexander J. Quinn 

 School of Electrical & Computer Engineering 

Purdue University 
 

Key Information. Please take time to review this information carefully. This is a research study. 

Your participation in this study is voluntary which means that you may choose not to participate 

at any time without penalty or loss of benefits to which you are otherwise entitled. You may ask 

questions to the researchers about the study whenever you would like. If you decide to take part 

in the study, you will be asked to sign this form, be sure you understand what you will do and 

any possible risks or benefits. 
 

We are studying people’s ability to detect and recognize faces in images that have been blurred. 

The study will last for up to one hour.  You may stop at any time. 

 

What is the purpose of this study? We are trying to learn the difference between people’s 

ability to detect and identify faces in images. People are being asked to participate to define the 

levels of blur affect the perception of human faces and their locations. We would like to enroll a 

maximum of 200 people in this study. This research is being conducted by Abdullah Alshaibani 

and Alexander J. Quinn at Purdue University. 
 

What will I do if I choose to be in this study? You will be asked to look at blurred images on a 

computer and indicate (1) when faces can be detected, (2) locations of the faces, and (3) when 

the faces are clear enough to be recognizable to someone who knew the person in the image. 
 

How long will I be in the study? Participation is expected to last at most two hours.  You may 

stop at any time. 
 

What are the possible risks or discomforts? There are no greater risks than you would 

encounter in daily life. Breach of confidentiality is always a risk with data, but we will take 

precautions to minimize this risk as described in the confidentiality section. 
 

Are there any potential benefits?  This research is not intended to benefit you personally.  

However, we hope the research may someday lead to new online work opportunities for crowd 

workers. 
 

Will I receive payment or other incentive?  You will receive $20.00 for participating. 

You must sign a form with your name, address, and social security number (or other identifier). 

According to the rules of the Internal Revenue Service (IRS), payments that are made to you as a 

result of your participation in a study may be considered taxable income. 
 

Will information about me and my participation be kept confidential?  We will do our best 

to let you participate anonymously. Your identity will never be shared. All the collected data will 

be stored on password-protected server at Purdue, and may be retained indefinitely for possible 

use in future research. Project records will be accessible to the researchers (Alexander J. Quinn 

Figure D.2. The first part of the consent form used in the in lab portion of
the perception study experiments in chapter  4 .
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and Abdullah Alshaibani), and may also be reviewed by the departments at Purdue University 

that are responsible for regulatory and research oversight. 
 

What are my rights if I take part in this study? You do not have to participate in this research 

project.  If you agree to participate, you may withdraw your participation at any time without 

penalty. 
   
Who can I contact if I have questions about the study? If you have questions, comments or 

concerns about this research project, please contact one of the researchers: Alexander J. Quinn or 

Abdullah Alshaibani. 
 

To report anonymously via Purdue’s Hotline see www.purdue.edu/hotline  
 

If you have questions about your rights while taking part in the study or have concerns about the 

treatment of research participants, please call the Human Research Protection Program at (XXX) 

XXX-XXX, email (XXX) or write to:  

Human Research Protection Program - Purdue University  

Ernest C. Young Hall, Room 1032  

155 S. Grant St.  

West Lafayette, IN 47907-2114  

Documentation of Informed Consent 

I have had the opportunity to read this consent form and have the research study explained.  I 

have had the opportunity to ask questions about the research study, and my questions have been 

answered.  I am prepared to participate in the research study described above.  I will be offered a 

copy of this consent form after I sign it.   

 

______________________________________ _________________________ 

Participant’s Signature  Date 

  

______________________________________ 

Participant’s Name 

 

______________________________________ _________________________ 

Researcher’s Signature  Date 

 

  

Figure D.3. The second part of the consent form used in the in lab portion
of the perception study experiments experiments in chapter  4 .
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RESEARCH PARTICIPANT CONSENT FORM 

IntoFocus Face Perception Study 

Alexander J. Quinn 

 School of Electrical & Computer Engineering 

Purdue University 
 

Key Information. Please take time to review this information carefully. This is a research study. 

Your participation in this study is voluntary which means that you may choose not to participate 

at any time without penalty or loss of benefits to which you are otherwise entitled. You may ask 

questions to the researchers about the study whenever you would like. If you decide to take part 

in the study, you will be asked to sign this form, be sure you understand what you will do and 

any possible risks or benefits. 

 

We are studying people’s ability to detect and recognize faces in images that have been blurred. 

Participation is expected to last about 5 minutes.  You may stop at any time. 

 

What is the purpose of this study? We are trying to learn the difference between people’s 

ability to detect and identify faces in images. People are being asked to participate to define the 

levels of blur affect the perception of human faces and their locations. We would like to enroll a 

maximum of 500 people in this study. This research is being conducted by Abdullah Alshaibani 

and Alexander J. Quinn at Purdue University. 
 

What will I do if I choose to be in this study? You will be asked to look at blurred images on a 

computer and indicate (1) when faces can be detected, (2) locations of the faces, and (3) when 

the faces are clear enough to be recognizable to someone who knew the person in the image. 
 

How long will I be in the study? Participation is expected to last about 5 minutes.  You may 

stop at any time. 
 

What are the possible risks or discomforts? There are no greater risks than you would 

encounter in daily life. Breach of confidentiality is always a risk with data, but we will take 

precautions to minimize this risk as described in the confidentiality section. 
 

Are there any potential benefits?  This research is not intended to benefit you personally.  

However, we hope the research may someday lead to new online work opportunities for crowd 

workers. 
 

Will I receive payment or other incentive? You will receive $0.75 for participating. 
 

Will information about me and my participation be kept confidential?  We will do our best 

to let you participate anonymously. Your identity will never be shared. All the collected data 

will be stored on password-protected server at Purdue, and may be retained indefinitely for 

possible use in future research. Project records will be accessible to the researchers (Alexander J. 

Quinn and Abdullah Alshaibani), and may also be reviewed by the departments at Purdue 

University that are responsible for regulatory and research oversight. 
 

Figure D.4. The first part of the consent form used in the online portion of
the perception study experiments in chapter  4 and the online experiments in
the evaluation in chapter  5 .
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What are my rights if I take part in this study? You do not have to participate in this research 

project.  If you agree to participate, you may withdraw your participation at any time without 

penalty. 
   
Who can I contact if I have questions about the study? If you have questions, comments or 

concerns about this research project, please contact one of the researchers: Alexander J. Quinn or 

Abdullah Alshaibani. 
 

To report anonymously via Purdue’s Hotline see www.purdue.edu/hotline  
 

If you have questions about your rights while taking part in the study or have concerns about the 

treatment of research participants, please call the Human Research Protection Program at (XXX) 

XXX-XXX, email (XXX) or write to:  

Human Research Protection Program - Purdue University  

Ernest C. Young Hall, Room 1032  

155 S. Grant St.  

West Lafayette, IN 47907-2114  

Documentation of Informed Consent 

I have had the opportunity to read this consent form and have the research study explained.  I 

have had the opportunity to ask questions about the research study, and my questions have been 

answered.  I am prepared to participate in the research study described above.  I will be offered a 

copy of this consent form after I sign it.   

 
 

Figure D.5. The second part of the consent form used in the online portion
of the perception study experiments experiments in chapter  4 and the online
experiments in the evaluation in chapter  5 .
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