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the same row of the power grid (between supply (S) and ground (G) rails),
and hence the current flow for the switching events are in the same direction,
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results in opposing currents in the alternating cell rows leading to cancellation
in the H-field (which tends to be the dominant contributor to the EM leakage
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body below the skin and is picked up by the receiver electrode. On the other
hand, WBAN uses an antenna to radiate the signals wirelessly up to a larger
distance that can be picked up by a nearby eavesdropper. The privacy space
in case of EQS-HBC (< 0.15 m) is significantly improved by an order of
> 30×, compared to WBAN (∼5 m). The human figures were created using
the open-source software ‘MakeHuman’[  159  ]. The detailed anatomy of the
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measured QS leakage from the device hand is dominated by the leakage due
to the EQS-HBC transmitter, while the free hand leakage corresponds to QS
leakage due to the human body (HB) alone. . . . . . . . . . . . . . . . . . . 151
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 7.3 EQS-HBC Signal Transmission (VEQS−HBC) and Quasi-static Leakage (VQSL)
Signal Measurement with distance in time-domain using an oscilloscope, volt-
age probe, and an antenna. The transmission signal amplitude is 3.3 V. (a)
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very close proximity from the body (doff−body ∼ 0.01 m) (black curve). This
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and not through the air. (b) The EQS-HBC signal received at different loca-
tions of the body is ∼30 mV (green curve). Quasi-static Leakage around the
body is measured in air medium from both device hand (red curve) and free
hand (blue curve) respectively. The QS leakage (QSL) measurement set-up is
shown in Fig. 4.10. Note that for the EQS-HBC received signal measurement,
distance refers to the on-body distance between the transmit device and the
receiving electrode. In the case of leakage measurements here, it is the dis-
tance between the antenna and the corresponding hand for which the leakage
is measured. The free hand, although contains almost the same amount of
signal, leaks considerably lesser than the device hand, proving that human
body alone does not leak. However, the human body aids the transmit device
to leak (device hand leakage) by providing a low impedance closed path with
the earth ground, which will be discussed in the next experiments. . . . . . . 152
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 7.6 (a) EQS-HBC Measurement set-up with the shielded transmitter in the wrist
(device arm) and (b) its corresponding circuit model. The impedances for the
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The EQS-HBC received voltage is measured from the fingers of the device
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 7.10 (a) Simplified EQS-HBC Circuit model with the forward path components
lumped into a single impedance. (b) Effect of body impedance on the EQS-
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ABSTRACT

The huge gamut of today’s internet-connected embedded devices has led to increasing

concerns regarding the security and confidentiality of data. To address these requirements,

most embedded devices employ cryptographic algorithms, which are computationally secure.

Despite such mathematical guarantees, as these algorithms are implemented on a physical

platform, they leak critical information in the form of power consumption, electromagnetic

(EM) radiation, timing, cache hits and misses, and so on, leading to side-channel analysis

(SCA) attacks. Non-profiled SCA attacks like differential/correlational power/EM analysis

(DPA/CPA/DEMA/CEMA) are direct attacks on a single device to extract the secret key of

an encryption algorithm. On the other hand, profiled attacks comprise of building an offline

template (model) using an identical device and the attack is performed on a similar device

with much fewer traces.

This thesis focusses on developing efficient side-channel attacks and circuit-level low-

overhead generic countermeasures. A cross-device deep learning-based profiling power side-

channel attack (X-DeepSCA) is proposed which can break the secret key of an AES-128

encryption engine running on an Atmel microcontroller using just a single power trace,

thereby increasing the threat surface of embedded devices significantly. Despite all these

advancements, most works till date, both attacks as well as countermeasures, treat the

crypto engine as a black box, and hence most protection techniques incur high power/area

overheads.

This work presents the first white-box modeling of the EM leakage from a crypto hard-

ware, leading to the understanding that the critical correlated current signature should not

be passed through the higher metal layers. To achieve this goal, a signature attenuation

hardware (SAH) is utilized, embedding the crypto core locally within the lower metal layers

so that the critical correlated current signature is not passed through the higher metals,

which behave as efficient antennas and its radiation can be picked up by a nearby attacker.

Combination of the 2 techniques – current-domain signature suppression and local lower

metal routing shows > 350× signature attenuation in measurements on our fabricated 65nm

test chip, leading to SCA resiliency beyond 1B encryptions, which is a 100× improvement
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in both EM and power SCA protection over the prior works with comparable overheads.

Moreover, this is a generic countermeasure and can be utilized for any crypto core without

any performance degradation.

Next, backed by our physics-level understanding of EM radiation, a digital library cell

layout technique is proposed which shows > 5× reduction in EM SCA leakage compared to

the traditional digital logic gate layout design. Further, exploiting the magneto-quasistatic

(MQS) regime of operation for the present-day CMOS circuits, a HFSS-based framework is

proposed to develop a pre-silicon EM SCA evaluation technique to test the vulnerability of

cryptographic implementations against such attacks during the design phase itself.

Finally, considering the continuous growth of wearable and implantable devices around a

human body, this thesis also analyzes the security of the internet-of-body (IoB) and proposes

electro-quasistatic human body communication (EQS-HBC) to form a covert body area net-

work. While the traditional wireless body area network (WBAN) signals can be intercepted

even at a distance of 5m, the EQS-HBC signals can be detected only up to 0.15m, which is

practically in physical contact with the person. Thus, this pioneering work proposing EQS-

HBC promises > 30× improvement in private space compared to the traditional WBAN,

enhancing physical security. In the long run, EQS-HBC can potentially enable several ap-

plications in the domain of connected healthcare, electroceuticals, augmented and virtual

reality, and so on. In addition to these physical security guarantees, side-channel secure

cryptographic algorithms can be augmented to develop a fully secure EQS-HBC node.
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1. INTRODUCTION

1.1 Background of Side-channel analysis (SCA)

1.1.1 IoT Security

Cyber-physical systems are inter-connected or networked embedded systems interacting

with the environment. The core of the cyber-physical system is the cloud which provides

the necessary infrastructure to perform big data analysis. In the next level, we have the

computers and laptops, which still have a good amount of resources. Finally, there are edge

devices like smartwatches, smartphones, ear pods, SpO2 sensors, fitness trackers, or even

pacemakers, which are typically resource-constrained and forms the internet of things (IoT)

[ 1 ]. The Internet of Things (IoT) has been expanding continuously and is forecasted to reach

a $10 trillion economy by 2025 [ 2 ].

As the size of unit computing reduces and more smart devices are becoming part of this

IoT network [ 3 ], [ 4 ], [ 5 ], [ 6 ], [ 7 ], these devices need to be extremely resource-constrained (RC)

[ 8 ], [  9 ], [  10 ], [  11 ], [  12 ]. Now with the growing inter-connected RC-IoT devices, one weak point

of entry in this network might spread catastrophically over large areas leaking confidential

information to the attacker [  13 ]. Due to the energy, memory and compute capacity con-

straints, traditional security measures (for example, generating a session key through public

key encryption) are not always applicable in RC-IoT nodes [  9 ]. Recently, internet-of-body

(IoB) has emerged as a new paradigm which consists of wearable and implantable devices

in and around the human body [ 14 ], [  15 ], [  16 ], [  17 ],. Resource-constrained IoB (RC-IoB)

devices like insulin pumps or pacemakers are also vulnerable to many security vulnerabilities

[ 18 ]. Today, there are 50B connected IoT and IoB devices, and the numbers are only increas-

ing leading to smart homes and smart cars. However, none of these are smart without the

security of these devices. This has led to the growing cybersecurity market, which is worth

billions of dollars today (Fig.  1.1 ). Now, these IoT/IoB devices, when in possession of an

attacker becomes extremely vulnerable to physical side-channel analysis attacks.
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Global cybersecurity market forecast, 

2017-2023 (Billions of Dollars)

Source: Forbes.com

Figure 1.1. Cybersecurity market forecast

1.1.2 EM Hardware Security

Any device implemented on a physical substrate starts radiating through the EM emana-

tions. Such EM radiations can be used for both attacks to recover the secret cryptographic

key as well as in forensics and malware detection. In the domain of hardware security, we

have also seen a rise in the development of physically unclonable functions (PUFs) which

can be utilized for device authentication using physical radio frequency (RF) signatures [ 19 ],

[ 20 ], [  21 ]. EM signatures have been used to monitor the program execution at the granu-

larity of instructions, showing that we can distinguish between different operations like load

and store to memory, or distinguishing the divide instruction from multiplication or addition

operation [ 22 ]. Spectral profiling was utilized to recognize periodic loop activities and its

runtime, leading to malware detection using the EM signatures [ 23 ]. Recently, backscat-

tering side-channel using EM signature was introduced, which is used to detect hardware

trojans or counterfeiting of ICs [ 24 ].

Many real-world exploits utilizing power and electromagnetic side-channel analysis have

been demonstrated. Recently, the smart lighting system Philips Hue was hacked recently by

exploiting the underlying operating system, utilizing what is known as power side-channel

analysis [  13 ], allowing the attacker to perform over-the-air firmware updates. Recent dis-
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• Physical Possession

• Same Static Key for all devices → break one attack any

• Counterfeit e-cigarettes, Philips Hue attack

• Distinct Static Keys (i.e. no Session Key) → all data/messages are recovered

• Google Titan Security Key

• iPhone key recovery

• Distinct Time-varying Session Keys → information of one session only

• Remote Attack through Physical Coupling

• Distinct Time-varying Session Keys → information of one session only

• Software-based attacks on Intel/AMD processors through the Running Average Power Limit (RAPL) interface

• Multi-Tenant FPGA Ring Oscillator based attack through Power Coupling

• EM-Attack from Next Room

Figure 1.2. SCA attack application scenarios.

tributed denial of service (DDoS) attack by the Dyn DNS company demonstrated taking

control over millions of inter-connected webcams [ 25 ]. These attacks only show a small subset

of the wide range of vulnerabilities in many of the existing commercial resource-constrained

IoT devices.

1.1.3 Side-Channel Analysis

The growth of these low-cost resource-constrained internet-connected (IoT) devices is of

immense interest from a security perspective. As the systems become increasingly complex,

more potentially exploitable attack vectors emerge, leading to higher chances of security

vulnerabilities.

Hence, most of today’s embedded devices are equipped with cryptographic algorithms to

provide confidentiality and authenticity of data. However, these algorithms are implemented

on a physical substrate, which leak critical correlated information in the form of electromag-

netic (EM) radiation, power consumption, timing of the crypto operations, cache hits and

misses, and so on, leading to side-channel analysis (SCA) attacks. An attacker can utilize

this side-channel leakage information to extract the secret key.
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As multiple devices remain inter-connected within an IoT network, a small vulnerability

on one of the edge devices could prove extremely costly to the security of the entire large-scale

network. The different SCA attack application scenarios are shown in Fig.  1.2 . The attacks

can be classified as remote and physical. For the physical possession category of attacks, it

can be further classified into 3 classes. Firstly, for devices having the same static key for

all devices, some of the real-world attacks include counterfeiting of e-cigarette batteries, and

the attack on the Phillips Hue smart bulbs [ 13 ]. In this case, once a device is compromised,

all other devices are also compromised. For the second class of devices with distinct static

keys (without generation of session key, that is, no public key encryption), the particular

device under attack is only compromised. Real-world examples of this class include the

attack on Google Titan Security Key [  26 ], and key extraction from iPhone devices utilizing

EM SCA [  27 ]. In the final class of devices are the ones with varying session keys, from

which information from only one session can be extracted. Now, the remote SCA attacks

include software-based attacks on high performance Intel computing platforms utilizing the

running average power limit (RAPL) interface to extract the AES as well as RSA keys

from the software guard extension (SGX) enclave [ 28 ]. Moreover, with the advent of cloud

computing, multi-tenant FPGAs are being attacked utilizing ring oscillators through the

power coupling [  29 ], [  30 ], [  31 ]. Also, with the development of high gain antennas, we are

seeing increased long-distance EM SCA attacks on embedded devices [ 32 ], [ 33 ].

The flow of a traditional non-profiled power/EM SCA attack is shown in Fig.  1.3 . As the

device is performing encryptions, traces are collected from the crypto engine corresponding

to a set of chosen plaintexts or known ciphertexts (more practical assumption). Next, for

the algorithm, a point of attack is determined, which is typically the first or last round

for an AES implementation. Then, a hamming weight (HW) or a hamming distance (HD)

model is computed for each key byte. The HW model counts the number of ones on the

data bus, while the HD model computes the number of bits switching from one state to the

next. The HD model is more practical and typically used for most hardware implementations

(FPGAs/ASICs), while the HW model is a special case of the HD model and is mostly useful

for software implementations which have a reset phase between each encryptions. Finally,
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Figure 1.3. Flow of a traditional non-profiled SCA attack.

the measured power/EM SCA traces are correlated with the HW/HD model and the correct

key byte emerges as multiple traces are analyzed.

Hence, security considerations including power and EM side-channel leakage analysis,

should form a necessary part of the design life-cycle of all the embedded devices, even if it is

not a critical node of the IoT network. Despite these requirements, many existing embedded

devices do not employ SCA protection. This could be because of two main reasons: the

time to market and the cost. Firstly, the time to market is extremely important for an

industry and hence SCA attack protection schemes need to be scalable across technologies

and should be generic for all algorithms. Moreover, it is desirable to have a countermeasure

as a wrapper around the entire crypto core without any changes to the existing algorithms,

thereby also ensuring legacy protection. Secondly, the cost is related to the area, power and

throughput overheads of the countermeasure. Hence, a low-overhead energy-efficient generic

synthesizable countermeasure is necessary which can provide protection against both EM

as well as power SCA attacks. In this thesis, we perform a white-box analysis of the EM

leakage to root-cause the source of the EM radiation from a crypto IC, leading to the design

of a current domain signature attenuation (CDSA) hardware with local lower-level metal

routing to protect against both EM as well as power SCA attacks.
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Side-Channel Attacks & Defenses

Electro-quasistatic (EQS) HBC
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X-DeepSCA: Cross-device deep learning side channel attack

[DAC 2019]
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human body communication

[Nat. Sci. Rep 2019, Spectrum 2020, EMBC 2018]

STELLAR: A Generic EM Side-Channel Attack Protection 

through Ground-Up Root-cause Analysis

[HOST 2019 (Best Student Paper), MWSCAS 2020, D&T 2021]

EM SCA White-box Analysis Based Reduced Leakage Cell 

Design and Pre-Silicon Evaluation

(under review)

EM and power SCA-resilient AES-256 through current-

domain signature attenuation
[TCAS-I 2018, ISSCC 2020, JSSC 2021, HOST 2017 (Best Paper)]

Deep Learning Side-Channel Attack Resilient AES-256 using 

current-domain signature attenuation

[CICC 2020, Cryptography 2020]

Security of 

EQS-HBC

Figure 1.4. Overview of the thesis

1.2 Key Contributions of my thesis

The three main pillars for enabling a secure and efficient cyber-physical system are intel-

ligence (compute), connectivity (communication), and security. In this dissertation, I have

focused on both secure computation as well as secure communication. The outline of my

dissertation is shown in Fig.  1.4 .

1.2.1 Advanced Machine Learning based SCA attacks

On secure computation, I have proposed advanced deep-learning based cross-device side-

channel attacks on encryption devices [  34 ], [  35 ], [  36 ], which increased the threat surface for

embedded devices significantly. This forms the Chapter  2 of this thesis.

1.2.2 White-box analysis of the EM SCA leakage

Next, a white-box analysis of the electromagnetic (EM) side-channel leakage is performed

to understand the root-cause of the EM radiation from the integrated circuits (ICs). This

forms the Chapter  3 of this thesis.
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1.2.3 Reduced EM Leakage Cell Design and Pre-Silicon Evaluation

With a thorough understanding of the genesis of the EM leakage [  37 ], [  38 ], this thesis

proposes a reduced EM leakage cell design along with a pre-silicon EM SCA evaluation

framework [ 39 ]. This is presented in Chapter  4 of this thesis.

1.2.4 EM & Power SCA Countermeasure in 65nm CMOS

Equipped with this white-box understanding of the EM leakage from a crypto IC,

physical-layer defenses are proposed in the circuit level, which achieves the highest side-

channel security till date with low power and area overheads [  40 ], [ 41 ], [  42 ], [  43 ], [ 44 ], [  45 ],

[ 46 ]. This is demonstrated in Chapter  5 of this thesis.

1.2.5 Evaluation of the Countermeasure against Deep Learning SCA

The proposed circuit to prevent both EM as well as power SCA attacks have been verified

against the state-of-the-art machine-learning (ML) SCA attacks [  47 ]. This is presented in

Chapter  6 of this thesis.

1.2.6 Physical Security of Human Body Communication

Finally, my work pioneered and analyzed the security of electro-quasistatic human body

communication (EQS-HBC) to transmit sensitive data at lower frequencies in the EQS regime

so that the EM radiation is minimized & the physical security of HBC is maximized compared

to the traditional fundamentally radiative wireless body area networks WBANs [ 48 ], [ 14 ],

[ 49 ], [ 50 ], [ 51 ], [ 52 ], [ 53 ], [ 54 ], [ 55 ], [ 56 ], [ 57 ]. This forms the Chapter  7 in this thesis.

1.3 Thesis Organization

The thesis is organized as follows. First, in Chapter  2 , we present the X-DeepSCA attack

on an AES-128 encryption engine. Next, in Chapter  3 , the root-cause analysis of the EM SCA

leakage is investigated leading towards the our proposed STELLAR technique. Following

this, Chapter  4 presents a reduced EM leakage cell design for SCA security, along with the
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pre-silicon EM SCA evaluation framework. Chapter  5 presents a current domain signature

attenuation hardware (CDSA), which is a low-overhead generic countermeasure with on-

chip demonstration to prevent against both EM as well as power SCA attacks. Chapter  6 

analyzes the deep-learning attack resilience of the CDSA countermeasure. In Chapter  7 , we

investigate the physical security properties of the EQS-HBC communication system. Finally,

Chapter summarizes and concludes the thesis.
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2. ADVANCED MACHINE LEARNING SCA ATTACKS ON

EMBEDDED DEVICES

Most of the materials in this chapter have been extracted verbatim from the paper:

1. Debayan Das, Anupam Golder, Josef Danial, Santosh Ghosh, Arijit Raychowdhury,

Shreyas Sen, X-DeepSCA: Cross-device deep learning side channel attack, IEEE/ACM Design

Automation Conference (DAC), 2019.

This work, for the first time, demonstrates Cross-device Deep Learning Side-Channel At-

tack (X-DeepSCA), achieving an accuracy of > 99.9%, even in presence of significantly higher

inter-device variations compared to the inter-key variations. Augmenting traces captured

from multiple devices for training and with proper choice of hyper-parameters, the proposed

256-class Deep Neural Network (DNN) learns accurately from the power side-channel leak-

age of an AES-128 target encryption engine, and an N-trace (N ≤ 10) X-DeepSCA attack

breaks different target devices within seconds compared to a few minutes for a correlational

power analysis (CPA) attack, thereby increasing the threat surface for embedded devices

significantly. Even for low SNR scenarios, the proposed X-DeepSCA attack achieves ∼ 10×

lower minimum traces to disclosure (MTD) compared to a traditional CPA.

2.1 Background

This chapter focuses on the power SCA attacks. Non-profiled SCA attack techniques

include differential and correlational power/EM analysis (DPA/CPA/DEMA/CPA), which

have been utilized to break many real-world encryption devices [ 58 ]–[ 60 ]. These are direct

attacks on encryption devices and requires thousands of traces to break an efficient crypto

implementation. On the other hand, profiled SCA attacks comprise of two stages: profiling

and attack [ 61 ]–[ 63 ]. In the profiling phase, multiple traces from an identical device are

collected by varying sub-keys (part of the cryptographic key), and a model is built. The

entire heavylifting is thus off-loaded to the training phase, which happens offline prior to

the attack phase (Fig.  2.1 ). During the attack stage, the model is utilized to classify each
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Figure 2.1. Summary of Non-profiled and Profiled Attacks

sub-key of the device under attack. The attack requires as low as a single trace to recover

the correct key. The summary of the comparison of the non-profiled and profiled attacks is

shown in Fig.  2.1 .

In recent years, various machine-learning (ML) techniques have been evaluated to perform

profiling power SCA attacks [ 64 ]–[ 66 ]. Although successful attacks have been shown, these

ML techniques require pre-processing of the traces with proper time-alignment. In 2017,

Cagli et al. [  67 ] proposed a deep-learning based approach utilizing convolutional neural

networks (CNNs) to provide an end-to-end profiling strategy, even in the presence of trace

misalignments. Masking-based countermeasures were also shown to be broken using neural

networks [ 68 ], [  69 ]. Deep learning based SCA attacks does not require extensive statistical

analysis to identify the points of leakage, in contrast to the template attacks. Also, as the

dimensions of the data increase, ML SCA attacks become more prominent compared to the

template attacks [  65 ]. Deep Learning (DL) based SCA is still a new research paradigm [  70 ]

and all the previous works till date have focused on evaluating and improving the

attack on the same device which has been used to train the neural network.

This work, for the first time, demonstrates a Cross-Device Deep Learning based Side-

Channel Attack (X-DeepSCA) using a 256-class DNN. Figure  2.2 (a) shows the measured cross-

device variations in the form of a histogram (red plot) of the absolute difference between the
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samples at the same time index of the averaged traces from 2 different devices (TR1, D1)

running the same software implementation of AES-128. For the device TR1, the green

curve shows the histogram of the variation between 2 different key bytes (classes). We see

that the inter-device variations for the same key are significantly higher than the inter-key

variations of the same device, which makes the cross-device attack particularly challenging.

The confusion matrices in Figure  2.2 (b) show that although the test accuracy on the same

device (DNN trained with device TR1 and tested with unseen traces from the same device)

is very high (red dots represent the misclassified key bytes), the accuracy on a different test

device (D1) is significantly lower. Hence, training with one profiling device overfits to that

particular device leakage and may not be able to generalize well to other devices.

Hence, in this work, we augment traces from multiple profiling devices (Figure  6.1 (b)) and

build a DNN architecture to perform cross-device deep-learning based power side-channel

analysis (X-DeepSCA) attack. In addition, we analyze the individual class (key byte) accura-

cies and demonstrate the practicality of an N-trace (N ≤ 10) X-DeepSCA attack to achieve

> 99.9% success of attack. Finally, we study the effect of varying SNR scenarios, and show

that the X-DeepSCA attacks require ∼ 10× lower number of traces to attack (minimum traces

to disclosure: MTD) than the traditional correlation power analysis (CPA) attacks [  71 ].

In summary, the key contributions of this work are:

• A combination of designing the appropriate 256-class DNN with proper choice of the

hyperparameters to prevent overfitting, utilizing traces from multiple devices (TR1−4)

during training, coupled with the proposed N-trace attack leads to the first successful

demonstration of a cross-device deep-learning SCA (X-DeepSCA) attack.

• Using the Keras library with a Tensorflow backend [  72 ], we show that the single-trace

X-DeepSCA attack using the DNN model achieves an average accuracy of > 99.9% for

all the test devices (D1−4) under attack using 200K total traces for the training (Sec.

3).

• Further, we investigate the individual class accuracies by introducing a measure of

entropy, leading to the proposed N-trace X-DeepSCA attack to guarantee > 99.9%

attack success with N ≤ 10 encryptions (Sec. 4).
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Figure 2.2. (a) Histogram plot showing that the mean of device-to-device
variations of the power traces is significantly higher than the mean of key-to-
key (class) variations for one device. 40 traces with 3000 time samples each
were used in each case. (b) Training with one device (TR1), the 256-class DNN
is able to classify unseen test traces from the same device (TR1) accurately as
seen from the confusion matrix, while it does not generalize for other devices
and misclassifies many test traces from a different device (D1).

• Finally, we show that the X-DeepSCA attack performs > 10× better in terms of MTD,

with different signal-to-noise ratio (SNR) scenarios, reducing the time of attack from

minutes to seconds (Sec. 5).

2.2 Related Work

Template-based profiling power SCA attacks are extremely powerful as they can poten-

tially break the encryption key within a few encryption traces [  61 ], [ 73 ]. Recently, machine

learning (ML) based profiling attacks have been studied extensively [ 64 ]–[ 66 ], [  74 ]–[ 76 ]. These

ML-based attacks use supervised learning models like the support vector machine (SVM),

Self-Organizing Map (SOM) or Random Forest (RF) for classification.
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Figure 2.3. (a) Trace Capture Set-up using the Chipwhisperer platform. (b)
Traces are captured from multiple Atmega microcontroller devices (TR1−4)
for training a DNN so that the model is able to generalize to any other target
device (D1−4).

Deep neural networks (DNNs) have generated significant interest in the recent years. It

has been shown that the clock-jitter based countermeasures against power/EM SCA can be

broken using a convolutional neural network (CNN) [  67 ], [ 70 ], [ 77 ]. Also, masking based

countermeasures have been shown to be broken with neural networks [ 68 ], [ 69 ].

A summary of the related works is shown in Table  2.1 . Most of the existing works [  61 ],

[ 65 ]–[ 68 ], [  74 ]–[ 76 ] on profiling attacks have tested their attack on the same device used

for the template generation. [  73 ], [  78 ], [  79 ] have evaluated cross-device template-based

attacks (TA) using statistical multivariate analysis, Principal Component Analysis (PCA),

Mutual Information Analysis (MIA) and Linear Discriminant Analysis (LDA). [  80 ] showed

a multi-device profiling using statistical TA.

However, none of the ML-based works have focused on the cross-device attacks yet. Also,

the previous works based on neural networks (NNs) have evaluated their models with the

same device used for training. We have seen in Figure  2.2 (a), the inter-device variation

is typically much higher than the inter-key (or inter-class) variations. Hence, a NN model
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Table 2.1. Overview of the Related Works on Profiling Attacks

Train/Test Scenario Profiling SCA Attacks Classifier

Train and Test with the 

same Device

[61], [65], [66], [67], [68], 

[69], [74], [75], [76] 

SVM, RF, FCN, 

CNN, Statistical TA

Train with one device and 

Test with different Device

[73], [78], [79] PCA/LDA, MIA, 

Statistical TA

Training with multiple 

devices, test with 

different devices

[80] Statistical TA

This Work* DNN

*First Cross-deviceDeep-Learning Side-Channel Attack

evaluated against the same device may not necessarily work well on a different target device.

This work shows the first cross-device profiling attack using a deep neural network (DNN).

To train a neural network, the typical leakage models used for the power consumption are

the Hamming Weight (HW) model (9-class classification), and the identity (ID) model (256-

class classification) [ 70 ]. In this work, we use the identity model for 256-class classification

and train our DNN to learn the leakage information accurately. For all the analyses shown in

this work, the attacks are performed on the 1st key byte of the AES-128 encryption engine.

Also, most of the previous NN models have been evaluated on the available DPA

v4 contest dataset, or the newly published ASCAD database [  77 ] which, to the best of our

knowledge, do not contain traces from multiple devices. Hence, to evaluate our cross-

device attack, we built a new database by capturing traces from multiple devices using the

Chipwhisperer platform (Figure  6.1 (a)). Separate sets of Atmega microcontrollers (Figure

 6.1 (b)) running AES-128 are used for profiling and testing the X-DeepSCA attacks.

2.3 Single Trace X-DeepSCA Attack

In this section, we evaluate a single-trace X-DeepSCA attack. A 256-class classifier is

necessary to perform a single-trace cross-device SCA attack (X-DeepSCA). However, designing

a 256-class classifier is significantly more difficult compared to the HW-based 9-class classifier.
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Figure 2.4. Architecture of the proposed Fully Connected DNN for X-
DeepSCA. The input layer consists of N = 500 neurons. The 1st fully-connected
(FC) hidden layer consists of 200 hidden neurons, followed by Batch Normal-
ization, Rectified Linear Unit (ReLU) activation, and a dropout layer. The 2nd

hidden layer is similar without the dropout layer. Finally, the output layer has
256 neurons for predicting the correct key byte utilizing the softmax function.
If the traces are not aligned in time, a convolutional layer as the input layer
would be required. In this work, we use the Fully Connected DNN as the
traces captured from the Chipwhisperer are time-aligned.

Hence, choice of the hyperparameters like the learning rate, number of hidden neurons,

dropout, are extremely critical to prevent overfitting or underfitting.
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2.3.1 DNN Architecture

Figure  2.4 shows the architecture of the proposed fully-connected (FC) DNN for the

X-DeepSCA attack. Note that, for our work, the traces collected from the Chipwhisperer

platform are time-synchronized and hence use of a convolutional layer is not necessary.

Although the captured traces from the AES-128 encryption engine (clocked at 7.37 MHz)

had 3000 time samples (ADC sampling frequency of 29.48 MHz) for an entire encryption

operation, it was initially fed to the DNN and verified that the network learns accurately from

the points of leakage (cross-verified using a CPA attack) within the first 200 time samples

for the 1st key byte under attack. After this verification 

1
 , to reduce the model complexity

(and the time for training the DNN), only the first 500 time samples from each power trace

were fed to the DNN.
1

 ↑ It is also worth noting that the DNN model can also serve as a leakage assessment tool for cryptographic
devices.
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Figure 2.6. (a) Training and Validation Accuracy of the DNN reaches ∼ 100%
within 25 epochs and does not show any overfitting. (b) Loss function of the
DNN for both the training/validation sets. Note that training and validation
have been performed with data from all the 4 devices (TR1−4).

The first FC layer of the DNN consists of 200 neurons, and increasing the number of

hidden neurons may lead to overfitting. Batch normalization layer [  81 ] and the dropout

layers provide regularization to prevent overfitting and encourage generalization to unseen

data. The Rectified Linear Unit (ReLU) is used as the non-linear activation function to

learn non-linear mappings from the input to the output. The second FC layer is similar

without the dropout layer, and is finally followed by the output layer with 256 neurons,

which predicts the correct key byte in a single trace utilizing the softmax function. The loss

function used was categorical cross-entropy, optimized with the Adam algorithm and with a

batch size of 32.

Figure  2.5 (a, b) shows the effect of some of the hyper-parameters of the DNN model

on the accuracy of a different test device. Figure  2.5 (a) shows that a learning rate of 0.01

provides the maximum test accuracy, while a higher learning rate could lead to overfitting

resulting in reduced test device accuracy. From Figure  2.5 (b), we see that even in case of

low dropout, the test accuracy remains high, which implies that the data gathered from the

real-world devices has sufficient electronic noise. However, dropout more than 30% leads to

reduced classification accuracy.
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X-DeepSCA Attack Performance on Multiple Test Devices
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Figure 2.7. Attack Accuracy on the test devices (D1−4) with the DNN model
trained with varying number of training traces gathered from the 4 training
devices, where each of them (TR1−4) contributed equally .

To train the DNN, for all our experiments (unless otherwise mentioned), 10K traces

(equally distributed for all the 256 possible values for the 1st key byte (classes) with a fixed

plaintext) from each of the four devices were augmented together, and 20% of the total

number of traces were kept for validation of the DNN during the profiling phase.

2.3.2 Performance Analysis of Single-Trace X-DeepSCA Attack

Figure  2.6 (a,b) shows the training and validation accuracies of the DNN. We can see that

the DNN model reaches an accuracy of > 99.9% within 25 epochs and also that the training

and validation loss approach 0. The validation set accuracy remains almost same as that of

the training set, implying that the DNN model is not overfitting. Note that the validation

loss is lower since the dropout layer is present during training and not for the validation.

Figure  2.7 shows the performance of the trained DNN model on the test devices (D1−4)

with varying number of training traces, drawn equally from all the four devices (TR1−4)
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Figure 2.8. Confusion matrix for each of the test devices (D1−4). At most 3
key bytes out of the 256 (∼ 99% overall accuracy) are getting misclassified for
each of the test devices, with the DNN model trained with 10K traces from
each of the 4 training devices (TR1−4).

reserved for training. The X-DeepSCA attack on all the 4 test devices shown reaches 99%

accuracy with 40K training traces, and > 99.9% with 200K training traces in total(drawn

equally from each of TR1−4).

Note that for the test devices, traces are collected for different keys to evaluate the

accuracy of all the classes (key bytes). Figure  2.8 (a-d) shows the confusion plots on the test

devices (D1−4) after training with 40K traces (10K from each of the 4 training devices). As
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Attack Accuracy on Multiple Test Devices 

with varying number of training devices
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Figure 2.9. Effect of augmenting traces from Multiple Devices during train-
ing: As the number of devices is increased, the DNN model generalizes well to
new devices (D1−4) and hence the accuracy improves and reaches 99% with 4
training devices (TR1−4 - 10K traces each).

expected, for all the test devices, we see that at most 3 key bytes are misclassified (marked

in red, outside the diagonal line) out of the all 256 different key bytes.

Figure  2.9 shows the effect of augmenting traces from multiple devices (with 10K traces

each) for training the DNN. We see that with only 1 training device, the accuracy on a test

device goes to ∼ 80%, while it increases to ∼ 99% after augmenting traces from all the 4

training devices with only 10K traces captured from each device.

2.4 N-Trace X-DeepSCA Attack

In the previous section, we have shown that a single-trace X-DeepSCA attack with an

accuracy of > 99.9% (averaged over all the 256 classes) can be performed on a test device,

with 200K training traces (equally from each of the devices TR1−4) used to build the DNN
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Test Accuracy Distribution of Individual Key Bytes
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Figure 2.10. Individual Key Byte (Class) Accuracy Distribution for the test
device D4 (showed the worst average accuracy out of the D1−4): The black
plot represents the accuracy for each key byte, and the red plot denotes the
maximum percentage of a particular class misprediction for the test device
D4. (a) With 1-device training (TR1 - 10K traces), for some of the key bytes
the black and red curves overlap, while (b) with 4-device (TR1−4 - 10K traces
each) training, there is a significant reduction in the measure of entropy and
an N-trace attack would be able to predict even the lowest accuracy key byte
with high success probability (refer to Fig.  2.11 ).
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model. In this section, we analyze the individual class (key byte) accuracies to evaluate the

practicality of a single-trace attack.

2.4.1 Individual Key Byte Accuracy

Figure  2.10 (a, b) shows the individual key byte (class) accuracies and the percentage

of the misclassified key byte with the highest occurrence in prediction (for every key byte

class) for the test device D4 (as it showed the lowest accuracy of the 4 test devices and

poses the worst case scenario for an attacker). The separation between the class accuracy

(Kpred = Ktarget) and the maximum percentage of the mispredicted class (the particular key

byte which is wrongly predicted maximum number of times - Kx 6= Ktarget) gives a measure

of the entropy (ηKtarget) of the X-DeepSCA attack, as shown in Eqn. 1,

ηKtarget = 1 −
[

|Kpred = Ktarget|
|Ktotal|

− argmax(|Kpred = Kx| : Kx 6= Ktarget)
|Ktotal|

]
(2.1)

where, Kpred represents the predicted key byte, Ktarget is the target key byte, Kx is any other

key byte (mispredicted) which has the maximum occurrence for the Ktarget class, and |Ktotal|

denotes the total number of queries (traces) for that particular Ktarget class.

Figure  2.10 shows that training with 4 devices has significantly lower entropy (ηKtarget)

compared to 1-device training. Also, we see from Figure  2.10 that although the test device

D4 achieves an average accuracy of > 99% (most of the key bytes can be broken with a

single-trace), as seen from Figure  2.7 ,  2.9 , the minimum accuracy of few key byte drops

below 80%. Hence, although the single-trace attack will succeed on most key bytes, it may

not work for a few key bytes, and a multi-trace attack is required.
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Figure 2.11. N-trace X-DeepSCA Attack: Number of traces required by an
attacker to achieve a confidence of 99.9%. Even for classes with low accuracies,
the N-trace X-DeepSCA attack would reveal the correct key byte within N ≤ 10
traces, as long as the individual class accuracy remains higher than the % of
maximum mispredicted key byte for that class.

2.4.2 Success Probability of the N-trace X-DeepSCA attack

Using the concept of majority voting, we propose an N-trace X-DeepSCA attack. The

number of encryption traces required to gather in order to achieve a confidence (probability

of success) of 99.9% can be mathematically derived, as shown in Eqn. 2 (valid for N ≥3):

Pr(Maj(N) = Ktarget) =
N∑

x=2
Pr(x)

=
N∑

x=2

(
N

x

)
px(1 − p)N−x

255P N−x

255N−x
(2.2)

where, Pr(Maj(N) = Ktarget) gives the probability of a successful target key recovery using

the majority voting with N traces, p is the single-trace test accuracies for each class (key

byte value), P represents the permutation operator. Note that the underlying assumption of

Eqn. 2 is that the class accuracy and the class misprediction distributions are uniform, and
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X-DeepSCA: Effect of Averaging on Test Accuracy
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Figure 2.12. (a) Number of traces (averaged) required for a successful X-
DeepSCA attack (with > 99.9% accuracy) in different SNR scenarios. For
SNR=20dB, averaging with less than 10 traces is sufficient to achieve > 99.9%
accuracy, while it requires ∼ 100 traces for SNR=10dB, and ∼ 1000 traces for
SNR=0 dB to be averaged over to achieve the 99.9% accuracy. (b) Comparison
of the X-DeepSCA attack with traditional CPA attack shows a lower MTD for
X-DeepSCA for all SNRs.

there is no overlap between them for any of the individual key bytes. Hence, as seen from

Figure  2.10 (b), majority voting works as the entropy is reduced, and even for the lowest

accuracy key byte (with 70% accuracy, p = 0.7), N-trace X-DeepSCA attack achieves an

accuracy (success probability) of 99.9% with N ≤ 10 encryptions, as shown in Figure  2.11 

(derived from Eqn. 2).

2.5 Discussions

2.5.1 X-DeepSCA Attack: Effect of SNR Variation

Now, we evaluate the effect of varying Signal-to-Noise Ratio (SNR) on the efficacy of

the X-DeepSCA attack. Figure  2.12 (a) shows the number of traces required to average for a

successful X-DeepSCA attack with > 99.9% accuracy on the test device D1 using the training

set with TR1−4 (10K traces each). Figure  2.12 (b) shows that the number of traces required

to retrieve the correct key byte of the AES-128 engine under attack is ∼ 10× lower than the
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traditional CPA attack (at the 1st round S-box output using Hamming Weight(HW) leakage

model) for different levels of SNR.

2.5.2 Future Work

For the future scope of this work, the efficacy of the proposed X-DeepSCA attacks can be

further improved if we can guarantee that the accuracy of each key byte and the mispredicted

classes for that key byte are uniformly distributed. This could be achieved by ensuring that

the DNN has minimum bias during a misclassification, which would lower the number of

traces (N) required for a successful N-trace X-DeepSCA attack. Overall, the proposed attack

can put a huge dent to the security of embedded devices.

2.6 Conclusions

For the first time, this work shows a Cross-device Deep Learning based Side-Channel

Analysis (X-DeepSCA) attack. Utilizing multiple (4) devices for training a fully-connected

DNN, results showed that an average accuracy of 99.9% can be achieved with all the 4 test

devices using 200K training traces, showing the possibility of a single-trace attack. However,

deeper analysis utilizing the proposed measure of entropy revealed that few individual key

bytes had lower accuracies, and hence an N-trace X-DeepSCA attack (N ≤ 10) is proposed

to break the key with > 99.9% confidence. Finally, we show that for varying SNR scenarios,

the proposed X-DeepSCA attack achieves ∼ 10× lower MTD, which breaks the target devices

within seconds compared to a few minutes for the traditional CPA attack, increasing the

threat surface significantly.

In the next chapter, we will look into the white-box analysis of the EM SCA leakage

from a crypto IC to develop an energy-efficient countermeasure against both power as well

as EM SCA attacks.
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3. STELLAR: EM SIDE-CHANNEL ATTACK PROTECTION

THROUGH GROUND-UP ROOT-CAUSE ANALYSIS

Most of the materials in this chapter have been extracted verbatim from the paper:

1. Debayan Das, Mayukh Nath, Baibhab Chatterjee, Santosh Ghosh, Shreyas Sen, STEL-

LAR: A Generic EM Side-Channel Attack Protection through Ground-Up Root-cause Analy-

sis, IEEE International Symposium on Hardware Oriented Security and Trust (HOST), 2019.

The threat of side-channels is becoming increasingly prominent for resource-constrained

internet-connected devices. While numerous power side-channel countermeasures have been

proposed, a promising approach to protect the non-invasive electromagnetic side-channel

attacks has been relatively scarce. Today’s availability of high-resolution electromagnetic

(EM) probes mandates the need for a low-overhead solution to protect EM side-channel

analysis (SCA) attacks. This work, for the first time, performs a white-box analysis to root-

cause the origin of the EM leakage from an integrated circuit. System-level EM simulations

with Intel 32 nm CMOS technology interconnect stack, as an example, reveals that the

EM leakage from metals above layer 8 can be detected by an external non-invasive attacker

with the commercially available state-of-the-art EM probes. Equipped with this ‘white-box’

understanding, this work proposes STELLAR: Signature aTtenuation Embedded CRYPTO

with Low-Level metAl Routing, which is a two-stage solution to eliminate the critical signal

radiation from the higher-level metal layers. Firstly, we propose routing the entire crypto-

graphic core within the local lower-level metal layers, whose leakage cannot be picked up

by an external attacker. Then, the entire crypto IP is embedded within a Signature Atten-

uation Hardware (SAH) which in turn suppresses the critical encryption signature before

it routes the current signature to the highly radiating top-level metal layers. System-level

implementation of the STELLAR hardware with local lower-level metal routing in TSMC

65 nm CMOS technology, with an AES-128 encryption engine (as an example cryptographic

block) operating at 40 MHz, shows that the system remains secure against EM SCA attack

even after 1M encryptions, with 67% energy efficiency and 1.23× area overhead compared

to the unprotected AES.
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Figure 3.1. EM Side-Channel attack Overview.

3.1 Background

3.1.1 Preliminaries

The EM analysis attack is a prominent non-invasive side-channel attack (SCA) on cryp-

tographic ICs and has been demonstrated over the last decade [ 32 ], [ 82 ]. The EM analysis

attack is typically performed in two phases. In the first phase, the attacker collects the EM

emanations using an EM probe optionally connected to a low-noise amplifier (LNA) placed

in the vicinity of the encryption device under attack. In the second phase, the collected EM

traces are subjected to simple (SEMA) or differential EM analysis (DEMA) [  83 ] to extract

the secret key of the encryption device.

Figure  3.1 shows how a EM side-channel attack is performed. Initially, the EM emana-

tions of the device performing encryption is measured in an oscilloscope or a high-resolution

analog-to-digital converter (ADC), and the EM traces (T ) are collected over varying input

plain-texts for the same secret key. Next, for a correlational EM analysis (CEMA) [ 84 ],

a hypothetical EM leakage model like the Hamming distance matrix (H) is built which

contains the expected EM leakage of the device performing a particular operation during

encryption (like the S-box operation in the first round of AES), over the given plain-texts
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with all possible key bytes. This reduces the key search space of the AES-128 to 28=256

possibilities for each byte of the secret key. Finally the correlation co-efficient (ρT H) between

the EM hypothesis (H) and the obtained traces (T ) is calculated over time. One significant

advantage of CEMA (or, CPA for power analysis) is that the precise knowledge of the time

instance when the targeted operation occurs is not required, since ρT H can be calculated at

each sampling point of the trace. The key byte showing the maximum correlation represents

the correct key byte. Repeating the process 16 times reveals the entire 128 bits of the secret

key.

Real-world examples of EM SCA include the counterfeiting of e-cigarette batteries by

stealing the secret encryption keys from the authentic batteries to gain market share. In

general, electromagnetic analysis attacks can be used to extract the hidden key from the

boot-loader of any embedded VLSI device [ 32 ], [ 82 ], [ 85 ].

3.1.2 Motivation

Power and EM SCA attacks on encryption ICs have gained tremendous importance

over the last decade [  86 ], [  87 ], [  85 ], [  88 ]. Although researchers have mainly focused on

countermeasures against power SCA, preventing EM attacks is gaining more prominence

in the present era of IoT, due to the availability of commercial inexpensive EM probes.

Being in the close proximity of the encryption device, the EM side-channel leakage can be

captured non-invasively using low-cost EM probes, in contrast to the requirement for physical

probing in power analysis attacks. Hence, a low-overhead generic countermeasure that can

be commonly utilized for both power and EM side-channel resilience is extremely necessary.

This work performs a ground-up analysis to root-cause the origin of the EM leakage in

an integrated circuit (IC). After identifying the source of the EM leakage, we investigate

the existing state-of-the-art power and EM SCA countermeasures that can be utilized for

protecting the cryptographic IC. Among the existing countermeasures, the recently proposed

Attenuated Signature Noise Injection (ASNI) [  42 ] is a generic and low-overhead solution to

protect against power SCA. In this work, we propose STELLAR: Signature aTtenuation

Embedded CRYPTO with Low-Level metAl Routing, utilizing Signature Attenuating
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Hardware (SAH) to embed the entire cryptographic IP of an electronic system with local

low-level metal routing and thereby significantly attenuate the signature before it reaches

the top metal layers of the chip, which leaks critical information through EM side-channels.

In this article, as an application of the proposed countermeasure, we focus on a 128-bit

AES engine. Correlational EM analysis (CEMA) with Hamming distance (HD) model [ 84 ]

is employed for the attack.

3.1.3 Contribution

Specific contributions of this chapter are:

• This work, for the first time, performs a ground-up root-cause analysis to develop the

fundamental understanding, i.e. a ‘white-box model’ of the key source of EM infor-

mation leakage from the current path of a cryptographic IC. System-level simulations

using Ansoft HFSS for 32 nm Intel CMOS technology, as an example, reveals that EM

leakage is detectable using state-of-the-art commercial probes from metal layers only

higher than 8.

• To eliminate the critical signature radiation from the higher-level metal layers, a two-

stage solution, named STELLAR, is proposed. (1) Electromagnetic field Suppression:

The cryptographic IP is routed through the local lower-level metal layers, reducing

EM leakage. However, due to its high routing resistance, low-level routing could only

be local and cannot be routed to the metal pads of the chip. This calls for the (2)

Signature Suppression: The encryption signature needs to be highly suppressed, using

local circuity that embeds the sensitive CRYPTO block inside it, before the current

signature is routed to the global higher metal layers. A combined effect of Local EM

field Suppression and the Global Signature Suppression is the key to minimizing EM

side-channel leakage.

• In order to suppress the AES encryption (or the whole cryptographic core in general)

signature, STELLAR utilizes a Signature Attenuating Hardware (SAH), such as Atten-

uated Signature Noise Injection (ASNI) [ 42 ], to attenuate the correlated AES current
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Figure 3.2. Correlation EM Side-channel attack on the Atmega microcon-
troller running AES-128. (a) The EM traces gathered from the oscilloscope,
(b) CEMA attack on the unprotected AES core shows MTD < 600 traces.

signature significantly before it reaches the higher metal layers, thereby enabling EM

as well as power SCA immunity.

• CEMA attacks implemented on the STELLAR-AES with local lower-level metal rout-

ing show that none of the secret key blocks have been disclosed even with 1M traces

(Minimum Traces to Disclosure (MTD) > 1M), with only 1.23× area overhead, 1.5×

power overhead compared to the unprotected AES, and moreover, without any perfor-

mance penalty.

3.2 Related Work

Our EM SCA attack set-up involves a target Atmega microcontroller (using the Chip-

whisperer platform) [  89 ] running AES-128 encryption, and the EM field is picked up by a

nearby EM probe connected to a low-noise amplifier (LNA) and captured using an oscillo-
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scope. The oscilloscope data is then downloaded to a PC wherein the correlation EM analysis

(CEMA) is performed to reveal each byte of the secret key. As seen from Figure  3.2 (a, b),

all the 16 key bytes of the AES-128 implementation can be obtained within < 600 traces,

thereby breaking the security of this system. Although this is a basic example to prove

the feasibility of EM SCA, it demonstrates the potency of EM SCA attacks on electronic

systems.

3.2.1 Literature Review: Black Box Approach

Several EM side-channel attacks have been demonstrated over the last few years. In

CHES 2002 [  90 ], it was first shown that the EM spectrum could be sensed to perform

SCA. There have been few works to scan the EM emissions of integrated circuits in time-

domain [ 91 ]. Lomne et al. [  92 ] proposed a modeling of magnetic emissions from ICs using

Redhawk. Recently, Kumar et al. [  93 ] proposed an efficient simulation set-up to perform

EM SCA. However, most of these works focus on top-down modeling of EM emissions from

a chip and consider the cryptographic IC as a black box. In CHES 2014 [  94 ], the authors

developed an on-chip sensor to detect an approaching probe. In addition, the development of

highly sensitive EM probes [ 32 ] calls for a fundamental understanding of the characteristics

of EM side-channel leakage from cryptographic ICs and trace the critical information-leakage

sources in the current path.

Specific countermeasures proposed against EM SCA include signal strength reduction

techniques like shielding or signal information reduction using noise insertion [  90 ]. How-

ever, data randomization with noise injection comes with significant power overheads, and

EM shielding incurs high cost of packaging [ 95 ] and is not a practical solution for most

applications. To the best of the authors’ knowledge, none of these works have thoroughly

investigated the root-cause of the EM leakage in a cryptographic IC.

3.2.2 Genesis of the EM Leakage: A White box Approach

Although the source of leakage in the case of power analysis attack is well understood

and analyzed [  86 ], [  96 ], [  41 ], the origin of EM leakage in the context of side-channel security
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is still not well-perceived. In this work, we conceive a ground-up approach to analyze and

root-cause the genesis of this EM side-channel leakage in a CMOS IC.

For an integrated CMOS-based circuit, in steady-state, there is no static current flowing

through the circuit. However, the presence of stationary charges in the circuit give rise to

electric fields ( ~E), as can be explained from Gauss’ Law (∇ · ~E = ρ
ε
). As the output of logic

gates switches its state, moving charges (dynamic and leakage currents) create changing

electric fields, which in turn produce magnetic fields (known as modified Ampere’s law: ∇ ×
~H = ~J +ε∂ ~E

∂t
). On the other hand, changing currents (acceleration of charges) produce time-

changing magnetic flux, thereby inducing an electric field, which is known as the Faraday’s

law (∇ × ~E = −µ∂ ~H
∂t

). Note that ~E represents the electric field in V/m, ~H denotes the

magnetic field intensity in A/m, ~B represents the magnetic field intensity in Tesla (T), ~J is

the electric current density in A/m2, ρ denotes the electric charge density in C/m3, ε is the

electric permittivity and µ is the magnetic permeability of the medium.

The present day CMOS architecture consists of a cell-level transistor layer over a silicon

substrate, and multiple layers of metal consisting of interconnects and vias [ 97 ]. Depending

on different CMOS technologies, the number of total metal layers may vary. However, having

more number of metal layers is important for integrated circuit design as it not only makes

it easier for the circuit designer, but also reduces the area of the chip significantly as the

layers are stacked on top of another. The highest metal layers available for a process are

used as the power grid. Hence, any signal in the lower-level metal layers has to be routed to

the topmost metal layer and through to the copper (Cu) bump, as shown in Figure  3.3 (b).

As a result, any cell-level excitation is reflected as a time-varying current through the

metal layer routings. The interconnects in the routing, due to the presence of this time-

varying current, start functioning as antennas, and emit electromagnetic radiation. Now,

the typical operating frequency (f) of industrial digital CMOS circuits lie in the 1-10 GHz

range, which corresponds to a wavelength (λ = v
f
, v denotes the speed of propagation of the

EM waves and is equal to 3 ∗ 108m/sec), which is in the order of 30-300 mm, whereas the

dimensions of the interconnects are usually three orders of magnitude lower, in the range

of few micrometers. This type of excitation structure, where the length of the intercon-

nects is much lower than the wavelength (l � λ), is analogous to infinitesimal dipoles in
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Figure 3.3. Cross-Section of the Interconnect Stack (Intel 32 nm) [ 97 ], (a)
Metal 1 through 8 (b) Includes metal 9 and the copper bump layer.

antenna theory [  98 ]. For an infinitesimal dipole, the excitation frequency lies far away from

the resonant frequency of the antenna, and hence the structure can be analyzed assuming a

uniform current amplitude I0 throughout its length. This is unlike a traditional half wave-

length (λ/2) dipole antenna, where the excitation frequency matches the antenna resonance,

and the current distribution forms nodes and anti-nodes along the length of the antenna.

Now, as the current distribution in an infinitesimal dipole is uniform, it can be intuitively

broken down into unit elements, wherein each element contributes equally (Ei) towards the

net radiated electric field amplitude Erad. If N is the number of elements, Erad = NEi, and

as a matter of fact, N is proportional to the dimensions of the radiation structure. As a

result, the radiated field amplitude should have a linear dependence on the dimensions of

the structure, e.g. if the length of the structure is l, N ∝ l and Erad ∝ N , so Erad ∝ l.The

radiated power Prad would then be proportional to l2. In fact, for infinitesimal dipoles, the

radiated power can be shown to be proportional to (l/λ)2, as given by Eqn.  3.1 [ 98 ],

Prad = η
(

π

3

) ∣∣∣∣∣I0l

λ

∣∣∣∣∣
2

(3.1)

where η =
√

µ/ε.

Thus in essence, the time-varying electric and magnetic fields produce an EM wave during

the switching activity of the logic and sequential circuits within an ASIC. A nearby attacker

can pick up the radiated “side-channel” EM emissions and extract the secret key from the
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Figure 3.4. Modeling the Interconnect Stack for the Intel 32 nm CMOS
process: (a) Metal 1-8 side view, (b) cross-sectional view, and (c) isometric
projection; (d) isometric projection with metal layer 9 included; (e) adaptive
meshing in HFSS.

encryption engine using CEMA/DEMA. It is therefore essential to understand the origin

and exact nature of the radiation from the metal layers in a chip to devise a design strategy

in order to counter EM SCA. Also, the magnitude of the EM fields depends on the amount

of current flowing in the circuit and the dimensions of the metal layer routings. In the next

section, we discuss the modeling of the interconnect stack to analyze the effect of metal layer

dimensions on the EM radiation signature.

3.3 Modeling E-Field Emanation from Metal Layers in Modern CMOS Process

As discussed in the previous section, the EM radiation from a CMOS IC primarily origi-

nates from the metal layer routings. To develop a better understanding of the situation, the

net radiation can be split into contributions originating from each individual interconnect
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Table 3.1. Pitch and thickness of metal layers at Intel’s 32 nm node [ 97 ]
Layer Pitch(nm) Thickness(nm)
Metal 1 112.5 95
Metal 2 112.5 95
Metal 3 112.5 95
Metal 4 168.8 151
Metal 5 225.0 204
Metal 6 337.6 303
Metal 7 450.1 388
Metal 8 566.5 504
Metal 9 19.4 µm 8 µm
Bump 145.9 µm 25.5 µm

in the routing. A simple structure that can be used to analyze the radiation properties of

different metal layers is a vertical stack of interconnects, joined by vias. We have chosen the

dimensions of the interconnects in different layers following Intel’s 32 nm technology node as

listed in Table  3.1 [ 99 ]. The cross-section of the targeted structure is shown in Figure  3.3 , and

the resulting model is shown in Figure  3.4 . We use Ansoft HFSS, a finite element method

(FEM) based EM simulator to solve Maxwell’s equations in the system. The excitation to

the system is provided via a lumped port in HFSS between the bottom-most metal layer

and a perfect electric conductor (PEC) plate functioning as a ground. This style of excita-

tion is similar to the feed of a dipole antenna, and is justified due to the similarity of the

system to an infinitesimal dipole, as described in the preceding section. The length of each

interconnect layer is taken to be 3 µm. A sphere of radius 1 mm (represents close proximity

of the attacker to the IC) enclosing the interconnect stack is used as the simulation region

to limit the analysis within a finite volume. A radiation boundary is applied at the surface

of the spherical region to eliminate reflection of incident radiation from the outer surface of

the simulation region.

Electric Field Analysis: Contribution of Metal Layers

This interconnect stack system is excited at 1 GHz and the electric field amplitude is

measured with distance from the structure. The far-field radiation pattern, as shown in
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Figure 3.5. Simulation Results at 1 GHz excitation: Field Pattern. (a) Far-
field radiation pattern, (b) E-field amplitude in dB (with reference at 1 V/m)
vs distance for varying number of metal layers in the stack.

Figure  3.5 (a), is analogous to that of a dipole antenna [  98 ], as postulated earlier. We repeat

the simulation multiple times, eliminating the topmost metal layer in each subsequent run,

and examine the decay of radiated electric field with distance for each structure, as shown

in Figure  3.5 (b). This allows us to estimate the radiation contribution of each individual

metal layer. For example, the difference between the E-field amplitudes obtained for M1−9

and M1−8 provides an estimation of the radiation emanated from metal layer 9. Note that,

for the interconnect stack model under consideration, H-field is negligible in the near field,

while E-field is dominant. This is because, electrically activated plates dominate the E-field

in the near-field region, whereas current through loops creates more H-field in the near-field.

Hence, for closed loop differential elements in a chip, H-field would be dominant in near-field

which can be examined using similar analysis.

3.4 E-field Leakage detection from the metal layers: Simulation Results

To quantify the contribution of each layer at a particular distance from the probe (D),

we utilize the simulated field amplitudes for the metal layer combination at D = 900µm
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Figure 3.6. (a) E-field amplitude for the metal stack (layers 1 through 8)
reduces as each layer is eliminated, (b) Contribution of Metal Layers 1 to 8,
showing a linear relation with the dimension of the metal layers. (c, d) E-field
contributions of the metals 1 through 9.

(Figure  3.6 ) and compute the difference between adjacent traces. The individual contribution

of the layers to the E-field show a strong linear correlation with the dimensions of the metal

layers. This is shown in Figure  3.6 (a, b) where E-field contributions of M1-M8 is plotted

against the thickness of those layers. The thickness of M9 increases by a factor of 16 compared

to M8, and this translates into a significant E-field contribution from M9 alone, as seen from

Figure  3.6 (c, d).
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Evidently, the radiation from top-level metal layers in a CMOS IC is significantly higher

compared to that from the lower levels. It is therefore imperative for an EM SCA coun-

termeasure strategy to minimize the radiation from top-level metal layers, for excitations

that originate from the cell-level. In fact, in this specific example of excitation model using

the Intel 32 nm interconnect stack, if the radiation contribution from M9 is eliminated, the

net radiation at a distance of 900 µm drops below the sensitivity of commercially available

E-field probes.

Accordingly, the detectable EM leakage from the metal layers can be formulated in terms

of the noise floor (NFoscilloscope) of the oscilloscope, the transfer function of the radiated

electric field (E) to the current (I) flowing through the interconnects for different metal

layers (MX) and the response of the E-field probe (Figure  3.7 ), as shown in Eqn.  3.2 . Note

that, EI represents the electric field generated due to the AES current.

iAES

(
EI

)
MX

(
VE

)
probe

≥ NFoscilloscope (3.2)
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The total electric field measured by the external probe is the sum of contribution from

the AES engine (EIlocal
) and the unrelated logic (EIglobal

) present in the circuit, as given in

Eqn.  3.3 . EIglobal
is the electric field from the global chip routing, whereas EIlocal

is from the

local routing of the AES engine. Hence, typically, the AES engine is a small portion of the

whole chip, that is, EIglobal
� EIlocal

.

EI = EIlocal
+ EIglobal

(3.3)

The E-field EI is measurable as long as the output voltage from the E-field probe (de-

pending on the VE transfer function of the probe) is above the noise floor of the oscilloscope

(typically, NFoscilloscope is ∼ −90dBm at 1 GHz). Hence, as seen in Figure  3.7 (a, b), the

detectable E-field is ∼ 10mV/metre, which means that E-field leakage from the metals up

to the layer 8 in Intel 32 nm technology is not detectable.

It is to be noted that the analysis of the interconnect stack has been performed at 1 GHz

where the EM probes have high sensitivity (Figure  3.7 (a)), and hence encryption engines

running at lower clock frequencies will have less detectable leakage as the probe sensitivity

reduces at lower frequencies. Also, depending on the technology process, different metal

layers may radiate above the detectable threshold. Based on these observations, we propose

STELLAR around the crypto IP with local low-level metal routing, which attenuates the

signature before it reaches the higher metal layers, and thus provides EM SCA immunity as

discussed in the subsequent sections.

3.5 STELLAR: A Low Overhead Generic Countermeasure against EM SCA

In the previous section, it has been shown that the the source of measurable EM leakage

are the topmost metal layers in a cryptographic IC. This is a very critical observation which

forms the basis in developing a low-overhead countermeasure against EM SCA. Hence, our

goal is to protect those higher metal layers from leaking sensitive information during the

AES encryption operation.

In this regard, if we can somehow completely “shield” the top metal layer (M9 for our

example with Intel 32nm process) by suppressing the encryption signature even before it
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reaches M9, then there would be no detectable EM leakage from the encryption IC. Thus,

solving the EM SCA problem is reduced to solving the power SCA problem in the lower-level

metal layers, that is, suppressing the AES signature completely before it reaches the top-level

metal layers. Keeping this in mind, we revisit the existing power SCA countermeasures.

Power SCA countermeasures include power balancing, hardware masking, noise injection,

and supply isolation. Power balancing logic implementations involve sense-amplifier based

logic (SABL) [  102 ], dual-rail circuits [  103 ], and wave dynamic differential logic (WDDL) [ 104 ].

Algorithmic masking is a logic-level countermeasure that involves replacing each logic

operation with a sophisticated one to obfuscate the power consumption, leading to high

power and area overheads (> 4×) [ 96 ], [ 105 ].

Physical countermeasures include noise injection, switched capacitors, integrated voltage

regulators (IVRs), and attenuated signature noise injection (ASNI). Noise injection alone

incurs very high power overheads (> 15× to achieve MTD of 50K) [ 87 ], [ 41 ] and is not an

optimum solution. The switched capacitor current equalizer module proposed by Tokunaga

et al. [  106 ] is a novel technique against power SCA, however it resulted in a 2× performance

degradation in addition to the 33% power overhead. IVR-based implementations utilize

traditional low-dropout regulators (LDOs) [  107 ] and buck converters [  108 ]. However, IVRs

require large passives and thus consume > 2× power and area overheads, and use the bond-

wire inductances, which can leak critical information in the form of EM emanations. Hence,

this IVR-based countermeasure cannot be directly used for protecting against EM SCA.

Recently, Attenuated Signature Noise Injection (ASNI) has been proposed as a low-

overhead generic countermeasure against power SCA [ 42 ]. It embeds the AES engine in a

Signature Attenuating Hardware (SAH) which highly suppresses the variations in the AES

signature with significantly low overhead. As the AES signature gets attenuated by > 200×,

a very small noise injection can decorrelate the power traces so that the traces obtained by

probing at the observable power pin of the encryption ASIC are independent of the AES

transitions (MTD > 1M). ASNI reduces the signal-to-noise ratio (SNR), both by strongly

suppressing the signature, followed by tiny noise injection. However, ASNI is a power SCA

countermeasure and does not constrain the placement or routing within the IC.
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Figure 3.8. Overview of the Attenuated Signature Noise Injection (ASNI)
AES [  42 ]. Note that the additional noise injection is not necessary if the
attenuated crypto signature is lower than the pre-existing noise in the sytem,
which arises from the uncorrelated switching currents from other circuit blocks
and the input referred noise of the measurement system.

3.5.1 Background: Attenuated Signature Noise Injection (ASNI)

Figure  3.8 shows an overview of the ASNI circuit. The underlying idea of ASNI is to

embed the encryption engine (AES) in a signature attenuating hardware (SAH), such that

the variations in the AES current is highly suppressed and is not reflected in the supply

current traces, thereby requiring significantly lower noise current injection to decorrelate the

measured supply traces [ 42 ].

ASNI uses SAH to attenuate (attenuation factor = AF) the AES signature so that the

supply current (ICS) becomes highly independent (high attenuation: AF → 0) of the AES

signal transitions. Here, it should be noted that the MTD is inversely proportional to the

signal-to-noise ratio (SNR), as seen from Eqns.  3.12 ,  3.13 [ 109 ], [ 110 ], where k1 is the
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success-rate dependent co-efficient, and AT = 1
AF

represents the attenuation due to the

SAH.

MTD = k1 ∗ 1
ρ2

T H

≈ k1 ∗ (1 + 1
SNR

) (3.4)

SNR = σ2
T

σ2
Noise

= σ2
T /AT 2

σ2
Nexisting

+ σ2
Nadd

(optional) (3.5)

It is to be noted that the additional noise (Nadd) is not necessary if the attenuated crypto

signature is lower than the pre-existing noise (Nexisting) present in the system arising due

to the uncorrelated switching from other circuit blocks and the input referred noise of the

measurement system.

The build-up to the SAH is shown in Figure  3.9 . Figure  3.9 (a) shows an ideal imple-

mentation involving an ideal constant current source on top of the AES engine, with an

integrating load capacitor (CLoad) to account for the differences in the constant supply cur-

rent and the variable AES current. This ideal topology only works if the constant current

source supplies the average AES current iAESavg over time. However, practically it is not fea-
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sible since if ICS > iAESavg , the output voltage (Vreg) approaches VDD (supply voltage) with

time, due to the integration effects of the load capacitor, without any voltage regulation.

Again, when ICS < iAESavg , the output voltage (Vreg) approaches 0V with time, without any

regulation. Hence, the constraint that the supply current needs to be set to the average

AES current is not practical and leads to a meta-stable state of operation without ensuring

proper regulation of the output voltage, leading to a performance hit.

Hence, as shown in Figure  3.9 (b), a shunt low-dropout (LDO) regulator loop with a

bleed device (NMOS) is used to dissipate the overhead residual current (Ibleed) and thus acts

as a correction mechanism to compensate for the integration effects of the load capacitor,

as shown in Figure  3.9 . This topology called the shunt LDO-based control loop senses

Vreg and controls the bleed NMOS gate voltage to draw the difference of current between

ICS and IAES. Thus, this circuit is able to simultaneously regulate Vreg while keeping ICS

independent of IAES, thereby providing a significant time-variant attenuation by switching

between small-signal and large-signal domains.

Another switched-mode control (SMC) digital loop tracks the large changes in the av-

erage AES currents and compensates for any process, temperature or voltage variations.

However, once the supply current is set, the SMC digital loop is disengaged (grayed out in

Figure  3.9 (b)) in the steady-state operation of the SAH.

3.5.2 Proposed STELLAR Technique

We propose STELLAR: Signature aTtenuation Embedded CRYPTO with Low-

Level metAl Routing, which utilizes a Signature Attenuating Hardware (SAH), such as

the ASNI circuit, with local low-level metal routing around the crypto IP and suppresses the

critical signature before reaching the topmost metal layers which radiate significantly.

Figure  3.10 shows the proposed STELLAR hardware with the crypto IP routed within

the local low-level metal layers 1 through 7, which then connects to the global higher metal

layer 9 (whose leakage is detectable by commercial probes) through the SAH in the form of

ASNI. Hence, STELLAR locally embeds the AES-128 core with low-level routing, suppresses

70



Crypto IP SAH

Cell-level 
Routing

Intermediate Layers: 
Global Interconnects

Top Layers: 
   , GND, Clk

Full Encryption 
Signature

Crypto IP may include all the encryption 
algorithms: AES-128, SHA-3, ECC.

Generic Countermeasure

Direction of 
current flow

Global High-level 
Metal

Local High-level 
Metal

Local Low-level 
Metals

EM Leakage not 
detectable by state-of-

the-art EM probes 

Attenuated 
Signature

STELLAR: Signature aTtenuation Embedded CRYPTO with Low-Level metAL Routing

Figure 3.10. Proposed Stellar Technique with local SAH around the crypto
block with low-level metal routing for EM Side-Channel Attack Protection.

the signature through ASNI and routes the attenuated signature through to the global higher

metal layers, which is finally connected to the metal pads, as illustrated in Figure  3.11 (a).

Figure  3.11 (a) shows the routing strategy in a smart card, where the crypto signals are

routed within the lower metal layers. However, these signals have to come through the

external pins to connect to the supply, and those power routing is done through the higher

metal layers, which is the root-cause of the EM leakage as we studied in Section 3, 4. Hence,

only local signal routing does not prevent EM leakage, and hence a signature attenuation

hardware (SAH) is necessary.

Figure  3.11 (b) shows that the ASNI circuit with high-level long metal routing with the

crypto block although attenuates the current signature from reaching the power pin using

the SAH, but does not prevent EM side-channel leakage.
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Figure 3.11. (a) Low-level metal layer Signal Routing traditionally used in
smart-cards does not reduce EM leakage as the signals have to come through
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level long metal routing prevents power SCA, but not EM SCA, (c) STELLAR
technique utilizing the SAH block around the crypto IP locally routed with
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high-level metals, (d) Cross-sectional side-view of the STELLAR shows that
the higher metal layers are isolated from the crypto core, thus carrying a highly
suppressed encryption signature after being passed through the SAH (ASNI)
circuit.

Hence, we propose STELLAR (Figure  3.11 (c)), which utilizes the SAH locally around

the crypto block with low-level metal routing and attenuates the current signature within

the lower metal layers, and thus prevents any detectable EM leakage from the higher metal

layers (carrying the attenuated power signatures) which connects to the external pins.

The cross-sectional block-level layout of the STELLAR (Figure  3.11 (d)) shows the current

flow through the metal layers connecting the crypto core and the SAH with the metal layers.

The crypto core locally embedded within the SAH is routed using the local lower metal

layers, which in turn connects directly to the global higher metal layers.

STELLAR uses the SAH which provides high attenuation (1/AF) and the attenuation

factor (AF) depends on the choices of the load capacitor (CLoad), amount of overhead bleed

current (ibleed), the gain of the op-amp (Av), transconductance of the bleed NMOS (gm),

placement of the dominant pole of the op-amp (p), and also the output resistance (rds, gds

= 1/rds) of the current source (PMOS) (refer Figure  3.9 ). Since an ideal current source

is not feasible, a finite rds would reflect relative change in the output voltage (Vreg) into

the supply current, however it will be highly attenuated (> 200×), as seen from the time-

domain waveforms of the STELLAR-AES (Figure  3.12 ). Hence, a tiny amount of random
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noise current is injected (as shown in Figure  3.9 (b)) to decorrelate the supply current traces

with the estimated HD matrix, thereby providing significant immunity against CPA/CEMA

attacks. The amount of noise injection required, as well as the total current overhead in the

case of STELLAR-AES is quantitatively analyzed in Section VI.A.

3.6 STELLAR: Local ASNI around Crypto-IP with lower metal routing

In the previous section, we have investigated the power SCA countermeasures and pro-

posed the STELLAR technique utilizing the ASNI circuit to provide significant attenuation

to the AES signature with extremely low overheads. In Section 4, we have also analyzed

that the EM emanations from metal 9 is detectable using commercial EM probes for the

Intel 32 nm CMOS process. However, the threshold may vary depending on the particu-

lar CMOS process, as discussed earlier. Hence, if we “shield” the high-level metal layers

(M9 in this case) by encapsulating the locally-routed AES engine with the ASNI hardware

(Figure  3.10 ,  3.11 ), then the AES signature cannot be detected by an external EM attacker.

Hence, we now evaluate the STELLAR hardware placed on top of the AES-128 core designed

in TSMC 65 nm CMOS process  

1
 .

In STELLAR, the placement of the AES core encapsulated by the ASNI circuit is very

critical and has security, power and performance trade-offs. To achieve the highest level of

security against EM SCA (maximum MTD), the ASNI along with the AES needs to be routed

with the lowest metal layers. Although it provides maximum signature suppression (leading

to the minimum noise injection overhead), lower metal layers suffer from high resistance

and may result in a high voltage drop across the output voltage (Vreg), which can degrade

performance (leading to lower throughput) of the AES encryption engine. The AES-128

core design consumes a physical chip area of ∼ 0.35mm2 [ 42 ]. Assuming that the maximum
1

 ↑ Note that, due to NDA reasons, we do not provide the metal stack information for TSMC 65 nm technology,
in which the STELLAR design and simulations are carried out. The EM analysis is performed on the Intel
32nm process as the interconnect stack dimensions are publicly available [ 97 ].
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length of routing is Lmax = 350µm ∗
√

2 = 493µm and we can tolerate an output voltage

drop of 10mV , the maximum tolerable routing resistance (Rmax) is given by Eqn.  3.6 .

Rmax = ∆Vmax

iAESavg

= 10mV

1mA
= 10Ω. (3.6)

RLmax = Rmax

Lmax

= 10Ω

493µm
≈ 0.02Ω/µm (3.7)

Hence, we can route the STELLAR-AES core only with metal layers for which R <

RLmax = 0.02Ω/µm (Eqn.  3.7 ). Now, considering the Intel 32 nm CMOS process, only metals

above layer 7 provides the desired low routing resistances and hence has no performance

degradation in the operation of the cryptographic core. Thus, the AES can be routed up to

metal layer 7 (as shown in Figure  3.10 ) and shielded with the ASNI hardware so that signals

leaking to higher metal layers (M8, M9) are highly attenuated. However, the placement of

the ASNI-AES core needs to be analyzed in design-time depending on the particular process

(CMOS technology). STELLAR using the local ASNI provides an attenuation ( 1
AF

) to the

AES signature such that the measured electric field (Eqns.  3.2 ,  3.3 ) gets modified accordingly

as shown in Eqns.  3.8 ,  3.9 ,  3.10 .

EIST ELLAR
= EIlocal

ATlocal

+
EIglobal

ATglobal

(3.8)

ATlocal = M9

MXCrypto

: E-field reduction due to absence

of higher local metal layers (3.9)

ATglobal = 1
AFSAH

: AES Signature Suppression using SAH (3.10)

Hence, as seen from Eqns.  3.9 ,  3.10 , the overall SNR reduction has two key components:

(1) Electric field suppression (ATlocal) achieved due to the absence of routing through the
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Figure 3.12. Snapshot of the time-domain waveforms of the signature At-
tenuation hardware utilized by the STELLAR-AES.

local high-level metal layers (M8 in our case, refer Figure  3.10 ). In this case, if the AES-128

core embedded within the SAH (ASNI) block is routed with local low-level metal M1 to M7

(meeting the constraint presented in Eqn.  3.6 ,  3.7 ), the ASNI hardware can then directly

connect to the global high-level metal M9, and thus ATlocal = M9
M7

≈ 20 (from Table 3.1).

(2) AES Signature suppression (ATglobal) using SAH ensures that although the EM signal

leakage from the global metal layers remain the same, the correlated signature present in

the emanated E-field is significantly attenuated.

Now, the ratio of the electric fields contributed by the local and global routing from the

AES block can be attributed to the relative area of the AES to the area of the rest of the

circuit (refer Figure  3.11 (a) - the higher metals form a mesh structure throughout), as given

in Eqn.  3.11 ,

EIlocal

EIglobal

= Area of AES
Total Chip Area - Area of AES - Area of pads

≈ 200µ × 200µ

1m × 1m − 200µ × 200µ
= 1

24 . (3.11)

Now, from Eqn.  3.3 and Figure  3.6 (a), we see that for an excitation of 1V with 50 Ω

termination (i = 20mA), EIlocal
+ EIglobal

= 35mV/m at a probe distance of 900µm. This
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Figure 3.13. MTD Analysis: (a) Minimum Traces to Disclosure (MTD) for a
CEMA attack on the baseline AES-128 implementation, (b, c) Locally-routed
STELLAR-AES: Noise Injection on the modified AES in Attenuated Signature
domain, to achieve MTD of 1 Million traces.

translates to an electric field of EI ≈ 6mV/m for our case with an AES peak current

iAESmax = 3.2mA. Using Eqn.  3.11 , we obtain EIlocal
= 1

24 ∗ 6 = 0.25mV/m and EIglobal
=

23
24 ∗ 6 = 5.75mV/m.

As the STELLAR hardware is embedded on top of the AES-128 encryption engine, using

Eqns.  3.8 ,  3.9 ,  3.10 the measured electric field becomes EIST ELLAR
= 0.25

20 + 5.75
200 ≈ 0.04mV/m,

which means that the effective suppression of the AES signature is ∼ 150×.

3.6.1 Results & Overhead Comparison

We perform CEMA attack on the AES-128 core (1st round S-Box operation) with a clock

frequency of 40 MHz and an average current (IAESavg) of ∼ 1mA (peak current = 3.2 mA).

The AES-128 engine performs one block encryption in 10 cycles. The CEMA attack reveals

the secret key of the unprotected AES within < 6K traces (Figure  3.13 (a)), whereas the

same attack on the STELLAR-AES does not reveal the secret key even with 1M traces

(Figure  3.13 (c)).

Figure  3.13 (b, c) shows the evolution of the MTD with different levels of noise injection

after the signature attenuation of the locally routed AES engine (STELLAR-AES). Fig-

ure  3.13 (c) shows that only 15µA of noise current injection is required to achieve Minimum

Traces to Disclosure (MTD) > 1M .
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Now, the minimum traces to disclosure (MTD) is inversely proportional to the signal-to-

noise ratio (SNR) of the attack, as seen from Eqns.  3.12 ,  3.13 [ 109 ], [  110 ], where k1 is the

success-rate dependent co-efficient.

MTD = k1 ∗ 1
ρ2

T H

≈ k1 ∗ (1 + 1
SNR

) (3.12)

SNR = σ2
T

σ2
Noise

= σ2
T /AT 2

σ2
Noise

(3.13)

Using Eqns.  3.12 ,  3.13 , the relation between MTD, ASNI signature attenuation factor

(AFASNI) and the overall noise (INoise, includes the pre-existing system noise) is given by

Eqn.  3.14 .

MTD ∝ 1
SNR

∝ (AT ∗ INoise)2 ∝
(

INoise

AFASNI

)2

(3.14)

Hence, for a higher MTD, more noise may be injected or the attenuation (AT) may

be enhanced, which could be achieved by the lower-level routing (increasing ATlocal), or

by increasing the ASNI circuit attenuation (ATglobal = 1
AFASNI

). With the same level of

attenuation, the amount of noise current required to achieve MTD of 100M would be INoise ∼

15µA ∗
√

100M
1M

= 150µA.

The current consumed by the amplifier in the shunt LDO loop consumes a current of

∼ 100µA and hence the total overhead current is given as Iov = Ibleed + Inoise + Iopamp =

130µA+15µA+100µA ≈ 0.24mA. Thus, to achieve a MTD > 1M the total overhead power

for the STELLAR-AES architecture is (1.13mA + 0.015mA + 0.1mA) ∗ 1.2V − 1mA ∗ 1V =

0.49mW . Power efficiency for STELLAR-AES is given as, η = (1mA∗1V )
(1.245mA∗1.2V ) ∗ 100 ≈ 67%

(includes noise overhead). Hence, STELLAR-AES consumes similar overhead as [18], but

does not incur the performance penalty. Implementation of the SAH consumes an area of

∼ 0.08mm2, while a standalone AES incurs 0.35mm2, which implies an area overhead of

∼ 22.85%, for MTD > 1M .
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3.7 Conclusion

Electromagnetic emission from cryptographic ICs is a prominent side-channel attack

vector to extract the secret key without physical access to the device. The growth of internet-

connected small form-factor devices and the availability of cheap commercial EM probes calls

for an efficient countermeasure against EM SCA. This chapter, for the first time, performs

a white-box modeling of the interconnect metal-via stack within an integrated circuit which

leaks critical signal transitions in the form of EM radiation. System-level modeling of the

interconnect structure for Intel 32 nm CMOS process reveals that metals above layer 8 leak

the most and can be detectable using commercially available cheap EM probes. This work

proposes the STELLAR technique to locally route the AES-128 encryption engine in the

lower-level metal layers and also encapsulated within a low-overhead signature suppression

hardware (ASNI). The ASNI circuit is then routed to the leaky higher-level metals, which now

contains only the suppressed AES signatures. Hence, using STELLAR with local low-level

metal routing along with the SAH as an efficient“shield” protects the AES-128 encryption

signatures from radiating, thereby achieving MTD > 1M with only a tiny noise injection

of 15µA. STELLAR with low-level metal routing with the SAH (ASNI) local encapsulation

around the crypto block not only provides a low-overhead solution ( 1.5× power, 1.23× area

overhead) against EM SCA, but it is also a generic countermeasure and can be extended to

other cryptographic engines.

In the next chapter, based on our understandings of the white-box analysis of the EM

leakage, we will look into a reduced EM leakage cell design for enhanced SCA security.
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4. EM SCA WHITE-BOX ANALYSIS BASED REDUCED

LEAKAGE CELL DESIGN & PRE-SILICON EVALUATION

A version of this chapter is currently under review:

1. Debayan Das, Mayukh Nath, Baibhab Chatterjee, Raghavan Kumar, Xiaosen Liu, Harish

Krishnamurthy, Manoj Sastry, Sanu Mathew, Santosh Ghosh, Shreyas Sen, EM SCA White-

box Analysis Based Reduced Leakage Cell Design and Pre-Silicon Evaluation.

This chapter presents a white box modeling of the electromagnetic (EM) leakage from an

integrated circuit (IC) to develop EM side-channel analysis (SCA) aware design techniques.

A new digital library cell layout design technique is proposed to minimize the EM leakage and

is evaluated using a high frequency structure simulator (HFSS)-based framework. Backed

by our physics-based understanding of EM radiation, the proposed double-row power grid

based digital cell layout design shows > 5× reduction in the EM SCA leakage compared to

the traditional digital logic gate layout design. Further, exploiting the magneto-quasistatic

(MQS) regime of operation of the EM leakage from the CMOS circuits, the HFSS-based

framework is utilized to develop a pre-silicon (Si) EM SCA evaluation technique to assess

the vulnerability of cryptographic implementations against such attacks during the design

phase itself.

4.1 Background

The increasing demand of internet-connected and miniaturized devices calls for stringent

security requirements which has led to the development of robust and mathematically-secure

cryptographic algorithms like AES, SHA, RSA. These classical cryptographic algorithms

are responsible for providing confidentiality, integrity, and authenticity in critical platform

features like secure boot, trusted platform module (TPM), secure debug, and so on, and

hence they are designed to be highly resilient against probabilistic polynomial time (PPT)

attackers. However, over the last two decades, many of these algorithms have been broken

by taking advantage of its underlying physical implementation to recover secret parameters
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like the encryption key utilizing what is known as side-channel analysis (SCA) [  111 ]. In this

work, we focus on electromagnetic (EM) SCA attacks, which is a non-invasive attack on

embedded electronic devices to recover the secret key [ 112 ], [ 90 ].

4.1.1 Motivation

Recently, it was shown that the AES-256 encryption key could be broken in just five min-

utes from a distance of 1 meter [  113 ]. Most commercial devices today are transitioning from

AES-128 to AES-256 for encryption to provide enhanced data security. Although AES-256

provides exponential improvement in the computational security compared to AES-128, the

side-channel security only increases linearly [  43 ], [  44 ]. Several practical side-channel attacks

using simple/differential/correlational EM analysis (SEMA/DEMA/CEMA) [  112 ], [  90 ], on

crypto devices have been demonstrated over the recent years. Moreover, the continuous ad-

vancement of the low-cost high-resolution EM probes is increasing the threat surface of the

embedded devices significantly. Hence, it becomes extremely imperative to protect against

these EM SCA attacks.

Most prior works on EM SCA countermeasures treat the crypto engine as a black box

without analyzing the root-cause of the EM leakage. Hence, the solutions typically involve

high overheads in terms of performance, power, and area. This work treats the cryptographic

hardware as a white-box and proposes EM leakage reduction techniques during the design

phase itself. In our recent works, it has been shown that the root-cause of the EM leakage

from the crypto hardware implementation depends significantly on the higher-level metal

layers as they behave as more efficient antennas [ 37 ], [  40 ]. In this work, we deep-dive into the

individual logic gate designs and investigate their layouts to provide insightful and intuitive

design guidelines to minimize the EM radiation.

Moreover, it should be noted that, till now, most of the EM analysis and evaluation

of a countermeasure is performed only after the chip has been fabricated, that is, in the

post-silicon (Si) phase, since the EM leakage could not be measured without the physical

chip. Only a few recent works exist on developing a pre-Si EM SCA evaluation framework

[ 114 ], [ 93 ], [ 116 ]. The framework used in [ 93 ] is based on extracting the circuit currents from
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Figure 4.1. Key concept: (a) The conventional digital library logic cells are
routed in the same row of the power grid (between supply (S) and ground
(G) rails), and hence the current flow for the switching events are in the same
direction, resulting in additive magnetic (H) fields, whereas, (b) the proposed
digital library cell with the layout design split across two power grid rows
(S, G, S) results in opposing currents in the alternating cell rows leading to
cancellation in the H-field (which tends to be the dominant contributor to
the EM leakage due to the formation of current loops in ICs [  114 ], [  115 ]),
thereby minimizing the EM leakage significantly at the gate-level itself. This
chapter builds a framework to analyze this key idea and extends this framework
towards pre-silicon (Si) EM SCA evaluation.

Virtuoso and then using a custom-built framework for EM analysis through a theoretical

modeling, which has not been validated through measurements. [ 114 ], [  116 ] have used Red-

hawk which is a static IR-drop simulator followed by a custom-built framework for H-field

approximation. These custom-built frameworks are not easily reproducible and hence we

want to utilize the existing commercial EM analysis tools like the Ansys HFSS. However,

HFSS in itself cannot simulate an entire crypto circuit because of the high complexity of

the layout and the small geometries involved. Our goal is to exploit the MQS nature of the

EM leakage from a crypto IC along with the white-box understanding of the EM leakage

to optimally utilize commercial frameworks like HFSS (along with Virtuoso for the current

extraction) which provides an accurate prediction of the EM SCA leakage from a crypto

IC. Hence, in this work, we utilize the HFSS-based framework developed for our white-box
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modeling to evaluate the resilience of the crypto implementations against EM SCA attacks

prior to the fabrication, that is, in the pre-Si phase.

Overall, this work aims to provide EM SCA aware design strategies to protect against

these EM attacks, develops a framework for the ground-up root-cause analysis, and simul-

taneously proposes to leverage this framework towards pre-Si EM SCA evaluation.

4.1.2 Contribution

The key contributions of this work are:

• Utilizing physics-level understanding of the near-field radiation from magnetic dipoles,

the effect of the digital cell layout and the power grid is analyzed to provide insightful

guidelines to the designer during the design phase itself prior to fabrication. Contrary

to the conventional single-row layout of the standard digital library cells, we propose

a double-row split-layout architecture across two rows of the power grid, showing a

> 5× improvement in the radiated H-field (Section III, IV).

• An EM leakage evaluation framework for actual circuit layouts is developed using high

frequency structure simulator (HFSS) by emulating the transistor switching events

intelligently (using parameterized resistors) (Section III).

• Exploiting the MQS regime of the EM leakage from crypto circuits (given its frequency

of operation and the geometry of the metal layers), the proposed framework can be

leveraged towards evaluating the EM SCA attack resilience of crypto implementations

in the pre-Si phase, thereby reducing the time-to-market significantly (Section V).

• The key concepts - EM SCA resilient design techniques through ground-up under-

standing and the pre-Si EM SCA evaluation are proven across two different processes

(TSMC 65nm, Intel 10nm) and across two different set-ups (Purdue University, Intel

Labs) (Section III-V).
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Figure 4.2. Different layout patterns of the same AND logic gate circuit
under analysis: (a) Schematic of the AND logic gate with 4X drive strength,
(b) single-row power grid (SG), which is the conventional cell layout, and (b)
proposed double-row power grid (SGS). Both the layouts for the AND gate
circuit have the same areas, and the key difference in the proposed double-row
power grid (SGS) is that the transistors placed in alternate rows are flipped
in contrast to the conventional digital cell structure. However, no overheads
are incurred by adopting the SGS power grid in place of the SG for the library
cells, and it remains agnostic of the circuit under analysis (generic to any
crypto core).

4.2 Related Work

Over the last two decades, there have been significant advances in EM SCA, both in

attacks as well as countermeasures. Many real-world attacks have been demonstrated on

embedded devices to recover the secret key from its bootloader [  13 ], [  82 ]. Recently, SCA

attacks have been demonstrated on bitcoin wallets to obtain the secret key of the device. In

2018, screaming side-channel was demonstrated, showing how the radio transmitter could

radiate sensitive information regarding the digital logic on the same IC, leading to the recov-

ery of the encryption key from a distance of up to 10 meters [  33 ]. Fully-automated EM SCA

attack framework (SCNIFFER) using gradient-search algorithm to detect high-leakage loca-

tion on the target device have been proposed to accelerate these attacks [  117 ]. In 2021, EM

SCA attacks have been successfully performed on the iPhone devices to extract the hardware

AES-256 secret key [  27 ], as well as on the Google Titan security key [ 26 ]. Moreover, the
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recent advancements in machine-learning (ML) based profiled SCA attacks have been shown

to break various crypto implementations in much fewer traces compared to the conventional

CEMA/DEMA-based non-profiled SCA attacks [ 34 ], [ 69 ], [ 35 ].

Consequently, various solutions to prevent EM and power SCA have been proposed, which

can be broadly classified into three categories - architectural, logical, and circuit-level (phys-

ical). Architectural countermeasures include shuffling [ 118 ], random insertion of dummy

operations, software masking, and data path obfuscation [ 119 ]. Logical countermeasures

include sense amplifier based logic (SABL), wave dynamic differential logic (WDDL), and

gate-level masking [  96 ]. Circuit-level countermeasures include digital low-dropout (LDO)

regulators [  120 ], [ 121 ], switched capacitors [ 106 ], and signature attenuation [  41 ], [ 42 ]. Most

of these solutions are algorithm-specific and incur high area/power overheads. We need a low

overhead generic countermeasure to prevent EM SCA attacks. Hence, a white-box analysis

is critical to understand the source of the EM leakage from an integrated circuit (IC).

Recently, in 2019, a root-cause analysis of the EM leakage from crypto ICs was performed

which revealed that the higher level metals are the main source of this radiation [  37 ], [  43 ].

Henceforth, signature attenuation with lower-metal routing was demonstrated to prevent EM

SCA attacks for any crypto algorithm [  37 ], [  43 ]. This work extends the white-box modeling

for real IC layouts and proposes layout modifications for the basic digital gates which would

fundamentally provide more security benefits without incurring any additional overheads

and agnostic of any crypto algorithm.

Such white-box analysis calls for an in-depth understanding of the EM generation on-chip,

which when incorporated as a part of the design process could aid in the identification of the

vulnerabilities in the pre-Si phase itself. Notably, most of these previous works evaluate the

EM SCA in post-Si after the chip is fabricated. Previous works on modeling this EM leakage

from an IC have used EM analysis tools like Redhawk for the static IR-drop simulation

followed by an analytical modeling using Biot Savart’s law to obtain the magnetic field

heatmap for an IC [ 114 ], [  116 ]. [ 114 ] showed a validation of the modeling by incorporating

noise in the framework. Another recent work [  93 ] uses transient analysis to obtain the

transient currents from Virtuoso, but it requires extracting the current information from

thousands of branches which is extremely tedious to perform manually. Once the currents
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are obtained, the geometry information is extracted from the parasitics and then an analytical

modeling is performed using the Maxwell’s equations. Both these works [  93 ], [  116 ] have used

theoretical equations to model the EM leakage without the use of commercially-validated

tools to reduce complexity. Moreover, a static IR-drop based approach does not emulate the

transient switching behavior of the transistors, and hence the electric (E)-field & magnetic

(H)-field signatures in an IC. Further, none of the prior works have validated these custom-

built models with commercial 3D Finite element method (FEM) simulators like Ansys HFSS.

However, the main challenge is that HFSS cannot directly simulate an entire integrated

circuit layout due to the high complexity of metal structures and the requirement of extensive

graphics support. Even if it is able to simulate a full small circuit, it would take much longer

than the prior works based on custom-built models. Recently, DARPA Side Channel Attack

Testbench Estimator (SCATE) program has called for such pre-Si SCA evaluation framework

development that can be performed in 24 hours. Keeping this in mind and utilizing the key

insights from our physics-based white-box understanding and the MQS nature of the EM

leakage, we develop a pre-Si EM SCA framework using the commercial tools (Virtuoso +

HFSS) to make simulations feasible and faster.

Hence, in this work, along with the white-box analysis to develop EM SCA aware de-

sign techniques for the digital logic gates, we utilize the proposed HFSS-based framework

towards building a pre-Si EM SCA evaluation technique that would be useful in analyzing

the resiliency of crypto algorithms, as well as countermeasures, prior to the chip fabrication.

4.3 White-Box Modeling & Framework for the EM Leakage Analysis

In this section, we will discuss the white-box modeling of the EM leakage from an IC

and explore design techniques to counter EM SCA.

This chapter focuses on H-field analysis instead of E-field since the formation of current

loops on an IC (forming H-field) is much more prominent than the effect of metal layer

surfaces (creating E-field) [  115 ]. This is corroborated by many of the prior works [  114 ], [ 93 ],

[ 116 ], which have thus focused on H-field analysis as well. Also, the operating frequencies

of the CMOS circuits have been limited to < 10GHz primarily due to the power density
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Circuit Layout Modeling in HFSS

Side Viewa)

b)

Isometric Projection

c)

Modeling of the EM Probe

Figure 4.3. HFSS modeling: (a) side-view of a layout design, imported to
and modeled in HFSS with the parameterized resistors at the bottom layer,
and the voltage excitation at the top layer, (b) isometric projection of the
circuit layout, (c) modeling the EM probe (100µm loop diameter) to estimate
the amount of field received across the probe at a distance of 100µm on top
of the circuit under analysis (mimicking an attacker) .

limits, leading to the thermal density limits, and hence the frequency scaling in a core is

restricted, moving towards multi-core designs over the last couple of decades. Hence, as we

will prove later using simulations (Sec. V.C), at the operating frequencies of the CMOS

circuits (< 10GHz), and the geometries of the metal layers involved (in µm range), the EM

leakage from the circuits are in the MQS regime, which means that the EM radiation can

be pre-dominantly approximated as H-field.
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Figure 4.4. HFSS Analysis of the AND circuit for the single-row (conven-
tional) and double-row (proposed SGS power grid): (a) conventional single-row
power grid layout, (b) H-fields get added constructively and passes through
the EM probe, (c) showing high EM leakage. On the other hand, (d) for the
proposed double-row (SGS) power grid pattern, (e) the fields cancel out, and
(f) the EM radiation is reduced drastically.

4.3.1 Reduced EM Leakage Cell Layout Design: Key Concept

Fig.  4.1 (a, b) shows the key concept of the proposed digital gate layout design technique

to minimize the EM leakage from an IC. Fig.  4.1 (a) shows the conventional logic gate layout

design which is typically seen today in the digital libraries, where the cells are placed in

the same row of the power grid. Note that the same direction of current flow for all the

transistors of the AND gate creates additive H-field, leading towards higher correlated EM

leakage that can be picked up by an attacker.

Now, if we can somehow manage to cancel out the current flow such that the H-field is

added destructively, we can minimize the EM SCA leakage picked up by an attacker. Fig.

 4.1 (b) shows the proposed logic gate design with the cells split across two rows of the power

grid such that the alternating cell rows lead to canceling H-fields thereby minimizing the

EM leakage from the source itself. As shown in Fig.  4.1 , for the single-row power grid

configuration, the current flow through the metal layers results in an additive H-field, while

for the split double-row power grid digital gate design, the current flow results in opposing

H-fields, leading to reduced EM leakage. As seen from Fig.  4.1 (b), if the switching of one
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Figure 4.5. Comparison of the digital cell layout design: The y-axis shows
the ratio (Z) of the voltage induced across the EM probe (Vprobe) and the
current drawn from the supply (Isup). The proposed double-row SGS power
grid-based layout shows > 5× reduction in the EM leakage, compared to the
traditional single-row power grid-based layout across multiple different logic
gates (AND, NAND, NOR) circuit analyzed.

transistor generates a clockwise current, the transistor in the adjacent row would generate

an anti-clockwise current, leading to the cancellation in the H-field.

Note that for the proposed power grid configuration of the digital cells, the transistors

need to be flipped in the alternate rows. This feature can be readily accommodated by

today’s automatic place and route (APR) tools. Fig.  4.2 (a) shows the proof-of-concept

AND logic gate circuit with 4X drive strength with 6 transistors. Fig.  4.2 (b, c) shows the

actual layout of the AND gate circuit in TSMC 65nm process in SG (supply-ground, single

row) and SGS (supply-ground-supply, double row) configurations respectively. The inputs

(IN1, IN2) and the output (OUT) of the AND gate are marked as shown in Fig.  4.2 (a, b,

c). The current flow path for the conventional AND gate (Fig.  4.2 (b, c)) is marked in light
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black, and the overall current flow is shown with dark black lines. In Fig.  4.2 (c), for the

SGS pattern, we can observe that the transistors in the two rows are flipped vertically, which

ensures that the EM fields are cancelled out, in contrast to the single-row power grid layout

where the EM fields get added constructively.

It is worth mentioning that, although the proposed double-row power grid layout tech-

nique does not incur any extra overheads, the only constraint it imposes is that the minimum

size of the logic gates for the security-sensitive library has to be at least 2X (in our example,

4X is shown).

4.3.2 HFSS Modeling for EM Leakage Analysis

In the previous section, we proposed a double-row power grid based cell layout for min-

imizing the EM leakage. In this section, we will quantitatively analyze the impact of the

proposed digital cell layout on the EM leakage.

Let us now investigate the EM leakage contribution from these different power grid

structures implementing the same digital logic circuit with iso-area. For modeling the EM

leakage from a circuit, first, we import the entire layout in HFSS and then provide the

voltage excitation at the topmost metal layer (Fig.  4.3 (a, b)) to emulate the powering of the

chip during post-Si testing. Next, to emulate the transient currents during switching of the

transistors, we insert parameterized resistors between the source and drain of the transistors.

Making the parameterized resistor low resistance (short) emulates an ON transistor during

the dynamic switching. Depending on the number of transistors switching at any given

time, the EM leakage from the structure needs to be measured. In the later section (Sec.

V), we show that only a few transistors need to be shorted, instead of all, to evaluate the

EM leakage from the circuit.

Next, to analyze and compare the amount of EM leakage caused by the two different

power grid layout structures, a commercially-available EM probe (Langer ICR HH100-27)

with an 100µm probe loop diameter is modeled, as shown in Fig.  4.3 (c). The EM probe is

placed on top of the circuit layout at a height of 100µm to capture the EM radiation from

the switching events occurring in the circuit. From the HFSS framework, for the amount of
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current flow through the circuit (Isup) depending on the number of transistors shorted at any

given time, we obtain the power to EM mapping (Z), which is the ratio between the voltage

received across the probe (Vprobe) and the current drawn from the voltage source (Isup).

Using this white-box modeling framework, in the next section, we will discuss the results

and the effect of the different power grid configurations on the EM leakage.

4.4 Results: Effect of the Split Double-row Digital Cell Layout Design on the
EM Leakage

The two iso-area layout designs (single-row SG, double-row SGS) of the same AND logic

circuit ((Fig.  4.4 (a, d)) are analyzed using the HFSS-based framework. Fig.  4.4 (b, e)

shows the H-field vector plots for the single-row SG and the double-row SGS configurations

respectively, and Fig.  4.4 (c, f) shows the H-field magnitude plots for the same. For the

single-row (SG) digital gate layout, the field lines pass vertically through the H-probe loop

(revealing an additive superposition of the field lines) and hence produces a much higher EM

leakage (Fig.  4.4 (b, c), light blue). On the other hand, for the proposed double-row SGS

layout structure, the EM field lines cancel out as discussed in the previous section, leading

to horizontal field lines which do not pass through the EM probe (Fig.  4.4 (e)), leading

to significantly lower EM radiation (Fig.  4.4 (e, f), dark blue) compared to the traditional

single-row configuration, as seen from Fig.  4.4 (c, f).

To quantitatively analyze the effect of the proposed double-row power grid structure for

the digital gates, the power to EM mapping or the transfer function (Z) is computed, as

discussed in Sec. IV. In comparison to the conventional single-row gate layout (SG), the

double-row SGS power grid provides > 5x reduction in the voltage induced across the EM

probe for the same amount of switching activities across all the circuits analyzed (AND,

NAND, as well as NOR gates), as shown in Fig.  4.5 .

Fig.  4.6 (a, b) shows an extended practical use case scenario of our proposed design

technique for a full-chip layout. The idea is to use the double-row split layout architecture for

the critical digital gates so that the overall correlated EM leakage is greatly minimized from

the source itself. However, we do not need to minimize the leakage from other uncorrelated

blocks/digital cells. Hence, as shown in Fig.  4.6 (b), we propose using the existing standard
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digital library cells for the unrelated digital logic (other than crypto) and the double-row

modified digital cell layout designs for the correlated critical digital gates to minimize the

signature/signal-to-noise ratio (SNR). Further, this technique can be utilized to design the

global power grid and cancel out the EM leakage even in the top metal layers.

In the next section, we will explore how our proposed framework can be extended to be

used for pre-Si EM SCA evaluation prior to fabrication.

4.5 HFSS-Based Pre-Silicon EM Side-channel Evaluation

Today, the EM SCA evaluation of a crypto algorithm is mostly performed after fabrication

of the chip, that is, at the post-Si phase. Hence, the countermeasures developed cannot be

pro-actively tested during the design life-cycle and the designers need to wait until the

chip gets fabricated, which could cost a huge amount of time and money. Hence, having a

framework for evaluating the crypto implementations before fabrication is extremely critical

for a faster time-to-market from an industry viewpoint. In this section, we will extend our

proposed framework for the white-box analysis towards incorporating a pro-active pre-Si EM

SCA evaluation within the design life-cycle of crypto ICs.

4.5.1 Limitations of the existing commercial tools

Currently, commercial tools like Cadence Virtuoso allow us to perform pre-Si power SCA

evaluation. Using circuit simulators like Virtuoso, post-layout current/power traces can be

extracted, but electric or magnetic fields cannot be estimated. On the other hand, Ansys

HFSS and Redhawk (static IR-drop simulator) are used for EM analysis, and are popularly

utilized for inductor or antenna design. However, HFSS or Redhawk cannot be used to

simulate an entire circuit layout as it involves huge complexity. In this work, by identifying

what precisely needs to be simulated in HFSS (unlike the prior works [ 93 ], [  116 ]), we combine

both the commercially-validated tools, Virtuoso and HFSS together, to obtain the EM traces

and perform the pre-silicon EM side-channel analysis on any crypto algorithm (Fig.  4.7 ).
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Figure 4.6. (a, b) Practical use case of the proposed digital cell layout archi-
tecture for a full-chip layout. The proposed double-row power grid layout cell
should be used for the security-critical digital logic to reduce the correlated
EM leakage, while the traditional single-row gate layouts are used for unre-
lated logic (other than crypto), which do not require side-channel protection
to enhance the uncorrelated EM leakage (increase system noise), so that the
signal-to-noise ratio (SNR) of the EM measurements is reduced drastically for
an attacker.

4.5.2 EM SCA Pre-Si Evaluation Framework: Key Concept

As shown in Fig.  4.7 , the first step in building this framework for pre-Si EM SCA

evaluation is to obtain the simulated post-layout current/power traces. Secondly, the layout

of the circuit is modeled in HFSS and the power to EM mapping (Z) is obtained (Sec. III),
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Figure 4.7. Flowchart of the pre-Si EM SCA evaluation framework.

specific to the circuit layout, across different frequencies. Thirdly, the time-domain power

traces are transformed into the frequency-domain through fast fourier transform (FFT). This

transformation to the frequency domain is performed for our convenience as we shall see in

the next sub-section. Now, this power to EM mapping is applied on the frequency-domain

current traces to compute the corresponding frequency-domain EM traces (refer to Fig.  4.7 ).

Finally, a frequency-domain CEMA is performed on the synthesized frequency-domain EM

traces. Alternatively, the frequency-domain EM traces could also be transformed into time-

domain and then the conventional time-domain CEMA can be performed to extract the

secret key and evaluate the resiliency of the crypto system in the pre-Si environment.

4.5.3 Power to EM Transfer function & Frequency response

The power to EM transfer function (Z) for a 16:8 MUX circuit is shown in Fig.  4.8 (a, b)

as a proof-of-concept. Fig.  4.8 (a) shows the voltage induced across the EM probe (Vprobe)

and the current drawn from the supply (Isup) as a function of the number of transistors

switching in the circuit. Fig.  4.8 (b) shows the power to EM mapping (Z) which is the ratio

of the Vprobe and Isup. We can clearly see that the transfer function remains independent of

the number of switching events at the operating frequency of 1GHz. This is as expected,

since the amount of current drawn from the supply (Isup) and the voltage induced across
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Figure 4.8. Power to EM mapping: (a) The voltage induced across the EM
probe (Vprobe) and the current drawn from the supply (Isup) for different number
of CMOS switching events for a 16:8 MUX circuit is analyzed as a proof-of-
concept. (b) The power to EM mapping/transfer function (Z) is independent
of the number of switching events in the circuit.

the EM probe (Vprobe) should remain linear at low frequencies. This is an important result

and the key take-away is that the power to EM mapping for a given circuit is now
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Figure 4.9. Power to EM transfer function (Z) frequency response: Z remains
linear with frequency up to ∼ 10GHz, revealing the MQS mode of operation.
Also, for the different transistor switching combinations, the mapping remains
the same (as we see the curves are overlapping till ∼ 100GHz).

possible by only shorting a few transistors instead of all, making it easier to scale

across larger circuits.

Now, as seen in Fig.  4.9 , the transfer function (Z) remains constant (curves overlap)

for all the different transistor switching patterns, and the mapping remains linear across

different frequencies up to 10GHz. Most of today’s embedded devices operate below this

frequency limit, and frequency scaling in a core is limited due to the energy constraints

and the thermal density, leading towards multi-core architectures since the last couple of

decades. Hence, the important take-away from this result is that the power to EM mapping

(Z) scales linearly with frequency, which is consistent with Biot Savart’s Law, proving the

magneto-quasistatic (MQS) approximation at the low frequency range. Note that, the metal
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Effect of the higher metal layers

MUX Circuit with global power grida)

b)

Figure 4.10. Effect of the higher metal layers is demonstrated. (a) The MUX
circuit is designed with the global power grid, emulating the global supply and
ground for the entire IC (instead of just the local circuit under analysis). (b)
These top metal layers (M8, M9 for the TSMC 65nm technology), which forms
the global power grid contribute significantly to the EM leakage compared to
the lower metal layers, re-validating the prior works [ 43 ], [ 37 ].
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Figure 4.11. S-Box power to EM mapping: (a) S-Box layout and its 3D
modeling in HFSS; (b) the power to EM mapping for S-Box circuit.

layers have resonant peaks at the THz frequency range, but we are only concerned below

10GHz, where the transfer function remains linear with frequency. This is the main reason

why the power to EM mapping is performed in the frequency domain as it would alleviate

the need for measuring the transfer function Z across all the frequencies (utilizing the linear

mapping).

4.5.4 Scalability to real crypto implementations: Elimination of the lower metal
layers

Till now, in this section we have analyzed the 16:8 MUX circuit with only ∼ 50 transistors.

However, real-world crypto primitives like the S-Box or a full AES would have 1000× more

transistors. Modeling the full circuit in HFSS is complicated as it cannot be handled by the

graphics support. As of early 2021, even a powerful machine with 16 cores, 100 GB RAM

was unable to load the S-Box circuit fully, due to graphics limitations (most likely owing to

the millions of small dimension metals in the lower layers).

Now, it is known from prior works [ 37 ] that the higher metal layers of an integrated

circuit contributes the most to the EM leakage, due to its higher thickness and longer length

of routing (global power grid). Hence, as seen in Fig.  4.10 (a, b), modeling the MUX circuit

with the global power grid on the top two metal layers, the effect of the higher-level metal

layers is re-validated (with previous work [ 37 ]) since removing just the top two metals reduces
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Figure 4.12. S-Box CEMA: (a) Frequency spectrum of the power traces
(red curve) and the transformed EM traces (blue curve) using our proposed
framework. (b) Frequency-domain CPA shows the correct key separating out
in ∼ 10 traces, while (c) CEMA attack shows the correct key extracted in ∼ 50
traces, validating the proposed pre-Si EM side-channel evaluation framework.

the EM leakage drastically by ∼ 10×. Now, with this understanding that the higher metal

layers are the main contributors of the EM leakage, we can remove some of the bottom metal

layers and obtain the power to EM mapping (Z). This would help scale to larger circuits like

the S-Box or even an AES.

4.5.5 Results: S-Box CEMA

For scaling towards larger circuits, we consider a S-box implementation, which is a secu-

rity primitive for symmetric key algorithms like AES. This application-based study has been

performed in the Intel 10nm process (Fig.  4.11 ), which has 13 metal layers (M1-M13) [  122 ].

The layout of the S-Box is generated using the commercial automatic place and route (APR)

tools. As discussed earlier, the higher metal layers contribute significantly more to the EM

SCA leakage compared to the lower metal layers, and hence we model the S-box layout in

HFSS (Fig.  4.11 (a)), starting from metal layer 4 (M4) and then removing one layer at a

time to determine the optimum point for the power to EM mapping (Z) for this particular
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technology. As seen from Fig.  4.11 (b), as we remove one layer at a time, the simulation

time reduces drastically, while the accuracy of the power to EM mapping (Z) also reduces.

Analyzing the layout structure, we observe that the power to EM mapping starting from

metal layer M8 going up to metal M13 is the most optimal choice in terms of the simulation

time and accuracy for this particular technology (Intel 10nm).

As discussed earlier, it is not feasible to simulate a large circuit with the entire metal stack

due to its sheer complexity with all the transistors (and numerous tiny metal-via structures)

at the lowest layer. Hence, the optimal choice of simulation from M8-M13 (for the Intel

10nm process) simplifies the flow and allows us to form an estimate of the EM SCA leakage

in pre-Si environment, which is critical to evaluate the efficacy of a crypto engine and its

countermeasure, prior to fabrication.

Note that, the power to EM mapping is only required to be computed at one frequency

of interest (1 GHz, for our case), as it can be linearly scaled across other frequencies (Fig.

 4.9 ), as evidenced by the MQS region of operation at these low frequencies and the geometry

of the radiating elements, that is, the IC metal layer dimensions. Now, once the power to

EM mapping (Z) is obtained from our HFSS model, we simultaneously simulate the S-box

circuit using Virtuoso to obtain the power traces in the time-domain. The power traces are

transformed to the frequency domain using FFT (Fig.  4.12 (a), red curve), and the power

to EM transfer function (Z) is applied on the power traces to obtain the corresponding EM

traces in the frequency domain (Fig.  4.12 (b), blue curve). Now, we perform a correlational

power analysis (CPA) on the frequency-domain power traces using the hamming weight

model as shown in Fig.  4.12 (b) which reveals the correct key in ∼ 10 traces. CEMA is

performed on the transformed frequency-domain EM traces which also successfully reveals

the correct key in ∼ 50 traces, validating the proposed HFSS-based framework. Similarly,

the CEMA can also be performed in the time domain after transforming the generated

frequency domain EM traces to the time domain through inverse FFT (IFFT), as discussed

earlier (Sec. V.C, Fig.  4.7 ). The minimum traces to disclosure (MTD) is low since the noise

is not added to the system, which can be modeled independently based on the system under

consideration.
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4.6 Conclusion & Future Work

To summarize, this work developed a framework to perform white-box modeling of the

EM leakage from a crypto IC and proposed a new digital gate layout architecture to min-

imize the EM leakage. Using the HFSS-based framework, it was demonstrated that the

double-row power grid layout pattern (supply-ground-supply (SGS)) for digital logic gates

has significantly lower leakage compared to the traditional single-row layout pattern (supply-

ground (SG)). This is a generic technique, which is agnostic of any crypto algorithms and

does not incur any overheads. For practical large design layouts, we proposed using the

traditional standard library cells for the unrelated digital logic gates (other than crypto),

while the proposed double-row-based modified digital gate layouts for the security-critical

logic to minimize the SNR significantly and thereby prevent EM SCA attacks.

The HFSS-based framework is extended to develop a pre-Si EM SCA evaluation tech-

nique combining both Virtuoso and HFSS. Hence, CEMA can now be performed during the

design phase itself, which is extremely useful to evaluate the crypto implementations and

countermeasures before a chip is fabricated, thereby reducing the time to market drastically

for security sensitive designs.

In the next chapter, we will look into the side-channel countermeasures and deep-dive into

the circuit-level implementation of a generic low-overhead EM/power SCA resilient AES256

design in TSMC 65nm CMOS technology.
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5. EM & POWER RESILIENT AES-256 IN 65NM CMOS

THROUGH CURRENT DOMAIN SIGNATURE

ATTENUATION & LOCAL LOWER METAL ROUTING

Most of the materials in this chapter have been extracted verbatim from the paper:

1. Debayan Das et al., EM and Power SCA-resilient AES-256 in 65nm CMOS through

> 350× Current Domain Signature Attenuation & Local Lower Metal Routing, IEEE Jour-

nal of Solid-State Circuits (JSSC), 2021.

Mathematically secure cryptographic algorithms, when implemented on a physical sub-

strate, leak critical ‘side-channel’ information leading to power and electromagnetic (EM)

analysis attacks. Circuit-level protections involve switched-capacitor, buck converter, or

series low dropout regulator (LDO) based implementations, each of which suffers from sig-

nificant power, area or performance trade-offs and has only achieved a minimum traces to

disclosure (MTD) of 10M till date. Utilizing an in-depth white-box model, this work for

the first time focuses on signature suppression in the current domain which provides an

Attenuation2 enhancement in MTD leading to orders of magnitude improvement in both

power and EM side-channel analysis (SCA) immunity. Using a combination of (1) current-

domain ‘signature attenuation’ (CDSA) along with (2) local lower-level metal routing, the

critical correlated information in the crypto current is significantly suppressed before it

reaches the supply pin. Specifically, to prevent the EM leakage from its source (metal layers

carrying the correlated crypto current acting as antennas), this work embraces lower-level

metal routing of the CDSA embedding the crypto IP, so that the signature becomes highly

suppressed before it passes through the higher metal layers (which radiates significantly)

to connect to the external pin. The 65nm CMOS test chip contains both protected and

unprotected parallel AES-256 implementations, running at a clock frequency of 50MHz.

Test vector leakage assessment (TVLA) on the protected CDSA-AES, demonstrated with

on-chip measurements for the first time, show that the higher-level metal layers leak sig-

nificantly more compared to the lower-level metal routing. Correlational power and EM

analysis (CPA/CEMA) attacks on the unprotected implementation were able to extract the
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secret key within 8k and 12k traces respectively, while the protected CDSA-AES could not

be broken even after 1B encryptions for both power and EM SCA, evaluated both in time as

well as frequency domain, showing an improvement of 100× over the prior state-of-the-art

countermeasures with comparable power and area overheads.

5.1 Background

5.1.1 Motivation

Recently, AES-256 was shown to be broken in 5 minutes from a 1 meter distance (and

within few seconds from 30 cm away) using non-invasive EM probes [ 123 ]. The time-

complexity of breaking an AES-256 is reduced from 2256 for brute-force attacks to 213 for

SCA attacks. Transitioning from AES-128 to AES-256 increases the mathematical security

exponentially, however the SCA security only increases linearly by 2×.

For performing an EM/power SCA attack, first, the EM/power traces are measured

from the crypto engine using an oscilloscope or a high-resolution analog-to-digital converter

(ADC). Next a hamming weight (HW) or hamming distance (HD) model is built for differ-

ent key guesses depending on the point of attack. Finally, correlation is performed between

the collected traces (T ) and the attack model (H), and the correct key showing the high-

est correlation emerges out after multiple traces are analyzed. These correlational attacks

(CEMA/CPA) do not require any prior timing information on the occurrence of the targeted

operation, since the correlation coefficient ρT H can be calculated at each time sample of the

EM/power trace [ 71 ].

A HW-based attack is often effective for software crypto implementations running on a

microcontroller, while HD attacks are more prominent on efficient hardware implementations

as operations are more parallelized. Also, the point of attack on a crypto algorithm may

change from software to hardware implementations. For instance, in the case of software

AES-256, the output of the 1st round S-box can be targeted to derive the key using chosen

plaintexts (PT). However, for hardware implementations, attacking combinational logic is

not easy (due to the different delays for different inputs). Hence, in case of a hardware AES-

256 parallel datapath implementation, a known ciphertext (CT)-based attack on the HD for
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the last 2 rounds (13th and 14th) is more effective and practical, and has been adopted for

this work to evaluate the resiliency of both the unprotected and protected versions of the

AES-256.

Real-world examples of EM/power SCA attacks include counterfeiting e-cigarette batter-

ies by stealing the fixed secret key embedded in the authentic device to gain market share.

Also, recently, SCA attacks on bitcoin wallets were demonstrated to recover the private key.

In general, these attacks can be used to obtain the secret key from the boot-loader of any

embedded device [ 85 ].

As the attacks are constantly improving and attackers are becoming even more power-

ful with the advent of better EM probes, it is imperative that we devise energy-efficient

generic techniques to protect against both EM/power SCA attacks for any crypto al-

gorithm. Circuit-level on-chip countermeasures include switched capacitor current

equalizer [  106 ], charge recovery logic [ 124 ], IVR [ 125 ], and all-digital LDO [ 120 ], which suffer

from performance degradation, high power and area overheads because of large embedded

passives, as well as EM leakage from large MIM capacitor top plates.

5.1.2 Key Concepts

In this work, aided by the white-box analysis of the EM leakage from a crypto IC, we

strive to tackle the problem of EM leakage at its source [  40 ]. Fig.  5.1 (a, b) shows the

overview of the proposed current domain signature attenuation (CDSA) countermeasure,

which provides a significant signature suppression such that the MTD is improved by a

factor of Attenuation2 (AT 2) [  37 ]. It should be noted that in the security/side-channel

community, SNR is defined as the ratio of the variances of the power/EM trace and the

noise, while in our work, SNR is considered as the ratio of the voltages, as defined within

the circuits community (Fig.  5.1 (a)). The lower-level metal routing of the CDSA embedding

the crypto core ensures that only the suppressed critical signature passes through the higher

metal layers, thereby simultaneously protecting against both power as well as the EM SCA

attacks. This will be discussed in detail in Section III.

The key concepts of this chapter are summarized as follows:
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b)

Figure 5.1. Overview of the CDSA Design Techniques: (a) Inline current do-
main signature attenuation fundamentally reduces the correlated crypto cur-
rent information and provides orders of magnitude improvement in the SCA
security for both power as well as the global EM leakage. (b) Local lower-level
metal routing of the CDSA embedding the crypto core enables a local EM
signature suppression such that the EM radiation from the higher level metal
layers do not leak the critical information.
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• Current-domain signature attenuation (CDSA) technique ensures that the corre-

lated crypto current is significantly suppressed before it reaches the supply pin, provid-

ing an Attenuation2 (AT 2) improvement in the SCA security of cryptographic devices.

It thereby provides resilience against both power as well as the ‘global’ EM leakage.

• Local lower metal routing technique helps in reducing the local EM SCA leakage.

The idea is to suppress the critical correlated crypto signature within the lower-level

metal layers (up to M6 in our case) before it goes through the higher metals (root-

cause of the EM leakage) to connect to the external pin. Also, the CDSA hardware

embedding the crypto core in the lower metals has to be ‘local’ to minimize the IR

drop.

The fabricated 65nm CMOS test chip contains both the unprotected and protected im-

plementations of AES-256, which are subjected to CPA and CEMA attacks, showing that the

unprotected AES can be broken in only 8k and 12k traces respectively, while the CDSA-AES

remains protected even after 1B traces, achieving 100× higher minimum traces to disclosure

(MTD > 1B) reported to date with comparable power and area overheads.

Additionally, this work, for the first time, demonstrates the effect of metal layers on the

EM side-channel leakage. Using test vector leakage assessment (TVLA) methodology, it can

be seen that the CDSA-AES with higher level metal routing leaks significantly more (> 7×)

compared to lower-level metal routing, proving the effects of on-chip metal layers on EM

leakage.

5.2 Related Works

Power and EM SCA countermeasures can be broadly classified into 3 categories: logical,

architectural and physical. Logical countermeasures focus on equalizing the power con-

sumption in each clock cycle and include sense-amplifier based logic (SABL) [  102 ], dual-rail

precharge circuits [ 103 ], wave dynamic differential logic (WDDL) [  104 ], and gate-level mask-

ing [ 126 ], [ 96 ]. These countermeasures usually require re-designing the library cells and also

suffer from high area and power overheads as the logic gates are replaced with a sophisticated

one to mask the side-channel leakage.
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Figure 5.2. State-of-the-Art Circuit-level Countermeasures: (a) Switched
Capacitor Current Equalizer [10], (b) Integrated voltage regulator (IVR) using
buck converter with loop randomization [12], (c) Digital low-dropout (LDO)
regulator with clock modulation [13]. The table on the top highlights the main
challenges with the existing implementations. In the upcoming sections, we
will see how we can achieve an MTD of 1B even with a much smaller load
capacitor (150pF), thereby reducing the area overheads.

The second category involves architectural countermeasures based on introducing time

or amplitude based distortions using dummy insertion, or shuffling of operations, which

provide limited enhancement in SCA security depending on the algorithm and architecture

of the implementation [ 127 ].

The third and final category include the physical circuit-level countermeasures to pro-

tect against EM and power SCA attacks. These are the most generic techniques, and involves

noise injection, switched capacitor based current equalizer [  106 ],[ 128 ], integrated voltage

regulator (IVR) using buck converters [  125 ], and digital LDO based implementation [  120 ].

Simulations of shunt LDO based regulators have been recently studied and shown to be

effective for power SCA resistance [ 42 ]. Noise injection based countermeasure reduces the

signal-to-noise ratio (SNR), but suffers from very high power overheads and hence is not an

optimum technique to enhance SCA security [ 41 ].
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Switched capacitor current equalizer circuit proposed by Tokunaga et al. [  106 ] operates

in three phases, as shown in Fig.  5.2 (a). In the first phase (S1 closed), the load capacitor is

charged to supply. The AES core operates in the second phase (S2 closed) and finally in the

third phase (S3 closed), the load capacitor is discharged to a fixed bias to clear the voltage

residue. Although this is a novel supply isolation technique, it has multiple trade-offs among

the size of the load capacitor (performance vs. area trade-off), the dc bias voltage (security

vs. power trade-off), as well as the switching frequency (area vs. power trade-off), leading

to a 2× performance degradation.

Integrated voltage regulator (IVR) using buck converter along with loop randomization

was proposed in [  125 ] as shown in Fig.  5.2 (b). However, it suffers from large passives

including on-board inductors, as shown in the table in Fig.  5.2 .

Recently, as shown in Fig.  5.2 (c), series LDOs with noise injection along with voltage

frequency modulation was proposed to obfuscate the side-channel leakage [  120 ]. However, it

used large MIM capacitors which can leak the critical side-channel information through the

higher-level metal layers in the form of EM leakage. Also, ideal series LDO-based implemen-

tation inherently leaks critical information [  42 ], as it tries to maintain a constant voltage

across the crypto core which means that the current drawn from the supply is exactly equal

to the crypto current, which is undesirable for SCA resistance.

In this work, the goal is to achieve a high MTD with lower load capacitor. By adopting

the two key design techniques (refer to Section II. B), the proposed CDSA design achieves

both EM as well as power SCA protection up to an MTD of 1B traces, thereby improving

the state-of-the-art by 100×, with a 10× lower load capacitance.

5.3 Global Signature Attenuation: Concept & Circuit Design

In this section, we will study the details of the the CDSA countermeasure to protect

against power as well as the global EM side-channel leakage.
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Figure 5.3. Build-up to the CDSA Design: (a) Ideal realization of a current
source, (b) Low Bandwidth Switched Mode Controller (SMC) for PVT tol-
erance and choosing the number of CS slices for supplying the average AES
current, and the high bandwidth shunt LDO to bypass any extra current from
the top that is more than the average current of the AES-256 core. (c) The
shunt LDO is replaced with a PMOS bleed transistor which provides an inher-
ent negative feedback as well as the low frequency regulation with much lower
power and still providing the same SCA security benefits.

5.3.1 Concept

For an unprotected crypto engine, the supply current remains equal to the crypto current

as shown in Fig.  5.1 (a). Our goal is to design a countermeasure such that the supply current

is independent of the crypto current.

Imagine if we can somehow embed the crypto core within a current-domain signature

attenuation (CDSA) hardware such that the correlated current signature is significantly

suppressed (almost constant) even before it reaches the supply pin, then the MTD for power

SCA would be enhanced by the square of the attenuation factor (MTD ∝ AT 2), as shown in

Fig.  5.1 (a). The MTD for EM SCA is also improved as the current flowing through higher-

level radiating structures (e.g. pins, board traces) is near constant. This idea of suppressing

the signature in the current domain provides huge benefit in terms of SCA security for both

power as well as the global EM leakage.
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5.3.2 Circuit Architecture

For designing a current-domain signature attenuation (CDSA) hardware, we need the

supply current to be independent of any variations in the crypto current. The first thing

that comes to our mind is a constant current source (CS). However, a constant CS cannot

drive a variable current load. Hence, we need a capacitor to account for the differences in

the current, as shown in Fig.  5.3 (a).

Now, as shown in Fig.  5.3 (b), to handle the PVT variations, a low bandwidth switched

mode control (SMC) loop is used which tracks the VDIG within a guard band of VT ARGET +∆+

and VT ARGET − ∆− by turning ON or OFF the required number of CS slices [ 129 ], [ 130 ],

[ 131 ]. The SMC loop thus tries to set the CS current to the average crypto current. However,

due to the quantization levels of the CS, the supply current (ICS) is set to the the closest

higher quantization level (ICRY P T Oavg + ∆).

Now, to drain the excess current (∆), a high power shunt LDO [  132 ], [ 129 ], [ 42 ] can be

utilized which senses the node VDIG and controls the bleed NMOS gate voltage to draw the

difference of current between ICS and ICRY P T O. However, the shunt loop needs to be very

high bandwidth (∼ 10× more than the crypto frequency) to respond to the instantaneous

changes in the load (crypto) current, and hence would incur a high power overhead. Instead,

as shown in Fig.  5.3 (c), a PMOS bleed path is designed which provides a bypass path for

the extra current (∆) and minimizes the power overhead significantly.

5.3.3 Cascode Current Source: Lower Load Capacitor

To achieve high signature attenuation (AT), we need a high output impedance CS or a

high load capacitor. Hence, a cascode CS is chosen as shown in Fig.  5.4 (a) which provides a

high output impedance (rds) compared to one-stack CS, and allows 10× lower load capacitor

(CL) to achieve iso-attenuation as shown in Fig.  5.4 (b). The CDSA utilizes digitally-tunable

cascode current source (CS) with high output impedance to power the AES. Although the

choice of a smaller load capacitor (CL) leads to voltage fluctuations (∼ 30 − 50mV ) at the

VDIG node (Fig.  5.4 (c)), the high output impedance of the CS stage ensures that the voltage

fluctuations are not reflected to the supply current which an attacker can access.
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Figure 5.4. Design of the Constant Current Source: (a) A cascode current
source provides (b) 10× higher output impedance compared to a simple cur-
rent source implementation, (c) and hence allows a 10× reduction in the load
capacitor for iso-attenuation.

5.3.4 CDSA Design

As discussed in Section II, traditional LDOs inherently leak critical information [ 42 ]. For

the CDSA design, the supply current does not track the AES current, and hence the SMC

loop is a low-bandwidth control loop to set the supply current to the average crypto current.

Instead, we choose to tolerate the ∼ 30 − 50mV voltage droop across the AES engine, and

the high impedance (rds > 10KΩ) CS on top ensures that the current fluctuation at the

supply is attenuated by,

AT = ωAESCLrds (5.1)

which evaluates to > 350×.

The goal of the CDSA circuit is to provide the average load (AES) current plus a delta

current that leaks through the bypass PMOS bleed path to ground, providing local negative

feedback which leads to the ability to support any IAESavg in between two quantized current

levels of the CS. Hence, the shunt-path PMOS bleed (biased for near-threshold operation)
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Dynamic Comparator Working of SMC Loop: PVT Tolerance

b)
a)

Figure 5.5. (a) Design of the Switched Mode Control Loop with guard bands,
(b) Dynamic comparator checks if the VDIG node goes out of the guard bands,
(c) SMC logic turns on or off the required number of CS slices depending on
the VDIG voltage.

aids in low-frequency analog regulation without the need for a high-power shunt loop. The

voltage at the VDIG node is thus given as,

VDIG = VBLEED + VTp +
√√√√ 2∆

Kp(W
L

)BLEED

(5.2)

where, VTp represent the threshold voltage of the PMOS bleed, and ∆ being the excess

current (quantization error) from the supply. Hence, with a large size of the bleed PMOS,

the Eqn.  5.2 gets modified as,

VDIG ≈ VTp + VBLEED (5.3)

Now, the bleed should not be very large as it would unnecessarily drain extra current from

the supply, increasing the power overhead without increasing the MTD. This is discussed

in detail in Section III. G. The CS consists of 32 slices of PMOS and nominally 16 of them

are turned on. The shunt path PMOS bias (near-threshold operation) as well as number

of PMOS legs ON are scan controllable to analyze the effect of the extra bleed current on

signature attenuation.
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5.3.5 PVT Tolerance and SMC Loop

The design of the SMC loop is shown in Fig.  5.5 (a). The slow digital SMC LDO tracks

and regulates the voltage across the AES (VDIG between VT ARGET +∆+ and VT ARGET −∆−)

by turning ON or OFF the required number of PMOS CS slices. Two dynamic comparators

(Fig.  5.5 (b)) compare VDIG with VT ARGET + ∆+ and VT ARGET − ∆− respectively, and a 32-

bit up-down counter with averaging (to control the loop frequency) controls the appropriate

number of CS slices to be turned on. If VDIG > VT ARGET + ∆+ for N SMC clock cycles,

then a CS is turned ON. On the other hand, if VDIG < VT ARGET − ∆− for N SMC clock

cycles, then a CS is turned OFF. Fig.  5.5 (c) shows the working of the SMC loop where it

turns OFF the required number of CS slices to reach the steady state (VDIG within the guard

band) after which it remains disengaged. The SMC loop can handle any process, voltage,

and temperature (PVT) variations from chip-to-chip. At startup, CDSA requires < 500µs

to settle (Fig.  5.5 (c)), which can be dummy operations. It should be noted that the SMC

LDO is a low-BW loop (clocked at < 10KHz, VDIG output pole at ∼ 106KHz) and has

a dead band of 50mV, such that it remains disengaged during the steady-state operation

of the CDSA-AES circuit. The design of the dynamic comparators in the SMC loop which

compares the VDIG node voltage with the guard-band levels is shown in Fig. Fig.  5.5 (c).

For the SMC loop, it needs to be noted that once the average current is set, that is, in

steady state, the SMC is disengaged and the signature attenuation is given by the output

resistance of the CS as well as the load capacitance.

5.3.6 Quantization vs. Key Leakage: Choice of CS Quantization

The average crypto current is a weak function of the secret key under attack and our goal

is to ensure that any key-dependent variation is not reflected to the supply current. Hence,

the quantization level is given as,

ICSN+1 − ICSN
> (δIAESavg)max (5.4)
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Figure 5.6. (a) Sample Power trace of the AES-256 showing 14 rounds of
the encryption, (b) The average current of the trace during the 14 rounds is
computed for all the 256 possibilities of the 1st key byte. The CS quantization
level (unit CS current) is designed to be higher than the maximum key-to-key
variation in the average crypto current, so that any key-dependent information
is not leaked through the power trace.
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a)

b)

Figure 5.7. CDSA Design Space Exploration: (a) A dropout voltage (VDS)
of 0.3V across the current source and a bleed size of 400 is the most optimal
choice, as a higher bleed size increases the current drawn from the supply and
reduces the attenuation, (b) Bleed bias of 0.35 V is the most optimum beyond
which it goes towards cut-off and the signature attenuation reduces.

where, (δIAESavg)max is the maximum deviation in the average AES current for all the 256

different possibilities of a key byte. Thus, the unit current (∼ 94µA) of the CS is chosen such
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that it is higher than the key-dependent variation in IAESavg((δIAESavg)max ∼ 72µA) (Fig.

 5.6 (a, b)), so that the key-dependent information in average DC current, is not transferred

to supply current and is leaked by the bleed PMOS, making the design highly secure.

5.3.7 Design Space Exploration

Design space exploration of the CDSA-AES is shown in Fig.  5.7 (a, b). As the bleed bias

(VBLEED) is increased from 0 to 200mV, the bleed current is reduced and the attenuation

is increased as less current is drawn from the supply. Beyond 200mV, as the bleed PMOS

goes towards cut-off, the attenuation reduces. Hence, the design space exploration reveals

the optimum operating point at a dropout voltage (VDS) of 0.3V across the CS stage and

bleed bias (VBLEED) of 0.35V.

5.4 White-Box EM Leakage Analysis & Local Signature Suppression

Most prior works on EM SCA attacks as well as countermeasures treat the crypto engine

as a black box, without paying much attention to the cause of the EM leakage. However, a

solid understanding of the genesis of the EM leakage from a crypto IC is necessary to develop

an efficient low-overhead countermeasure.

5.4.1 Ground-Up Analysis

As we know, the acceleration of the electrons due to the switching of the output of

the digital gates create create changing electric fields and magnetic fields, leading to EM

radiation, according to the Maxwell’s equations. Now, these generated EM fields depend on

the metal layers inside the IC carrying the current, which act as dipole antennas and radiate.

These switching currents passing through the metal layers undergo a transformation to create

EM radiation and the magnitude of the fields depends on the dimensions of the metal layers.

Higher-level metals are considerably thicker, and hence the EM leakage from these top metals

has higher probability of detection using the commercially available EM probes (Fig.  5.8 (b)).

Fig.  5.8 (a) shows the Intel 32nm metal-interconnect stack [  97 ] as an example, where we see

that as we move up the metal layers, the thickness increases and the top metal M9 along with
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White-Box Approach for EM Leakage analysis
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Figure 5.8. EM SCA White-box Analysis: (a) Intel 32nm metal-interconnect
stack showing that the higher level metals are huge compared to the lower
metal layers, (b) Higher metals are thicker and hence acts as a better antenna
compared to the lower metals at the circuit-level operating frequency, (c) 3D
FEM simulations using HFSS (1GHz, at a probe distance of 900µm from
the chip) shows that the top level metals (M9 and above for the Intel 32nm
process) leak significantly more and the radiation can be detected using the
commercially available EM probes.

the Cu bump is huge compared to the lower metals [  37 ]. Using 3-D high frequency structure

simulator (HFSS) to study the E-field contribution of the individual metal layers, it was

observed that the contribution of the metal layers M9 and above are detectable using the

commercially available EM probes and hence these higher-level metal layers are vulnerable

to EM side-channel leakages (Fig.  5.8 (c)). The exact metal layer above which the fields are

detectable will highly depend on the process as well as the sensing probe used. Moreover, the
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Design Considerations for Lower-Level Metal Routing

Local Lower-Level Metal Routinga)

b)

Figure 5.9. CDSA Design for Local EM Leakage Suppression: (a) The crypto
core is routed within the lower-level metal layers and embedded within the
locally routed CDSA which attenuates the crypto signature significantly before
it passes through the higher level metal layers whose leakage can be detected
by an external attacker. A mesh of metal layers 7, 8, and 9 are designed to
evaluate the effect of higher-level metal layers on the EM radiation and SCA
leakage. (b) Lower-level routing is performed up to metal M6 considering the
IR drop in the VDIG node. The IR drop is shown considering a routing length
of 100µm.
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Table 5.1. Modes of Operation of the Crypto Cores

ratio of electric/magnetic field strength reduction by routing through a lower metal layer,

would also be heavily process technology dependent. However, the key take-away is that the

top metal layers which are larger leak significantly more compared to the lower-level metal

layers and hence should not be used to route unsuppressed correlated signature.

Through 3-D finite element method (FEM) simulation of metal traces using HFSS, it

is validated that the EM leakage is a strong function of the metal dimensions carrying the

correlated current [  37 ]. As discussed in the previous section, the goal for EM SCA resilience

is not to pass the correlated current through the higher-level metal layers. However, even if

the sensitive signals are routed locally, power has to be routed to the external pins through

higher metals. For only power SCA protection, we can utilize the current-domain signature

attenuation (CDSA) hardware to suppress the correlated current signature, but if the routing

is through the higher metals it would still radiate and would be vulnerable to EM SCA.

Equipped with this ‘white-box’ understanding of the genesis of the EM leakage and not-

ing that the correlated current is the source of both power (at supply pin) and EM leakage

(radiation through current path), this work embraces current-domain ‘signature attenua-

tion’ (CDSA) with local lower-level metal routing as a low-overhead generic countermeasure

against both EM and power side-channel attacks. Hence, we route the crypto engine within

the lower-level metal layers and embed it locally within the CDSA hardware which suppresses

the signature significantly before passing it through to the top-level metal layers.
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Figure 5.10. Complete System Architecture showing the unprotected AES-
256 and the protected CDSA-AES256 cores. Highly isolating switch SW1 is
designed to observe the VDIG voltage across the AES-256. Other switches SW2-
SW4 are designed to connect the AES core to the top metal mesh structures
to evaluate the effect of higher metal layers on the EM SCA leakage.

5.4.2 CDSA Design for EM SCA Protection: Local Lower-Level Metal Routing

The previous technique of active inline current domain signature suppression protects

against power and the global EM leakage. Here, we will look into the design strategy to

prevent against local EM leakage.

As seen from Fig.  5.9 (a), the crypto IP (AES-256 for this work) is routed within the

lower-level metal layers (M1 to M6) and then the correlated current is passed through the

physically-close CDSA block which is also routed locally within the lower metals. The arrows

in the figure indicate the direction of flow of the current. The correlated local EM leakage

is significantly suppressed by the CDSA within the lower metal layers (up to M6), and it is
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then passed through the higher-level metal layers to connect to the pin. A mesh of metals 7,

8 and 9 is designed on top of the crypto core to evaluate the contribution of the top metal

layers to EM radiation.

Lower metal routing (up to M6) provides a local attenuation of ∼ 7× (compared to

passing the signature directly to M9 which has larger dimensions and radiates more). The

local routing of the CDSA with lower-level metal layers has trade-offs with the IR-drop, as

shown in Fig.  5.9 (b). Routing the VDIG node with M6 ensures that the additional IR-drop

is limited to < 0.4mV . The load capacitor (CL) uses only MOS cap (lower metal layers)

rather than MIM (top metal layers) so that the EM radiation is minimized. This comes at

the expense of some extra area and leakage power of the MOS cap (compared to MIM cap)

which is a fundamental trade-off to ensure high EM SCA protection. For EM SCA, MIM

capacitors should never be used on correlated current node, as the MIM capacitor plate with

the correlated sensitive signature, effectively turns into a radiating element, leaking critical

correlated information.

5.5 System Architecture

The full system architecture is shown in Fig.  5.10 (a). It consists of both unprotected and

protected AES-256 implementations. The architecture of the parallel AES-256 is shown in

Fig.  5.11 (a). AES-256 is implemented with parallel data-paths to provide high performance

and requires 14 cycles per encryption. The top-level interface for external programmability

and observability is shown in Fig.  5.11 (b). To verify the correct working of the AES-256,

we have an output ciphertext (CT Serial Out) mode, where the ciphertext is streamed out

serially, as shown in Fig.  5.14 .

As seen from Fig.  5.10 (a), the CDSA-AES has scan-controlled highly isolating switches

(SW1) to connect the VDIG node to an external pin for observability (SW1 ON) or disconnect

without leaking EM during normal operations (SW1 OFF). Similar highly isolating switches

(SW2-4) are kept on top of the crypto core for the protected implementation to analyze the

effect of higher level metals on the EM leakage.
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Parallel AES-256 Architecture AES-256 Top-level Interfacea) b)

Load Characterizationc)

Figure 5.11. (a) Parallel AES-256 Architecture, & (b) Top-level Interface.
(c) The AES-256 is powered at 0.8V at 50MHz and consumes 0.8mW power.

The system has three modes of operation as shown in Table  5.1 . In mode 1, the un-

protected AES-256 is operated. Mode 2 is the CDSA-AES with higher-level metal routing
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Figure 5.12. (a) Die micrograph of the system in 65nm CMOS process and
design summary, (b) PCB and the measurement set-up for EM and power
SCA attacks.

(power protected), and mode 3 (default operation mode) is the fully protected implementa-

tion with lower metal routing and provides both EM and power SCA protection.
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5.6 Measurement Results: Efficacy of the Countermeasure

The die micrograph of the test chip fabricated in TSMC 65nm technology is shown in

Fig.  5.12 (a). The package was wire-bonded on the PCB with glob-top encapsulation and

consumes an active area of 0.15mm2.

The PCB and measurement set-up is shown in Fig.  5.12 (b). For power SCA attacks, we

mount 1Ω resistors at the power supply of both the unprotected and protected AES-256. A

H-field probe of 10mm loop diameter is used to measure the EM leakage from the IC while

performing encryption. For our EM measurements, we had compared with Tekbox probes

of 5mm, 10mm, and 20mm [  100 ], and the 10mm probe was the most optimal choice as it

picked the most EM signal. The measurement set-up consists of an oscilloscope for capturing

the traces, and is connected through an external 40dB wideband amplifier for the EM trace

capture.

The unprotected AES is powered with 0.8V input and consumes ∼ 1mA average current

at 50MHz, as shown in Fig.  5.11 (c).

5.6.1 Time-Domain Measurement Results

Fig.  5.13 shows the time-domain measurement results for both the unprotected and

protected AES-256. The power trace for the unprotected AES clearly shows the 14 rounds

of the encryption, which is ∼ 150mV in amplitude, while the CDSA-AES power signature is

attenuated by > 350× and remains below the noise floor of the oscilloscope. Observing the

VDIG across the AES engine, we can see the 14 rounds of the AES, however, we choose to

tolerate these fluctuations at VDIG with a smaller CL to reduce area overhead, and instead

have the high impedance (rds) CS on top, which ensures that the correlated signatures are

not reflected to the supply current, as seen from Fig.  5.13 . Also, for the EM signature, the

14 rounds are clearly visible for the unprotected implementation, while it remains below the

noise floor for the CDSA-AES.

Both the unprotected and protected AES-256 can be operated in the Ciphertext (CT)

Serial Out Mode, as shown in Fig.  5.14 . In this mode, the 128-bit CT is serially output after

the 14 cycles of the each encryption.
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Figure 5.13. Time-Domain Measurement Results: (a-c) Power trace from the
unprotected AES-256 clearly shows the 14 rounds of the encryption (a), and
the power trace has an amplitude of 150mV, which is significantly attenuated
by a factor of > 350× and the power trace for the CDSA-AES256 remains
below the noise floor as shown in (c). The intermediate node VDIG still shows
the 14 encryption rounds (b), however it is only for observability and is inac-
cessible to an attacker. The high output impedance of the CS stage on top
ensures that the fluctuation at the VDIG is highly suppressed at the supply pin
available to an attacker. (d, e) The unprotected EM trace clearly shows the 14
rounds of the AES-256 (d), however for the CDSA-AES256 (e), the EM trace
is below the noise floor.
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Figure 5.14. The AES-256 can operate in a ciphertext serial output mode
(CT Serial Out), where it outputs the 128-bit ciphertext in 128 cycles after
the 14 rounds of the encryption.

5.6.2 EM & Power Side-Channel Analysis and Attacks

Now, let us look into the SCA resiliency of the unprotected and protected implemen-

tations. Both time and frequency-domain CPA and CEMA are performed. Test Vector

Leakage assessment is also shown for both the unprotected and protected implementations.
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Attack Model

For both CPA/CEMA attacks, we use the HD model of the last 2 rounds (HD between

the CT and the output of the 13th round) of the AES-256. For the frequency-domain attack,

the traces are passed through a narrowband filter of 10MHz bandwidth with the center

frequency sweeping from 10MHz to 1GHz (Fig.  5.15 ).

CPA Attacks & Power-TVLA

Fig.  5.15 shows the hamming distance (HD) attack model used between the last 2 rounds

of AES (13th round output and the ciphertext) and a correlational power attack (CPA) on

the unprotected AES implementation shows an MTD of 8K, while the CDSA-AES cannot

be broken even after 1B traces (without any intentional noise injection). While all key bytes

show similar trends, we demonstrate the efficacy of the countermeasure with attacks on the

1st key byte. Fixed vs. random Test Vector Leakage Assessment (TVLA) on the unprotected

AES shows a t-value of 1056 after 200M traces compared to ∼ 12 for CDSA-AES. Frequency-

domain CPA with windowed FFT has been performed with a window size of 10MHz and

the center frequency is swept from 10MHz to 1GHz. However, the correct key byte was not

revealed for any frequency band, even after 1B traces, showing an MTD improvement of

∼ 125, 000×.

CEMA Attacks & EM-TVLA

CEMA on the unprotected AES shows an MTD of ∼ 12K, while the CDSA-AES is not

broken after 1B measurements (Fig.  5.15 ). The results were also verified with frequency-

domain CEMA. TVLA on the unprotected AES shows a t-value of 961 compared to a t-value

of 6 for the CDSA-AES (with lower metal routing – Mode 3: Fig.  5.10 (b)). The effect of

higher metal layer routing on EM leakage is analyzed by turning on highly-isolating switches

(SW2-SW4) that connects VDIG to higher metal radiating structures (Fig 2). In this Mode

(2) with all M7-M9 connected, the EM leakage crosses the threshold of 4.5 within 20M

traces, compared to ∼ 170M traces for mode 3, demonstrating the effect of local attenuation
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Figure 5.15. EM & Power SCA Attack Evaluation: (a) Attack model for
CPA/CEMA. (b) Frequency domain CPA/CEMA. (c) Time-domain CPA, (d)
frequency domain CPA on unprotected AES. (e) Time-domain CPA and (f)
frequency domain CPA on the protected AES. (g) Time-domain CEMA on the
unprotected and (h) the protected CDSA-AES. (h) Frequency-domain CEMA
on the unprotected AES, (j) the protected implementation remains secure even
after 1B traces.
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a) Effect of the Metal LayersPower TVLA EM TVLAb) c)

Figure 5.16. Power & EM fixed vs. random Test Vector Leakage Assessment
(TVLA): (a) The unprotected AES-256 has a t-value of > 1000 with 200M
analyzed power traces, while it remains ∼ 10 for the CDSA-AES256. (b) EM
TVLA on the unprotected AES-256 shows a t-value of > 1000, while the t-value
protected implementation (Mode 3, with lower metal routing) remains ∼ 5 for
200M analyzed traces. (c) CDSA-AES with higher-level metal routing shows
> 7× higher leakage compared to the lower-level routing, as it crosses the
t-value threshold of 4.5 within 20M traces in mode 2 while the fully protected
implementation (mode 3) crosses the threshold in 170M traces.

(> 7×) and the significance of the local lower metal routing for EM SCA protection (Fig.

 5.15 ).

5.6.3 Comparison with State-of-the-Art

Compared to the existing state-of-the-art circuit-level countermeasures, current domain

signature attenuation (CDSA) with lower-level metal routing provides 100× higher MTD

(Fig.  5.17 ) with comparable power and area overheads (Table 5.2 ). CDSA-AES has been

evaluated against both time-domain and frequency-domain attacks for power as well as EM

SCA. This is also a generic countermeasure and can be extended to any other crypto engines

without any performance degradation.

It should be noted that this IC is designed in 65nm process, while some of the previous

works were performed in 130nm CMOS technology. At lower technologies, the supply voltage

(VDD) is lower and the output resistance (rds) of a transistor gets reduced. To achieve the

same rds, the size of the current source (CS) has to be enhanced, leading to an increase in

the area overheads for 65nm compared to the 130nm. Also, since the VDD is lower, for

iso-dropout voltage (VDS), the power overhead would be increased at 65nm compared to the
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Table 5.2. Comparison with State-of-the-Art

130nm. In addition, the average load current of the crypto core (ICRY P T Oavg) is also reduced,

and hence the power overhead would be worse at 65nm. Overall, the design trade-offs at

65nm node are worse compared to the 130nm CMOS process. Hence, as we scale down

technologies, we need more scalable circuits, and hence digital-friendly implementation of

the CDSA should be developed, which is part of the future work.

5.7 Conclusion

The proposed countermeasure provides both power and EM SCA immunity utilizing in-

line active signature suppression and local lower-level metal routing leading to a 100× MTD

improvement over the state-of-the-art (Fig.  5.17 ). CDSA-AES256 acheives > 1B MTD

against CPA and CEMA attacks, which is an improvement of > 125, 000× and 83, 333×

respectively compared to the unprotected implementation. It is a low-overhead countermea-

sure and incurs a power overhead of 49% and an area overhead of 36%. The power overhead

is mainly due to the dropout voltage across the current source, and the area overhead is due
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to the restriction that we use only MOS capacitors instead of MIM which are implemented

in the higher metal layers and can leak critical information. Finally, the presented CDSA

hardware is a generic countermeasure and can be extended to any crypto algorithm as a

wrapper around it (useful for legacy protection), without any performance penalty.

In the next chapter, we will analyze the security of CDSA-AES256 against advanced ML

SCA attacks.
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6. DEEP LEARNING SIDE-CHANNEL ATTACK

EVALUATION ON CURRENT DOMAIN SIGNATURE

ATTENUATION HARDWARE BASED AES-256

Most of the materials in this chapter have been extracted verbatim from the paper:

1. Debayan Das, Anupam Golder, Josef Danial, Santosh Ghosh, Arijit Raychowdhury,

Shreyas Sen, Deep Learning Side-Channel Attack Resilient AES-256 using Current Do-

main Signature Attenuation in 65nm CMOS, IEEE Custom Integrated Circuits Conference

(CICC), 2020.

This chapter, for the first time, demonstrates an efficient circuit-level countermeasure to

prevent deep-learning based side-channel attacks (DLSCA) on encryption devices. Machine

learning SCA, particularly DLSCA attacks have been shown to be extremely effective as it

can potentially reveal the secret key of the cryptographic device with a single trace. This work

presents a current-domain signature attenuation (CDSA) hardware embedding an AES256

engine fabricated in 65nm CMOS technology to suppress the current signature by > 350×

before it reaches the power supply pin accessible to an attacker. Measurement results shows

that a 256-class deep neural network (DNN) model for DLSCA attack can be fully trained

(> 99.9% test accuracy) using only < 5K power traces from the unprotected AES256, while

the DNN model for the protected CDSA-AES256 could not be trained even with 10M traces.

6.1 Background

6.1.1 Motivation

DLSCA utilizes a DNN model for each key byte (for AES256) by training it on traces

collected by varying the key byte [  64 ]. As shown in Fig.  6.1 (a), power traces for profiling

(training) the 256-class DNN are captured from the test chip running AES256 (protected/un-

protected mode) with a fixed plaintext and varying the 1st key byte and labeling each trace

with the corresponding key byte value. During the DLSCA attack phase, unseen traces are

fed to the trained DNN to predict the correct key byte. Fig.  6.1 (b, c) shows an overview of
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Figure 6.1. (a) Deep-Learning based SCA attack set-up on the AES256 with
the 65nm test chip. (b, c) Overview of the CDSA hardware.

the proposed CDSA circuit, which attenuates the correlated current signature significantly,

motivated by the fact that the minimum traces to disclosure (MTD) is inversely proportional

to the square of the signal to noise ratio (SNR): MTD ∝ 1
SNR2 [ 42 ].
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6.1.2 Contribution

The key contributions of this work are:

• This work utilizes CDSA hardware involving a high output impedance current source

(CS) on top of a crypto engine to provide > 350× signature attenuation in 65nm

CMOS.

• DLSCA attack is demonstrated on an unprotected AES256 engine in 65nm CMOS

using only < 5K measured power traces to train the 256-class DNN.

• Measured results from the CDSA-AES demonstrate high DLSCA resilience as the DNN

could not be trained even with 10M traces. Moreover, it is a generic low area/power

overhead SCA countermeasure and can be extended to other crypto algorithms without

any performance degradation.

6.2 Background & Related Work

Existing logical and architectural countermeasures involving time-domain or clock-jitter

based obfuscations have been shown to be defeated using convolutional neural networks

(CNNs) which learns the side-channel leakage even in presence of trace misalignments [ 67 ].

Also, masking-based countermeasures have been shown to be broken using DNNs [ 68 ],

[ 69 ]. Circuit-level on-chip power SCA countermeasures include charge recovery logic [ 124 ],

switched capacitor current equalizer [  133 ], [  106 ], integrated voltage regulator (IVR) [ 108 ],

and all-digital low-dropout (LDO) regulator [  134 ], which suffer from performance degrada-

tion, high power/area overheads because of large embedded passives, as well as EM leakage

from large metal-insulator-metal (MIM) capacitor top plates. Simulations of shunt LDO

based regulators have been shown to be effective for power SCA resistance [  42 ]. None of

these have been evaluated against DLSCA attacks.

Recently, CDSA has been shown to be extremely resilient shown against traditional non-

profiled CPA/CEMA attacks with MTD > 1B traces [  40 ]. This work, for the first time,

evaluates the efficacy of the CDSA hardware against DLSCA attacks on AES256.
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Figure 6.2. DNN Architecture for the DLSCA attack on the unprotected
AES256 and CDSA-AES256.

6.3 DLSCA Attack on the Unprotected AES256

The 65nm test chip contains both unprotected and protected (CDSA) implementations

of AES256 (refer Fig. ??(a)). For profiling, we capture power traces from the unprotected

core and build the DNN model. Once the training is completed, the DNN model can then

be used to attack (classify unseen traces).

6.3.1 DNN Architecture

Fig.  6.2 shows the DNN architecture for the DLSCA attack. The input layer consists of

250 neurons (number of time samples in each measured power trace), followed by three hidden

layers, each with Rectified Linear Unit (ReLU) non-linear activation, batch normalization,
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Figure 6.3. DLSCA attack on the unprotected AES256: (a-c) Effect of the
hyperparameters (number of hidden layers, hidden neurons in each layer, learn-
ing rate) on the test accuracy of the fully-connected DNN for 5K training
traces. (d) Training/Validation accuracy reaches 99.9% within 10 epochs with
5K training traces. (e) Test accuracy of the DNN reaches ∼ 99.9% with < 5K
training traces with 10 epochs. (f) Confusion plot of the test traces showing
> 99.9% test accuracy of the DLSCA.

a dropout layer (20%), and L2 regularization to prevent overfitting and finally the output

layer with 256 neurons, which predicts the correct key byte in a single trace utilizing the

softmax function.

6.3.2 Choice of Hyper-parameters

Fig.  6.3 (a-c) shows the effect of the hyperparameters on the DNN test set accuracy.

Three hidden layers with 1K neurons each and a learning rate of 0.001 is the most optimal

choice for the unprotected AES256 traces.

6.3.3 Performance Analysis

Fig.  6.3 (d, e) shows that the training and validation accuracy of the DNN reaches

> 99.9% within 10 epochs, and the test accuracy on the unseen traces reaches ∼ 99.9%,
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Figure 6.4. System architecture showing the circuit details of the cascode
current source (CS) and the digital switched mode control (SMC) loop.

with only < 5K training traces. The test confusion plot (Fig.  6.3 (f)) reveals that only 1 key

byte value (marked in red) out of the 256 was misclassified by the DNN, demonstrating a

successful DLSCA attack on the 1st key byte of the unprotected AES256.
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Figure 6.5. System architecture showing the circuit details of the cascode
current source (CS) and the digital switched mode control (SMC) loop.

6.4 Current Domain Signature Attenuation Hardware

The main idea of the countermeasure is to embed the crypto core within the CDSA,

such that the correlated current signature is significantly suppressed, and the supply current

becomes almost constant (independent of the crypto current).

6.4.1 Design of the CDSA

The CDSA circuit (Fig.  6.4 ) utilizes digitally-tunable cascode current source (CS) with

high output impedance to power the AES. The goal of the CDSA circuit is to provide an

average load (AES) current plus a small delta current that leaks through the bypass PMOS

bleed path to ground, providing local negative feedback leading to the ability to support

any IAESavg in between two quantized current levels of the CS (i.e. aids in analog regulation

without a high-power shunt-loop). The CS consists of 32 PMOS slices, 16 of which are turned
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on nominally. The unit current (∼ 94µA) of the CS is chosen such that it is higher than

the key-dependent variation in IAESavg (∼ 72µA), so that the key-dependent information in

average DC current is not transferred to supply current and is leaked by the bleed PMOS,

making the design highly secure. A slow digital switched-mode control (SMC) LDO tracks

and regulates the voltage across the AES (VDIG between VT ARGET +∆+ and VT ARGET −∆−)

by turning on or off the required number of PMOS CS slices. It should be noted that the

SMC LDO is a low-BW loop and has a dead band of 50mV, such that it remains disengaged

during steady-state operation of the CDSA-AES circuit. Two dynamic comparators compare

VDIG with VT ARGET + ∆+ and VT ARGET − ∆− respectively, and a 32-bit up-down counter

with averaging (to control the loop frequency) controls the appropriate number of CS slices

to be turned on.

Unlike traditional series LDOs, the supply current in CDSA does not track the AES

current. Instead, we choose to tolerate the 30-50mV voltage droop across the AES engine

(VDIG is guard-banded to ensure no performance degradation at the cost of some power over-

head), and the high impedance (rds > 10KΩ) CS on top ensures that the current fluctuation

at the supply is attenuated by AT = ωAESCLrds, i.e. > 350× (iCS = vDIG

rds
, vDIG = iAES

ωCL
,

AT = iAES

iCS
= ωAESCLrds). The use of cascode CS biased in subthreshold saturation in-

creases rds by ∼ 10× compared to one-stack CS, allowing 10× reduction in CL (only 150pF,

iso-attenuation) across the crypto engine.

subsectionTime-Domain Measurement Results & Design Space The shunt path PMOS

bias (near-threshold operation) as well as number of PMOS legs ON are scan controllable

to analyze the effect of the extra bleed current on signature attenuation. Time-domain

measurements of the unprotected AES vs. CDSA-AES show a signature attenuation of

> 350× for the power traces (Fig.  6.5 ). Design space exploration of the CDSA-AES reveals

the optimal operating point at dropout voltage of 0.3V across the CS stage and a bleed size

of 400. The unprotected AES is powered with 0.8V input and consumes ∼ 1mA average

current at 50MHz (refer Fig.  6.5 (b)).
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Figure 6.6. DLSCA attack on the CDSA-AES: (a) Training/validation accu-
racy does not improve even with 10M traces. (b) Test confusion matrix shows
a random trend ( 0.3% test accuracy) with numerous misclassifications.

6.5 DLSCA Attack on the Protected CDSA-AES256

The captured traces from the CDSA-AES256 are now fed to the 256-class DNN for

profiling. Fig.  6.6 (a) shows that the DNN does not train on the protected traces (even with

10M traces and 100 epochs) as the signature remains deeply buried under the system noise

(without any additional noise injection). Fig.  6.6 (b) shows the confusion matrix for the

unseen test traces from the CDSA-AES256. As we would expect, the DNN does not classify

the key bytes correctly (red dots represent misclassifications) and the accuracy is close to

random (∼ 0.3%).

6.5.1 Comparison with the State-of-the-Art Countermeasures

Fig. ??(c) shows a comparison with the state-of-the-art existing circuit-level counter-

measures. While none of the existing countermeasures have been evaluated against DLSCA

attacks, CDSA is the first circuit-level technique demonstrating DLSCA resilience.

Compared to the unprotected AES256 implementation, the DLSCA immunity is signifi-

cantly improved by > 2000× (> 10M compared to 5K traces for training), at the expense
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Figure 6.7. (a, b) Chip Micrograph and design summary of the system. (c)
Comparison with state-of-the-art countermeasures.

of 49.8% power and 36.7% area overheads. It should be noted that the countermeasure is

generic and can be extended to any other crypto engine without any performance overheads.

6.6 Remarks & Conclusion

The system developed in 65nm CMOS embeds the crypto core (AES256) within a CDSA

hardware such that the critical signature is highly attenuated, to thwart DLSCA attacks.

The DNN model which was trained within 5K traces for the unprotected AES256, could not

be trained even with 10M traces for the CDSA-AES. The > 350× signature attenuation of

the CDSA promises an improvement of > 3502×, which implies protection up to > 600M
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traces for the DNN training. However, being limited by our capture framework for DLSCA,

we could demonstrate DLSCA resilience up to 10M traces. Note that a fully connected DNN

is chosen for the DLSCA attack as the traces are perfectly aligned in time (using the on-chip

trigger pulses for end of encryption), and hence CNN is not necessary. Also, for the CDSA,

signature attenuation is fundamental to the correlated leakage and hence CNNs would not

provide any extra benefit over fully connected DNNs for low SNR scenarios. Although the

assumption of a fixed plaintext for profiling the DNN may not be most practical for a real

attack, it provides a methodology for fast leakage assessment in the machine learning domain.

Finally, CDSA is a low-overhead technique to provide high resilience against DLSCA attacks

(> 2000×) without any performance degradation and can be extended to any other crypto

algorithm.

Till now, we have focused on secure computation. In the next chapter, we will look

into secure communication systems, specifically for the body area networks (BANs). We

will analyze the EM physical security of the EQS-HBC communication system and compare

against the traditional WBANs.
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7. PHYSICAL SECURITY OF HUMAN BODY

COMMUNICATION

Most of the materials in this chapter have been extracted verbatim from the paper:

1. Debayan Das, S. Maity, B. Chatterjee, S. Sen, Enabling covert Body Area Network using

Electro-quasistatic human body communication, Scientific reports, Nature, 2019.

Radiative communication using electro-magnetic (EM) fields amongst the wearable and

implantable devices act as the backbone for information exchange around a human body,

thereby enabling prime applications in the fields of connected healthcare, electroceuticals,

neuroscience, augmented and virtual reality. However, owing to such radiative nature of the

traditional wireless communication, EM signals propagate in all directions, inadvertently

allowing an eavesdropper to intercept the information. In this context, the human body,

primarily due to its high water content, has emerged as a medium for low-loss transmission,

termed human body communication (HBC), enabling energy-efficient means for wearable

communication. However, conventional HBC implementations suffer from significant radia-

tion which also compromises security. In this article, we present Electro-Quasistatic Human

Body Communication (EQS-HBC), a method for localizing signals within the body using

low-frequency carrier-less (broadband) transmission, thereby making it extremely difficult for

a nearby eavesdropper to intercept critical private data, thus producing a covert communica-

tion channel, i.e. the human body. This work, for the first time, demonstrates and analyzes

the improvement in private space enabled by EQS-HBC. Detailed experiments, supported

by theoretical modeling and analysis, reveal that the quasi-static (QS) leakage due to the

on-body EQS-HBC transmitter-human body interface is detectable up to < 0.15m, whereas

the human body alone leaks only up to ∼ 0.01m, compared to > 5m detection range for

on-body EM wireless communication, highlighting the underlying advantage of EQS-HBC

to enable covert communication.
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7.1 Background

Future advancements of societally critical applications such as connected healthcare, elec-

troceuticals, neuroscience, augmented and virtual reality rely on small form-factor wearables

[ 135 ], [  136 ], implantables, injectables, ingestibles, and other on-body internet-connected de-

vices, triggering the need for energy-efficient and secure mechanisms for information exchange

[ 137 ]. This trend has transformed the human body to an integrated network of electronic de-

vices that includes biomedical sensors, closed-loop neuromodulation systems, smartwatches,

glasses, or even mobile phones. Wireless Body Area Network (WBAN) has been the de-facto

standard for connecting these tiny energy-sparse devices. However, wireless communication

using EM fields is fundamentally radiative and attenuates in power density as it propagates

through space. Due to this radiative nature of WBAN, the signals require high transmission

power and they propagate in all directions. These EM emanations can be easily intercepted

by any malicious eavesdropper, who wants to gain access to the critical private information.

Hence, data encryption becomes necessary in case of wireless communication. However, such

information-theoretic secrecy do not mitigate the threat to user’s privacy [ 138 ] from the very

existence of the message itself. Moreover, even the most theoretically robust cryptographic

algorithm can often be defeated by an adversary using non-computational techniques such

as side-channel analysis.

Quite recently, bio-physical communication using the human body has gained prominence

as an energy-efficient information exchange modality [  139 ], [  140 ], as the high-water content

of our body provides a low-loss channel for signal propagation. Human Body Communication

was first proposed as a method to connect devices on a Personal Area Network (PAN) by

Zimmerman et al. [  141 ]. Both the transmitter and the receiver are electrically isolated

and battery powered devices. The transmitter capacitively couples a narrowband signal

on the surface of the human body creating electric fields and the displacement current is

picked up at the receiver [ 142 ], [  143 ]. The closed loop path is formed by the capacitive

coupling between earth’s ground and ground electrode of the devices [  144 ], [  145 ]. Due to the

capacitive return path, this mode is often referred to as capacitive HBC. Oberle [  146 ] and

Wegmueller et al. [ 147 ] investigated galvanic coupling in which the signal is applied between
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two electrodes of the transmitter in direct contact with the human body, and the potential

difference generated by the induced electric fields from signal source is sensed by the receiver

electrodes on other side of the body. Such differential excitation and termination mode is

commonly referred to as galvanic HBC. In the case of galvanic coupling, most of the current

flows between the two electrodes of the transmitter device, as it forms a low resistance path

for the induced electric current. This increases the loss in galvanic coupling as the distance

between the transmitter and receiver increases, making galvanic HBC unsuitable for long-

distance on-body communication from a small transmit device [ 55 ]. Based on these two

types of HBC, there have been several studies characterizing the channel loss and signal

transmission mechanisms for intra-body HBC [  148 ], [ 149 ]. Analysis of EM wave interactions

with the human body has also been extensively studied [ 150 ], [ 151 ], [ 152 ], [ 153 ].

However, most previous efforts have been focused on narrowband human body com-

munication (NB-HBC). NB-HBC couples modulated narrowband EM signals (20-80 MHz

carrier frequency) to the human body using a coupler instead of radiating it with an an-

tenna. The energy consumption of traditional WBANs is in the order of ∼ 10 nJ/bit [ 154 ],

whereas NB-HBC techniques consume ∼ 110 pJ/bit [  155 ]. We have recently demonstrated

that broadband HBC could reduce this energy-efficiency to < 10 pJ/bit [ 156 ], [ 8 ], [ 9 ], [ 157 ],

[ 11 ], [  158 ]. It implies that for a mm3-sized battery with 2 J of available energy, WBAN can

only support ∼ 2 sec of data transfer at a data rate of 100 Mbps, whereas a HBC enabled

device can support up to ∼ 2000 sec for the same data rate. Although NB-HBC is more

energy-efficient than WBAN, the EM nature of communication radiates significant amount

of signal outside the body, thus not maintaining the data privacy.

In this work, we present a private body area network utilizing Electro-Quasistatic (EQS)

transmission to enable physical-layer covert and secure communication. EQS-HBC uses

electro-quasistatic signal transmission through the conductive layers below skin, and capaci-

tive return paths with carrier-less signals at frequencies below 1 MHz. As shown in Fig.  7.1 ,

EQS-HBC couples the carrier-less signals through skin layer to the conductive layers below

the skin. The coupled signals create an electro-quasistatic (EQS) field throughout the body

and the potential difference thus created can be picked up by wearables and implantables

distributed around the body. Privacy is essentially enabled by a combination of electro-
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Figure 7.1. EQS-HBC vs. WBAN: An Overview of the Data Privacy Space.
Persons wearing transmitter device (pacemaker) and an on-body hub com-
municating using EQS-HBC (left) and WBAN (right) respectively. For the
intra-body EQS-HBC, signals are coupled to the surface of the human body
using an interfacing copper electrode which protrudes from beneath the trans-
mitter consisting of communication module, processing module, memory, and
power source. The transmitted signal flows through the low resistance layers
of the body below the skin and is picked up by the receiver electrode. On
the other hand, WBAN uses an antenna to radiate the signals wirelessly up
to a larger distance that can be picked up by a nearby eavesdropper. The
privacy space in case of EQS-HBC (< 0.15 m) is significantly improved by an
order of > 30×, compared to WBAN (∼5 m). The human figures were created
using the open-source software ‘MakeHuman’[ 159 ]. The detailed anatomy of
the human skin layer structure can be found in [ 56 ].

quasistatic nature of signals involved, ensuring communication signals are not radiated out,

along with signal transmission through the conductive layers below the skin, which ensures

critical signals stay mostly within the body. Here we use EQS-HBC to reduce signal leakage,

making the physical signals hide under ambient noise from a nearby attacker’s perspective,

enabling covert communication.
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We observe that carrier-less EQS-HBC data transfer maximizes the information capacity

of the channel compared to the narrowband signaling (NB-HBC), as it utilizes the full

bandwidth instead of a fractional-bandwidth around a carrier frequency. Correspondingly, to

achieve the same data rate, wireless signals as well as NB- HBC need to choose a high enough

carrier frequency (fc) so that the fractional BW at that frequency equals the EQS human

body communication capacity. The high fc leads to higher EM leakage and hence NB-HBC

lacks the inherent physical security. Data security and privacy is a critical aspect for most

human-centered applications including wearable medical devices used for patient monitoring

[ 57 ], [ 54 ], e.g. a doctor reprogramming a pacemaker using the patient’s smartwatch. If the

wireless data transmissions can be confined within the human body, it would enable a form

of physical-layer covert and inherently secure communication that is currently non-existent

on wearable and implantable devices. EQS-HBC presents itself as a strong candidate for

enabling covert communication and this work explores the security and privacy aspects of

EQS-HBC. Although the magnetic fields are very weak due to the electro-quasistatic nature

of transmission, an external eavesdropper can try to detect the quasi-static (QS) leakage

(QSL). This work presents various experiments in both time and frequency domains using

custom-designed EQS-HBC device, supported by theoretical leakage-models to analyze this

side-channel QS leakage, and demonstrates the privacy and security of human body data

transmission using EQS-HBC.

7.2 Electro-Quasistatic Human Body Communication (EQS-HBC): Fundamen-
tals

EQS-HBC uses electro-quasistatic transmission through the conductive layers below skin,

and capacitive return paths with carrier-less signals at frequencies below 1 MHz.

7.2.1 Signal transmission through Conductive layers below Skin

In this work, the signals are capacitively coupled to the epidermal skin layers of the

human body which then flows through the conductive layers below of the skin and is finally

picked up capacitively at different on-body receivers. The magnitude of the skin impedance
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(Zskin) typically varies in the range of 1KΩ − 100KΩ, depending on the condition of the

skin, presence of moisture and other factors [  160 ], [  161 ], whereas the lumped resistance for

the layers (Rbody) is ∼ 100 − 400Ω[ 160 ], [ 161 ], [ 162 ].

7.2.2 Electro-Quasistatic Data Transmission

For both capacitive as well as galvanic coupling, the potential difference created by the

magnetic fields is ignored since no closed coupling loops exist at the transmitting or receiving

electrodes. Hence, below a certain frequency (f) limit, magnetic fields would not contribute

in the data transfer allowing electro-quasistatic (EQS) through the human body. The ratio

between the magnitudes of the developed electric field ( ~E) and the approximation error

( ~Eerror) in the case of EQS transmission is given as [ 163 ], [ 164 ]:

~E = ~EEQS + ~Eerror,
EEQS

E
= ω2µεrtx

2 (7.1)

In Eqn.  7.1 , rtx represents the dimension of the transmit device for EQS-HBC (rtx ∼ 0.02

m, refer to Methods Section), ε and µ denotes the permittivity and permeability, respectively,

of the medium (conductive tissue layer of the human body, in this case). The maximum

relative permittivity (for the worst case) of the tissue layers of the human body is 3000.

The nearfield quasi-static approximation ( ~E ≈ ~EEQS) holds good as long as the magnitude

of Eerror � E, which implies:

ω2µtissueεtissuertx
2 � 1, εtissue ≈ 3000εair, µtissue ≈ µair (7.2)

fEQS−HBC � 1
2πrtx

√
µtissueεtissue

≈ 43.61MHz (7.3)

As seen from Eqn.  7.2 ,  7.3 [ 165 ], [  166 ], considering c = 3 ∗ 108m/s as the velocity

of propagation of EM waves in air, the intensity of the electromagnetic fields radiated is
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dominated by the quasi-static nearfield, as long as fEQS−HBC � 43.61MHz. It should,

however, be noted that biological tissue is dispersive, and the threshold frequency could

vary. In this work, we employ transmission frequency of 1 MHz thereby allowing quasi-static

field (approximation error = ( 1MHz
43.61MHz

)2∗100 = 0.05%) as the dominant mode of propagation

through the body and thus enabling electro-quasistatic human body communication (EQS-

HBC).

On the other hand, for the EQS-HBC leakage, considering the human body as an antenna

(maximum height of the human body rbody<2 m), and that the leakage signal out of the

human body is being picked up in the air medium (εair=1), the threshold frequency evaluates

to fQSL � 23.88MHz. This yields an approximation error of ∼ 0.2% for the quasi-static

assumption of the leakage signal at 1 MHz.

7.2.3 Steganographic Covert Communication

Steganography is a form of covert communication which hides the transmitted data from

a third party even without encryption. In the context of wireless communications, spread

spectrum techniques to hide information in channel noise have been explored which comes

at the expense of extra communication energy [  167 ]. Analogously, while the EQS-HBC

transmitted signals suffer low loss, the leaked EQS-HBC signals are concealed within noise

for an attacker, thereby showing promise to enable covert steganographic communication in

the form of an inherent physical layer security.

7.3 EM Radiation in WBAN and Side-channel Quasi-Static Leakage in EQS-
HBC

In traditional WBANs, the transmitter radios are designed to transmit data wirelessly as

far as possible over air, instead of restricting the transmission to the body, which makes it

inherently insecure. Even in presence of encryption, there have been several vulnerabilities

of different radio protocols for wearable and implantable devices [ 159 ].

In the case of EQS-HBC, although the transmitted broadband signal suffers loss due to

the weak capacitive return path between the transmitter and the receiver [  56 ], [  168 ], the
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loss is significantly lower than wireless signal propagation. Hence the received signal can

be reliably decoded by an interference-robust receiver [  169 ], [ 53 ], [ 170 ], [ 171 ]. From the se-

curity perspective of EQS-HBC, if it can confine the data transmission within the human

body, it would enable a form of physical layer security, which is presently non-existent in

WBANs. Thus, the data transmission would be fully secure from an external malicious

attacker. The adversary needs to be in direct physical contact with or be almost touching

the person to gather any EQS-HBC data. This will enable secure and covert communica-

tion without any overhead, with orders of magnitude lower energy than WBAN, which is

currently non-existent. EQS-HBC introduces a basis for physical security. An additional

layer of mathematical security (i.e. encryption) may or may not be added depending on the

application scenario and trust factors, e.g. if it can be ensured that an adversary cannot

touch the human without his/her knowledge during EQS-HBC, no additional encryption will

be necessary.

To evaluate the inherent data security and privacy of the EQS-HBC transceiver system,

we need to analyze whether any signal in the form of quasi-static field “side-channel” is being

leaked from the human body during EQS-HBC. Fig.  7.1 provides an overview of the private

space for EQS-HBC and WBAN in the presence of an external adversary who can detect the

leaked (‘radiated’ in the case of WBAN) QS signals and can attempt to obtain the critical

information [ 55 ], [ 49 ].

A series of experiments in time and frequency domain are performed to determine this

critical leakage during EQS-HBC. The methods are elaborated along with the experiments

and results.

7.4 Results

The main goal of performing the experiments is to analyze if the body itself leaks infor-

mation during the electro-quasistatic human body communication (EQS-HBC). As discussed

earlier, capacitive EQS-HBC shows lower channel loss than the galvanic HBC over long dis-

tances in the body, and hence our experiments are with capacitive EQS-HBC. The EQS-HBC

transmit device (Fig. 7.1 ) is built using off-the-shelf components, and consists of a communi-
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cation module, processing module, memory, power source, and an interface with the human

body. The details of the set-up and the EQS-HBC transmit device are discussed in the

Methods section. An interfacing band consisting of copper electrode couples the transmitted

signals into the body. The received EQS-HBC signal and the QS leakage (QSL) is then

measured from other parts of the body using antenna or voltage probes as appropriate, and

the probing positions are specified for individual experiments. It should be noted that in

a few experiments, QS leakage is reported with direct probe contact (d=0), which is to

demonstrate the value of leakage at the source of the leakage signal.

7.4.1 Time-domain correlational analysis of QS Leakage Signature

In this experiment, the goal is to examine if any QS leakage can be detected during

EQS-HBC data transmission.

As shown in Fig.  7.2 , the EQS-HBC transmit electrode is coupled to the human forearm

(device arm). The transmitter (microcontroller) is excited with a pseudo-random binary

sequence (PRBS) at 1 MHz, and using an oscilloscope and a telescopic antenna, the auto-

correlation (ρ) between the known PRBS data sequence and the QSL signal is measured with

varying distances (d) away from the body and two angles (θ = 0°: parallel to the antenna,

θ = 90°: perpendicular to the antenna) between the device hand and the antenna, as shown

in Fig.  7.2 (a). Next, the QS leakage from the free hand is measured with varying distances

between the free hand and the antenna connected to the oscilloscope (Fig. 7.2 (b)).

Correlational analyses for the QS signals leaked during EQS-HBC from the device hand

and the free hand respectively, are shown in Figure 2(c, d). From Figure 2(c), it can be seen

that although the QS leakage from the hand with unshielded EQS-HBC device is detectable

up to 0.5 m, EQS-HBC signals contained in the free hand does not leak beyond 0.01 m,

although both the hands contain the same amount of EQS-HBC signal (Fig.  7.3 – green

curve).

The above observations prove that the human body itself does not leak, but the EQS-

HBC transmitter is the source of the QS leakage. However, this experiment does not provide

conclusive proof if the transmitter itself leaks the signals.
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Figure 7.2. Time-domain Measurements of capacitive EQS-HBC Quasi-static
Leakage (QSL) using Oscilloscope with the transmitter wearable device on the
device arm. (a, b): Simplified experimental set-ups to measure the QS leak-
age from the device and free hands respectively; (c, d) Voltage Correlational
analysis of the measured QS leakage for the device and free hands respectively,
with varying angles (θ) and distances (d) between the antenna and the hands.
The measured QS leakage from the device hand is dominated by the leakage
due to the EQS-HBC transmitter, while the free hand leakage corresponds to
QS leakage due to the human body (HB) alone.

7.4.2 Time-domain Measurements of EQS-HBC Received Signal and the QS
Leakage Signature

In this experiment, the goal is to check whether both the device hand and the free hand

contains the same amount of signal, and also that the EQS-HBC signals are transmitted

through the human body and not through the air.
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Figure 7.3. EQS-HBC Signal Transmission (VEQS−HBC) and Quasi-static
Leakage (VQSL) Signal Measurement with distance in time-domain using an
oscilloscope, voltage probe, and an antenna. The transmission signal ampli-
tude is 3.3 V. (a) EQS-HBC Received signal at different on-body locations
is ∼30 mV (green curve) showing a channel loss of ∼40 dB which is almost
independent of the distance between the transmitter and receiver. Off-body
signal corresponding to each of the human body receiver locations is measured
in air with very close proximity from the body (doff−body ∼ 0.01 m) (black
curve). This shows that the EQS-HBC occurs through the on-body signal
transmission, and not through the air. (b) The EQS-HBC signal received at
different locations of the body is ∼30 mV (green curve). Quasi-static Leakage
around the body is measured in air medium from both device hand (red curve)
and free hand (blue curve) respectively. The QS leakage (QSL) measurement
set-up is shown in Fig. 4.10. Note that for the EQS-HBC received signal
measurement, distance refers to the on-body distance between the transmit
device and the receiving electrode. In the case of leakage measurements here,
it is the distance between the antenna and the corresponding hand for which
the leakage is measured. The free hand, although contains almost the same
amount of signal, leaks considerably lesser than the device hand, proving that
human body alone does not leak. However, the human body aids the transmit
device to leak (device hand leakage) by providing a low impedance closed path
with the earth ground, which will be discussed in the next experiments.

The received EQS-HBC signal in different locations (varying distances) on the body is

measured, as shown in Fig. 7.3 (a) (green curve). Corresponding to each on-body location,

the off-body quasi-static (QS) leakage is also measured in very close proximity (doff−body ∼

0.01m) to that location. Fig.  7.3 (a) shows the amount of received signal for EQS-HBC

is almost independent of the distance between the transmitter and the receiver, which is

expected in capacitive human body communication. The off-body signal measured in air at

very close proximity corresponding to each of the receiving location is very small compared
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Figure 7.4. Spectrum Analyzer Measurement shows that the shielded stan-
dalone transmitter does not radiate. However, the transmitter when worn on
the human body for EQS-HBC shows significant leakage (-48 dBm). Note that
for the capacitive EQS-HBC, although both the device and free hands contain
similar amount of signal (-54 dBm,-60 dBm respectively), the free hand shows
negligible QS leakage (< −90dBm).

to the on-body received signal. This clearly shows that the EQS-HBC communication is

established through the low-loss on-body signal transmission and not through the air.

This experiment (Fig. 7.3 (b)) shows that the QS leakage from the device hand (red curve)

is considerably higher than the free hand (blue curve), which is consistent with the correla-

tional analysis from the previous experiment (Fig.  7.2 ). This is a very fascinating observation

since both the hands contain almost the same amount of EQS-HBC signal (Fig.  7.3 (a) - green

curve).

Another important point to note from Fig.  7.3 (b) is that although at very small distances,

the leakage measured is high, the on-body signal measured remains at the same level. This

is because of the weak capacitive return path in case of EQS-HBC communication.

153



7.4.3 Shielded Standalone Transmitter QS Leakage

From the previous experiments, it is evident that the EQS-HBC transmitter leaks. This

goal of this experiment is to investigate whether the standalone transmitter leaks by itself,

that is, without the human body connected to it.

To perform this measurement, the effect of the connected wires needs to be eliminated.

Hence, the transmitter is shielded using a copper-coated box forming a Faraday cage, with

the shield (Sh) (refer to the circuit modeling sub-section) connected to a fixed potential. The

shield thus hides the ground plane (N) of the EQS-HBC transmitter from coupling directly

to the Earth ground (low coupling capacitance Cgn), thereby ensuring that the effect of QS

fields emanating from the transmit device and the connected wires are eliminated. However,

since the shield needs to be connected to a fixed potential, the transmitter ground (N) is

connected to the shield, which now forms a capacitive path (Cgsh) with the earth ground.

Without any contact with the human body, the standalone transmitter device is powered on

with a 1 MHz PRBS signal, and the leakage from the device is measured using a spectrum

analyzer (SA) and an antenna connected through a wide-band amplifier. It should be noted

that SA provides a low impedance termination (50Ω) and hence both the EQS-HBC received

power and the quasi-static (QS) leakage power measured is less. However, it provides a fair

comparison for different measurement modalities and to root-cause the source of the QS

leakage during EQS-HBC. We can expect that if the shielded transmitter without EQS-

HBC shows high QS leakage, it can be concluded that the standalone transmitter itself

leaks.

As seen from the table in Figure  7.4 , the unshielded standalone transmitter leaks signif-

icantly (-40 dBm), when in close proximity to the antenna (d = 0+), whereas the shielded

transmitter shows negligible signal leakage (below noise floor: <-90 dBm at d3 = 0+)

The above observations confirm that the shielded standalone transmitter does not leak

any QS signal.
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7.4.4 Shielded Transmitter Leakage during EQS-HBC

The goal of this experiment is to examine whether the shielded transmitter in contact

with the human body causes the quasi-static leakage during EQS-HBC data transmission.

The shielded transmitter is worn on the forearm (device arm) for EQS-HBC. Using the

same set-up as in experiment 3 (Fig. 7.4 ), with the SA and the antenna, the signal level for the

case of direct contact with the device hand (d1 = 0) and the free hand (d3 = 0) is measured

respectively. It can be seen from Fig.  7.4 that the signal power contained as measured in the

SA is -54 dBm in the device hand and -60 dBm in the free hand. As expected, the path loss

is lower for capacitive mode, and both the hands contain similar amount of the EQS-HBC

signals. As the EQS-HBC transmitter on the device hand is brought in close proximity

to the antenna (d2 = 0+), the QS leakage is significant (-40 dBm), as seen from Fig. 7.4 .

Another fascinating observation is the fact that the signal contained in the free hand (-60

dBm) immediately dies down (below noise floor of the SA) within a few mm, as the leakage

signal power measured from the free hand at close proximity of the antenna (d3 = 0+) is

negligible (below noise floor: < −90dBm). The above observations from this experiment

confirm that even after shielding, the transmit device when connected to the human body

causes the QS leakage.

From the above experiments, it is clear that neither the human body alone, nor the

transmitter itself leaks the signals. However, the EQS-HBC transmitter (even after shielding)

in contact with the human body shows leakage.

7.4.5 EQS-HBC Quasi-Static Leakage Field Distribution

The goal of the field distribution analysis (Fig. 7.5 ) is to explain the basis behind the

observations in previous experiments for different configurations of the transmit device.

Fig. 7.5 (a, b) shows the electric field distributions due to the standalone transmitter

device without any body contact. For mode 1, in absence of the measuring probe (no nearby

attacker) and without the human body, the closed path from the small ‘Signal’ plate of

the transmitter to the Earth ground is formed by a very weak coupling capacitance (Cgs).

Hence the fields formed between the signal terminal and the Earth ground are very weak, and
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Figure 7.5. QS Field distributions for different configurations of the trans-
mitter device. (a) In mode 1, voltage drop across the signal plate of the
Standalone shielded transmitter and earth ground is maximum (VS ∼ VDD) as
there is no direct path from the signal plate to the earth ground. (b) In mode
2, as an attacker approaches with a probe towards the shielded transmitter, it
receives negligible voltage as no current flows due to the high impedance path
from signal to ground. Hence, standalone shielded transmitter does not leak.
(c) In mode 3, Human body coupled to the transmitter device for EQS-HBC
provides a low resistance closed path to ground; hence higher voltage received
by the attacker (VQSL) (d) Summary of the 3 modes – In absence of the human
body, all the voltage drop (VS) occurs across the signal terminal and ground
and the attacker does not pick any signal (mode 2). In presence of the human
body, a close-by attacker (touching the shield) can obtain a high signal. Hence,
in spite of shielding, the EQS-HBC transmitter device leaks.

significant portion of the transmitted signal voltage drop occurs across the Signal plate and

the Earth ground (VS ≈ VDD, Supply Voltage). As an attacker approaches to intercept the

data being transmitted, the probe forms a low impedance path between the shield (connected

to the ground terminal of the transmitter) and the Earth ground. However, the signal plate

to the Earth ground still presents a high impedance path, and most of the signal still drops

across Cgs, i.e. VS ≤ VDD. Hence the attacker can only receive negligible amount of signal

VQSL ≈ 0.
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Figure 7.6. (a) EQS-HBC Measurement set-up with the shielded transmit-
ter in the wrist (device arm) and (b) its corresponding circuit model. The
impedances for the skin and tissue layers [  54 ] are modelled, along with the
signal sources, copper electrode coupler (band) and the measurement probes,
to form the complete circuit model for EQS-HBC. Note that the probe is di-
rectly connected (d = 0) to the human body to measure the signal level from
the source of the leakage. The EQS-HBC received voltage is measured from
the fingers of the device hand.

Fig. 7.5 (c) analyzes the field distributions due to the transmitter device during EQS-

HBC data transmission in presence of the probe (emulating an attacker). In mode 3, the

human body forms a low resistance path between the small Signal plate to the Earth ground

which now allows current to flow. In this case, the attacker obtains the maximum amount

of the transmitted signal VQSL ∼ 3V , using voltage probes with an oscilloscope with high

termination impedance (10MΩ).

The above analyses infer that the human body alone does not leak, and the shielded

standalone transmitter device does not radiate. However interestingly, even the shielded

transmitter leaks during EQS-HBC, when in contact with the human body, which is ex-

plained through the QS field theoretic viewpoint (Fig.  7.5 (c)). This observation conclusively

suggests that the human body is aiding the transmitter to leak information.
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7.4.6 Theoretic Circuit Modelling of the EQS-HBC Leakage & Experimental
Validation

The goal now is to develop a circuit model for EQS-HBC (Fig.  7.6 (b)) to further analyze

the cause of the QS leakage and to implement countermeasures for reducing the “side-

channel” leakage information.

In the case of EQS-HBC, the signal transmission is dominantly electro-quasistatic and

hence the lumped circuit approximation holds (since wavelength λ ∼ 3∗108m/s√
8∗1MHz

∼ 105m of the

transmitted signal is much greater than the length (l∼ 2m) of the transmission channel, that

is, human body). The different elements of the circuit model (Fig. 7.6 (b)) include the signal

generator source resistance (Rs), the band to skin capacitance (Cband), skin layer resistance

(Rskin), skin layer capacitance (Cskin), body resistance (Rbody), feet to ground capacitance

(Cfeet), shield (connected to transmitter ground) to earth return path capacitance (Cgsh) and

the load impedance due to the probes (ZP , ZL) for measuring the leakage and the EQS-HBC

received voltage respectively. The source impedance of the signal generator Rs = 50Ω. The

band capacitance is formed due to the small air gap (d) between the transmitter electrode and

the skin, which is in ∼ 200pF considering the electrode size of ∼ 0.0004m2 and d=0.01 mm.

The skin layer resistance Rskin ∼ 5KΩ and typically varies in the range of 1KΩ − 100KΩ

[ 160 ], [  161 ], depending on the skin moisture and other factors. The skin layer thickness

is in the range of 0.1-4 mm, and considering skin area of ∼ 0.0004m2 near the EQS-HBC

transmit device, the skin layer capacitance (Cskin) can be computed to be ∼ 100pF . The

body resistance (Rbody) is in the range of 100−400Ω [ 160 ], [ 162 ]. The resistance of the tissue

could depend on the on-body transmission distance. However, it does not affect the EQS-

HBC channel loss or the measured QS leakage. The feet to ground capacitance Cfeet ∼ 10pF ,

considering a feet area of ∼ 0.01m2 and a feet to ground separation of 0.01 m [ 172 ]. The

measurement probes are modelled as the load (ZP , ZL respectively) for both the QS leakage

and EQS-HBC received voltage signal. In this set of experiments, the shield (Sh) is connected

to the ground (N) of the transmitter device.

The QS leakage and the received EQS-HBC voltage signal are measured using an os-

cilloscope by putting a voltage probe on the shield (direct contact) and the device hand
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Figure 7.7. Measured oscilloscope signals with the EQS-HBC set-up shown
in Fig.  7.6 (a), for different termination for both the QS leakage and the EQS-
HBC received voltage. (e-h): Proposed Circuit Model (Fig.  7.6 (b)) simulation
waveforms for the same set of loading constraints. The simulation results
complement the actual measurements for all different conditions, proving that
the model is accurate. Note that the QS signature is inverted to the actual
transmitted signal.

respectively (Fig.  7.6 (a)). Although the shielding significantly reduces the return path ca-

pacitance between the transmitter ground and the earth ground (Cg), the shield capacitively

couples to the earth’s ground through Cgsh. Hence, shielding the EQS-HBC transmitter

does not eliminate the unnecessary QS leakage, which has been demonstrated in previous

experiments.

Fig.  7.7 (a-d) shows the oscilloscope captured waveforms with the shielded transmitter

prototype, for 4 different load combinations (2 probes each having 2 impedances: 10Ω and

50Ω), for both the QS leakage and the EQS-HBC received voltage. Note that both probes

are connected for measuring the QS leakage and the received HBC voltage simultaneously. In

Fig.  7.7 (a), RP = RL = 10MΩ, and, Zbody < ZL; hence the current and voltage received by

the probe is higher than the EQS-HBC current IQSL > IEQS−HBC , and VQSL > VEQS−HBC .

When the probe impedance (RP = 50Ω) is significantly lower than the load impedance for

EQS-HBC (RL = 10MΩ), ZP � ZL, hence VQSL � VEQS−HBC (Fig. 7.7 (b)). Similarly, when

the receiver EQS-HBC load impedance (RL = 50Ω) is much lower than the probe impedance
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Figure 7.8. Countermeasure against EQS-HBC leakage. (a) A high resistance
(RSN) de-couples the transmitter ground plane and the shield. (b) EM (VQSL)
and EQS-HBC voltage (VEQS−HBC) levels are measured against different values
of RSN . As RSN is increased, both VQSL and VEQS−HBC reduces. Beyond a
certain value of RSN , the EQS-HBC received signal gets reduced and can no
longer be decoded. Hence, there exists an optimum between the area of the
shield connected with transmitter ground through RSN , and the remaining
area that connects to the transmitter ground directly, so as to minimize the
EM leakage while maintaining reliable EQS-HBC.

(RP = 10MΩ), ZP � ZL, and hence VQSL � VEQS−HBC (Figure 7(c)). Finally, as seen from

(Fig. 7.7 (d)), when both ZP and ZL are low (ZP � ZL = 50Ω), Rbody � ZL and Zskin � ZL,

and hence the maximum drop occurs across the skin and body impedances. So, both VEM

and VEQS−HBC are very small, although VQSL ≥ VEQS−HBC , since IQSL ∼ IEQS−HBC + Ibody.

The simulation results of our proposed EQS-HBC circuit model (Fig.  7.7 (e-h)) closely

matches the actual measurement results in terms of the voltage swing for both the received

EQS-HBC signal and the EQS-HBC QS leakage with varying load conditions. This not only

shows that the proposed EQS-HBC circuit model is accurate, but also confirms that the QS

leakage signature is inverted. The inversion of QS leakage signature is due to the fact that

the probe directly couples with the ground terminal (N) of the transmitter device, which is

picked up by an attacker.

7.4.7 Countermeasure against the EQS-HBC transmitter QS Leakage & Exper-
imental Validation

The goal is to develop a countermeasure against the EQS-HBC transmitter leakage.

From the experiments and the developed circuit theoretic models, it is confirmed that the
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EQS-HBC transmitter leaks only when aided by the human body. Now, we demonstrate a

technique to reduce this QS leakage.

As shown in Fig.  7.8 (a), a high resistance (RSN) is inserted in series to de-couple the

shield (Sh) from the ground terminal (N) of the transmitter. As most of the voltage signal

is dropped across RSN , VQSL reduces significantly, as seen from Fig.  7.8 (b). However, the

EQS-HBC received voltage (VEQS−HBC) also reduces as the current in the return path gets

reduced.

When the resistance RSN=0 (without the countermeasure - Fig.  7.6 (a)), with both QS

and EQS-HBC probes connected at the shield and the fingers of the device hand respectively,

the received EQS-HBC voltage (VEQS−HBC) is 300 mV, while the signal from the source of

the QS leakage (probe directly connected to the transmitter shield: d = 0) is VQSL ∼ 3V

(Fig. 7.8 (b)). With the probe disconnected, the EQS-HBC received signal level is ∼ 30mV ,

which can be reliably decoded in the EQS-HBC receiver device. When the probe is not in

direct contact to the transmitter shield but is in close proximity (d = 0+) the amount of QS

leakage signal received is ∼ 170mV . As the series resistance (RSN) is inserted and increased,

both VQSL and VEQS−HBC gets reduced, and beyond RSN = 3MΩ, VEQS−HBC goes below 10

mV, and can no longer be detected by present EQS-HBC receiver.

Hence, connecting the entire shield with a high resistance to ground is not a judicious

solution as it can impede EQS-HBC. Also, having the shield fully connected to the ground

potential of the transmitter leaks QS signals, which may be intercepted by an almost-touching

adversary.

The above observations infer that there exists an optimization between the size of the

shield plane that can be directly connected to the transmitter ground, and rest of the shield

plane connected to the ground plane through the high resistance RSN . Depending on the

application and device form factor, the optimum shield sizes, pattern and ground plane size

can be customized based on the fundamental understanding and models developed in this

work.
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Figure 7.9. Private Space Comparison for EQS-HBC vs. WBAN. Correla-
tional and BER analysis of the leaked “side-channel” EM signals to determine
the range till which an attacker can intercept the transmitted data. EQS-HBC
provides > 30× improvement in private space over traditional WBANs. The
distance is defined from the device hand. Note that the EQS-HBC transmit
device signal amplitude is 3.3 V, while the WBAN signal transmission power
is -40 dBm. For WBAN, a 2.4 GHz carrier frequency with 1 MHz data rate,
and a 6 dB noise figure for the wireless receiver was considered for the analy-
sis. Note that increase in transmit power (> −40dBm) in the case of WBAN
or considering more idealistic loss exponent (d2) will only increase the range
(> 5m) for WBAN signals in which it can be snooped by an attacker, mak-
ing an even stronger case for EQS-HBC advantage over WBAN in terms of
physical security/privacy.

7.5 Privacy Space Comparison: EQS-HBC vs. WBAN

To substantiate the security benefits of EQS-HBC over the traditional WBAN, a private-

space comparison is necessary. In a WBAN, signals are radiated wirelessly through free space,

and even considering a very low transmission power of -40 dBm and the free space path loss

(FSPL) varying with the cube of the transmit distance (d3), a known data sequence can be

detected using auto-correlation based techniques over a distance of 8 m, as shown in Fig.

 7.9 (a). In the case of EQS-HBC, the QS leakage for a known data sequence can be detected

up to a distance of 0.25 m, which is practically very close to physical contact with the person.

Although auto-correlation serves for a fair comparison, it is an exaggerated attack model,

since it only holds good for a known bit sequence.

162



Figure 7.10. (a) Simplified EQS-HBC Circuit model with the forward path
components lumped into a single impedance. (b) Effect of body impedance
on the EQS-HBC received voltage (VEQS−HBC), voltage drop across the hu-
man body (Vbody), and the return path voltage drop (across Cgsh) for a 3.3V
transmitted voltage at 1 MHz. Variation of body impedance in the range of
tens of Kiloohms does not affect the EQS-HBC received voltage since the load
impedance (ZL) and the return path impedance values are orders of magnitude
larger than the forward path body impedance.

Bit Error Rate (BER) analysis (Fig.  7.9 (b)) is a more practical approach that works for

any pseudo-random bit sequence (PRBS). For a BER of < 0.2 (at most 1 out of 5 bits are

incorrect for a long sequence), WBAN signals can be detected up to 5 m in space, whereas

EQS-HBC signals can be detected only up to 0.15 m, enabling > 30× improvement in private

space compared to WBAN. Hence, EQS-HBC provides inherent data privacy and can enable

steganographic covert communication.

7.6 Discussion

Different skin conditions/thickness as well as the physiologic states such as highly ede-

matous or dehydrated cachectic conditions can alter the body fluidic conditions. This would

change the skin and tissue impedances (Rskin, Cskin, Rbody) that are considered in the lumped

bio-physical model of EQS-HBC (Fig.  7.6 (b)).

The simplified EQS-HBC circuit model with the forward path components lumped into

a single impedance is shown in Fig.  7.10 (a). The closed loop in case of capacitively-coupled
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electro-quasistatic human body communication (EQS-HBC) is formed by the return path

capacitance (Cgsh) between the transmitter and receiver which is in the order of hundreds

of femtofarads (estimation of the return path capacitance (Cgsh) is performed by connecting

several known value capacitances (Cexpt) between the identical transmitter and the receiver

device ground and measuring the loss for each case). Hence the impedance provided by the

return path capacitance is > 1MΩ for the frequency range of < 1MHz. However, all the

forward path body components (between the transmitter and receiver) considered in the

human body model has impedance values in the order of tens of KΩ [ 160 ], [  161 ]. Since

the return path capacitance has the highest impedance, the closed loop current is primarily

determined by its value and is very weakly dependent on the forward path components. Also,

the received voltage is measured across the load, which is primarily capacitive (CL) due to

the very high resistive component (RL) of the receiver input impedance. So, the measured

channel loss is primarily determined by the capacitive division between the load capacitance

and the return path capacitance ( ZL

Zbody+ZCgsh
+ZL

≈ Cgsh

Cgsh+CL
, sinceZbody � ZCgsh

+ ZL).

Thus, the communication path loss for EQS-HBC is almost independent of the body

impedance, as seen from Fig.  7.10 (b) (black curve – received signal ∼ 30mV is consistent

with the received signal as shown in Fig.  7.3 : green curve). Hence, the received EQS-

HBC signal across the body will have the same value irrespective of the body conditions

(edematous or cachectic) or different skin thickness, as long as it is terminated by a high

impedance load.

7.7 Conclusions

To conclude, this work for the first time, analyzes the security of electro-quasistatic hu-

man body communication (EQS-HBC) using the human body as the communication channel.

The source of the information leakage is the EQS-HBC transmitter device aided by the hu-

man body that provides a low resistance closed path through the earth ground. The Faraday

cage, which acts as the shield for the transmitter, reduces the effect of the QS leakage from

the standalone transmitter, but it serves as a ground plane to increase both the EQS-HBC

received potential as well as the information leakage. A fascinating observation was that
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although the capacitive EQS-HBC signals from the device hand suffer low loss and maintain

similar amplitude at the receiving end, the QS leakage is negligible even very close to the

receiving free hand, proving that the human body does not leak information. The proposed

circuit theoretic model for EQS-HBC corroborates all the measurement results and allows

for countermeasures to minimize the QS leakage while maximizing the EQS-HBC received

potential. De-coupling the shield and the ground of the transmitter using a high resistance

reveals that both the QS leakage as well as the EQS-HBC received potential gets reduced.

Hence, there exists an optimization between the area of the shield plane that connects di-

rectly to the transmitter ground potential, and rest of the shield connected to the ground

plane through the high resistance RSN . Finally, we show that WBAN signals can be inter-

cepted even at a distance of 5 m, while EQS-HBC signals can only be detected up to 0.15

m, which is practically in physical contact with the person. Thus, EQS-HBC offers > 30×

improvement in private space compared to the traditional WBAN, thereby enabling a covert

body area network.

7.8 Methods

7.8.1 Experimental Set-up for the EQS-HBC and QS Leakage Measurement

The transmitter device for EQS-HBC was developed using off-the-shelf components (Fig.

 7.11 (c, d)) and the signal was coupled to the human body (skin) using an interfacing band

consisting of copper electrodes (0.02m×0.02m) as discussed earlier in the article. In order to

emulate a wearable device, the transmitter is battery-powered. The communication module

is implemented using a Texas Instruments LaunchPad evaluation kit (TM4C123G) consist-

ing of an ARM Cortex M4 based microcontroller (TM4C123GH6PM), which transmits the

data. A rechargeable Lithium ion battery is used as power supply. The transmitter device

was shielded using a copper-coated box to eliminate the QS leakage due to the standalone

transmitter. Fig.  7.11 (a, b) demonstrates the basic leakage measurement set-up with the

wearable EQS-HBC device using an antenna and the oscilloscope (time-domain) or spectrum

analyzer (frequency domain). The QS leakage from the device arm is measured with the

device arm extended towards the antenna, and the distance (d) is measured between the
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Figure 7.11. Quasi-static Leakage (QSL) Measurement Set-up with the wear-
able EQS-HBC device, using an antenna and an oscilloscope. (a) Leakage from
the device hand is measured with the device arm extended towards the antenna
tip and moving away from/towards the antenna. Distance (d) is measured be-
tween the antenna and the device. This figure shows measurement for d = 0+

(very close to the antenna, but not touching it). Gradually, the device hand
is moved further away from the antenna in two directions (θ = 0, 90) and the
leakage signal is measured and sent to the PC for further BER/correlational
analysis. (b) Similarly, leakage from the free hand is measured with distance
(d) between the free hand tip and the antenna tip. This figure shows measure-
ment for d = 0+. Note that during the free hand leakage measurement, it is
away from the body as well as the device hand to ensure that the leakage from
the EQS-HBC device arm do not affect the free arm leakage measurements.
(c) The shielded wearable EQS-HBC transmit device is shown. It consists of
the interfacing band with the copper electrode (signal electrode) which couples
the transmitted signal into the body. (d) Inside the shield is the ARM Cortex
M4 based microcontroller (TivaC) which transmits the data.

antenna tip and the body-worn EQS-HBC device. Similarly, for the free hand, leakage is

measured with distance as the free hand is extended and moved away/towards the antenna.

The extension of the free arm towards the antenna during the leakage measurements ensure

that any QS leakage from the device arm do not affect the measurements.
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Figure 7.12. (a, b) EQS-HBC signal excitation simplified circuit model with
the forward path components lumped to a single impedance (Zbody). Cband

refers to the series coupling capacitor at the output of the transmit device
along with the interfacing copper electrode band capacitance formed between
the transmit device and the human body, DT x denotes the on-body distance
for signal transmission from the transmit device to the feet, which would give
the voltage drop across the body (Vbody). (c) Power Spectral Density (PSD) of
a broadband transmitted signal occupying the complete bandwidth from DC
up to the data rate (DR). Bottom: PSD of the broadband transmitted signal
after dc-balancing with 8b/10b encoding scheme. (d) Electric field developed
across the body at a low frequency of 1 KHz is orders of magnitude lower than
the IEEE defined threshold of 2.1 V/m (controlled environment) or 0.701 V/m
(general public) [  172 ], [  173 ], for varying forward path body impedances (emu-
lating different skin conditions) in the range of few Kiloohms. (e) Even with
varying frequencies, the developed E-field across the body is orders of magni-
tude lower than the IEEE defined thresholds [ 172 ], [  173 ], at those frequencies.
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7.8.2 Safety Limit Compliance in EQS-HBC

The circuit model of the EQS-HBC during the signal transmission is shown in Fig.

 7.12 (a, b). For safety analysis, only the transmitter is considered as the current distribution

is mostly independent of the receiver (high impedance termination). The transmitted signal

needs to be biphasic to avoid any harmful electrochemical reactions [ 174 ]. For EQS-HBC, the

PRBS data sequence is a series of 0’s and 1’s. A series coupling capacitor at the output of the

transmit device, along with the interfacing copper electrode band capacitance (Cband) formed

between the transmit device and the human body provides the AC coupling, as shown in Fig.

 7.12 (a). Hence, the signals are converted to AC, and contains both positive and negative

phases. The sequence is dc-balanced with the capacitive coupling and 8b/10b encoding

scheme, and hence the PSD of the transmitted broadband signal for EQS-HBC (after dc

balancing) gets modified as shown in Fig.  7.12 (c). Fig.  7.12 (b) shows the simplified circuit

model of the EQS-HBC transmission with the forward path components lumped into a single

impedance (Zbody). Rs denotes the series resistance of the signal source, Cfeet represents the

capacitance between the feet and the earth’s ground, and Cgsh is the return path capacitance

between the shielded transmitter and the earth’s ground. DT x is the on-body distance for

signal transmission from the transmit device to the feet, which gives the voltage drop across

the body (Vbody).

The safety limit analysis for the developed electric field across the human body is shown

in Fig.  7.12 (c, d). The E-field thresholds in compliance with the IEEE standards [  172 ], [  173 ],

are also shown in Fig.  7.12 (c, d). Fig.  7.12 (c) shows variation of the E-field with the body

impedance (emulating the different skin conditions, across different persons, or even time of

the day), and Fig.  7.12 (d) shows the E-field for varying frequencies for Zbody = 10KΩ (typical

body impedance is in the range of tens of kilo ohms [  160 ], [  161 ]). It can be clearly seen that

the E-field developed across the body is orders of magnitude lower than the threshold even

for DT x = 0.01m (that is, when the EQS-HBC transmit device is very close to the feet) for

different frequencies as well as for varying forward path body impedances.

Also, the amount of current which is perceptible to a human is 1mA ac [ 160 ], [  175 ]. The

ventricular fibrillation threshold is 100 mA and a current of 2 A can cause a cardiac standstill
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and internal organ damage [  160 ], [  175 ]. However, for the case of EQS-HBC, the amount of

current passing through the body is in the order of few microamps (µA), since the voltage

drop across the body is below 10 mV (as shown in Fig.  7.10 – red curve) and the body

resistance is in the order of tens of kilo ohms. Hence, the current through the body during

EQS-HBC is at least three orders of magnitude lower than the perceptible threshold.

The experimental protocols involving human subjects have been approved by the Purdue

Institutional Review Board (IRB Protocol #1610018370) and also approved by the Air Force

Office of Scientific Research (AFOSR), Department of Defense (DoD) through a 2nd level

review. All guidelines and regulations, as given by the Purdue IRB, and AFOSR were fol-

lowed during the experiments. The authors also confirm that informed consent was obtained

from all participants for the experiments.

Multiple follow-up works [  176 ], [  177 ], [  178 ], [  179 ], [  180 ], [  168 ], [  181 ], [  182 ], [  183 ], [  184 ],

[ 185 ] motivated by the development of EQS-HBC have been proposed recently.

169



8. SUMMARY & FUTURE DIRECTIONS

In this thesis, we have investigated both secure computation as well as secure communi-

cation. In secure computation, we developed advanced side-channel attacks and proposed

low-overhead generic countermeasures to counter such EM/power SCA attacks on crypto de-

vices through a ground-up root-cause analysis. Specifically, we proposed the first cross-device

deep-learning based SCA attack on embedded devices [ 34 ].

A white-box modeling approach was presented [  37 ], which showed that the higher level

metal layers are the main cause of the EM leakage and hence we proposed the STELLAR

technique to encapsulate the crypto core locally within the lower-level metal layers using a

current-domain signature attenuation (CDSA) hardware [  40 ], [  43 ], [  42 ]. The CDSA hardware

fabricated in TSMC 65nm process showed a > 350× signature attenuation on the AES-256

encryption traces, achieving > 1B MTD, which is the highest SCA security reported till date

(> 100× compared to the previous works) with comparable overheads. This is also a generic

technique, which is agnostic of the crypto algorithm and does not have any performance

degradation. The CDSA-AES256 is also evaluated against deep-learning based SCA attacks,

and showed that the neural network could not be trained even with 10M traces [ 47 ].

Next, we showed the development of the first pre-Si EM SCA evaluation framework

combining Virtuoso and HFSS, and proposed a modified standard library cell layout for

minimizing the EM SCA leakage [ 39 ].

Finally, we pioneered and analyzed the physical security of electro-quasistatic human

body communication (EQS-HBC) and showed a > 30× improvement in the private space

compared to the traditional WBANs [  48 ]. Since this work, multiple follow-up works on

implementing EQS-HBC on-chip have been demonstrated recently [ 183 ], [ 51 ], [ 50 ].

Many of the works presented in this thesis have been already adopted in the industry

to protect their IPs against these growing EM/power SCA attacks. Several follow-up works

[ 117 ], [ 35 ], [  36 ], [  186 ], [ 187 ], [  188 ], [ 189 ], [  190 ], [  191 ], [ 115 ], [  192 ], [ 193 ], [  194 ], [  195 ], [ 196 ]

have been published recently as well. [ 196 ], [ 188 ], [ 189 ], [ 195 ] have mainly focused on making

the countermeasure more digital-friendly and scalable across different process nodes. [ 115 ]

shows a physics-based analysis of the effect of power grid routing structures on the EM
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leakage. [  117 ] proposed the SCNIFFER framework for making the EM SCA attack more

automated, efficient, and faster. [ 35 ], [ 36 ] advanced the proposed X-DeepSCA attack for more

number of devices as well as extending towards cross-device EM ML SCA. [ 186 ] utilized the

STELLAR framework and incorporated a blinking technique to turn on the countermeasure

only at the points of high leakage during the crypto operations, thereby reducing the power

overhead significantly. [ 192 ], [  193 ] proposed an approaching EM probe detection technique

to augment with our proposed countermeasure, so that the countermeasure is pro-actively

turned on whenever an imminent attack is detected.

In future, with the growth of more internet-connected devices, we will continue to see

the rising trend in power and EM SCA analysis, specifically for newer algorithms like post-

quantum cryptography and homomorphic encryption. Also, remote software-based SCA

attacks will continue to increase and hence deploying low-cost, scalable, and generic mitiga-

tions at the pre-silicon level becomes extremely critical for all IoT and embedded devices.
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A. RESOURCES

Here is the list of open source codes, datasets, and video demonstrations released related to

this thesis:

• X-DeepSCA Attack Codes & Dataset:  https://github.com/SparcLab/X-DeepSCA  

• EM/Power SCA Countermeasure Demonstration Video:  https://www.youtube.com/

watch?v=sh5_SWM7o_U&list=PLV45P77Yo8yf3nm5-LDQVZLZ6sWJOFZWq  

• Evaluation of CDSA against advanced ML SCA attacks:  https://www.youtube.com/

watch?v=J9TWTV8sXyM&list=PLV45P77Yo8yf3nm5-LDQVZLZ6sWJOFZWq  

• STELLAR Summary Video (HOST 2019):  https://www.youtube.com/watch?v=BsUlWuFapoM&

list=PLV45P77Yo8yf3nm5-LDQVZLZ6sWJOFZWq  

• SCNIFFER Demonstration Video:  https://www.youtube.com/watch?v=5aVkcgyDJdE&

list=PLV45P77Yo8yf3nm5-LDQVZLZ6sWJOFZWq  

• SCNIFFER Scripts:  https://github.com/SparcLab/SCNIFFER 

• Synthesizable STELLAR Scripts:  https://github.com/SparcLab/Syn-STELLAR  

• Synthesizable STELLAR Demonstration Video:  https://www.youtube.com/watch?v=

DvmNUciMst4&list=PLV45P77Yo8yf3nm5-LDQVZLZ6sWJOFZWq  
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