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ABSTRACT

Nuclear systems heavily depend on Instrumentation and Control (I&C) entities for their

protection, monitoring and control processes, all of which play an important role for their

safety and security. The obsolescence of analog I&C systems, along with the increased

costs for their maintenance, has rendered the adoption of digital control systems inevitable.

Digitization offers numerous advantages to systems, ranging from precision in measurements

to reduction in equipment and costs. However, it also comes with a number of challenges,

most of which are related to increased failure risk, either from human or control systems

error, and vulnerability to attacks, which can be a major threat to non-proliferation. These

characteristics point to the category of Cyber Physical Systems (CPSs), namely collections

of computational components that receive physical inputs from sensors, and are connected to

feedback loops in order to adapt to new circumstances. The ever growing use of CPSs may

increase the risk for cyber attacks, that threaten a system’s integrity and security. Plenty

of research has been conducted on this topic. The focus of this work is to implement an

architecture that can protect the system under review, namely Purdue University Reactor

Number One (PUR-1), from these types of attacks. The reactor is physically modelled,

through the use of point kinetics equations and reactivity calculations. Controllers existing

in the plant are modelled and tuned for the purpose of controlling the reactor’s power.

Mitigation of the cyber attacks is later examined through fault tolerance. One of the main

ways to achieve fault tolerance in systems of this type is through redundant components,

the so-called replicas. Replicas are later used in a process of voting, in order to detect

failures. According to the Byzantine Fault Tolerance (BFT) protocol, which is the most

popular protocol for this purpose, a maximum number of t faults can be tolerated by the

system, when there are in total 3t+1 replicas in the system architecture. Redundancy,

however, is not capable to keep a system safe by itself under all circumstances. For this

purpose, software diversity is explored. According to this, software in the controllers gets

diversified into distinct variants. Different software variants execute instructions, and other

variants are expected to execute other actions. In the case where some tampered inputs crash

(or deactivate) one of the variants, other variants take control and the system is tolerant
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against failures. Lastly, CPS inertia is exploited along with rollback recovery methods for

the rebooting of the system after a failure. The actual algorithm for the system studied

in this work uses three redundant controllers and performs as follows; the error term from

the subtraction of the output from the setpoint is fed as input to the first two controllers,

as well as to the delay queue connected to the third controller. The outputs of the first

two controllers are compared, and then there are two cases of operation. In the case of a

good message in the input, the variants in the controllers do not crash, thus the signal from

the top two controllers reaches the plant. In the case of a bad message, at least one of the

two controllers crashes, because at least one of the code variants fails due to the diversity.

This automatically triggers the comparator, which sends a signal so that the output of the

isolated controller is used and propagates towards the plant. After implementing a Graphical

User Interface (GUI), which acts as a simulator and visualizes the system’s state, it is shown

that PUR-1 is able to overcome bad messages regarding scram or control rod positions,

when the protection architecture is activated. More specifically, when a bad message for

scram is sent, the reactor manages to not drop its power level and continues to adjust the

rod positions in order to achieve a specific power setpoint. Moreover, in the case of a bad

message for the control rod positions, which means that the system is running open loop

and thus is uncontrolled, the reactor manages to recover the rod positions and power level

after some seconds. Conversely, when the protection system is deactivated, it is shown that

bad messages regarding scram or rod positions are able to affect the reactor’s state. In the

case of the scram bad message, the reactor power drops immediately, while in the case of

the rod position bad message, the power level changes uncontrollably.
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1. INTRODUCTION

Nuclear systems depend heavily on Instrumentation and Control (I&C) entities for their

protection, monitoring and control processes, all of which play an important role for their

safety and security [1 ]. Although analog I&C systems have been widely utilized in the past,

they have already started to become outdated. This obsolescence calls for increased Opera-

tion and Maintenance (O&M) costs, which ultimately prove to be ineffective with regards to

overall costs and reliability. This consists one of the main reasons for updating or replacing

analog legacy systems with digital or hybrid ones. Digitization has definitely brought many

advantages to systems. For instance, digital technologies are able to customize certain facility

functions, to control specific components, or to provide information about the system. Other

benefits include, but are not limited to, precision in measurements, adaptability, reduction

of equipment and cabling, ability to handle complex functions, reliability and availability,

reduced costs, accurate monitoring, faster data processing, remote operation. Digital tech-

nologies are generally able to provide a wider spectrum of operation capabilities than analog

ones.

However, there are a few challenges that need to be taken into account when embed-

ding digital components into a system. First of all, the costs for the development of new

systems can be increased. This can be partly attributed to the validation and verification

(V&V) processes required after installing systems such as these. Moreover, the absence of

suitable architectures in software or hardware components can result in increased risk of

failures. The embedding of digital technologies in systems also comes with the need for

training and involvement of the operations and maintenance personnel, although this does

not consist a major issue. Another challenge is that in some cases, it may not be possible

to replace all the components in the same time period. It should also be noted that analog

and digital systems are not point-to-point identical, and this might require long procedures

for adaptation of newer technologies to legacy equipment. This process can prove costly

and highly time-consuming. Although digital I&C is software-based, the procedure of tran-

sitioning from analog to digital components is not as simple as modifying the software parts.

Digital components can also introduce more failures, either from human or control systems
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error, and attack vectors for potential adversaries, which could project major threats to

non-proliferation. This is associated with the demand for wireless remote access to systems

and data. Various digital assets have to be categorized according to their level of sensitivity,

with the purpose to apply security controls for protection of each one respectively. As was

discussed here, systems can suffer from a plethora of challenges, ranging from compromised

components to a variety of other attacks. The described complexity of digital I&C systems

thus requires the development and implementation of methods to ensure safety and secu-

rity. Table 1.1 lists the main advantages and disadvantages of digital I&C discussed in these

paragraphs.

Table 1.1. The main advantages and disadvantages of digital I&C in systems.

Advantages Disadvantages
precision in measurements development and V&V cost
equipment and cabling reduction lack of suitable architecture
reliability failure risk
faster data processing vulnerability against attacks
wireless remote operation adaptation and training of personnel

The characteristics of the aforementioned systems classify them into the category of

Cyber Physical Systems (CPSs), namely, systems which are comprised of both physical and

computational components [2 ], that act in a dependent way, but also interact with each other.

They utilize computational logic to monitor and control the dynamics of physical systems

[3 ]. This means that computing, which is characterized by an inherent precision, meets with

the uncertainty and imprecision of the physical world. CPSs can offer a wide variety of

capabilities and ease the human-machine interaction through control and communication.

In a nutshell, CPSs can be thought of as a collection of computers that control certain

actuators, which receive sensor inputs. The combination of these creates a feedback control

loop that is capable of adapting to the current system circumstances and providing efficient

function to the CPS [4 ]. While these descriptions may seem abstract and not specific,

there are certain architectures that have been proposed, in order to describe these systems.

According to some work [5 ], the first step in developing a CPS is the ability to obtain
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reliable data from the system. This is a result of the quality of sensors and controllers used

in the system, but also of the ability to hierarchize, classify, categorize and transfer the data.

However, the data acquired from the system should be able to lead to useful information.

The conversion from raw data to information can be achieved with algorithms, which bring

consciousness to machines. The next step is the transfer of information from the system to

other systems connected to it. This consists the cyber level of a CPS, where the performance

of individual components can be compared to the rest of the parts in the system. Historical

information can be further utilized in order to predict future states. Implementation of

CPSs also comprises of proper decision making from the available information, through task

prioritization and transferring of system knowledge to the users. Lastly, the stage of feedback

from the computational to the physical space acts as a control level, so that the system

obtains an adaptive and updating behavior. The discussed steps can be seen in summary

in Figure 1.1. Throughout the years, relevant research has been focused on developing

methods towards accomplishing system control, as well as on examining novel computational

techniques or embedded software approaches; all with the ultimate goal of producing new

supporting technologies for CPSs. Industrial CPSs have followed the procedure of decoupling

the computational from the control aspects. Once the control system is implemented and

tested, fine tuning helps to overcome any modeling faults. This can prove to be a challenging

task, especially because the final objective is to keep the system functioning properly. All

the information from the computational and physical components can be exploited efficiently

towards the system’s adaptation, robustness and reliability [6 ]. Apart from the mentioned

aspects, CPSs behave according to laws of nature and are characterized by an inherited

inertia [7 ]. This means that they need time to react to external stimulations. Inertia is of

high importance to systems such as these, for the reason that they can continue operating

even after they have been subjected to a design flaw or a fault. These properties are a

step towards building safe systems, as they can provide improvements to traditional analog

systems.

The nature of CPSs provides increased functionality and creates reliable and efficient

systems. However, it can introduce a variety of vulnerabilities. These vulnerabilities are

a result of a lot of factors, including but not limited to, the nature of the system’s digital
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Figure 1.1. Steps for the implementation of a cyber physical system.

assets and the ever-increasing complexity of malicious intruders [8 ]. Generally, cyber attacks

have a negative impact on confidentiality, integrity and availability, which are the three

major objectives of the concept of “security” [9 ]. Confidentiality is related to the access of

system assets only by authorized entities. However, it is considered hard to establish and

even harder to maintain. Integrity pertains to the prevention of a system’s alteration by an

unauthorized party. This ensures that data and processes remain accurate, unmodified, and

complete. Lastly, availability relates to the uninterrupted access to a system by its users;

it should be noted that threats against availability are sometimes non-malicious instances.

During the past years, the research community has studied a variety of methods with the

purpose to achieve one or more of these security objectives. It has been argued that general

control systems should be treated in a different way compared to CPSs [10 ]. It is considered

crucial to detect an attack, as well as to prepare the system to respond towards that. These

can be achieved through close monitoring of the system or even proper operators’ training.

The attacks that a CPS can face vary across a wide range of possibilities, such as physical

exploitation, state estimation, introduction of tampered data, or connectivity to the internet

[11 ]. One major example that can depict the severity of attacks against a system is definitely

the cyber-attack on the Ukrainian power grid in 2015 [12 ]. In that case, the intruders were

able to monitor the system for a long period of time. As a result, they got advantage of

the system’s vulnerabilities and executed the attack. Major weaknesses of that system were

the large amount of information stored online, and the absence of reliable security protocols.
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The two basic hijacking techniques used by the attackers, according to [12 ] are depicted

in Figure 1.2. These included remote Supervisory Control and Data Acquisition (SCADA)

software, which enabled the attackers to gain access to the information technology (IT)

networks of electricity companies, as well as remote tools, that granted them access to the

human-machine interface (HMI). The physical nature of CPSs can be one of the ways to

deal with attacks [13 ]. Since physical laws are generally followed during system operation,

one can discover possible attacks by monitoring the system’s behavior. This can also be

achieved by deploying prediction mechanisms. Other methods are focused on a system’s

architecture. For example, they can be realized by imitating possible threats or even by

intentionally “attacking” the system [14 ]. Such approaches tend to be successful to some

extent, by establishing certain points in the system where security can be checked. However,

it is not guaranteed that a specific methodology of this kind will be efficient in every type of

system without some additional modifications. Other developed methods focus on a system’s

modeling and architecture, in order to achieve security. This is achieved by using variations

of a system’s modeling [15 ], [16 ], by taking into consideration the system architecture [17 ],

by introducing patterns [18 ] or by using specific agents (software) that make decisions upon

triggering from the system’s environment.

Figure 1.2. SCADA hijack approaches used during the cyber attack on the
Ukrainian power grid.
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A lot of attention should thus be paid to the availability and recovery of systems af-

ter a failure, as the aspect of fault tolerance is of major importance. Fault tolerance in a

system includes detection of an intruder, recovery after the error is presented, as well as

any additional actions in order to successfully mitigate the attack. There is a number of

already studied techniques towards achieving fault tolerance. Many systems actually rely

on component redundancy. Researchers have shown that utilizing the system’s redundancy

can ensure defense against attacks. This can be translated to redundancy in the transmit-

ted information, in case some of it is tampered with. That is accomplished through error

correcting codes in bits, or replicas [19 ]. Another approach is through redundancy in the

time permitted to fulfill a process, or redundancy in the number of trials for the execution of

specific computations. Finally, a type of physical redundancy can be accomplished through

multiple identical system components (replicas). The redundant replicas account for some

of them that will malfunction during a failure, through the concept of consensus or voting

between them. A different feature of CPSs that can prove useful for achieving fault tolerance

– and consequently cybersecurity – is the concept of diversity. It has been observed that a

great amount of vulnerabilities in systems emerge from faults in the software part. The idea

of diversity in systems is based on changing characteristics of the software. This way, any

possible attackers have to face and get past the complex gates of a system [20 ]. Diversity

also helps systems to appear and behave in distinct ways, depending on the inputs they are

presented [21 ]. This can be achieved, for example, with network protocols’ diversity or with

binary transformations [22 ].

Nuclear reactors can also be considered as CPSs. The I&C systems of a nuclear reactor

are comprised of several control systems that work together towards achieving the control of

its vital processes. The trend to replace analog components of existing plants with digital

ones is crucial towards the system’s protection, monitoring, and control. However, there are

issues arising from a reactor’s ’modernization’ process. For example, there is a chance that

the design basis of the reactor has to be reestablished, that the requirements have to be

modified, or that it needs to become more fortified against adversarial attacks. Figure 1.3

is an abstract representation of the protection layers of a nuclear reactor against threats.

Since the actual reactor needs to be protected, an abundance of systems and instances that
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surround it need to create a protective layer around it. This ranges from operators’ suitable

training in order to take actions in case of a threat, to fortification of digital I&C systems

so that they can detect and/or mitigate attacks. Certain compromises may have to be

made in order for the system to be able to achieve reliability, availability, and security. The

techniques described in the previous paragraphs can be thought of as only a part of the

whole strategy towards achieving security, as they can be combined with control methods.

For example, researchers have proposed fuzzy control systems, which connect the reactor

parameters, in order to create a Proportional – Integral – Derivative (PID) controller for

the plant [23 ]. Other studies have designed state space models that represent the system,

which later were used to uncover certain relationships between the reactor’s variables [24 ].

Even statistical methods have proved to be useful for controlling and monitoring, specifically

through transient states [25 ].

Figure 1.3. Layers for protection of a cyber physical system, such as a nuclear
power plant.

This thesis explores the establishment of cybersecurity in a nuclear reactor, specifically

in the Purdue University Reactor Number One (PUR-1), which comprises the first nuclear

reactor in the United States with all-digital control systems. In order to develop a method

for securing the reactor, it has to be modeled physically. This means that the governing
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equations of nuclear power plants (NPPs) are used. The control schemes are identified,

in combination with the control variables that describe physical processes. Moreover, a

protection architecture is implemented, that secures the system against cyber threats. This

architecture is based on the Byzantine Fault Tolerance (BFT) algorithm, and comprises a

modified model of already existing protection algorithms of this kind. Finally, the system

is tested under a variety of circumstances and attacks, in order to show the effects of the

protection infrastructure. This is done through the implementation of a graphical simulator,

for the simple reason that, testing a reactor with a variety of attacks scenarios can lead to an

extremely dangerous environment and create problems with licensing procedures. This thesis

is organized as follows; Chapter 2 refers to the physics modeling of the reactor. Chapter 3

pertains to the detection and mitigation of cyber attacks in systems through fault tolerance

and artificial diversity, and gives a description of the algorithm followed for the cybersecurity

of the reactor. Chapter 4 presents the obtained results, and finally Chapter 5 concludes the

thesis, while providing suggestions for future work on this matter.
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2. REACTOR PHYSICS MODELING

2.1 Facility

The facility under review in this work is the pool-type Purdue University Reactor Number

One (PUR-1) [26 ], which was built by Lockheed Nuclear Corporation in 1962. It is a nuclear

reactor that runs at 1 kWth of power, but has been licensed for a level up to 10 kWth. Its

core has a volume of about 0.06 cubic meters, and it is located on the bottom of a pool.

The pool is about 5.2 meters deep, has a diameter of 2.4 meters, and is surrounded by 45

centimeters of concrete. The core is fueled by 190, 19.75% enriched, U2Si3-Al fuel plates clad

in Al-6061. Sixteen fuel assemblies create the active core region, and each of the assemblies

contains up to fourteen fuel plates. Also, they are surrounded by twenty reflector assemblies

made of graphite. The reactor is filled with light water, which helps for neutron moderation

and cooling at the same time. The reactor power is controlled by two borated stainless steel

control rods, called SS1 and SS2, and one air-filled regulating rod, called RR. The core and

pool can be observed in Figure 2.1.

Figure 2.1. Core and coolant pool of the PUR-1 reactor.

The reactor is comprised of a variety of sensors that monitor several parameters, such

as neutron flux, radiation level, air pressure and water chemistry. Signals coming from

sensors can be evaluated by a Programmable Logic Controller (PLC). This controller has a
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time resolution of about ten milliseconds (ms), which means it can process signals every ten

milliseconds. Measurements by the sensors are usually communicated as 4 – 20 milliamperes

(mA) or 0 – 5 Volts (V) signals from the facility sensors to the central control. However, the

signals are later digitized at the central control, in order to be able to get processed by the

controllers and the rest of the system. Generally, when the reactor operates in steady state,

small deviations may occur as noise. However, these stay below the threshold of the alarm

in the reactor. As a change is present in the system, the values of measured quantities also

change. A slow rate of change indicates a natural and expected operation. This is because

the PUR-1 is a physical system. That mentioned, it is characterized by laws of nature that

control its operational variables. As all physical systems, this too is defined by inertia,

which means that any slow changes are completely normal. Something that would indicate

nefarious operations would be a fast change in some of the crucial reactor parameters.

2.2 Point Kinetics Equations

The physics modeling of any system begins by the mathematical representation of its

state for every operation cycle. In a nuclear power plant, this is performed by using the

Point Kinetics Equations (PKEs) [24 ], that describe how various parameters of the reactor

change with time. The simplest form of these equations is as follows:

dn(t)
dt

= ρ(t) − β

Λ · n(t) + λ · c(t) (2.1)

dc(t)
dt

= β

Λ · n(t) − λ · c(t) (2.2)

In these equations, n represents the neutron density in the reactor, c is the delayed neutron

precursor density, ρ is the reactivity. Moreover, β is the delayed neutron fraction, Λ is the

mean neutron lifetime in the reactor core, and λ is the mean neutron precursor lifetime.

These equations can help towards designing a control scheme for the reactor.
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If we have knowledge of the operation cycle duration dt, the point kinetics equations can

be solved as:

n(t + 1) = n(t) + (ρ(t) − β

Λ · n(t) + λ · c(t)) · dt (2.3)

c(t + 1) = c(t) + (β

Λ · n(t) − λ · c(t)) · dt (2.4)

The main measurable quantity in a reactor is the neutron flux Φ. This represents the

number of neutrons going through a square centimeter per second. This quantity is connected

with neutron density with the following formula:

Φ = n · ν̄ (2.5)

where ν̄ denotes the average neutron speed, which is constant, and n is the neutron density.

Thus, knowing the neutron flux value in a nuclear power plant is equivalent to knowing the

neutron density. The reactor power can then be easily calculated, as it is proportional to

the neutron density:

P = Vr · Vfuel · n · ν̄ · Σf · Ef (2.6)

In the above equation, Vr is the volume of the reactor, Vfuel is the percent amount of fuel

volume (compared to the coolant volume), n is the neutron density, ν̄ represents the mean

neutron velocity in the reactor, Σf is the macroscopic fission cross section, and Ef is the

energy released per fission event.
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2.3 Reactivity Calculations

Reactivity is a reactor parameter that defines how far from unity is the value of the

effective multiplication factor keff . This factor is defined as the ratio of neutrons in the

current generation to the number of neutrons of the preceding generation or as follows:

keff = number of produced neutrons

number of absorbed neutrons + number of leaked neutrons
(2.7)

When this factor reaches unity, the reaction is called critical, which means that we

have a self-sustaining fission chain reaction. Values smaller than unity render the reactor

subcritical, while values of keff greater than unity render the reactor supercritical. Reactivity

is calculated as:

ρ = keff − 1
keff

= ∆k

k
(2.8)

The factor keff (and subsequently the reactivity ρ) depends on the heights of the reactor

control rods. Control rods are inserted into or withdrawn from the reactor core with the

ultimate purpose of controlling the reactor’s output power. The distance to which they are

withdrawn affects keff . When the rods are fully inserted into the core, keff becomes very

small; as a result, the reactor slows down and stops. When the rods are fully withdrawn,

the reactor power rises quickly. The usual goal is to maintain the power level of the reactor

constant. This means that the rods have to be kept in heights such that keff is close to

unity.

In order to establish a relationship for the reactivity, we measure keff according to the

rod heights and measure the reactivity from the above formula. The results are plotted

below, in Figure 2.2. In the legend beside the graph, rod1 refers to rod SS1, rod2 refers to

SS2, and regrod refers to RR, as these were discussed earlier.

In order to automate the procedure for updating the reactivity value for each rod height

value, two methods are explored. First, linear interpolation is examined. Since we have

measurements for specific points (shown in figure), the reactivity for all the in-between
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Figure 2.2. Reactivity as a function of rod heights (rod1 refers to rod SS1,
rod2 refers to SS2, and regrod refers to RR) in the PUR-1 reactor.

values has to be calculated. If there is a point with coordinates (x0, y0) and a point with

coordinates (x1, y1), and we need to find the coordinates of a point (x, y) in between, this is

performed as follows.

keff = y − y0

x − x0
= y1 − y0

x1 − x0
(2.9)

This is a result of the fact that we assume a straight line going through these three points.

The second method involves the fitting of polynomial lines in the measurements. This

is done by fitting fourth degree polynomials to the reactivity curves. This degree is chosen

because it is shown to have better fit on the measured curves. Specifically, shown in Figure

2.3 are the integral control rod worth fitted curves.

The three integral control rod worth curves are found to be the following, for rods SS1,

SS2, and RR respectively. In these equations, h1, h2, and h3 pertain to the heights of each
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Figure 2.3. Curve fitting with fourth degree polynomials. Rod1 refers to rod
SS1, rod2 refers to SS2, and regrod refers to RR.

rod, and ρ1, ρ2, ρ3 are the reactivities produced from each rod, which are then added to get

the total reactivity:

ρ1 = 3 · 10−9 · h4
1 − 7 · 10−7 · h3

1 + 5 · 10−5 · h2
1 − 5 · 10−4 · h1 − 0.0219 (2.10)

ρ2 = 3 · 10−9 · h4
2 − 7 · 10−7 · h3

2 + 4 · 10−5 · h2
2 − 5 · 10−4 · h2 − 0.0121 (2.11)

ρ3 = 3 · 10−10 · h4
3 − 7 · 10−8 · h3

3 + 4 · 10−6 · h2
3 − 5 · 10−5 · h3 − 0.0012 (2.12)
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The rods in the reactor move with time according to the following equations. For rods

SS1 and SS2 we have:

h =

 h0 t ≤ 0.1sec

1
2 · g · t2 t ≥ 0.1sec

(2.13)

where g is the acceleration of gravity, and h0 the initial height of the rod. For rod RR it

holds that:

hRR = v · t (2.14)

where v is the speed of the rod.

2.4 Controllers

Controllers are basically used to control a system’s state, or in other words bring the

system’s output in a steady state. The most universal and most used controllers in various

industry applications are the Proportional – Integral – Derivative controllers, or simply PID.

The basic equation for a controller such as this is the following:

u(t) = kp · e(t) + ki ·
∫

e(t) dt + kd · de
dt

(2.15)

where u(t) is the variable of a system that needs to be controlled, kp is the proportional

controller gain, ki is the integral gain, kd is the derivative gain, and e(t) is the error term

that is a result of subtracting the system output y(t) from a specific setpoint r(t), as seen

in the following equation. As can be seen from the equation above, kp gets multiplied to

the error of the same cycle, ki gets multiplied to the sum or history of errors, while kd gets

multiplied to the differential error, which is basically the derivative of the error.

e(t) = r(t) − y(t) (2.16)

The usual connection between a system and a PID controller is as shown in Figure 2.4.
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Figure 2.4. Connection of a Proportional - Integral - Derivative (PID) con-
troller to a system.

If we try to express the transfer function of the PID controller in the Laplace Transform

space, instead of the time space, we would get the following:

GP ID(s) = kp + ki · 1
s

+ kd · s (2.17)

which could be expressed also as:

GP ID(s) = kp · (1 + 1
Ti · s

+ Td · s) (2.18)

where the parameters Ti and Td are other expressions for the controller parameters, namely:

ki = kp

Ti
(2.19)

kd = kp · Td (2.20)

Expressing the function with these parameters is helpful for what will be described later.

Generally, each of the three parameters has its own role towards defining the system output.

More specifically, the proportional gain kp has to do with the rise time of the system, namely

how quick is the rise of the system’s output towards reaching the desired value. The integral

gain, ki, is used to reduce the steady state error. The system might not be able to completely

nullify the error from the desired setpoint in the steady state, but at least this error should

be minimal. Lastly, the parameter of differential gain, kd is used in order to reduce the
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settling time of the system, namely the time needed for the system to reach steady state.

Moreover, this parameter helps reduce the overshoot of a system. In other words, it can

reduce oscillations of the system until it reaches the setpoint. Figure 2.5 below shows what

happens to a system when only the proportional gain kp is used, if we assume that we

set the setpoint to a value of 100. As can be seen, the system experiences oscillations of

huge magnitude and never settles into the steady state. This type of controller is known as

Proportional or simply P controller.

Figure 2.5. The effect of proportional control on an unstable system.

In Figure 2.6, it can be seen how adding the integral controller gain ki changes the system

behavior. The system manages to not oscillate to very large amplitudes, as well as to settle
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nearly close to the setpoint after some time. This type of controller is known as Proportional

– Integral or simply PI.

Figure 2.6. The effect of proportional-integral control on an unstable system.

Finally, when the derivative gain kd is also used, the system manages to avoid a lot of

oscillations and sets to the steady state value rather quickly, as seen in Figure 2.7. This type

of controller is known as Proportional – Integral – Derivative or simply PID.

At this point, the question of how these controller gains are defined arises. There are

many methods which are used to tackle this issue. One of the most common is the Ziegler-

Nichols method. Even for this method, there are a lot of approaches. One of them is the

following; first, a proportional gain called kcr (critical) is used. This is a parameter that

should make the system oscillate around the steady state with stable magnitude and period
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Figure 2.7. The effect of proportional-integral-derivative control on an unstable system.

Tcr (measured in seconds), like in the Figure 2.8. Then, the PID controller gains can be

defined as follows:

kp = 0.6 · kcr (2.21)

ki = 0.5 · Tcr (2.22)

kd = 0.125 · Tcr (2.23)

In the system under review in this work, the control rod heights are considered as the

system’s input, while the neutron density in the reactor (and subsequently the power) is
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Figure 2.8. System response to be achieved as a part of the Ziegler-Nichols method.

considered as the system’s output. This means that the rod heights need to be controlled, in

order to achieve a specific reactor power. Figure 2.9 depicts the input-output relationship,

in accordance with the plant and the controller.

2.5 Sensitivity Analysis

In order to better understand the relationship between various reactor parameters, a

procedure called sensitivity analysis can be used. This analysis helps define the relationship

between the inputs and outputs of a system, and lets one understand which variables are

most crucial towards the system output. For the system studied here, it is needed to examine

the relationship between the system’s inputs and outputs. In other words, to find out how

control rod heights (and subsequently reactivity) and delayed neutron precursor densities are
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Figure 2.9. Relationship between control variables (rod heights) and output
variables (neutron density) in the studied system.

connected with neutron density in the reactor. Knowing the neutron density at a specific

time instant means that we obtain knowledge of the reactor power level at that point.

More specifically, when performing sensitivity analysis on the variables, we are interested in

quantifying the percent change in the outputs when one input parameter is perturbed. This

is done with the help of the derivative. For example, for a system with an input named xi

and an output named yj, one can calculate the sensitivity of the output with respect to the

input as follows:

sensitivity = ∂yj

∂xi
(2.24)

In Table 2.1, the values in the two-dimensional sensitivity matrix represent neutron

density values n (measured in neutrons/cm3), when rod heights (or subsequently reactivity

ρ) and delayed neutron precursor density values c (measured in neutrons/cm3) are perturbed.

For example, the first line represents neutron density for c=900, and reactivity values of ρ=-

4, ρ=-3, ρ=-0.2, ρ=-0.1 and ρ=-0.01. The second line represents neutron density for c=950,

and reactivity values of ρ=-4, ρ=-3, ρ=-0.2, ρ=-0.1 and ρ=-0.01. Similar for the next lines.

If seen from column perspective, the first column represents neutron density for ρ=-4, and
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delayed neutron precursor density values of c=900, c=950, c=1000, c=1050, c=1100, c=1150

and c=1200. Similar for the next columns. It can be observed that the variation of reactivity

while the delayed neutron precursor density is stable has a greater impact on neutron density,

than for the case when delayed neutron precursor density is varied for a stable reactivity

value. Thus, it can be argued that reactivity plays a more important role towards defining

the output value rather than delayed neutron precursor density.

Table 2.1. Sensitivity analysis for the reactor inputs and outputs.

parameters ρ=-4 ρ=-3 ρ=-0.2 ρ=-0.1 ρ=-0.01

c=900 cm−3 74.25869 99.25869 169.2587 171.7587 174.0087
c=950 cm−3 74.26619 99.26619 169.2662 171.7662 174.0162
c=1000 cm−3 74.27369 99.27369 169.2737 171.7737 174.0237
c=1050 cm−3 74.28119 99.28119 169.2812 171.7812 174.0312
c=1100 cm−3 74.28869 99.28869 169.2887 171.7887 174.0387
c=1150 cm−3 74.29619 99.29619 169.2962 171.7962 174.0462
c=1200 cm−3 74.30369 99.30369 169.3037 171.8037 174.0537
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3. MITIGATION OF CYBER ATTACKS

3.1 Fault Tolerance

It is known that systems such as a nuclear reactor are considered to belong to the wider

category of distributed systems, namely systems that are comprised of various separate and

independent software and hardware components, which work together towards a specific

goal. Distributed systems are different from the also well-known parallel systems, in the

sense that parallel systems use multiple components that execute tasks in the same time,

while distributed systems divide a task between the multiple components, all of which have a

common purpose. It is worth mentioning here that these components communicate through

network messages. One of the major advantages of distributed systems is their high fault

tolerance. In a system, this pertains to detection and elimination of an attack, as well as

recovery of the system afterwards. A crucial part towards achieving fault tolerance is the

identification of the fault that caused the system to fail. This way, the system will be able to

operate even after the detection of a fault. Faults can be classified according to their duration

and extent [27 ]–[29 ]. There are cases of transient faults, which usually happen for short peri-

ods of time, intermittent faults, which have a periodic behavior and happen when a system is

in an unstable state, and lastly permanent faults, which are a result of damage in the system

or errors in the design phase of a system. Moreover, faults can affect a single or multiple

components. A common concept used for managing failures like these is the introduction of

redundancy in systems. Redundancy can occur in software or hardware components. This

refers to redundancy in transmitted data, to minimize the chances of tampering. Another

way to achieve redundancy is through multiplying components of the systems or, in other

words through creating replicas. This strategy accounts for malfunctioning components in

the case of a failure, through procedures of communication or voting between them. A type

of failures that typically concern researchers are modeled as Byzantine. According to the

protocol of Byzantine Fault Tolerance (BFT) [30 ], there are n identical components in the

system, t of which have been compromised by an intruder. Taking into account that each

component can communicate confidentially with another one, there is a maximum number

of compromised components that can be tolerated, in order for the system to continue oper-
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ating properly. There are two basic categories of Byzantine agreement (or BFT); consensus

and broadcast [31 ]. To explain in further detail, we assume for both cases a number of n

components, namely, c1, c2, ..., cn. In consensus mode, each component ci holds an input

xi, and decides on an output yi. Consensus is achieved if (a) for all components ci that

hold the same input xi, then all ’loyal’ components also hold the same output yi; and (b)

all ’loyal’ components decide on the same output yi. Note that the word ’loyal’ here is used

with the meaning of uncompomised. In broadcast mode, one of the components (cs) is the

sender, and transmits a message xs. Then every other component decides on an output yi.

Broadcast is achieved if (a) for a ’loyal’ sender, the ’loyal’ components decide on an output

yi = xs; and (b) all ’loyal’ components decide on the same output yi. Figure 3.1 illustrates

how broadcast mode fails when at least one of circumstances (a) or (b) are not met. In the

sketch on the left side, one of the components that receive the sender’s message is ’disloyal’,

and broadcasts a different message to the other component. Not all components are ’loyal’,

thus not all of them decide on the same output, as suggested in (b) above. In the sketch on

the right side, the sender is disloyal, and broadcasts two different messages to the two com-

ponents. In this case, the components cannot decide on the same output, even if all of them

are ’loyal’, as suggested in (a) above. Leslie Lamport, Robert Shostak and Marshall Pease

[32 ] have proved that t faults can be tolerated when there are 3t+1 replicas in the system

architecture [30 ], [33 ]. The protocol according to which the components communicate with

each other is considered synchronous. Generally, the decision on how much replication is

needed in a system could require an extensive study. A system is called k-fault tolerant if the

maximum number of faulty components it can survive and operate normally is k. There are

several variations of BFT protocols, each of which serves a different purpose and fits better

to certain systems. Most of the research interest on this topic is focused on the robustness

of these protocols, i.e., the good performance when a fault occurs [34 ]–[36 ]. However, some

of them do not achieve a satisfactory degree of robustness. The primary reason for this is

the fact that the voting process relies on a specific replica, which is used to order requests.

Thus, it is very possible that this replica can be manipulated by attackers. A method to fix

this issue would be to not rely on only one replica for ordering requests for the system [37 ].

In this case, all replicas have to verify that the have received a message from the others.
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Then, the procedure of finding out which ones are correct or not introduces some delay,

which decreases the system’s performance. Another approach for implementing BFT calls

for multiple procedures working in parallel [38 ]; upon a request order from the replicas, one

of them in each procedure is working by itself, and then the time needed to execute the

request is compared among all of them, to find out if one of these is malicious.

Figure 3.1. Broadcast mode failure with ’disloyal’ component (left) and
’disloyal’ sender (right).

Regarding the recovery of the system, a way has to be found so that the system regains

full functionality after a failure or an attack. The most common method is rollback recovery,

which means that the system needs to keep a specific state so it can return to that in the

case of a failure [39 ]. In other words, the system goes back to a safe state in order to recover.

This requires continuous recording of a system’s state and can prove to be costly. Another

method in bibliography is forward recovery, where the system keeps running, but instead of

using data from the failed state, an interpolation scheme is implemented, based on the data

not affected by the failure [40 ]. It is thus attempted to bring the system to a new state that is

considered safe. This method is only helpful when there is knowledge of the possible errors.

Lastly, other methods are based on restarting the system every time a fault is present.

3.2 Artificial Diversity

As discussed above, redundancy is crucial in order to achieve fault tolerance in a system.

However, the identical features of the redundant components is not enough to reach the goal

of fault tolerance. There should be some kind of diversity. If we assume that the controllers
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or actuators in a plant are redundant, there is a need to consider how to make them diverse.

Artificial diversity basically refers to the process of creating several different variants of a

program, with a purpose to achieve safety and security. Variants are essentially different

versions of software, as shown in Figure 3.2. To understand this more clearly, one can

think for example the case when different people choose to implement software for similar

purposes. Multiple variants of a program can offer the same functionality through different

implementations.

Figure 3.2. Different variants are created from the same software version.

Software and hardware in industrial applications are characterized by homogeneity. This

simplifies several functions of a system, but in the same time renders it more vulnerable to

attacks. Through software diversity, attackers cannot acquire enough knowledge to exploit

certain variants. There are several types of diversity in the literature. Some approaches

replace the order of instructions in the software [41 ], others change the order of blocks [42 ],
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move pieces of code to other functions , or encode the program in different ways [43 ]–[45 ].

There are also methods where variants are created by using different programming languages

and different compilers, or by modifying the memory allocation for the code [46 ]. Other

procedures include garbage code insertion, which means that unnecessary parts of code are

added to create more variants, and randomization of data through padding [47 ].

Generally, in most industrial systems, including nuclear reactors, the controllers used are

Programmable Logic Controllers (PLCs). As seen in the Figure 3.3, PLCs are comprised of

three main components; the input, their CPU, and the output. PLC inputs consist of signals

they receive from sensors or other physical entities. Examples of outputs can be various parts

of a system that are controlled by the PLC, such as valves or motors. The CPU is the main

part of the PLC, which acts in the same way the brain acts in the human body. It gives

directions to the controller to perform operations. The code exists in the memory, which

remains as is even after the power is cut off. The operating cycle of the CPU consists of the

steps of scanning the input, executing the program, and updating the output.

Figure 3.3. The structure of a Programmable Logic Controller (PLC).

According to what was previously described, redundancy should exploit one of these

features of the controllers’ instruction set architecture (ISA). Usually, diversity in PLCs is
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accomplished by modifying the software of the controllers. As a result, the executable code

has variants that perform the same operations, with the difference that the locations for

the inputs are in other places in the memory. This projects difficulties to cyber attackers

who want to inject malformed data in the system. This implementation would behave as

follows [48 ]; different software variants execute instructions, and other variants are expected

to execute other actions. In the case where some tampered inputs crash (or deactivate) one

of the variants, other variants take control and the system is tolerant against failures.

Another feature that should be considered is the inertia present in CPSs. This simply

means that the physical nature of these systems makes them have a tendency to remain in

the same state for some time. The changes in these systems are not abrupt; it takes some

time for the physical system to evolve to a different state after a stimulation. Inertia can

thus also provide fault tolerance, in the sense that the system can avoid failure because it

can tolerate bad operation for a few cycles. This characteristic is crucial, as it gives an

opportunity to the controllers to recover and reboot in case of a failure.

3.3 Problem Approach

The main approach towards achieving the cybersecurity of a nuclear reactor is based

on an already existing algorithm developed by ONR [48 ], called RHIMES. Many different

versions of this algorithm have been studied. The one analyzed in this work makes use of re-

dundant components in a system, while in the same time keeps the system operating despite

any threats. This modified version of the original RHIMES algorithm is presented in Figure

3.4 [48 ]. The main components of the architecture are the following; three (redundant) con-

trollers shown in blue color, a delay queue (shown on the left of the bottom controller), a

comparator (on the right of the top two controllers), and a multiplexer, which finally is con-

nected to the actual plant. The redundancy in the controllers in combination with artificial

diversity has been already discussed in the sections above. By executing diversified variants

with the same inputs, the controllers are capable of detecting when an attack happens, if one

of the variants fails. For this implementation, and for the reason that here the controllers

are simulated, the diversification is expressed in an alternative way. The signal that is used
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to denote the failure of at least one of the top two controllers is the time by which they have

to produce a result. In this implementation, it is considered that the controllers are allowed

a specific time period to generate a result, and a specific time period to reboot after they

have failed. In the case of a bad message, it is considered that the controllers are not able

to produce a result within this specified time period. This is when they undergo a failure

(crash) status. If at least one of them is in a crash status, the comparator detects it. The

delay queue is connected to the input of the bottom controller, to keep it in an isolated,

protected state (as a rollback recovery method). This happens because any data that will

cause the top controllers to crash will just stay in the queue and will not affect the third con-

troller. In case at least one of the top controllers crash, the queue gets emptied, so that the

system disposes of the malicious inputs. The multiplexer selects between the output of the

top controllers, and the output of the bottom controller. The control signal that indicates

which one to choose comes from the comparator.

Figure 3.4. Modified version of the original RHIMES algorithm.

The algorithm performs as follows; the error term from the subtraction of the output from

the setpoint is fed as input to the first two controllers, as well as to the delay queue. The

outputs of the first two controllers are compared, and then there are two cases of operation.

In the first case, which can be seen in Figure 3.5, let it be assumed that there is no bad

message in the input. The error term is first distributed to the top two controllers and

to the delay queue. Later, the controllers process this input and produce their outputs.

In this case, both of them generate results within a specific amount of time, which means
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that no controller has crashed. Meanwhile, the input progresses further in the queue. The

comparator does not detect a crash, thus the signal from the top two controllers reaches the

multiplexer and finally the plant. Any data in the bottom controller remain unused.

Figure 3.5. Information flow in the system in case of a good message.

In the case of a bad message, shown in Figure 3.6, at least one of the controllers crashes,

because (for example) the top controller (red color) is not able to produce a result by a specific

time. This automatically triggers the comparator, which sends a signal to the multiplexer,

so that the output of the isolated (bottom) controller is used and propagates towards the

plant. This controller contains safe data, as it still holds information from previous operating

cycles. In the same time, the contents of the delay queue are emptied, so that the bad message

never reaches the isolated safe controller. Until the plant processes the controller output and

creates a new output, the crashed components have rebooted and the system resumes normal

operation.
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Figure 3.6. Information flow in the system in case of a bad message.
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4. RESULTS

4.1 GUI Initial Implementation and Development

In order to test and establish the protection architecture, a Graphical User Interface

(GUI) is a nice environment for the user to interact with the code. Of course, testing an

actual research reactor under several different attack scenarios would not be possible at

this point. It would be an extremely dangerous procedure to go through, while it would

also create serious problems with the reactor’s licensing and operation. For that reason, a

simulator that controls and monitors several reactor parameters is implemented in Python,

and the GUI is just a convenient environment for the users. As a starter, to help with

the implementation, we use a generic GUI for reactors which has been created by William

Gurecky for educational purposes [49 ]. Modifications on that code have helped bring the

system in a state similar with that of PUR-1. All the reactor parameters are adjusted

to account for the Purdue Reactor, such as the reactor volume, the coolant flow rate, the

constants for the point kinetics equations, the fuel and coolant temperatures, and others.

Furthermore, the GUI is modified in order to include three control rods, as these exist in

PUR-1. Rod1 in the sliders refers to SS1, Rod2 refers to SS2 and lastly Rod3 corresponds to

RR. The calibration of the rods is added, in order to calculate the reactivity properly, while

the PID controller is tuned accordingly to Ziegler-Nichols method, as presented in Chapter

2, followed by some fine-tuning to get the best response. The graphical user interface in its

initial form is shown in Figure 4.1.

As can be seen, the GUI is able to control the reactor power, when the user inputs a

specific setpoint in the respective box. This function is activated when the power control

checkbox is selected. This is accomplished through the PID controller, as this was explained

in Chapter 2. In addition, the user is able to input a specific amount of coolant flow

rate, although at first it is just fixed in a specific recommended value. All three rods can

be individually raised or lowered in the reactor. The GUI also monitors and plots the

temperatures of the coolant and the fuel, as this can prove important for a reactor’s operation.

Finally, the output power is plotted and the user can monitor the rods, as these are lowered

or raised by themselves, in order to achieve the specific output assigned by the user. When
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Figure 4.1. Control of reactor output power by specifying a setpoint.

the power control checkbox is not selected, the reactor tries to settle the rods in the position

assigned by the user in the left column. The scram button can be used in any time to scram

the reactor.

4.2 PUR-1 Cybersecurity

The following figures have the purpose of showing how the algorithm works. The modified

RHIMES algorithm was implemented and added in the GUI with the collaboration of the

43



Office of Naval Research (ONR), as well as the MITRE team. In Figure 4.2, the GUI shows

the system’s state at a random time. As can be seen on the left panel there are the actuators

that pertain to different types of attacks on the system. For example, the top one refers to

malicious inputs coming to the system, asking the reactor to scram. The other is for attacks

related to rod positions, and the last one refers to attacks against the coolant rate. The delay

for every attack type, shown in white boxes in the left column of the GUI, refers to the time

period between the time of the attack and the recovery of the system. The specified seconds

in the boxes represent the optimal time period that the system can be under the influence of

a malicious input, and still be able to recover afterwards. After several trials with the GUI,

the time periods shown in Figure 4.2 are specified. In the same figure, it can be seen that

the power setpoint has been set to 5 kW, and the system is working to reach that point and

stabilize. Coolant temperature is stable, while fuel temperature rises slightly as power rises

as well. If for some reason the protective algorithm is deactivated by the user, what happens

is shown in Figure 4.3. Since the reactor got a message for scram, the rods are pushed in (%

withdrawn in the third column is now zero) and the power level drops almost instantly to

zero. Moreover, the coolant temperature slightly rises, and the fuel temperature decreases.

In another scenario, in Figure 4.4, the reactor is on the process of reaching a setpoint of

9 kW. In this case, the protection algorithm is activated and its results are shown in Figure

4.5. Here the safety system does not let the rods (and subsequently the power level) to fall,

thus protecting the plant from a malicious and unwanted scram. The rod levels are still in

the positions specified by the user, which will then change as the system continues to reach

the requested power level of 9 kW. Also, the fuel temperature continues to rise with power.

In order to also show how the algorithm works for bad messages regarding rod positions,

Figures 4.6, 4.7 and 4.8 present a related example. Initially, as seen in Figure 4.6, the

withdrawn percentage for rods SS2 and RR has been selected as 14%, and for rod SS1 as

20%. The output power is set for 1 kW. When a bad message is sent to the system, it allows

the SS1 rod motion to run open loop, meaning that it no longer belongs to the closed loop

system controlled by the PID controller. In other words, when a bad message enters the

system, a random withdrawn length is assigned to the rod, so it runs unchecked. As can

be seen in Figure 4.7, the SS1 rod setpoint of 20% gets exceeded (see 20.3% in the third
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Figure 4.2. State of reactor before malicious SCRAM attempt for a power
setpoint of 5 kW.

column). During the delay time, the first two actuators are being rebooted (see yellow color

in the first column in Figure 4.7), while in the same time the third actuator takes control,

gets activated and flushes the delay queue. As can later be seen in Figure 4.8, the system

recovers after some time. There is a small time period when the power level slightly exceeds

the setpoint. After recovery, the system tries to settle back to that specified power level.

The SS1 rod position returns to the specified setpoint of 20%, and operation becomes normal

again.
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Figure 4.3. State of reactor after malicious SCRAM attempt for a power
setpoint of 5 kW with safety system deactivated.
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Figure 4.4. State of reactor before malicious SCRAM attempt for a power
setpoint of 9 kW.
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Figure 4.5. State of reactor after malicious SCRAM attempt for a power
setpoint of 9 kW with safety system activated.
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Figure 4.6. State of reactor before malicious rod message.
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Figure 4.7. State of reactor during malicious rod message.
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Figure 4.8. State of reactor after recovery from malicious rod message.
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5. CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

Nuclear energy systems are comprised of Instrumentation and Control (I&C) systems,

which are responsible for the plants’ control, monitoring and protection. Lately, analog I&C

systems have become obsolete, and are observed to have increased operation and maintenance

(O&M) costs. This is the main reason why power plants have started to adopt digital

control systems. Digital I&C has proved to bring many advantages to systems’ operation,

overall costs, and equipment. However, there are several drawbacks, mostly related to the

safety and security of systems. On the same note, the ever growing popularity of Cyber

Physical Systems (CPSs) further increases the risks for cyber attacks, vulnerabilities, and

failures. This thesis has the purpose to implement an architecture that can successfully

protect a nuclear reactor, and more specifically the Purdue University Reactor Number One

(PUR-1), from these types of attacks. The first step followed in this effort is the physics

modelling of the reactor. This is done through the use of reactors’ governing point kinetics

equations, reactivity calculations, as well as controller tuning and modelling for the purpose

of controlling the reactor’s output power. In order to face a variety of attacks, an architecture

for fault tolerance is studied. The most popular strategy towards achieving fault tolerance

is through the use of identical redundant components (replicas), which undergo a voting

process to reveal possible failures. The most used protocol for this case is the Byzantine

Fault Tolerance (BFT) algorithm. However, since redundancy by itself is not capable of

achieving a high degree of fault tolerance, artificial diversity is additionally explored. This

creates variants in the redundant components. As a result, some variants execute specific

instructions, and other variants are expected to execute other actions. In the case where

some tampered inputs crash (or deactivate) one of the variants, other variants take control

and the system is tolerant against failures.

The actual algorithm for the system studied in this work uses three redundant controllers

and performs as follows; the error term from the subtraction of the output from the setpoint

is fed as input to the first two controllers, as well as to the delay queue connected to the third

controller. The outputs of the first two controllers are compared, and then there are two
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cases of operation. In the case of a good message in the input, the variants in the controllers

do not crash, thus the signal from the top two controllers reaches the plant. In the case of

a bad message, at least one of the two controllers crashes, because at least one of the code

variants fails due to the diversity. This automatically triggers the comparator, which sends a

signal so that the output of the isolated controller is used and propagates towards the plant.

After implementing a Graphical User Interface (GUI) to simulate and visualize the system’s

state, it is shown that PUR-1 is able to overcome bad messages regarding scram or control

rod positions, when the protection architecture is activated.

5.2 Future Work

The increased vulnerabilities and failure risks accompanying the digital I&C in CPSs –

including nuclear reactors – could also be tackled with the integration of advanced informatics

into the reactor monitoring system. More specifically, Artificial Intelligence (AI) and Machine

Learning (ML) could be deployed towards a system’s on-line monitoring [50 ]–[54 ], as has also

been shown in our recent work [55 ], [56 ]. When one considers the ever-growing data volumes

produced in a system, the Dynamic Data Driven Application Systems (DDDAS) paradigm

is of great value in prioritizing and categorizing data in accordance with system dynamics.

DDDAS is a framework based on systems that include physical models, measurements, and

computational parts, as seen in Figure 5.1. It can provide suitable solutions to risks arising

from connectivity of CPSs through big data and ML. A physical system, such as a nuclear

reactor in this case, can be modelled through a computational simulation. DDDAS and

CPSs can connect the physical with the cyber world, since measurements and computations

produce patterns amenable to approaches involving AI methods for decision making. This

is highly illustrated in some of our recent work [57 ], [58 ]. Frederica Darema, who pioneered

the DDDAS paradigm, states the following [59 ]:

“in DDDAS instrumentation data and executing application models of these sys-

tems become a dynamic feedback control loop, whereby measurement data are

dynamically incorporated into an executing model of the system in order to im-

prove the accuracy of the model (or simulation), or to speed-up the simulation,
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and in reverse the executing application model controls the instrumentation pro-

cess to guide the measurement process. DDDAS presents opportunities to create

new capabilities through more accurate understanding, analysis, and prediction

of the behavior of complex systems, be they natural, engineered, or societal, and

to create decision support methods which can have the accuracy of full-scale sim-

ulations, as well as to create more efficient and effective instrumentation methods,

such as intelligent management of Big Data, and dynamic and adaptive manage-

ment of networked collections of heterogeneous sensors and controllers. DDDAS

is a unifying paradigm, bringing together computational and instrumentation

aspects of an application system, which extends the notion of Big Computing to

span from the high-end to the real-time data acquisition and control, and it’s a

key methodology in managing and intelligently exploiting Big Data.”

Figure 5.1. Dynamic Data Driven Application Systems (DDDAS) framework.

In the past, one might have argued that the large amount of data produced by CPSs

is not completely useful, as according to Occam’s razor (or the law of parsimony), simpler

explanations of entities are preferred, and abstraction is the understanding of a real entity

[60 ]. Modern researchers are trying to reveal a more formalized explanation for Occam’s

razor, and are finding promising results in Bayesian inference.

Bayesian inference is a statistical procedure that refers to updating beliefs in the best

possible way when making new observations [61 ]. For a system, this would mean to update
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its state when receiving new inputs from sensors. Bayes’ theorem is essentially an algorithm

that combines prior experience and current evidence and is expressed as follows:

p(b|o, m) = p(o|b, m) · p(b|m)
p(o|m) (5.1)

The term p(b|m) is the probability of a belief (b), given a specific modelling (m) of

a system. The term p(o|b, m) means the probability within a specific modelling that an

observation (o) would be obtained, given a belief. The term p(o|m) is the probability to

get an observation, given a specific modelling for the system. Finally, the term p(b|o, m)

encodes what would be the optimal belief after making a new observation. In other words,

in order to update a belief, first a system has to take the initial belief, then combine it with

the likelihood (i.e., how logical a new observation is with several possible beliefs), and lastly

consider to what degree this observation matches any possible beliefs in the model.

In this context, a nuclear system in particular would be able to use past and current

observations in order to make decisions about an updated, optimal state. The knowledge

of current and past states can detect excitations in the system, which in turn can produce

activation patterns.

Another approach involves the Markov Decision Process (MDP), where the current state

of a system depends only on its immediate previous step. Respectively, its next state depends

only on the current state. This simply means that, when making decisions, all knowledge

about older past states is included in the beliefs about the current state. Figure 5.2 depicts

how a system can update its state this way. Basically, there is a decision maker that interacts

with the system. The system provides the rewards, as well as the updated states, based on

the actions of the decision maker. This consists the basis of reinforcement learning.

This simply means that, for example, a nuclear system can receive actions from the

actuators, and then calculate an updated state and a reward. Rewards cannot be changed

by the decision system; however, the latter has some knowledge on how rewards are calculated

by the system, since they are based on the actions.

55



Figure 5.2. Cycle of reinforcement learning.
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