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#### Abstract

Multiparty computation refers to a scenario in which multiple distinct yet connected parties aim to jointly compute a functionality. Over recent decades, with the rapid spread of the internet and digital technologies, multiparty computation has become an increasingly important topic. In addition to the integrity of computation in such scenarios, it is essential to ensure that the privacy of sensitive information is not violated. Thus, secure multiparty computation aims to provide sound approaches for the joint computation of desired functionalities in a secure manner: Not only must the integrity of computation be guaranteed, but also each party must not learn anything about the other parties' private data. In other words, each party learns no more than what can be inferred from its own input and its prescribed output.

This thesis considers secure two-party computation over arithmetic circuits based on additive secret sharing. In particular, we focus on efficient and secure solutions for fundamental functionalities that depend on the equality of private comparands. The first direction we take is providing efficient protocols for two major problems of interest. Specifically, we give novel and efficient solutions for private equality testing and multiple variants of secure wildcard pattern matching over any arbitrary finite alphabet. These problems are of vital importance: Private equality testing is a basic building block in many secure multiparty protocols; and, secure pattern matching is frequently used in various data-sensitive domains, including (but not limited to) private information retrieval and healthcare-related data analysis. The second direction we take towards a performance improvement in equality-based secure two-party computation is via introducing a generic functionality-independent secure preprocessing that results in an overall computation and communication cost reduction for any subsequent protocol. We achieve this by providing the first precise functionality formulation and secure protocols for replacing original inputs with much smaller inputs such that this replacement neither changes the outcome of subsequent computations nor violates the privacy of sensitive inputs. Moreover, our input-size reduction opens the door to a new approach for efficiently solving Private Set Intersection. The protocols we give in this thesis are typically secure in the semi-honest adversarial threat model.


## 1. INTRODUCTION

Cryptography (rooted in Greek for "hidden writing") emerged thousands of years ago as a means for communicating secret messages. Its boundaries have expanded vastly over time alongside the emergence of more complex communication and computation needs in human societies. In recent decades, with the rapid development of computing devices, the modern state of computation and communication calls for extremely sophisticated tools to address safety and privacy demands in various domains. Hence, cryptography has become a wellstructured ever-developing mathematical science that provides for these needs.

One of the (relatively) recent subfields of cryptography is Secure Multiparty Computation (MPC) that was formally introduced in 1982 by Yao [1]. In general, MPC refers to a setting in which $n$ parties $P_{1}, P_{2}, \cdots, P_{n}$ with respective private inputs $x_{1}, x_{2}, \cdots, x_{n}$ wish to compute a function $f\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ while preserving the privacy of their input data as much as possible. Due to its strong security guarantees, MPC has a wide range of applications such as secure general data analysis and data mining [2]-[9], biomedical computations [10]-[14], financial computations [15]-[18], and many more task-specific use cases.

General-purpose MPC protocols that are capable of securely evaluating any function have been known since the 1980s. The first protocol to realize MPC was presented by Yao [1] through the introduction of garbled circuits. This seminal work was followed by other general-purpose MPC solutions for secure evaluation of any function [19]-[21]. Although such protocols were mainly of theoretical interest due to their inefficiencies in computation and communication complexities, they led the cryptographic community into the area of general-purpose MPC compilers (e.g., [22], [23]). The idea behind such compilers is to allow programming in (fairly) high-level languages, then converting them to a circuit format that will be executed using secure computation protocols. This would reduce the burden of designing protocols and allow non-experts to use MPC for secure computations of interest. Building efficient and easy-to-use general-purpose MPC compilers is an ongoing effort [24]. However, the general-purpose MPC solutions tend to be rather inefficient; their generality does not allow exploiting all optimization opportunities specific to a problem of interest. Another course of research towards practically applicable MPC is designing highly-optimized
special purpose MPC protocols for specific functions of interest (e.g., [25]-[27]). In this dissertation, we follow this latter paradigm for achieving efficient two-party protocols for problems whose answers depend on equality of input symbols (e.g., pattern matching and private set intersection).

### 1.1 Secure Two-party Computation

In this dissertation, we focus on Secure Two-party Computation (2PC) as a special case of MPC [28]. In 2PC, two distrusting parties (say, Alice and Bob) wish to jointly compute a function of their private inputs while satisfying two main requirements: i) Each party must receive its correct intended output (correctness); and, ii) neither party learns anything other than what can be deduced from its own input and its prescribed output (privacy). The most basic 2PC problems are:

1. Yao's millionaires problem [1] in which two millionaires intend to determine who is richer without revealing their net worth to each other.
2. Socialist millionaires problem in which two millionaires aim to determine whether or not they are as rich as each other. This problem is often referred to as private equality testing.

Despite their basic nature, these 2PC problems have proven to be of vital importance in many computations in the digital world, including applications in online auctions, voting systems, sensitive signal processing, and private search queries, to mention a few.

Extensive research has been dedicated to efficient 2 PC solutions for a wide variety of problems (e.g., [27], [29]-[37]). As a result, 2PC has recently become a more practically applicable cryptographic technology [38].

### 1.2 Functionality Formulation

Privacy in 2PC requires that neither party can deduce any information other than what can be deduced from its own input and prescribed output. Unlike a function, a functionality specifies not only what is computed but also who provides each input and who learns which
output. Formally, consider a functionality $\mathcal{F}$ that takes Alice's (resp. Bob's) private input in ${ }^{\mathcal{A}}$ (resp. in ${ }^{\mathcal{B}}$ ), and in return provides her (resp. him) with the output out ${ }^{\mathcal{A}}$ (resp. out ${ }^{\mathcal{B}}$ ); such an ideal functionality is denoted as follows:

$$
\left(\text { out }^{\mathcal{A}}, \text { out }^{\mathcal{B}}\right)=\mathcal{F}\left(\text { in }^{\mathcal{A}}, \text { in }^{\mathcal{B}}\right)
$$

To clarify, we discuss two distinct 2 PC functionality definitions for private equality testing, where private inputs in ${ }^{\mathcal{A}}$ and in ${ }^{\mathcal{B}}$ are integers:

1. First, we consider a case in which the functionality discloses the test outcome to Bob but not to Alice. In other words, Bob learns the predicate value $e=\left(\mathrm{in}^{\mathcal{A}}==\mathrm{in}{ }^{\mathcal{B}}\right)$ while Alice learns nothing; i.e., out ${ }^{\mathcal{A}}=\perp$ and out ${ }^{\mathcal{B}}=e$. Note that the output $e=1$ inherently reveals the integer in ${ }^{\mathcal{A}}$ to Bob, whereas the output $e=0$ reveals nothing about in ${ }^{\mathcal{A}}$ to Bob except the fact that in ${ }^{\mathcal{A}} \neq \mathrm{in}^{\mathcal{B}}$.
2. Now, we consider another case in which the functionality does not disclose the test output to either party, but returns the predicate value $e=\left(\mathrm{in} \mathcal{A}^{\mathcal{A}}==\mathrm{in}{ }^{\mathcal{B}}\right)$ as a shared secret; i.e., neither party's private output alone gives any information about $e$, but $e$ can be reconstructed using both shares of the output. In this scenario, neither party learns anything about the other party's input.

In the remainder of this thesis, we typically require the outputs to be shared secrets, unless we explicitly state otherwise. This allows us to maintain a maximum level of privacy when a protocol itself serves as a building block in another solution, without sacrificing generality because the output can be reconstructed if either party is supposed to learn it in its entirety.

### 1.3 Function Representation

After choosing a proper formulation based on the desired goals, a natural question is how to mathematically represent functions; there are two primary choices:

- Boolean circuits in which a function's inputs and outputs are encoded as bits.
- Arithmetic circuit over a prime field in which a function's inputs and outputs are elements in the finite field $\mathbb{F}_{q}$ of integers modulo a prime $q$.

The trade-off between these two choices boils down to the impact of the underlying encoding on the efficiency of computing basic building blocks. On the one hand, boolean functions such as equality and inequality tests are easy to compute in the boolean circuit, whereas they are challenging in the arithmetic circuit. On the other hand, the addition and multiplication of secrets can be performed efficiently in the arithmetic circuit but not in the boolean circuit. This thesis aims to provide efficient approaches in the arithmetic circuit when the desired functionality depends on equality tests that involve private comparands. In order to obtain guaranteed privacy while maintaining efficiency, we use additive secret sharing (see Section 2.2).

In 2006, the seminal results of [39] resolved the gap between arithmetic circuits and boolean circuits. Damgård et al. [39] proposed, for the first time, a bit-decomposition technique that converts a shared secret integer into the sharings of its bits. This technique was the first bridge between boolean and arithmetic circuits in MPC. Moreover, Schoenmakers et al. [40] proposed similar results based on homomorphic cryptosystems that obtain encrypted bits of an integer from the encrypted integer itself.

### 1.4 Summary of Our Contributions

We take two distinct approaches to improve the performance of equality-based 2 PC protocols. First, we present efficient solutions for two problems of interest, namely, Private Equality Testing (Chapter 3) and Secure Wildcard Pattern Matching (Chapter 4). Both of these problems play fundamental roles as building blocks in a wide variety of more complex 2PC problems. Our second approach presented in Chapter 5 aims to improve the performance of equality-based 2 PC protocols through a generic secure preprocessing that reduces the inputs' sizes. Most of the results of this thesis have already been published in scholarly venues: Parts of Chapter 4 in [41]; and, Chapter 5 in [42]. Below, we briefly review our contributions.

### 1.4.1 Private Equality Testing

Both instances of secure comparison of private integers (Yao's millionaires and socialist millionaires problems) are among the most fundamental 2PC problems. These functionalities, alongside the basic addition and multiplication operations, are widely used as building blocks for solving other problems. Here, we concentrate on private equality testing, which is itself vastly studied [39], [43]-[55] (see Section 3.2 for a detailed review).

In private equality testing, Alice's and Bob's respective private inputs are integers $a$ and $b$, and they would like to securely evaluate the predicate " $(a==b)$ ". Due to its non-arithmetic nature, private equality testing is a major efficiency bottleneck for many 2 PC protocols in the arithmetic circuit model. Although bit-decomposition is sufficient for solving this problem [39], [43], protocols that involve bit-decomposition are rather expensive and should be considered as a last resort. In Chapter 3, we present a novel lightweight protocol that securely evaluates the equality predicate over the arithmetic field $\mathbb{F}_{q}$. In order to obtain efficiency, all internal states of our protocol are over $\mathbb{F}_{3}$ rather than $\mathbb{F}_{q}$; at the end, our protocol uses our novel modular conversion technique, that uses only three secure multiplications over $\mathbb{F}_{q}$, to convert the secret-shared test result from $\mathbb{F}_{3}$ to $\mathbb{F}_{q}$.

### 1.4.2 Secure Wildcard Pattern Matching

Pattern matching, in its various forms, is one of the primary problems when it comes to data processing and maintenance. Its countless applications include bioinformatics and DNA sequencing, digital forensics, intrusion detection, spelling checking, plagiarism detection, spam filtering, search engines, and content search in large databases. Pattern matching in a 2PC setting has comparatively many applications and is also well-studied [4], [56]-[59]. In Chapter 4, we address the Secure Wildcard Pattern Matching (SWPM) problem, which serves as a building block in numerous 2PC problems.

Let $\Sigma \subseteq \mathbb{F}_{q}$ be the underlying alphabet. In secure pattern matching, a party (say, Alice) has a private text string $\mathbf{T} \in \Sigma^{n}$ and the other party (say, Bob) has a private pattern string $\mathbf{P} \in \Sigma^{m}$, where $m \leq n$; the goal is for Bob to learn only about the occurrences of $\mathbf{P}$ in $\mathbf{T}$ without learning any additional information about T. Meanwhile, Alice must learn nothing
about $\mathbf{P}$. Note that secure pattern matching can be interpreted as a generalization of private equality testing (with output disclosure to Bob), which corresponds to the special case of $n=m=1$. SWPM also allows the use of a wildcard (or, "don't care") symbol $\star \notin \Sigma$ that matches any alphabet symbol. There are three major variants of SWPM:

- Search version: Bob learns all positions in $\mathbf{T}$ at which $\mathbf{P}$ occurs.
- Counting version: Bob learns only the count of occurrences of $\mathbf{P}$ in T.
- Decision version: Bob learns only whether or not $\mathbf{P}$ occurs in $\mathbf{T}$ at least once.

Throughout, by occurrence of $\mathbf{P}$ in $\mathbf{T}$ we mean as a substring of $\mathbf{T}$. In spite of the extensive work done on secure pattern matching, the bulk of the existing work in the literature is dedicated to the search version. In Chapter 4, we first propose a linearithmic wildcard pattern matching algorithm which is particularly well suited for easy and efficient secure instantiation. Then, we build on it to give provably secure protocols that solve all three variants of SWPM.

Additionally, we point out that the traditional search version of SWPM has a major definitional drawback in the stronger security models where Bob can lie about his input: An adversarial Bob who may use a judiciously crafted input string $\tilde{\mathbf{P}}$ (rather than his prescribed input $\mathbf{P}$ ) can learn Alice's input T, partially or even in its entirety. This drawback is inherent to the functionality definition, and it defeats the purpose of using any secure solution. We address this issue through formulating a generalized SWPM functionality with respect to a filtering function that restricts what Bob learns. Moreover, we show that our solutions to the three main variants of the problem fit in this more general definition. Finally, we give two additional instances of filtered SWPM that relate to the search version but do not allow Bob to learn Alice's input text.

### 1.4.3 Secure Two-party Input-size Reduction

In Chapter 5, we consider a novel approach for improving the performance of equalitybased 2 PC protocols. In particular, we focus on the obvious fact that the performance of any protocol depends on its inputs' sizes. As a result, a secure preprocessing of inputs that
replaces each input symbol (an element in $\mathbb{F}_{q}$ ) with a much smaller integer, in a manner that does not change the outcome of subsequent protocols, would reduce the computation and communication costs. In other words, we intend to transfer all computations from $\mathbb{F}_{q}$ to $\mathbb{F}_{\hat{q}}$ for $\hat{q} \ll q$. Such a preprocessing is especially advantageous when its cost can be amortized over subsequent computations that all benefit from the smaller inputs. There are some taskspecific [31], [60] secure size reduction approaches. However, our work is the first attempt towards a generic solution in this domain; e.g., it does not matter if our size-reduction scheme is used before invoking a protocol for secure pattern matching or for private set intersection.

We formalize the 2PC input-size reduction problem, propose efficient and secure solutions to it, and discuss its use cases. In a nutshell, Alice's and Bob's inputs are their respective private sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ of large integers, and their private outputs are images of their sets under a function $\rho$ that injectively maps $S^{\mathcal{A}} \cup S^{\mathcal{B}}$ into $\{0,1, \cdots, N-1\}$ for a small $N \geq\left|S^{\mathcal{A}}\right|+\left|S^{\mathcal{B}}\right|$; this allows executing subsequent protocols over $\mathbb{F}_{\hat{q}}$ instead of $\mathbb{F}_{q}$, where $\hat{q}$ is the smallest prime larger than $N-1$. Alice's (resp. Bob's) knowledge of this mapping on $S^{\mathcal{A}}$ (resp. $S^{\mathcal{B}}$ ) must reveal nothing about $S^{\mathcal{B}}$ (resp. $S^{\mathcal{A}}$ ). Thus, neither party should be able to learn $\rho(x)$ for any $x$ that is not in its private set; otherwise, either party could exploit the small codomain of $\rho$ to learn about the other party's set.

### 1.5 Organization of the Thesis

This dissertation is organized as follows. Chapter 2 reviews the underlying concepts that are used in this document. Chapters 3 and 4 present the first direction that we take for improving equality-based 2 PC . In particular, Chapter 3 reviews and gives a new solution to the private equality testing problem, and Chapter 4 is dedicated to the secure wildcard pattern matching problem. Chapter 5 presents our second direction that addresses the need for a generic secure preprocessing of inputs that results in a performance improvement for any subsequent 2PC equality-based computation. Finally, we summarize this dissertation in Chapter 6.

## 2. PRELIMINARIES

This chapter reviews the existing concepts and primitives used in the remainder of this thesis.

### 2.1 General MPC Threat Models

Adversarial behavior is one of the major factors in designing secure two-party protocols. Often, 2PC protocols are investigated in the presence of either a semi-honest or a malicious adversary. In a nutshell, the former model considers a corrupted party that behaves honestly but curiously tries to learn about the other party's private data by probing its transcript of the protocol steps. There is no restriction on a malicious adversary's behavior, and it may deviate from the protocol as it desires. In what follows, we discuss these models in detail and review a third model that serves as a bridge between them. In this document, we assume a static corruption model in which honest and corrupted parties are fixed in the beginning and remain so during the course of protocol execution.

### 2.1.1 Semi-honest Adversary

A semi-honest (a.k.a honest-but-curious or passive) adversary follows the protocol specifications correctly. However, it maintains the transcript of all the messages received, and attempts to use it for learning unauthorized information about the other party's private data. Although this adversarial model may seem insufficient for practical purposes, it is useful in many cases. First, it perfectly models inadvertent leakage of information in protocols' design. Moreover, designing secure protocols in the semi-honest model is often the first step for obtaining secure protocols in the stronger malicious model.

### 2.1.2 Malicious Adversary

A malicious (a.k.a active) adversary can arbitrarily deviate from the protocol specification. In this model, the goal is to catch a cheating adversary with overwhelming probability. Providing security in the presence of malicious adversaries ensures that no adversarial attack can succeed. However, protocols that are secure in this model are usually much less efficient.

One of the common approaches in obtaining security in the malicious model is i) designing a secure protocol in the semi-honest model, and ii) using some cryptographic primitives to enforce a semi-honest behavior on both parties.

### 2.1.3 Augmented Semi-honest Adversary

By definition, a semi-honest adversary always provides its prescribed input. However, it is only natural to allow a corrupted party to modify its input before the protocol execution begins. This is because of the following two reasons [28]:

- Subjectively, it can be argued that choosing a different input is not improper behavior. Hence, this free choice of input is in the spirit of semi-honest behavior.
- When protocols secure in the semi-honest model are used as a stepping stone for obtaining secure protocols in the malicious model, it is crucial to allow the semi-honest adversary to modify its input. In fact, Goldreich introduces the augmented semihonest model as above when describing how to obtain security in the malicious model from protocols that are secure only against a semi-honest adversary [61]. On another note, it is only natural that any protocol that is secure in the malicious model must also be secure in the weaker semi-honest model. Hazay et al. [28] discuss that this is guaranteed to hold only when the semi-honest adversary can also change its input.


### 2.2 Additive Secret Sharing (Secret Splitting)

Secret sharing schemes distribute a secret $s$ among $n$ parties such that any subset of the participants that satisfy a certain criterion are able to reconstruct $s$. In particular, a secret sharing scheme is an $(n, t)$-threshold scheme if the shared secret $s$ among $n$ parties can be reconstructed by any subset of $t \leq n$ or more participants, and fewer than $t$ parties cannot learn anything about the secret [62]. Such a secret sharing scheme must be able to uniquely determine the secret $s$ (correctness); furthermore, any group of less than $t$ parties must not be able to learn anything about $s$ (privacy).

Additive secret sharing (a.k.a secret splitting) over a finite field $\mathbb{F}_{q}$ is the simplest form of secret sharing, and it is an $(n, n)$-threshold scheme. In the two-party case ( $n=2$ ), a split secret $s$ among two parties, Alice and Bob, consists of two uniformly distributed shares $\llbracket s \rrbracket^{\mathcal{A}} \in \mathbb{F}_{q}$ (Alice's share) and $\llbracket s \rrbracket^{\mathcal{B}} \in \mathbb{F}_{q}$ (Bob's share) such that $s=\llbracket s \rrbracket^{\mathcal{A}}+\llbracket s \rrbracket^{\mathcal{B}}$. Secret splitting is a valid $(2,2)$-threshold scheme:

- Correctness: Given both shares, $s$ can be reconstructed uniquely through one addition.
- Privacy: Each party's share is statistically independent of the secret $s$; hence, one share alone does not reveal any information about $s$.

Moreover, a secret $s$ that is private to one party (say, Alice) can be shared among parties as follows:

1. Alice generates a uniform random $r \stackrel{\&}{\leftarrow} \mathbb{F}_{q}$.
2. Alice sends $r$ to Bob as his share of the secret $s$; she also computes $s-r$ as her own share of the secret. In summary,

$$
\begin{equation*}
\llbracket s \rrbracket^{\mathcal{A}}=s-r \quad \text { and } \quad \llbracket s \rrbracket^{\mathcal{B}}=r \tag{2.1}
\end{equation*}
$$

Clearly, $s=\llbracket s \rrbracket^{\mathcal{A}}+\llbracket s \rrbracket^{\mathcal{B}}$, and each party's share is a uniform random that is independent of the secret $s$; moreover, Bob learns nothing about Alice's private secret $s$ because he learns only the uniform random $r$. Note that in the above special case when one party owns $s$ (hence, knows it), it is not necessary to make the shares uniform randoms that are both independent of $s$, but it suffices to ensure that the second party's share does not carry any information about the secret. Therefore in such a case, the parties can split $s$ non-interactively as follows:

$$
\begin{equation*}
\llbracket s \rrbracket^{\mathcal{A}}=s \quad \text { and } \quad \llbracket s \rrbracket^{\mathcal{B}}=0 \tag{2.2}
\end{equation*}
$$

Obviously, $s=\llbracket s \rrbracket^{\mathcal{A}}+\llbracket s \rrbracket^{\mathcal{B}}$, and Bob learns nothing about Alice's secret $s$ because his share $\llbracket s \rrbracket^{\mathcal{B}}=0$ is independent of $s$ and carries no information about it.

Notation 2.1. In the remainder of this document, we use $\llbracket s \rrbracket$ to denote a secret $s$ that is additively split among Alice and Bob.

### 2.2.1 Properties of Secret Splitting

Secret splitting has the following two well-known properties:

1. Linearity: For two split secrets $\llbracket s_{1} \rrbracket$ and $\llbracket s_{2} \rrbracket$ and public integers $c$ and $d$, Alice and Bob can compute $\llbracket s_{3} \rrbracket=\llbracket c \cdot s_{1}+d \cdot s_{2} \rrbracket$ without any interaction as follows:

$$
\begin{equation*}
\llbracket s_{3} \rrbracket^{\mathcal{A}}=c \cdot \llbracket s_{1} \rrbracket^{\mathcal{A}}+d \cdot \llbracket s_{2} \rrbracket^{\mathcal{A}} \quad \text { and } \quad \llbracket s_{3} \rrbracket^{\mathcal{B}}=c \cdot \llbracket s_{1} \rrbracket^{\mathcal{B}}+d \cdot \llbracket s_{2} \rrbracket^{\mathcal{B}} \tag{2.3}
\end{equation*}
$$

The correctness of this property follows immediately from the definition of secret splitting.
2. Efficient secure multiplication: For two split secrets $\llbracket s_{1} \rrbracket$ and $\llbracket s_{2} \rrbracket$, there is a one-round multiplication protocol that allows Alice and Bob to securely compute $\llbracket s_{3} \rrbracket=\llbracket s_{1} \cdot s_{2} \rrbracket$. More details about this property will be reviewed below in Section 2.2.2.

The two properties above play an important role in the efficiency of protocols built on additive secret sharing.

### 2.2.2 Basic Operations and Arithmetic Black-box Model

The performance of our protocols depends on lightweight and secure computations of basic operations in split form, including addition and multiplication of split secrets as well as generating split randoms. Here, we give a high-level overview of these operations and how they are modeled in the remainder of this thesis.

## Addition in Split Form

Addition of two secret inputs (private or shared) does not need any interaction among parties; it requires only one local addition by each party:

$$
\begin{equation*}
\llbracket s_{1}+s_{2} \rrbracket^{\mathcal{A}}=\llbracket s_{1} \rrbracket^{\mathcal{A}}+\llbracket s_{2} \rrbracket^{\mathcal{A}} \quad \text { and } \quad \llbracket s_{1}+s_{2} \rrbracket^{\mathcal{B}}=\llbracket s_{1} \rrbracket^{\mathcal{B}}+\llbracket s_{2} \rrbracket^{\mathcal{B}} \tag{2.4}
\end{equation*}
$$

## Multiplication in Split Form

It is well-known that secure multiplication of two secrets, unlike addition, requires Alice and Bob to interact. One common practice for secure multiplication of split secrets over a finite field is through Beaver multiplication triples [63]:

1. Input-independent offline phase: Generating a triple of correlated randoms $\langle\llbracket a \rrbracket, \llbracket b \rrbracket, \llbracket c \rrbracket\rangle$ such that $\llbracket c \rrbracket=\llbracket a \cdot b \rrbracket$. Since this offline phase is input-independent, it can be carried out ahead of time before the actual inputs are available.
2. Online phase: For split secrets $\llbracket s_{1} \rrbracket$ and $\llbracket s_{2} \rrbracket$, Alice and Bob collaborate in a lightweight derandomization step that uses $\langle\llbracket a \rrbracket, \llbracket b \rrbracket, \llbracket c \rrbracket\rangle$ to obtain $\llbracket s_{1} \cdot s_{2} \rrbracket$. For that, Alice and Bob first compute $\llbracket s_{1}-a \rrbracket$, $\llbracket s_{2}-b \rrbracket$, then reveal $s_{1}-a$ and $s_{2}-b$ to each other by exchanging their respective shares of these values; afterwards, they compute:

$$
\begin{equation*}
\llbracket s_{1} \cdot s_{2} \rrbracket=\llbracket c \rrbracket+\llbracket s_{1} \rrbracket\left(s_{2}-b\right)+\llbracket s_{2} \rrbracket\left(s_{1}-a\right)-\left(s_{1}-a\right)\left(s_{2}-b\right) \tag{2.5}
\end{equation*}
$$

Note that this online phase does not use any cryptographic primitives. Moreover, it requires exactly one round of communication for exchanging shares of $\llbracket s_{1}-a \rrbracket$ and $\llbracket s_{2}-b \rrbracket$. Since Equation 2.5 involves only addition in split form and multiplication by publicly known integers, it can be computed non-interactively due to the linearity of secret splitting.

Generating Beaver triples has been extensively studied based on various assumptions and frameworks (e.g., [64]-[66]).

## Split Random Generation

To generate a uniform random field element $\llbracket r \rrbracket \stackrel{\$}{\leftarrow} \mathbb{F}_{q}$ in split form, it suffices for Alice and Bob to choose uniform random shares $\llbracket r \rrbracket^{\mathcal{A}} \stackrel{\&}{\leftarrow} \mathbb{F}_{q}$ and $\llbracket r \rrbracket^{\mathcal{B}} \stackrel{\$}{\leftarrow} \mathbb{F}_{q}$, which inherently gives the uniform random $\llbracket r \rrbracket$. Sometimes, it is required to guarantee that $\llbracket r \rrbracket \neq 0$. Note that generating $\llbracket r \rrbracket$ as described above results in $\llbracket r \rrbracket=0$ with probability $\left|\mathbb{F}_{q}\right|^{-1}$ which is negligible if the finite field $\mathbb{F}_{q}$ is large enough. However, if $\llbracket r \rrbracket=0$ with probability $\left|\mathbb{F}_{q}\right|^{-1}$ is
not acceptable, then a simple approach for Alice and Bob to make sure $\llbracket r \rrbracket \stackrel{\$}{\leftarrow} \mathbb{F}_{q} \backslash\{0\}$ is as follows:

1. Alice and Bob generate two uniform randoms $\llbracket r_{1} \rrbracket, \llbracket r_{2} \rrbracket \stackrel{\Phi}{\leftarrow} \mathbb{F}_{q}$ as described above.
2. Alice and Bob securely compute $\llbracket r_{1} \cdot r_{2} \rrbracket$ and reveal $r_{1} \cdot r_{2}$ to each other by exchanging their respective shares of $\llbracket r_{1} \cdot r_{2} \rrbracket$.
3. If $r_{1} \cdot r_{2} \neq 0$, then it is true that $r_{1} \neq 0$ and $r_{2} \neq 0$. As a result, they keep $\llbracket r_{1} \rrbracket$ as the desired non-zero split random $\llbracket r \rrbracket$ and dispose of $\llbracket r_{2} \rrbracket$. In the other case (of $r_{1} \cdot r_{2}=0$ ), they discard the randoms and try again.

## Arithmetic Black-box Model.

Our protocols use secret splitting to securely carry out the desired computations on private inputs and internal values that must not be revealed to either party. After obtaining the desired output(s) in split form, it is straightforward to reveal the result to either party (if needed) through reconstructing the desired shared output. In order to focus on the task at hand rather than the detailed specifications and security guarantees of the underlying protocols for basic operations discussed earlier, we use the Arithmetic Black-box (ABB) model of computation as in [67]. In the ABB model, each basic operation is provided through access to an ideal functionality. These ideal functionalities can be interpreted as a (hypothetical) trusted third party, who provides generation and storage of elements of $\mathbb{F}_{q}$ as well as arithmetic computations on field elements.

Below, we provide an intuitive presentation of how this model works for the non-trivial operation of secure multiplication. For computing the product $\llbracket s_{1} \cdot s_{2} \rrbracket$, the trusted third party securely collects the inputs from both parties, carries out the computation, splits the result, and provides each party with a share of the computation result; i.e.,

1. Alice sends her shares $\llbracket s_{1} \rrbracket^{\mathcal{A}}$ and $\llbracket s_{2} \rrbracket^{\mathcal{A}}$ to the trusted server. Similarly, Bob sends his $\llbracket s_{1} \rrbracket^{\mathcal{B}}$ and $\llbracket s_{2} \rrbracket^{\mathcal{B}}$ to the trusted server.
2. The server reconstructs secrets $s_{1}$ and $s_{2}$. Then, it computes the product $s_{3}=s_{1} \cdot s_{2}$.
3. The server splits the multiplication result $s_{3}$ and distributes its two shares. Specifically, the server chooses a uniform random $r \stackrel{\$}{\leftarrow} \mathbb{F}_{q}$; then, it sends $\llbracket s_{3} \rrbracket^{\mathcal{A}}=s_{3}-r$ and $\llbracket s_{3} \rrbracket^{\mathcal{B}}=r$ to, respectively, Alice and Bob.

One needs to make sure that in practice such an ideal functionality can be replaced with (existing) two-party protocols without compromising the overall security. This is possible because there are protocols [66] that securely realize these ideal functionalities in the Universal Composability (UC) model of [68]. The UC framework, introduced by Canetti [68], is a general-purpose method for the security analysis of cryptographic protocols. Protocols that are UC-secure remain secure even if executed sequentially or in parallel in composition with other protocols. Henceforth, we avoid the details of these basic operations and use them in a black-box manner.

### 2.3 Pseudorandom Function (PRF)

Let $\tau$ be a security parameter, and $F:\{0,1\}^{\tau} \times\{0,1\}^{\ell_{i n}} \rightarrow\{0,1\}^{\ell_{o u t}}$ be a keyed function (the first input being the key denoted by $k \in\{0,1\}^{\tau}$ ) such that $F(k, x)$ is efficiently computable for all $k$ and $x$. Typically, one chooses $k$ uniformly at random and obtains a single-input function $F_{k}:\{0,1\}^{\ell_{\text {in }}} \rightarrow\{0,1\}^{\ell_{\text {out }}}$ defined by $F_{k}(\cdot)=F(k, \cdot)$. Function $F$ is a PRF if no probabilistic polynomial-time (PPT) distinguisher can distinguish whether it is interacting with $F_{k}(\cdot)$ or a truly random function $f:\{0,1\}^{\ell_{\text {in }}} \rightarrow\{0,1\}^{\ell_{\text {out }}}[69]$.

Definition 2.1 (Pseudorandom Function [69]). Let $F$ be an efficiently computable keyed function and $\tau$ be the security parameter. Function $F$ is a Pseudorandom Function if for all PPT distinguishers $D$, there is a negligible function negl $(\cdot)$ such that:

$$
\left|\operatorname{Pr}\left[D^{F_{k}(\cdot)}\left(1^{\tau}\right)=1\right]-\operatorname{Pr}\left[D^{f(\cdot)}\left(1^{\tau}\right)=1\right]\right| \leq \operatorname{neg} \mid(\tau),
$$

where the superscript of $D$ denotes distinguisher's oracle access to the corresponding function. Moreover, the first probability is over the choice of key $k$ and randomness of $D$, and the second probability is over the choice of truly random function $f$ and randomness of $D$.

Note that the security parameter $\tau$ (key length) must be chosen for the desired security level, while the input and output lengths, $\ell_{\text {in }}$ and $\ell_{\text {out }}$, are determined by the application in which the PRF is being used; $\ell_{\text {in }}$ and $\ell_{\text {out }}$ must be polynomially bounded in $\tau$ [69].

## Oblivious PRF (OPRF)

An OPRF is a tuple $\left\langle F, \operatorname{Prot}_{F}^{\text {OPRF }}\right\rangle$, where $F$ is a PRF, and $\operatorname{Prot}_{F}^{\text {OPRF }}$ is a two-party protocol that enables a party who has the key $k$ to allow a querier to compute $F_{k}(x)$ for a private query $x$. The querier learns nothing other than $F_{k}(x)$, and the key holder learns nothing about $x$ and $F_{k}(x)[28],[70],[71]$.

## Distributed PRF (DPRF)

A $t$-out-of- $n$ DPRF refers to a threshold evaluation of $F_{k}(\cdot)$; in a system of $n$ parties, any subset of $t$ parties can compute $F_{k}(x)$; but, any subset of fewer than $t$ parties should not be able to obtain any information about $F_{k}(x)$ [72].

### 2.4 Convolution

In its most general form, linear convolution (denoted by $*$ ) is a mathematical binary operation that operates on two functions $f$ and $g$ to produce a third function $h$. It is wellknown that this operation is linear and commutative. Below, we briefly review its definition as well as one of its special cases that will be used in the remainder of this document.

The convolution function $h=f * g$ is defined as the integral of the product of $f$ and $g$ after one is reversed and shifted; this integral is assessed for all possible values of shift. Formally,

$$
\begin{equation*}
h(x)=f(x) * g(x)=\int_{-\infty}^{\infty} f(y) \cdot g(x-y) d y \tag{2.6}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
h(x)=f(x) * g(x)=\int_{-\infty}^{\infty} f(x-y) \cdot g(y) d y \tag{2.7}
\end{equation*}
$$

Discrete convolution refers to the case in which functions $f$ and $g$ are defined on the set $\mathbb{Z}$ of integers. Accordingly, the convolution of two sequences $\mathbf{F}=\left[f_{0}, f_{1}, \cdots, f_{\lambda_{1}-1}\right] \in \mathbb{C}^{\lambda_{1}}$
and $\mathbf{G}=\left[g_{0}, g_{1}, \cdots, g_{\lambda_{2}-1}\right] \in \mathbb{C}^{\lambda_{2}}$ is a sequence $\mathbf{H}$ of length $\lambda=\lambda_{1}+\lambda_{2}-1$ such that for $0 \leq i \leq \lambda$ :

$$
\begin{equation*}
h_{i}=\sum_{j=-\infty}^{\infty} f_{j} \cdot g_{i-j} \tag{2.8}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
h_{i}=\sum_{j=-\infty}^{\infty} f_{i-j} \cdot g_{j} \tag{2.9}
\end{equation*}
$$

where any entry with an out-of-range index is considered to be equal to zero, i.e.,

$$
\begin{array}{ll}
f_{k}=0 & \text { for } \quad k<0 \text { and } k \geq \lambda_{1}  \tag{2.10}\\
g_{k}=0 & \text { for } \quad k<0 \text { and } k \geq \lambda_{2}
\end{array}
$$

In what follows, we focus on discrete convolution of two sequences.

## Circular Convolution

Circular convolution (denoted by $\circledast$ ) of two same-length sequences $\mathbf{F}, \mathbf{G} \in \mathbb{C}^{\lambda}$ is defined as a length- $\lambda$ sequence $\mathbf{H}$ such that for $0 \leq k<\lambda$ :

$$
\begin{equation*}
h_{k}=\sum_{i+j=k(\bmod \lambda)} f_{i} \cdot g_{j}=\sum_{i=0}^{\lambda-1} f_{i} \cdot g_{(k-i \bmod \lambda)} \tag{2.11}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
h_{k}=\sum_{i+j=k(\bmod \lambda)} f_{j} \cdot g_{i}=\sum_{i=0}^{\lambda-1} f_{(k-i \bmod \lambda)} \cdot g_{i} \tag{2.12}
\end{equation*}
$$

Note that circular convolution is defined for same-length sequences; in the case that $\mathbf{F}$ and $\mathbf{G}$ have different length, circular convolution is possible only after padding the shorter sequence with enough zeros to equalize the lengths of both sequences. Although linear convolution and circular convolution are fundamentally different operations, an equivalency can be established among them under certain conditions. In case of convolving two sequences, circular convolution can be viewed as linear convolution when the sequences represent periodic functions; thus, shifting a sequence can be interpreted as its rotation because the values repeat due to the periodicity.

## Fast Convolution Computation

It is well-known that fast transforms with a convolution property can be used for efficient computation of circular convolution [73]-[75]; i.e., the circular convolution of two sequences $\mathbf{F}, \mathbf{G} \in \mathbb{C}^{\lambda}$ can be computed with $\mathcal{O}(\lambda \log \lambda)$ computation complexity due to the convolution theorem, which states that the Discrete Fourier Transform (DFT) of $\mathbf{F} \circledast \mathbf{G}$ is equal to the pointwise product of the DFT of $\mathbf{F}$ and the DFT of $\mathbf{G}$ [73]-[75], i.e.,

$$
\begin{equation*}
\operatorname{DFT}(\mathbf{F} \circledast \mathbf{G})=\operatorname{DFT}(\mathbf{F}) \odot \operatorname{DFT}(\mathbf{G}) \tag{2.13}
\end{equation*}
$$

Hence, given any Fast Fourier Transform (FFT) algorithm that requires $\mathcal{O}(\lambda \log \lambda)$ work to compute the DFT (and its inverse $\mathrm{DFT}^{-1}$ ) of a sequence, the circular convolution of two leqngth $-\lambda$ sequences can also be computed with $\mathcal{O}(\lambda \log \lambda)$ work as follows:

$$
\begin{equation*}
\mathbf{F} \circledast \mathbf{G}=\operatorname{DFT}^{-1}(\operatorname{DFT}(\mathbf{F}) \odot \operatorname{DFT}(\mathbf{G})) \tag{2.14}
\end{equation*}
$$

In Chapter 4 of this thesis, we will use the Number Theoretic Transform (NTT) for fast convolution computation. NTT is a generalization of DFT over the finite field $\mathbb{F}_{q}$ of integers modulo a prime $q$. NTT allows performing convolution computation on integer sequences as it satisfies the convolution property [74]. Using NTT (rather than DFT) for convolving integer sequences is beneficial as it is somewhat faster and also avoids floating-point arithmetic that could have resulted in roundoff errors.

The linear convolution of two sequences $\hat{\mathbf{F}} \in \mathbb{C}^{\lambda_{1}}$ and $\hat{\mathbf{G}} \in \mathbb{C}^{\lambda_{2}}$ can be obtained using any algorithm for computing circular convolution as follows [73]:

1. Augment both sequences $\hat{\mathbf{F}}$ and $\hat{\mathbf{G}}$ by padding them with enough zeros to make them both of length $\lambda=\lambda_{1}+\lambda_{2}-1$; i.e.,

$$
\mathbf{F}=\hat{\mathbf{F}} \| \mid[\overbrace{0,0, \cdots, 0]}^{\text {length: } \lambda_{2}-1} \quad \text { and } \quad \mathbf{G}=\hat{\mathbf{G}} \| \mid[\overbrace{0,0, \cdots, 0}^{\text {length: } \lambda_{1}-1}]
$$

2. Compute $\mathbf{H}$, a sequence of length $\lambda=\lambda_{1}+\lambda_{2}-1$, that is the circular convolution of the augmented sequences. More formally,

$$
\mathbf{H}=\mathbf{F} \circledast \mathbf{G}=\hat{\mathbf{F}} * \hat{\mathbf{G}}
$$

Although the above approach through zero padding of both sequences $\hat{\mathbf{F}}$ and $\hat{\mathbf{G}}$ is sufficient on its own, it is not advisable when one sequence is much longer than the other for two reasons [73] (w.l.o.g., $\lambda_{1} \gg \lambda_{2}$ ):

- The shorter sequence $\hat{\mathbf{G}}$ must be padded with too many zeros, which results in an unacceptable amount of unnecessary computations.
- The DFT (or NTT) must be performed on very long sequences which may be impractical or inconvenient.

There exist well-known segmenting techniques such as overlap-add and overlap-save that are often used to avoid the drawbacks discussed above [73]. The idea in these techniques is to divide the (longer) sequence of length $\lambda_{1}$ into shorter blocks with a length that is proportional to $\lambda_{2}$; then, each block is separately convolved with the shorter sequence and the resulting convolution vectors are combined to construct $\mathbf{H}=\hat{\mathbf{F}} * \hat{\mathbf{G}}$ [73]. Using these segmenting approaches further improves the cost of convolution computation to $\mathcal{O}\left(\lambda_{1} \log \lambda_{2}\right)$.

## 3. PRIVATE EQUALITY TESTING

Private equality testing (PET) is a central primitive in 2PC as many protocols require to test if two private or encrypted values are equal. In this chapter, we propose a lightweight and provably secure solution to this problem. To maintain generality, we emphasize that the test output must not be disclosed to either party (unless they agree to do so). Hence, our protocol returns the test result as a split secret.

In the original PET formulation (socialist millionaires problem), Alice has a private integer $s_{1} \in \mathbb{F}_{q}$ and Bob has a private integer $s_{2} \in \mathbb{F}_{q}$, and they intend to securely evaluate the predicate value " $\left(s_{1}==s_{2}\right)$ ". Formally, the PET functionality (denoted by $\mathcal{F}_{\text {PET }}$ ) is defined as in Figure 3.1.


Figure 3.1. $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{PET}}\left(s_{1}, s_{2}\right)$ such that $\llbracket e \rrbracket=1$ if and only if $s_{1}=s_{2}$.

Recall that an integer that is private to a party can be split in a non-interactive manner by setting the other party's share to be 0 . Moreover, in many 2 PC scenarios, $s_{1}$ and $s_{2}$ may not be known by either party (e.g., they are internal values of another protocol). Hence, we consider the more general case of PET in which inputs are additively split secrets, and (perhaps) unknown to either party. On the other hand, for any two split secrets it is true that $\llbracket s_{1} \rrbracket=\llbracket s_{2} \rrbracket$ if and only if $\llbracket s_{1}-s_{2} \rrbracket=0$. Thus, it suffices to give a secure protocol that computes the "equal to zero" functionality (denoted by $\mathcal{F}_{\mathrm{EQZ}}$ ) as illustrated in Figure 3.2. In the remainder of this document, private equality testing refers to $\mathcal{F}_{\mathrm{EQZ}}$.


Figure 3.2. $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$ such that $\llbracket e \rrbracket=1$ if and only if $s=0$.

### 3.1 Summary of Contributions

Our equality testing protocol, ZeroTest (Protocol 3.1), is built based on the two following observations:

- $\llbracket s \rrbracket=0$ if and only if $\llbracket s \rrbracket^{\mathcal{A}}=-\llbracket s \rrbracket^{\mathcal{B}}$
- If $q$ is an $\ell$-bit prime (i.e., $\ell=\left\lceil\log _{2} q\right\rceil$ ), then any integer $x \in \mathbb{F}_{q}$ has a unique binary representation $\operatorname{Bits}(x)=x_{\ell-1} x_{\ell-2} \cdots x_{0}$ that does not result in a modular wraparound in $\mathbb{F}_{q}$ when computing $x=\sum_{i=0}^{\ell-1} x_{i} \cdot 2^{i} \bmod q$; i.e,

$$
\begin{equation*}
\sum_{i=0}^{\ell-1} x_{i} \cdot 2^{i}=\left(\sum_{i=0}^{\ell-1} x_{i} \cdot 2^{i}\right) \quad \bmod q \tag{3.1}
\end{equation*}
$$

We use the above-mentioned unique binary representation to resolve the gap caused by the boolean nature of $\mathcal{F}_{\text {EQZ }}$ while working in the arithmetic circuit model. Even a naive implementation of the solution we give would require only $2 \ell-1$ invocations to a secure multiplication protocol over $\mathbb{F}_{q}$, which itself results in a much more computationally efficient protocol compared to those based on bit-decomposition [39], [43] that require $\mathcal{O}(\ell \log \ell)$ secure multiplications (with large hidden constant factors; see Table 3.1). But, our final protocol does even better: It obtains a more lightweight equality testing by using a new modular conversion technique that allows all internal computations to be over $\mathbb{F}_{3}$ rather than $\mathbb{F}_{q}$, while the final output is still additively split over $\mathbb{F}_{q}$. In particular, our Zerotest protocol carries out the above-mentioned $2 \ell-1$ secure multiplications over $\mathbb{F}_{3}$; this avoids the additional overhead of arithmetic over $\mathbb{F}_{q}$. Note that the result of a number of multiplications over $\mathbb{F}_{3}$ will be also in $\mathbb{F}_{3}$. However, since $\mathcal{F}_{\text {EQZ }}$ is defined over $\mathbb{F}_{q}$, its output must be in $\mathbb{F}_{q}$ as well. Our modular conversion technique uses only three secure multiplications over $\mathbb{F}_{q}$ to convert the test result $e \in\{0,1\} \subset \mathbb{F}_{3}$ to its counterpart in $\mathbb{F}_{q}$. In summary, ZERoTEST carries out all internal arithmetic over $\mathbb{F}_{3}$ and uses exactly three secure multiplications to generate the final output in $\mathbb{F}_{q}$.

### 3.2 Related Work

Private equality testing is one of the most well-studied problems in the 2 PC setting as it has proven to be a core primitive in many secure two-party applications [52]-[55]. Solutions in various models and frameworks have been proposed based on secret sharing [39], [43]-[46], garbled circuits [47], [48], and homomorphic encryption [49]-[51]. Below, we focus on the existing work based on secret sharing as those are closest to our approach. In what follows, $\ell$ denotes the bit-length of the input and $\kappa$ is a correctness parameter. Moreover, since among basic operations over $\mathbb{F}_{q}$ the secure multiplication is the dominant cost factor in the arithmetic model, the performance of protocols is measured based on the count of required invocations to a secure multiplication protocol and the total number of communication rounds.

Damgård et al. [39] proposed, for the first time, a bit-decomposition technique that converts a shared secret $\llbracket s \rrbracket$ into the sharings of the bits of $s$ in a constant number of rounds. This tool was the first bridge between arithmetic and boolean circuit models in 2PC. Building on bit-decomposition, [39] gives a secure protocol for computing $\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$; this protocol requires $98 \ell+94 \ell \log _{2} \ell$ invocations in a total of 39 rounds. Nishide et al. [43] proposes a simplified bit-decomposition scheme that can be used to securely compute $\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$ through $98 \ell+47 \ell \log _{2} \ell$ invocations in 26 rounds of communication. Moreover, [43] gives another equality testing protocol (without bit-decomposition) that requires $81 \ell$ invocations in a total of 8 rounds. Another course of research [45], [51] obtains sublinear (in $\ell$ ) number

Table 3.1.
Comparison of the secure realizations of $\mathcal{F}_{\mathrm{EQZ}}$ functionality in the ABB model of computation and semi-honest threat model. $\ell=\left\lceil\log _{2} q\right\rceil$ denotes the input's bit-length, and $\kappa$ is a correctness parameter.

| Solution | Secure Mult. Over $\mathbb{F}_{q}$ | Rounds | Error Rate |
| :---: | :---: | :---: | :---: |
| $[39]$ (Bit-decomposition) | $98 \ell+94 \ell \log _{2} \ell$ | 39 | 0 |
| [43] (Bit-decomposition) | $98 \ell+47 \ell \log _{2} \ell$ | 26 | 0 |
| [43] (Bit-oriented) | $81 \ell$ | 8 | 0 |
| [43] (Legendre symbol) | $12 k$ | 4 | $2^{-k}$ |
| [44] (Prob. ModCNV | $q \rightarrow 2)$ | 2 | 8 |
| ZEROTEST (Bit-oriented) | $k$ | $3+\log _{2} \ell$ | 0 |

of invocations in the online phase of the protocols; however, these latter protocols are based on more intensive offline computations and give results in a total of $\mathcal{O}(\ell)$ invocations.

For some probabilistic equality testing protocols [43], [44] the number of invocations is independent of the input bit-length $\ell$; in these solutions, the count of invocations merely depends on a correctness parameter $\kappa$ that results in an error probability $2^{-\Omega(\kappa)}$. Note that in spite of this, the overall computation and communication complexities inherently depend on $\ell$ because of arithmetic over $\mathbb{F}_{q}$. The probabilistic solution in [43] computes the Legendre symbol multiple times: The key idea is that for a uniform random $r \in \mathbb{F}_{q}, s=0$ always results in $\left(\frac{r}{q}\right)=\left(\frac{s+r}{q}\right)$; on the other hand, if $s \neq 0$, then $\left(\frac{s}{q}\right)=\left(\frac{s+r}{q}\right)$ with a nonnegligible probability. This approach requires $12 \kappa$ invocations in 4 rounds of communication to obtain the desired failure probability. Yu et al. [44] adapts the solution above and uses a probabilistic and lightweight modular conversion instead of the Legendre symbol; this gives a performance of $\kappa$ invocations in 8 rounds. Note that our deterministic modular conversion differs from the probabilistic PET solution based on randomized modular conversion in [44].

### 3.3 Secure and Lightweight Protocol for Computing $\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$

In this section, we present our provably secure two-party protocol, Zerotest (Protocol 3.1), for securely computing $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$ as illustrated in Figure 3.2. ZeroTest consists of two phases:

- Phase 1 computes the predicate $(\llbracket s \rrbracket==0)$ using arithmetic over $\mathbb{F}_{3}$, and obtains the test result $\llbracket e \rrbracket \in\{0,1\} \subset \mathbb{F}_{3}$.
- Phase 2 converts the output of Phase 1 to its counterpart in $\mathbb{F}_{q}$.

Notation 3.1. Hereafter, superscripts (3) and $(q)$ for an integer $e$ denote the integer in, respectively, $\mathbb{F}_{3}$ and $\mathbb{F}_{q}$. For instance, $\llbracket e^{(3)} \rrbracket=1$ means that there are private shares $\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}} \in \mathbb{F}_{3}$ such that $\llbracket e^{(3)} \rrbracket^{\mathcal{A}}+\llbracket e^{(3)} \rrbracket^{\mathcal{B}} \bmod 3=1$.

Moreover, if the superscripts are used for a bit $\alpha$ (rather than an integer), then $\alpha^{(3)}$ and $\alpha^{(q)}$ denote the corresponding integers in, respectively, $\mathbb{F}_{3}$ and $\mathbb{F}_{q}$ :

- If $\alpha=0$, then $\alpha^{(3)}=0 \in \mathbb{F}_{3}$ and $\alpha^{(q)}=0 \in \mathbb{F}_{q}$
- If $\alpha=1$, then $\alpha^{(3)}=1 \in \mathbb{F}_{3}$ and $\alpha^{(q)}=1 \in \mathbb{F}_{q}$

Notation 3.2. For bit operations, this document follows the established notations used in the literature, namely, if $\alpha$ and $\beta$ are two bits then

- $\bar{\alpha}$ denotes the complement of $\alpha$, i.e., $\bar{\alpha}=1-\alpha$
- $\alpha \oplus \beta$ denotes the exclusive-OR of bits $\alpha$ and $\beta$.


## Phase 1: Evaluating the Equality Predicate Using Arithmetic Over $\mathbb{F}_{3}$

Let $\operatorname{Bits}\left(\llbracket s \rrbracket^{\mathcal{A}}\right)=\alpha_{\ell-1} \alpha_{\ell-2} \cdots \alpha_{2} \alpha_{1} \alpha_{0}$ and $\operatorname{Bits}\left(-\llbracket s \rrbracket^{\mathcal{B}}\right)=\beta_{\ell-1} \beta_{\ell-2} \cdots \beta_{2} \beta_{1} \beta_{0}$ be the unique binary representations of, respectively, $\llbracket s \rrbracket^{\mathcal{A}}$ and $-\llbracket s \rrbracket^{\mathcal{B}}$ with the property summarized in Equation 3.1. Clearly, $\llbracket s \rrbracket=0$ if and only if $\operatorname{Bits}\left(\llbracket s \rrbracket^{\mathcal{A}}\right)=\operatorname{Bits}\left(-\llbracket s \rrbracket^{\mathcal{B}}\right)$. In other words, $\llbracket s \rrbracket=0$ if and only if $\bar{\alpha}_{i} \oplus \beta_{i}=1$ for all $0 \leq i \leq \ell-1$. Moreover, it can easily be verified that

$$
\begin{align*}
& \left(\bar{\alpha}_{i} \oplus \beta_{i}\right)^{(3)}=\bar{\alpha}_{i}^{(3)}+\beta_{i}^{(3)}-2\left(\bar{\alpha}_{i}^{(3)} \cdot \beta_{i}^{(3)}\right) \\
& \left(\bar{\alpha}_{i} \oplus \beta_{i}\right)^{(q)}=\bar{\alpha}_{i}^{(q)}+\beta_{i}^{(q)}-2\left(\bar{\alpha}_{i}^{(q)} \cdot \beta_{i}^{(q)}\right) \tag{3.2}
\end{align*}
$$

This enables securely computing $\llbracket z_{i}^{(3)} \rrbracket=\llbracket\left(\bar{\alpha}_{i} \oplus \beta_{i}\right)^{(3)} \rrbracket$ through one secure multiplication invocation over $\mathbb{F}_{3}$, as follows:

1. Alice and Bob compute $\llbracket \bar{\alpha}_{i}^{(3)} \cdot \beta_{i}^{(3)} \rrbracket$
2. Alice computes $\llbracket z_{i}^{(3)} \rrbracket^{\mathcal{A}}=\bar{\alpha}_{i}^{(3)}-2 \llbracket \bar{\alpha}_{i}^{(3)} \cdot \beta_{i}^{(3)} \rrbracket^{\mathcal{A}}$
3. Bob computes $\llbracket z_{i}^{(3)} \rrbracket^{\mathcal{B}}=\beta_{i}^{(3)}-2 \llbracket \bar{\alpha}_{i}^{(3)} \cdot \beta_{i}^{(3)} \rrbracket^{\mathcal{B}}$

Hence, Alice and Bob obtain $\llbracket z_{i}^{(3)} \rrbracket$ for $0 \leq i \leq \ell-1$ in one round via $\ell$ independent secure multiplications carried out in parallel. Obviously, $\llbracket s \rrbracket=0$ if and only if $\llbracket z_{i}^{(3)} \rrbracket=1$ for all $0 \leq i \leq \ell-1$. Hence, for obtaining the desired output $\llbracket e^{(3)} \rrbracket$, it suffices to compute

$$
\begin{equation*}
\llbracket e^{(3)} \rrbracket=\prod_{i=0}^{\ell-1} \llbracket z_{i}^{(3)} \rrbracket \tag{3.3}
\end{equation*}
$$

Computing the product of Equation 3.3 in a binary tree fashion needs $\ell-1$ secure multiplications in a total of $\log _{2} \ell=\log _{2} \log _{2} q$ rounds.
Alice encodes $\llbracket e^{(3)} \rrbracket^{\mathcal{A}}$ as follows:
$0 \in \mathbb{F}_{3} \rightarrow a_{1} a_{0}=00$
$1 \in \mathbb{F}_{3} \rightarrow a_{1} a_{0}=01$
$2 \in \mathbb{F}_{3} \rightarrow a_{1} a_{0}=10$

Bob encodes $\llbracket e^{(3)} \rrbracket^{\mathcal{B}}$ as follows:

$$
\begin{aligned}
& 0 \in \mathbb{F}_{3} \rightarrow b_{1} b_{0}=00 \\
& 1 \in \mathbb{F}_{3} \rightarrow b_{1} b_{0}=10 \\
& 2 \in \mathbb{F}_{3} \rightarrow b_{1} b_{0}=01
\end{aligned}
$$

(a) Local encodings: Alice and Bob encode their shares of $\llbracket e^{(3)} \rrbracket$ into two pairs of bits (resp.) $a_{1} a_{0}$ and $b_{1} b_{0}$ such that $a_{1} a_{0} \oplus b_{1} b_{0}=00$ if and only if $\llbracket e^{(3)} \rrbracket=0$.

Combination 1: $\quad\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)=(0,0) \longrightarrow a_{1} a_{0} \oplus b_{1} b_{0}=00$
Combination 2: $\quad\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)=(1,2) \longrightarrow a_{1} a_{0} \oplus b_{1} b_{0}=00$
Combination 3: $\quad\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)=(2,1) \longrightarrow a_{1} a_{0} \oplus b_{1} b_{0}=00$
Combination 4: $\quad\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)=(0,1) \longrightarrow a_{1} a_{0} \oplus b_{1} b_{0}=10$
Combination 5: $\quad\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)=(1,0) \longrightarrow a_{1} a_{0} \oplus b_{1} b_{0}=01$
Combination 6: $\quad\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)=(2,2) \longrightarrow a_{1} a_{0} \oplus b_{1} b_{0}=11$
(b) All possible combinations of $\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)$, and the resulting pair of bits $a_{1} a_{0} \oplus b_{1} b_{0}$.

Figure 3.3. Modular conversion encodings and potential combinations: Alice and Bob each locally encodes its respective share of $\llbracket e^{(3)} \rrbracket$ into two bits $a_{1} a_{0}$ and $b_{1} b_{0}$ such that $a_{1} a_{0} \oplus b_{1} b_{0}=00$ if and only if $\llbracket e^{3} \rrbracket=0$.

## Phase 2: Modular Conversion in Split Form

Since the input $\llbracket s \rrbracket$ is an element in $\mathbb{F}_{q}$, we have to make sure that so is the output. Although Phase 1 correctly computes the equality testing output, it returns $\llbracket e^{(3)} \rrbracket \in\{0,1\} \subset$ $\mathbb{F}_{3}$. Phase 2 of ZeroTest maps $\llbracket e^{(3)} \rrbracket$ to its counterpart $\llbracket e^{(q)} \rrbracket \in\{0,1\} \subset \mathbb{F}_{q}$. In order to do so, we introduce a modular conversion technique that uses only three secure multiplications over $\mathbb{F}_{q}$ in a total of two rounds. Below, we first describe a high-level overview of this technique, then we give step-by-step instructions for it.

Procedure overview: Alice and Bob locally encode their respective shares $\llbracket e^{(3)} \rrbracket^{\mathcal{A}}$ and $\llbracket e^{(3)} \rrbracket^{\mathcal{B}}$ into two pairs of bits, respectively, $a_{1} a_{0}$ and $b_{1} b_{0}$ as in Figure 3.3a; by construction, this encoding results in:

$$
\begin{array}{ll}
c_{1} c_{0}=a_{1} a_{0} \oplus b_{1} b_{0}=00 & \text { if } \llbracket e^{(3)} \rrbracket=0  \tag{3.4}\\
c_{1} c_{0}=a_{1} a_{0} \oplus b_{1} b_{0} \in\{01,10,11\} & \text { if } \llbracket e^{(3)} \rrbracket=1
\end{array}
$$

Then, both parties cooperate to obliviously compute $\llbracket \delta^{(q)} \rrbracket$ that is the count of non-zero bits in $c_{1} c_{0}$. Equation 3.4 ensures that

$$
\begin{array}{lll}
\llbracket \delta^{(q)} \rrbracket=0 & \Longleftrightarrow & \llbracket e^{(3)} \rrbracket=0  \tag{3.5}\\
\llbracket \delta^{(q)} \rrbracket \in\{1,2\} & \Longleftrightarrow & \llbracket e^{(3)} \rrbracket=1
\end{array}
$$

Hence, Alice and Bob must securely map $\llbracket \delta^{(q)} \rrbracket$ to $\llbracket e^{(q)} \rrbracket$ as follows:

$$
\llbracket e^{(q)} \rrbracket= \begin{cases}0 & \text { if } \llbracket \delta^{(q)} \rrbracket=0  \tag{3.6}\\ 1 & \text { if } \llbracket \delta^{(q)} \rrbracket \in\{1,2\}\end{cases}
$$

In summary, the overall modular conversion works as illustrated below:

$$
\begin{equation*}
\llbracket e^{(3)} \rrbracket^{\mathcal{A}}, \llbracket e^{(3)} \rrbracket^{\mathcal{B}} \xrightarrow[\text { as in Figure 3.3a }]{\text { local encodings }} a_{1} a_{0}, b_{1} b_{0} \xrightarrow[2 \text { secure mult. }]{\text { first round }} \llbracket \delta^{(q)} \rrbracket \xrightarrow[1 \text { secure mult. }]{\text { second round }} \llbracket e^{(q)} \rrbracket \tag{3.7}
\end{equation*}
$$

## Step-by-step instructions:

1. Alice and Bob use Figure 3.3a to obtain their respective private two-bit encodings $a_{1} a_{0}$ and $b_{1} b_{0}$ according to their private shares $\llbracket e^{(3)} \rrbracket^{\mathcal{A}}$ and $\llbracket e^{(3)} \rrbracket^{\mathcal{B}}$.
2. In order to securely compute the two-bit exclusive-OR $c_{1} c_{0}=a_{1} a_{0} \oplus b_{1} b_{0}$ with outputs in $\mathbb{F}_{q}$, Alice and Bob simply use two instances of Equation 3.2 for $i \in\{0,1\}$ as follows:

$$
\begin{equation*}
\llbracket c_{i}^{(q)} \rrbracket=\llbracket\left(a_{i} \oplus b_{i}\right)^{(q)} \rrbracket=\llbracket a_{i}^{(q)}+b_{i}^{(q)}-2\left(a_{i}^{(q)} \cdot b_{i}^{(q)}\right) \rrbracket \tag{3.8}
\end{equation*}
$$

Then, they compute (non-interactively)

$$
\begin{equation*}
\llbracket \delta^{(q)} \rrbracket=\llbracket c_{0}^{(q)} \rrbracket+\llbracket c_{1}^{(q)} \rrbracket \tag{3.9}
\end{equation*}
$$

3. At this point, Alice and Bob must apply the mapping of Equation 3.6 in a secure manner. This can be done through one secure multiplication because of the following observation: The choices of private encodings $a_{1} a_{0}$ and $b_{1} b_{0}$ (see Figure 3.3b) guarantee that

$$
\begin{align*}
& \llbracket e^{(3)} \rrbracket^{\mathcal{A}}=2 \longrightarrow \llbracket \delta^{(q)} \rrbracket \in\{0,2\} \subset \mathbb{F}_{q}  \tag{3.10}\\
& \llbracket e^{(3)} \rrbracket^{\mathcal{A}} \neq 2 \longrightarrow \llbracket \delta^{(q)} \rrbracket \in\{0,1\} \subset \mathbb{F}_{q},
\end{align*}
$$

As a result, in order to obliviously obtain $\llbracket e^{(q)} \rrbracket$, it is sufficient that Alice chooses an auxiliary private integer $\tau^{(q)}$ such that

$$
\tau^{(q)}= \begin{cases}2^{-1} & \bmod q  \tag{3.11}\\ 1 & \text { if } \llbracket e^{(3)} \rrbracket^{\mathcal{A}}=2 \\ 1 & \text { if } \llbracket e^{(3)} \rrbracket^{\mathcal{A}} \neq 2\end{cases}
$$

Afterwards, Alice and Bob engage in a single secure multiplication over $\mathbb{F}_{q}$ to compute

$$
\begin{equation*}
\llbracket e^{(q)} \rrbracket=\llbracket \tau^{(q)} \cdot \delta^{(q)} \rrbracket \tag{3.12}
\end{equation*}
$$

Remark 3.1. The property summarized in Equation 3.10 symmetrically holds for Bob; i.e.,

$$
\begin{align*}
& \llbracket e^{(3)} \rrbracket^{\mathcal{B}}=2 \longrightarrow \llbracket \delta^{(q)} \rrbracket \in\{0,2\} \subset \mathbb{F}_{q}  \tag{3.13}\\
& \llbracket e^{(3)} \rrbracket^{\mathcal{B}} \neq 2 \longrightarrow \llbracket \delta^{(q)} \rrbracket \in\{0,1\} \subset \mathbb{F}_{q}
\end{align*}
$$

As a result, the roles of Alice and Bob can be exchanged in Step 3 of the above instructions.

Lemma 3.1 (Correctness and Security of Protocol 3.1). Protocol Zerotest, on Alice's and Bob's respective private inputs $\llbracket s \rrbracket^{\mathcal{A}}$ and $\llbracket s \rrbracket^{\mathcal{B}}$, securely computes the "equal to zero" functionality $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$ in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.
Zerotest
Alice
On input $\llbracket s \rrbracket^{\mathcal{A}} \in \mathbb{F}_{q}$
On input $\llbracket s \rrbracket^{\mathcal{B}} \in \mathbb{F}_{q}$
Phase 1: Computing $\llbracket e^{(3)} \rrbracket=(\llbracket s \rrbracket==0)$ $\qquad$
1: $\quad$ For $\alpha=\llbracket s \rrbracket^{\mathcal{A}}$,
For $\beta=-\llbracket s \rrbracket^{\mathcal{B}}$,
$\operatorname{Bits}(\alpha)=\alpha_{\ell-1} \alpha_{\ell-2} \cdots \alpha_{1} \alpha_{0}$
$\operatorname{Bits}(\beta)=\beta_{\ell-1} \beta_{\ell-2} \cdots \beta_{1} \beta_{0}$

$2: \quad\left\{\llbracket z_{i}^{(3)} \rrbracket^{\mathcal{A}}\right\}_{0 \leq i<\ell}$
$\left\{\llbracket z_{i}^{(3)} \rrbracket^{\mathcal{B}}\right\}_{0 \leq i<\ell}$

Phase 2: Modular Conversion - Convert $\llbracket e^{(3)} \rrbracket$ to $\llbracket e^{(q)} \rrbracket$ $\qquad$
$3: \quad a_{1} a_{0}=\operatorname{encode}\left(\llbracket e^{(3)} \rrbracket^{\mathcal{A}}\right)$
$b_{1} b_{0}=\operatorname{encode}\left(\llbracket e^{(3)} \rrbracket^{\mathcal{B}}\right)$
as in Figure 3.3(a)
as in Figure 3.3(a)

4: Choose $\tau^{(q)} \in\left\{1,2^{-1}\right\}$
as in Equation 3.11

5: $\quad$ return $\llbracket e^{(q)} \rrbracket^{\mathcal{A}}$
return $\llbracket e^{(q)} \rrbracket^{\mathcal{B}}$

Protocol 3.1. Secure realization of $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$ using modular conversion

Proof. Proof of correctness for Protocol 3.1 is straightforward by construction. For its security, note that i) all steps in both phases merely use local computations and/or secure multiplications in split form, and ii) none of the shared or private secrets are ever revealed to either party. Moreover, the property summarized in Equation 3.10 (symmetrically, Equation 3.13) does not provide any information to Alice (symmetrically, Bob) because it only
depends on her own private share $\llbracket e^{(3)} \rrbracket^{\mathcal{A}}$ and the fact that in secret splitting, each share alone is independent of the secret.

### 3.4 Overall Performance

Note that for a secure multiplication over an $\ell$-bit field parties need to exchange $\mathcal{O}(\ell)$ bits, and each party has to carry out $\mathcal{O}\left(\ell^{2}\right)$ local bit operations (see Section 2.2 for Beaver's multiplication technique). On the other hand, protocol Zerotest uses $\mathcal{O}(\ell)$ secure multiplications over $\mathbb{F}_{3}$ and three secure multiplications over $\mathbb{F}_{q}$. This results in a total of $\mathcal{O}\left(\ell^{2}\right)$ bit operations by each party and communicating $\mathcal{O}(\ell)$ bits. Note that without modular conversion, all $\mathcal{O}(\ell)$ multiplications of Phase 1 would have been over $\mathbb{F}_{q}$, which would have resulted in $\mathcal{O}\left(\ell^{3}\right)$ bit operations with a communication complexity of $\mathcal{O}\left(\ell^{2}\right)$. Finally, ZeROTEST needs $3+\log _{2} \ell$ rounds of communication: $1+\log _{2} \ell$ rounds in Phase 1 and 2 rounds in Phase 2.

Zerotest requires only three invocations of secure multiplication over $\mathbb{F}_{q}$, which is by far the best result among the existing equality testing protocols. This improvement comes at the cost of $\mathcal{O}(\log \ell)$ round complexity. We argue that this trade-off is not a drawback at all. Note that for a primitive as fundamental as private equality testing, the actual cost of the protocol is prominent compared to its asymptotic behavior. For all practical purposes

- the exact number of rounds for ZEROTEST (i.e., $3+\log _{2} \ell$ rounds) is much smaller than the large constant number of required rounds by solutions based on bit-decomposition. Recall that the protocols of [39] and [43] that need, respectively, 39 and 26 rounds; and,
- the exact number of rounds for ZeroTest is comparable to the number of required rounds for other solutions such as the bit-oriented protocol of [43] and the probabilistic solution of [44] (both require 8 rounds).


## 4. SECURE WILDCARD PATTERN MATCHING

In its various forms, pattern matching is a fundamental problem in computer science, and has been studied extensively. The problem has also been considered by the security and privacy community; in the 2 PC framework, Alice has a length- $n$ private text string $\mathbf{T}$ and Bob has a length- $m$ private pattern $\mathbf{P}$; they wish to learn about the occurrences of $\mathbf{P}$ in $\mathbf{T}$ without revealing any additional information about their private inputs to each other. Very credible arguments were given in the literature about why participants would want to not reveal their inputs to each other, arguments that we refrain from repeating (for motivational details see [4], [56]-[59]). There are many protocols that enable Alice and Bob to securely carry out such computations; however, the existing protocols for the problem mentioned above have drawbacks that detract from practical deployment. For some, the drawback is their quadratic complexity $\mathcal{O}(m n)$; even those protocols with quasilinear complexity [76] make use of expensive cryptographic primitives such as homomorphic encryption and impose limitations on input and alphabet sizes.

In this chapter, we consider Secure Wildcard Pattern Matching (SWPM), in which the wildcard (or, "don't care") symbol is a non-alphabet symbol that matches any alphabet symbol. We address three variants of SWPM, namely, search, counting and decision versions. We give two 2PC protocols for each version: First, we solve all variants assuming a black-box access to the ideal functionality $\mathcal{F}_{\text {EQZ }}$ that was discussed in Chapter 3. Our second approach uses a relaxed "equal to zero" functionality, $\mathcal{F}_{\text {REQZ }}$, which can be securely realized much more efficiently compared to $\mathcal{F}_{\text {EQZ }}$; however, using $\mathcal{F}_{\text {REQZ }}$ requires additional steps to achieve correctness and the desired level of security. All our protocols avoid the previously discussed drawbacks of existing solutions for these functionalities: The protocols we propose have linearithmic computation complexity and linear communication complexity in a constant number of rounds. Furthermore, our schemes use only lightweight computational primitives, modular addition and multiplication, and avoid expensive cryptographic primitives such homomorphic encryption and public-key operations.

### 4.1 Problem Definition

Let $\Sigma=\{1,2, \ldots, \sigma\}$ be a fixed finite alphabet and $\star \notin \Sigma$ be the wildcard symbol that matches any symbol in $\Sigma \cup\{\star\}$. In this document, for the sake of simplicity, we mainly focus on solving SWPM with wildcards in the pattern string; however, Section 4.4.3 discusses how our solutions can be easily modified to support wildcards in both text and pattern strings. In SWPM, Alice has a text string $\mathbf{T} \in \Sigma^{n}$ and Bob has a pattern string $\mathbf{P} \in(\Sigma \cup\{\star\})^{m}$, where $m \leq n$. Bob wants to search in $\mathbf{T}$ for (possibly overlapping) occurrences of $\mathbf{P}$; neither party is willing to reveal anything about its private input to the other party, other than Bob learning his prescribed output.

Notation 4.1. In the remainder of this chapter, we use $l$ to denote the number of wildcards in the pattern string $\mathbf{P}$; moreover, $m^{\prime}$ denotes the count of occurrences of alphabet symbols in $\mathbf{P}$, i.e., $m^{\prime}=m-l$.

Notation 4.2. In this work, $\mathbf{T}_{i}=t_{i} t_{i+1} \cdots t_{i+m-1}$ for $1 \leq i \leq N$; we consider pattern matching without wraparounds, i.e., $N=n-m+1$. Moreover, $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$ denotes that $\mathbf{P}$ matches the substring $\mathbf{T}_{i}$, considering that the wildcard symbol $\star$ matches all symbols. For example, $312 \stackrel{\star}{=} 3 \star 2$ (whereas, $312 \neq 3 \star 2$ ).

Remark 4.3 will discuss how our scheme can be modified to also detect matchings with wraparounds, i.e., when $N=n$ and all indices in $\mathbf{T}_{i}=t_{i} t_{i+1} \cdots t_{i+m-1}$ are $(\bmod n)$.

In general, the goal is that Bob learns only about the occurrences of $\mathbf{P}$ in $\mathbf{T}$, while Alice learns nothing. The three variants of SWPM are:

1. Search version $(\perp, \Gamma)=\mathcal{F}_{\mathbf{S W P M}}^{S}(\mathbf{T}, \mathbf{P})$ : As illustrated in Figure 4.1, Bob learns all positions in $\mathbf{T}$ at which $\mathbf{P}$ occurs; i.e., he learns the set

$$
\begin{equation*}
\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\} \tag{4.1}
\end{equation*}
$$

2. Counting version $(\perp, \gamma)=\mathcal{F}_{\text {SWPM }}^{C}(\mathbf{T}, \mathbf{P})$ : As illustrated in Figure 4.2, Bob learns only the count $\gamma=|\Gamma|$.


Figure 4.1. $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$


Figure 4.2. $(\perp, \gamma)=\mathcal{F}_{\mathrm{SWPM}}^{C}(\mathbf{T}, \mathbf{P})$
3. Decision version $(\perp,(\gamma>0))=\mathcal{F}_{\text {SWPM }}^{D}(\mathbf{T}, \mathbf{P})$ : As illustrated in Figure 4.3, Bob learns only the predicate value $(\gamma>0)$.


Figure 4.3. $(\perp,(\gamma>0))=\mathcal{F}_{\text {SWPM }}^{D}(\mathbf{T}, \mathbf{P})$

### 4.2 Related work

Due to its importance, several studies have investigated secure two-party pattern matching; some address the problem under the stronger malicious adversarial model [56], [76]-[78], while others assume the less powerful semi-honest adversarial model (or they can be optimized for the semi-honest model) [56], [59], [79]. A group of studies, including [78], [80], [81] concentrate on binary-alphabet pattern matching. In this document, we focus on the more general version of secure wildcard pattern matching over any arbitrary finite alphabet.

Recently, Riazi et al. [59] provided a solution based on Yao's Garbled Circuit where parties require $\mathcal{O}(1)$ communication rounds at the price of $\mathcal{O}(n m \log |\Sigma|)$ computational complexity. Their scheme has been built based on the provably secure Yao's garbled circuit protocol, which uses expensive primitives in the oblivious transfer parts of the protocol.

Baron et al. [56] propose a scheme (appropriate for both malicious and semi-honest models) that reduces pattern matching to a linear algebra formulation that allows for generic solutions based on any Additively Homomorphic Encryption. In the semi-honest model, their approach requires $\mathcal{O}(1)$ rounds of communication, $\mathcal{O}(n+m)$ encryptions and exponentiations, $\mathcal{O}(n m)$ multiplications as well as $\mathcal{O}((n+m) \kappa)$ communication complexity, where $\kappa$ is a security parameter.

In [76], Vergnaud builds an approach on top of the string matching algorithms in [82], [83]. The scheme has $\mathcal{O}(n \log m)$ computational complexity and requires constant rounds of communication; however, it uses homomorphic encryption and imposes restrictions on inputs and alphabet size.

A different approach to address the SWPM problem is constructing an automaton based on the pattern string and obliviously evaluating it on the text string. Works in [84], [85] suggest such schemes; these solutions require $\mathcal{O}(n m)$ and $\mathcal{O}(n m|\Sigma|)$ computational complexity for, respectively, Bob and Alice. An elaborate comparison for the solutions of [84] and [85] can be found in [85].

### 4.3 Summary of Contributions

Below, we briefly review the contributions of this chapter.

### 4.3.1 Wildcard Pattern Matching Algorithm

In Section 4.4, we propose a novel convolution-based algorithm for wildcard pattern matching without any security and privacy considerations. The algorithm's computational bottleneck is the use of (just one) convolution operator that results in an overall complexity of $\mathcal{O}(n \log m)$. The scheme consists of three steps: Preprocessing the alphabet, convolution computation, and processing the convolution output to find all occurrence positions. Our scheme is a template algorithm in the sense that it has multiple possible instantiations based on various alphabet preprocessing approaches.

### 4.3.2 Secure Protocols

In Section 4.5, we give protocols that build on our wildcard pattern matching algorithm to securely realize the three variants of SWPM in the 2PC setting. In particular, we propose

1. A lightweight protocol for secure convolution computation. The protocol requires $\mathcal{O}(n \log m)$ local computation by each party and only $\mathcal{O}(n)$ secure multiplication invocations in one round of communication.
2. Lightweight protocols for each of the search, counting and decision versions of SWPM in the semi-honest model. We give two secure solutions for each version, one based on the $\mathcal{F}_{\mathrm{EQZ}}$ functionality and the other based on a relaxed private equality testing, namely, $\mathcal{F}_{\text {REQZ }}$. All our protocols require constant rounds of communication between Alice and Bob. Moreover, the computational bottleneck in all these protocols is the secure convolution computation; they all have a linearithmic computation complexity and a linear communication complexity.

### 4.3.3 Experimental Results

As a proof of concept, we have implemented our solutions based on $\mathcal{F}_{\text {REQZ }}$, that we call LiLiP (Lightweight, Linearithmic \& Private), and it performs very well in practice. Our experimental results presented in Section 4.6 demonstrate the practicality of our solutions even for very large input sizes. Our experiments show that our scheme is $1.4 \times$ to $21.5 \times$ faster than PriSearch [59], which is itself superior to other approaches.

### 4.3.4 Functionality Generalization

In Section 4.7, we go beyond the semi-honest threat model and point out that the search version of SWPM, as the most commonly used variant of SWPM has a definitional drawback in the stronger adversarial models that makes the use of any secure protocol for computing it unavailing. In particular, we show that if Bob uses a judiciously crafted input pattern $\hat{\mathbf{P}}$ rather than his prescribed input $\mathbf{P}$, he can learn Alice's input $\mathbf{T}$. Such an attack by Bob is possible due to the power of the wildcard symbol, and it has nothing to do with the
choice of the secure two-party protocol used for computing $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$. In order to address this issue, we propose the use of a filtering function $\tau$ that restricts what Bob may learn. Accordingly, we suggest two additional variants of SWPM, in each of which Bob learns the position of exactly one occurrence of $\mathbf{P}$ in $\mathbf{T}$ (if any).

### 4.4 Convolution-based Wildcard Pattern Matching Algorithm

The connection of pattern matching and convolution has been long studied [76], [82], [83], [86]-[88]. This section presents a novel algorithm based on convolution, Algorithm 1, that we propose for solving the traditional wildcard pattern matching without any security and privacy concerns. Algorithm 1 consists of three phases:

1. Input strings $\mathbf{T}$ and $\mathbf{P}$ are mapped to their respective unique counterparts $\hat{\mathbf{T}}$ and $\hat{\mathbf{P}}$ in a new alphabet domain where certain properties hold. For this, Alice and Bob require a (one-time) preprocessing of $\Sigma \cup\{\star\}$ to map each symbol in it to a unique value in the new alphabet domain; later, the above mapping is used to obtain $\hat{\mathbf{T}}$ and $\hat{\mathbf{P}}$ for any pair of input strings $\mathbf{T} \in \Sigma^{n}$ and $\mathbf{P} \in(\Sigma \cup\{\star\})^{m}$.
2. Obtaining a score vector $\mathbf{C}=\left[c_{1}, c_{2}, \cdots, c_{N}\right]$, where the $i^{\text {th }}$ entry $c_{i}=\sum_{j=0}^{m-1} \hat{t}_{i+j} \cdot \hat{p}_{j}$ is the matching score for $\mathbf{P}$ and the subtrsing $\mathbf{T}_{i}$. Specifically, for $1 \leq i \leq N$

$$
\begin{equation*}
c_{i}=m^{\prime} \Longleftrightarrow \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P} \tag{4.2}
\end{equation*}
$$

As will become apparent, exactly one convolution computation is sufficient for obtaining the score vector $\mathbf{C}$.
3. Processing the score vector $\mathbf{C}$ to obtain the set $\Gamma$ containing all positions in $\mathbf{T}$ at which $\mathbf{P}$ occurs, i.e., $\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}=\left\{i \mid c_{i}=m^{\prime}\right\}$.

Below, we first describe the properties required for preprocessing the symbols in $\Sigma \cup\{\star\}$, and provide two preprocessing approaches that are sufficient for solving wildcard pattern matching. Then, we present the overall algorithm.

### 4.4.1 Alphabet Preprocessing

As the first step in our pattern matching algorithm, we need to translate the alphabet $\Sigma \cup\{\star\}$ to a new domain with certain properties described below. This preprocessing is based on a pair of correlated mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ that are used to map the symbols appearing in, respectively, $\mathbf{T}$ and $\mathbf{P}$ into the new alphabet domain.

Notation 4.3. For the mapping function $f_{\mathbf{T}}: \Sigma \rightarrow \Sigma^{\prime}$, where $\Sigma^{\prime}$ is the new alphabet domain, we use $\hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$ to denote $\hat{\mathbf{T}}=f_{\mathbf{T}}\left(t_{1}\right) f_{\mathbf{T}}\left(t_{2}\right) \cdots f_{\mathbf{T}}\left(t_{n}\right)$. Similarly, for $f_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow \Sigma^{\prime}$, we use $\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P})$ to denote $\hat{\mathbf{P}}=f_{\mathbf{P}}\left(p_{1}\right) f_{\mathbf{T}}\left(p_{2}\right) \cdots f_{\mathbf{T}}\left(p_{m}\right)$.

The desired properties for mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ are:

1. Both $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ must be injections to avoid any collisions among alphabet symbols.
2. The codomain of $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ (i.e., $\Sigma^{\prime}$ ) must be algebraically suitable for fast convolution computations.
3. For any substring $\mathbf{T}_{i}=t_{i} t_{i+1} \cdots t_{i+m-1}$, the scalar product $f_{\mathbf{T}}\left(\mathbf{T}_{i}\right) \cdot f_{\mathbf{P}}(\mathbf{P})=m^{\prime}$ if and only if $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$.
4. (Optional) The codomain of mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ (i.e., $\left.\Sigma^{\prime}\right)$ supports modular arithmetic over the finite field $\mathbb{F}_{q}$.

Although Property 4 is not necessary for efficient wildcard pattern matching, it is included to avoid floating-point arithmetic and obtain a higher level of security in protocols of Section 4.5. The latter is because modular addition and multiplication of a secret and a uniform random provide perfect secrecy over, respectively, $\mathbb{F}_{q}$ and $\mathbb{F}_{q} \backslash\{0\}$ (a.k.a additive one-time pad and multiplicative one-time pad). On the other hand, non-modular arithmetic would provide only statistical security and the randoms used to hide a secret must be much greater (in magnitude) than the secret itself.

Example 4.1 (Complex Mappings $f_{\mathbf{T}}: \Sigma \rightarrow \mathbb{C}$ and $f_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow \mathbb{C}$ ). Here, we describe the first pair of mappings with the complex field $\mathbb{C}$ used as the new alphabet domain. This pair of mappings fulfills properties 1,2 and 3 , but not property 4 . With $\mathbb{C}$ as the
new arithmetic space, one needs to use FFT to apply convolution efficiently. The mapping functions $f_{\mathbf{T}}: \Sigma \rightarrow \mathbb{C}$ and $f_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow \mathbb{C}$ are defined as follows:

$$
\begin{align*}
& f_{\mathbf{T}}(k)=\exp \left(\frac{2 \pi \sqrt{-1}}{\sigma} k\right),  \tag{4.3}\\
& \text { for } k \in \Sigma  \tag{4.4}\\
& f_{\mathbf{P}}(k)= \begin{cases}\exp \left(-\frac{2 \pi \sqrt{-1}}{\sigma} k\right) & \text { if } k \in \Sigma \\
0 & \text { if } k=\star\end{cases}
\end{align*}
$$

Lemma 4.1. Mappings of Example 4.1 satisfy properties 1, 2 and 3.
Proof. Property 4 does not hold since mappings deal with powers of $\sigma^{\text {th }}$ root of unity in $\mathbb{C}$. Below, we prove that all other properties hold:

Property 1: $f_{\mathbf{T}}$ (resp. $f_{\mathbf{P}}$ ) is injective on $\Sigma$ because it maps any alphabet symbols $k \in \Sigma=\{1, \ldots, \sigma\}$ to the $k^{t h}$ (resp. $-k^{t h}$ ) power of $\sigma^{t h}$ primitive root of unity. Moreover,

$$
0=f_{\mathbf{P}}(\star) \neq f_{\mathbf{P}}(k)=\exp \left(-\frac{2 \pi \sqrt{-1}}{\sigma} k\right) \text { for } k \in \Sigma
$$

Property 2: Since the selected codomain is $\mathbb{C}$, the classic Fast Fourier Transform can be used for efficient convolution computation [73]-[75].

Property 3: We need to show that

$$
f_{\mathbf{T}}\left(\mathbf{T}_{i}\right) \cdot f_{\mathbf{P}}(\mathbf{P})=\hat{\mathbf{T}}_{i} \cdot \hat{\mathbf{P}}=m^{\prime} \Longleftrightarrow \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}
$$

Let $M_{\star}=\left\{j \mid(1 \leq j \leq m) \wedge\left(p_{j}=\star\right)\right\}$, i.e., the set of all indices corresponding to wildcards in $\mathbf{P}$. Note that

$$
\begin{aligned}
f_{\mathbf{T}}\left(\mathbf{T}_{i}\right) \cdot f_{\mathbf{P}}(\mathbf{P}) & =\sum_{j=1}^{m} f_{\mathbf{T}}\left(t_{i+j-1}\right) f_{\mathbf{P}}\left(p_{j}\right) \\
& =\sum_{j \notin M_{\star}} f_{\mathbf{T}}\left(t_{i+j-1}\right) f_{\mathbf{P}}\left(p_{j}\right)+\sum_{j \in M_{\star}} f_{\mathbf{T}}\left(t_{i+j-1}\right) f_{\mathbf{P}}\left(p_{j}\right) \\
& =\sum_{j \notin M_{\star}} \exp \left(\frac{2 \pi \sqrt{-1}}{\sigma} t_{i+j-1}\right) \exp \left(-\frac{2 \pi \sqrt{-1}}{\sigma} p_{j}\right)+\sum_{j \in M_{\star}} 0 \\
& =\sum_{j \notin M_{\star}} \exp \left(\frac{2 \pi \sqrt{-1}}{\sigma} t_{i+j-1}\right) \exp \left(-\frac{2 \pi \sqrt{-1}}{\sigma} p_{j}\right) \\
& =\sum_{j \notin M_{\star}} \exp \left(\frac{2 \pi \sqrt{-1}}{\sigma}\left(t_{i+j-1}-p_{j}\right)\right)
\end{aligned}
$$

It remains to show that

$$
\sum_{j \notin M_{\star}} \exp \left(\frac{2 \pi \sqrt{-1}}{\sigma}\left(t_{i+j-1}-p_{j}\right)\right)=m^{\prime} \Longleftrightarrow t_{i+j-1}=p_{j} \text { for all } j \notin M_{\star}
$$

The " $\Leftarrow$ " direction is straightforward because if $t_{i+j-1}=p_{j}$, then $t_{i+j-1}-p_{j}=0$; thus,

$$
\sum_{j \notin M_{\star}} \exp \left(\frac{2 \pi \sqrt{-1}}{\sigma}\left(t_{i+j-1}-p_{j}\right)\right)=\sum_{j \notin M_{\star}} \exp (0)=\sum_{j \notin M_{\star}} 1=m^{\prime}
$$

The " $\Rightarrow$ " direction holds because $1 \leq p_{j}, t_{i+j-1} \leq \sigma$, and that any mismatch $t_{i+j-1} \neq p_{j}$ results in

$$
1-\sigma \leq t_{i+j-1}-p_{j} \neq 0 \leq \sigma-1
$$

Hence, the real part of $\exp \left(\frac{2 \pi \sqrt{-1}}{\sigma}\left(t_{i+j-1}-p_{j}\right)\right)$ for a character mismatch is guaranteed to be smaller than 1. Hence, the existence of at least one such symbol mismatch gives a summation result with a real part that is smaller than $m^{\prime}$, and this implies that the scalar product $f_{\mathbf{T}}\left(\mathbf{T}_{i}\right) \cdot f_{\mathbf{P}}(\mathbf{P})$ cannot be equal to $m^{\prime}$.

As mentioned earlier, mapping alphabet symbols to the complex space as in Example 4.1 is sufficient for solving wildcard pattern matching efficiently. However, because of dealing
with the floating-point arithmetic, the method suffers from being limited with machineprecision in numerical computations. Moreover, using it in the two-party protocols of Section 4.5 cannot provide perfect secrecy as modular arithmetic is not present. Example 4.2 extends this mapping to its counterpart over the finite field $\mathbb{F}_{q}$. The resulting pair of mappings satisfies all four above-mentioned properties.

Example 4.2 (Modular Mappings $f_{\mathbf{T}}: \Sigma \rightarrow \mathbb{F}_{q}$ and $f_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow \mathbb{F}_{q}$ ). In order to also satisfy the optional property discussed earlier, we use the finite field $\mathbb{F}_{q}$ as the new alphabet domain. With $\mathbb{F}_{q}$ as the new arithmetic space, Number Theoretic Transform (NTT) can be used for efficient convolution computation. The prime $q$ must be chosen based on the input size $n$ and alphabet size $\sigma$ : Fix a prime $q=\alpha n+1$ such that $q>\sigma$ and $\alpha$ is a positive integer; the existence of such a prime is guaranteed due to Dirichlet's theorem [89].

The mapping functions $f_{\mathbf{T}}: \Sigma \rightarrow \mathbb{F}_{q}$ and $f_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow \mathbb{F}_{q}$ will be defined analogous to their definition in Example 4.1. Particularly, let $\omega_{\sigma}$ be a $\sigma^{t h}$ principal root of unity modulo $q$; then,

$$
\begin{array}{r}
f_{\mathbf{T}}(k)=\omega_{\sigma}^{k} \quad \bmod q, \quad \text { for } k \in \Sigma \\
f_{\mathbf{P}}(k)=\left\{\begin{array}{lll}
\omega_{\sigma}^{-k} & \bmod q & \text { if } k \in \Sigma \\
0 & & \text { if } k=\star
\end{array}\right. \tag{4.6}
\end{array}
$$

where $\omega_{\sigma}^{-k} \bmod q=\left(\omega_{\sigma}^{-1}\right)^{k} \bmod q$, and $\omega_{\sigma}^{-1} \equiv \omega_{\sigma}^{\sigma-1} \bmod q$. Note that the $\sigma^{t h}$ principal root of unity $\omega_{\sigma}$ must not be confused with the $n^{t h}$ principal root of unity $\omega_{n}$ used in NTT where $n$ is the length of vectors to be convolved.

Lemma 4.2. The mappings of Example 4.2 satisfy all desired properties 1,2,3 and 4 .
Proof. Clearly, Property 4 holds since the codomain of $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ is $\mathbb{F}_{q}$. Moreover, the validity of properties 1, 2, and 3 follow similar arguments to their proofs in Lemma 4.1 due to i) the similar functions' definitions for the symbol translations using powers of $\sigma^{\text {th }}$ primitive root of unity, and ii) the fact that NTT is a generalization of the classic Discrete Fourier Transform to the finite field $\mathbb{F}_{q}$.

Although the above transformations involve (modular) exponentiation computations for alphabet symbols, these are for a one-time preprocessing step that is carried out for the alphabet $\Sigma$ well before input strings $\mathbf{T}$ and $\mathbf{P}$ are known. This preprocessing can be done ahead of time for selected values of $n$ close to the ones expected in practice, e.g., powers of two, in which case padding with zeros and partitioning $\mathbf{T}$ can be used to make the encountered $n$ have one such length. After such a preprocessing, any desired number of instances of the wildcard pattern matching over $\Sigma$ can be solved without these modular exponentiations.

Remark 4.1. One might consider using the mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ such that

$$
\begin{array}{r}
f_{\mathbf{T}}(k)=k \quad \bmod q, \quad \text { for } k \in \Sigma \\
f_{\mathbf{P}}(k)=\left\{\begin{array}{lll}
k^{-1} & \bmod q & \text { if } k \in \Sigma \\
0 & \text { if } k=\star
\end{array}\right.
\end{array}
$$

to avoid roots of unity and the $|\Sigma|$ modular exponentiations in the preprocessing. However, with a closer look it becomes apparent that the use of such mapping functions would violate Property 3; i.e., these mappings could result in $\hat{\mathbf{T}}_{i} \cdot \hat{\mathbf{P}}=m^{\prime}$ even if $\hat{\mathbf{T}}_{i} \neq \hat{\neq \mathbf{P}}$.

### 4.4.2 Proposed Algorithm (Wildcards in Only P)

Given a pair of mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ as described in Section 4.4.1, one can solve the wildcard pattern matching problem through exactly one convolution as in Algorithm 1. Henceforth, we assume the pair of mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$ as in equations, respectively, 4.5 and 4.6 from Example 4.2. After applying the preprocessing and obtaining $\hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$ and $\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P})$, a score vector $\mathbf{C}$ is computed such that

$$
\begin{equation*}
c_{i}=\hat{\mathbf{T}}_{i} \cdot \hat{\mathbf{P}} \quad \text { for } \quad 1 \leq i \leq N \tag{4.7}
\end{equation*}
$$

Notation 4.4. Hereafter, any use of the convolution operator refers to discrete linear convolution, unless stated otherwise. Moreover, when we use $\mathbf{C}=\hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }}$, we assume that $\mathbf{C}$ contains only the $" \max \left(|\hat{\mathbf{T}}|,\left|\hat{\mathbf{P}}^{\text {rev }}\right|\right)-\min \left(|\hat{\mathbf{T}}|,\left|\hat{\mathbf{P}}^{\text {rev }}\right|\right)+1$ " valid entries of the actual convo-
lution vector $\hat{\mathbf{C}}=\hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }}$; i.e., $\mathbf{C}$ contains only those entries in $\hat{\mathbf{C}}$ that correspond to a complete overlap of the shorter input vector $\hat{\mathbf{P}}^{\text {rev }}$ with a $\hat{\mathbf{T}}_{i}$ for $1 \leq i \leq N$.

In order to obtain the score vector $\mathbf{C}$ with the desired property summarized in Equation 4.7, it suffices to convolve $\hat{\mathbf{T}}$ and $\hat{\mathbf{P}}^{\text {rev }}$; i.e., $\mathbf{C}=\hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }}$.

```
Algorithm 1 Pattern Matching with Wildcards Only in \(\mathbf{P}\)
    Inputs: Text string \(\mathbf{T} \in \Sigma^{n}\) and pattern string \(\mathbf{P} \in(\Sigma \cup\{\star\})^{m}\), where \(m \leq n\)
    Outputs: Set \(\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}\)
    procedure Wildcard-Pattern-Matching(T, \(\mathbf{P}\) )
    2: \(\quad \Gamma \leftarrow \emptyset\)
    3: \(\quad m^{\prime} \leftarrow\left|\left\{p_{i} \mid p_{i}=\star\right\}\right|\)
    4: \(\quad \hat{\mathbf{T}} \leftarrow f_{\mathbf{T}}(\mathbf{T}) \quad \triangleright\) See Equation 4.5
    5: \(\hat{\mathbf{P}} \leftarrow f_{\mathbf{P}}(\mathbf{P}) \quad \quad \triangleright\) See Equation 4.6
    6: \(\mathbf{C} \leftarrow \hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }} \quad \triangleright\) Using NTT in this case
    7: \(\quad N \leftarrow n-m+1\)
    8: \(\quad\) for \(i \leftarrow 1\) to \(N\) do
    9: \(\quad\) if \(c_{i}=m^{\prime}\) then
10: \(\quad \Gamma \leftarrow \Gamma \cup\{i\}\)
11: end if
        end for
        return \(\Gamma\)
    end procedure
```

Theorem 4.4.1 (Correctness of Algorithm 1). Algorithm 1, on inputs $\mathbf{T} \in \Sigma^{n}$ and $\mathbf{P} \in$ $(\Sigma \cup\{\star\})^{m}$, returns the set of all positions in the text string $\mathbf{T}$ at which $\mathbf{P}$ occurs; i.e., $\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}$.

Proof. This follows directly from Property 3 of alphabet mappings $f_{\mathbf{T}}$ and $f_{\mathbf{P}}$, and the fact that the convolutions $\mathbf{C}=\hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }}$ results in $c_{i}=\hat{\mathbf{T}}_{i} \cdot \hat{\mathbf{P}}$ for $1 \leq i \leq N$ by the definition of convolution.

Remark 4.2. Algorithm 1 can easily be extended to also detect matchings with wraparounds. In order to do so, it suffices to use $N=n$ (rather than $N=n-m+1$ ) and modify Step 6 1 as follows:

$$
\mathbf{C}=\left(\hat{\mathbf{T}} \|\left[\hat{t}_{1}, \hat{t}_{2}, \cdots, \hat{t}_{m-1}\right]\right) * \hat{\mathbf{P}}^{\text {rev }}
$$

### 4.4.3 Proposed Algorithm (Wildcards in Both P and T)

Algorithm 1 presented above supports wildcard symbols only in the pattern string $\mathbf{P}$. Here, we discuss how Algorithm 2 simply extends Algorithm 1 to also support wildcards in the text string $\mathbf{T}$. The first step towards supporting wildcards in $\mathbf{T}$ is to augment Equation 4.5 for $f_{\mathbf{T}}$ to also include the mapping $f_{\mathbf{T}}(\star)=0$; i.e., the augmented mapping $f_{\mathbf{T}}^{\prime}: \Sigma \cup\{\star\} \rightarrow \mathbb{F}_{q}$ is defined as below:

$$
f_{\mathbf{T}}^{\prime}(k)=\left\{\begin{array}{lll}
\omega_{\sigma}^{k} & \bmod q & \text { if } k \in \Sigma  \tag{4.8}\\
0 & & \text { if } k=\star
\end{array}\right.
$$

Using the augmented mapping $f_{\mathbf{T}}^{\prime}$, the convolution $\hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }}$ results in a contribution of +0 to all corresponding score values in $\mathbf{C}$ for alignments of $\mathbf{T}$ and $\mathbf{P}$ that involve a wildcard in $\mathbf{T}$. However, this convolution does not account for the +1 contributions to the score values due to matches between alphabet symbols in $\mathbf{P}$ and wildcards in $\mathbf{T}$. Algorithm 2 addresses this shortcoming by computing another convolution $\overline{\mathbf{T}} * \overline{\mathbf{P}}^{\text {rev }}$ where the binary vectors $\overline{\mathbf{T}}=g_{\mathbf{T}}(\mathbf{T})$ and $\overline{\mathbf{P}}=g_{\mathbf{P}}(\mathbf{P})$ are obtained using the additional pair of mappings $g_{\mathbf{T}}, g_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow\{0,1\} \subset \mathbb{F}_{q}$ defined below:

- $g_{\mathbf{T}}$ maps all alphabet symbols to 0 , and it maps $\star$ to 1 ; i.e.,

$$
g_{\mathbf{T}}(k)= \begin{cases}0 & \text { if } k \in \Sigma  \tag{4.9}\\ 1 & \text { if } k=\star\end{cases}
$$

- $g_{\mathbf{P}}$ maps all alphabet symbols to 1 , and it maps $\star$ to 0 ; i.e.,

$$
g_{\mathbf{P}}(k)= \begin{cases}1 & \text { if } k \in \Sigma  \tag{4.10}\\ 0 & \text { if } k=\star\end{cases}
$$

Hence, it is sufficient to modify Step 6 in Algorithm 1 as follows:

$$
\begin{equation*}
\mathbf{C} \leftarrow \hat{\mathbf{T}} * \hat{\mathbf{P}}^{r e v}+\overline{\mathbf{T}} * \overline{\mathbf{P}}^{r e v} \tag{4.11}
\end{equation*}
$$

Theorem 4.4.2 (Correctness of Algorithm 2). Algorithm 2, on inputs $\mathbf{T}(\Sigma \cup\{\star\})^{n}$ and $\mathbf{P} \in(\Sigma \cup\{\star\})^{m}$, returns the set of all positions in text $\mathbf{T}$ at which $\mathbf{P}$ occurs when both may contain wildcards; i.e., $\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}$.

Proof. Any entry in the score vector $\mathbf{C}$ is a sum of two terms:

$$
c_{i}=\hat{\mathbf{T}}_{i} \cdot \hat{\mathbf{P}}+\overline{\mathbf{T}}_{i} \cdot \overline{\mathbf{P}}
$$

These terms together account for all possible types of character matching, and each match is accounted for exactly once. In particular, the structures of mappings $f_{\mathbf{T}}^{\prime}, f_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow \mathbb{F}_{q}$ and $g_{\mathbf{T}}, g_{\mathbf{P}}: \Sigma \cup\{\star\} \rightarrow\{0,1\} \subset \mathbb{F}_{q}$ ensure that all three match types discussed below are accounted for:

- Match type $\boldsymbol{t}_{i+j-1} \neq \star, \boldsymbol{p}_{\boldsymbol{j}} \neq \star$ and $\boldsymbol{t}_{\boldsymbol{i + j - 1}}=\boldsymbol{p}_{j}$ : In this case $\hat{t}_{i+j-1} \hat{p}_{j}=1$ and $\bar{t}_{i+j-1} \bar{p}_{j}=0$ resulting in an overall contribution of +1 to $c_{i}$.
- Match type $\boldsymbol{t}_{\boldsymbol{i + j - 1}}=\star$ and $\boldsymbol{p}_{\boldsymbol{j}} \neq \star$ : In this case $\hat{t}_{i+j-1} \hat{p}_{j}=0$ and $\bar{t}_{i+j-1} \bar{p}_{j}=1$ resulting in a contribution of +1 to $c_{i}$.
- Match type $\boldsymbol{t}_{i+j-1} \in \Sigma \cup\{\star\}$ and $\boldsymbol{p}_{\boldsymbol{j}}=\star$ : In this case $\hat{t}_{i+j-1} \hat{p}_{j}=0$ and $\bar{t}_{i+j-1} \bar{p}_{j}=0$ resulting in an overall contribution of +0 to $c_{i}$. Note that (similar to Algorithm 1), the comparison of Step 11 is $c_{i}=m^{\prime}$ rather than $c_{i}=m$. Recall that $m^{\prime}=m-l$, where $l$ is the count of wildcards in $\mathbf{P}$. Hence, contribution of a character matching that corresponds to $p_{j}=\star$ is accounted for via reducing the required match count ( -1 per wildcard in $\mathbf{P}$ ) rather than contributing a +1 to the score value $c_{i}$.

```
Algorithm 2 Pattern Matching with Wildcards in both \(\mathbf{T}\) and \(\mathbf{P}\)
    Inputs: Text string \(\mathbf{T} \in(\Sigma \cup\{\star\})^{n}\) and pattern string \(\mathbf{P} \in(\Sigma \cup\{\star\})^{m}\), where \(m \leq n\)
    Outputs: Set \(\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}\)
    procedure Wildcard-Pattern-Matching(T, \(\mathbf{P}\) )
        \(\Gamma \leftarrow \emptyset\)
        \(m^{\prime} \leftarrow\left|\left\{p_{i} \mid p_{i}=\star\right\}\right|\)
        \(\hat{\mathbf{T}} \leftarrow f_{\mathbf{T}}^{\prime}(\mathbf{T}) \quad \triangleright\) See Equation 4.8
        \(\hat{\mathbf{P}} \leftarrow f_{\mathbf{P}}(\mathbf{P}) \quad \triangleright\) See Equation 4.6
        \(\overline{\mathbf{T}} \leftarrow g_{\mathbf{T}}(\mathbf{T}) \quad \triangleright\) See Equation 4.9
        \(\overline{\mathbf{P}} \leftarrow g_{\mathbf{P}}(\mathbf{P}) \quad \triangleright\) See Equation 4.10
        \(\mathbf{C} \leftarrow \hat{\mathbf{T}} * \hat{\mathbf{P}}^{r e v}+\overline{\mathbf{T}} * \overline{\mathbf{P}}^{\text {rev }} \quad \triangleright *\) denotes convolution [by NTT in this case]
        \(N \leftarrow n-m+1\)
        for \(i \leftarrow 1\) to \(N\) do
                if \(c_{i}=m^{\prime}\) then
                    \(\Gamma \leftarrow \Gamma \cup\{i\}\)
                end if
        end for
        return \(\Gamma\)
    end procedure
```

Remark 4.3. Algorithm 2 can easily be extended to also detect matchings with wraparounds. In order to do so, it suffices to use $N=n$ (rather than $N=n-m+1$ ) and modify Step 8 as follows:

$$
\mathbf{C}=\left(\hat{\mathbf{T}} \| \mid\left[\hat{t}_{1}, \hat{t}_{2}, \cdots, \hat{t}_{m-1}\right]\right) *\left(\hat{\mathbf{P}}^{r e v}+\overline{\mathbf{T}} \|\left[\bar{t}_{1}, \bar{t}_{2}, \cdots, \bar{t}_{m-1}\right]\right) * \overline{\mathbf{P}}^{r e v}
$$

### 4.5 Secure Two-party Protocols for Wildcard Pattern Matching

In this section, we investigate secure wildcard pattern matching (SWPM) and give protocols that deploy Algorithm 1 to securely compute the desired functionalities $\mathcal{F}_{\text {SWPM }}^{S}, \mathcal{F}_{\text {SWPM }}^{C}$ and $\mathcal{F}_{\text {SWPM }}^{D}$ as defined in Section 4.1. In what follows, all arithmetic is modular; this is
possible because the underlying alphabet preprocessing (from Example 4.2) has $\mathbb{F}_{q}$ for a prime $q$ as the new alphabet domain. Moreover, note that Alice and Bob locally compute, respectively, $\hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$ and $\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P})$ without any privacy concerns; this is because the underlying alphabet is known by both parties and the alphabet preprocessing is independent of the private inputs $\mathbf{T}$ and $\mathbf{P}$. Hence, there is only need for secure convolution computation and secure protocols that process the resulting (split) score vector to securely realize each SWPM version $\mathcal{F}_{\text {SWPM }}^{S}, \mathcal{F}_{\text {SWPM }}^{C}$ and $\mathcal{F}_{\text {SWPM }}^{D}$.

### 4.5.1 Secure Convolution Computation

Recall from Section 2.4 that efficient computation of discrete linear convolution of two vectors is possible through efficient discrete circular convolution. Hence, it suffices to give a secure protocol that computes circular convolution of private vectors. Formally, the twoparty convolution functionality in split form (illustrated in Figure 4.4) takes as inputs, Alice's and Bob's length- $\lambda$ private input vectors $\mathbf{X}$ and $\mathbf{Y}$, and outputs $\llbracket \mathbf{X} \circledast \mathbf{Y} \rrbracket$; i.e., the functionality is defined as $\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{CONV}}(\mathbf{X}, \mathbf{Y})$ such that $\llbracket \mathbf{Z} \rrbracket=\llbracket \mathbf{X} \circledast \mathbf{Y} \rrbracket$. The following Protocol 4.1, Convolution, securely computes this functionality via only $\lambda$ secure multiplications.


Figure 4.4. Secure two-party circular convolution functionality

Lemma 4.3 (Correctness and Security of Protocol 4.1). Protocol Convolution, on Alice's and Bob's respective private inputs $\mathbf{X}$ and $\mathbf{Y}$, securely computes the functionality $\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{CONV}}(\mathbf{X}, \mathbf{Y})$ in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.
Convolution

| Alice | Bob |
| :--- | ---: |
| On input $\mathbf{X}$ | On input $\mathbf{Y}$ |

1: $\mathbf{N}_{\mathbf{X}}=\operatorname{NTT}(\mathbf{X})$

$$
\begin{array}{lrr}
2: & \llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}=\mathrm{NTT}^{-1}\left(\llbracket \mathbf{F} \rrbracket^{\mathcal{A}}\right) & \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}=\mathrm{NTT}^{-1}\left(\llbracket \mathbf{F} \rrbracket^{\mathcal{B}}\right) \\
3: & \text { return } \llbracket \mathbf{Z} \rrbracket^{\mathcal{A}} & \text { return } \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}
\end{array}
$$

## Protocol 4.1. Secure realization of $\left(\llbracket \mathbf{Z}^{\mathcal{A}} \rrbracket, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{CONV}}(\mathbf{X}, \mathbf{Y})$

Proof. The correctness follows immediately from the convolution theorem together with the linearity of Number Theoretic Transform; in particular,

$$
\begin{array}{rlr}
\mathbf{Z} & =\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}} & \\
& =\mathrm{NTT}^{-1}\left(\llbracket \mathbf{F} \rrbracket^{\mathcal{A}}\right)+\mathrm{NTT}^{-1}\left(\llbracket \mathbf{F} \rrbracket^{\mathcal{B}}\right) & \\
& =\mathrm{NTT}^{-1}\left(\llbracket \mathbf{F} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{F} \rrbracket^{\mathcal{B}}\right) & \\
& =\mathrm{NTT}^{-1}(\mathbf{F}) & \\
& =\mathrm{NTT}^{-1}\left(\mathbf{N}_{\mathbf{X}} \odot \mathbf{N}_{\mathbf{X}}\right) & \\
& =\mathrm{NTT}^{-1}(\mathrm{NTT}(\mathbf{X}) \odot \operatorname{NTT}(\mathbf{Y})) \\
& =\mathbf{X} \circledast \mathbf{Y} \quad \text { (Conity of NTT) }
\end{array}
$$

Security of Protocol 4.1 follows from the fact that the only step with joint computations involves $\lambda$ invocations of secure multiplication on (distinct) pairs of inputs, with outputs in split form; hence, each party receives only a uniform vector over $\mathbb{F}_{q}^{\lambda}$ that, in the absence of the other party's output, is statistically independent of $\mathbf{Z}$. Moreover, note that the output $\llbracket \mathbf{Z} \rrbracket$ being additively split is a crucial factor in maintaining the privacy of the input vectors. That is because if a party learns the vector $\mathbf{Z}$, combined with their input, she/he can use the convolution theorem to reconstruct the other party's input.

Complexity. Protocol 4.1 requires one round of communication (in Step 1); moreover, its computation and communication complexities are, respectively, the $\mathcal{O}(\lambda \log \lambda)$ and $\mathcal{O}(\lambda)$.

Notation 4.5. Henceforth, any use of a unary functionality (or protocol) with a vector as its input denotes computing the intended functionality for each entry of the vector independently. For example, if $\mathbf{X}$ is length- $\lambda$ vector, then $\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{X} \rrbracket^{\mathcal{B}}\right)$ denotes $\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket x_{i} \rrbracket^{\mathcal{A}}, \llbracket x_{i} \rrbracket^{\mathcal{B}}\right)$ for all $1 \leq i \leq \lambda$.

### 4.5.2 Secure SWPM Protocols Using $\mathcal{F}_{\text {EQZ }}$

In this section, we present our protocols for securely computing all three variants of SWPM that securely deploy Algorithm 1 with a black-box access to the functionality $\mathcal{F}_{\text {EQZ }}$ (see Figure 3.2). The mutual first step in all protocols that follow is computing $\llbracket \mathbf{C} \rrbracket=$ $\llbracket \hat{\mathbf{T}} * \hat{\mathbf{P}}^{\text {rev }} \rrbracket$ using Protocol 4.1.

Secure Protocol for $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$

The following Protocol 4.2, SEARCh-SWPM, allows Bob to learn only the set $\Gamma$ containing all indices in the range $1 \leq i \leq N$ for which $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$. The construction of $\llbracket \mathbf{C} \rrbracket$ ensures that $i \in \Gamma$ if and only if the score value $c_{i}=m^{\prime}$, where $m^{\prime}$ is the count of non-wildcard characters in $\mathbf{P} . m^{\prime}$ is private to Bob and should not be revealed to Alice. Since subtraction in split form does not need any interaction among parties, Alice and Bob can simply obtain a modified score vector $\llbracket \mathbf{D} \rrbracket$ as follows:

$$
\begin{equation*}
\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{A}} \quad \text { and } \quad \llbracket \mathbf{D} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{B}}-\overbrace{\left[m^{\prime}, m^{\prime}, \cdots, m^{\prime}\right]}^{\text {length: } N} \tag{4.12}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\llbracket d_{i} \rrbracket=0 \quad \Longleftrightarrow \quad \llbracket c_{i} \rrbracket=m^{\prime} \tag{4.13}
\end{equation*}
$$

Hence, it suffices for Alice and Bob to obliviously obtain an indicator vector $\llbracket \mathbf{E} \rrbracket$ such that $\llbracket e_{i} \rrbracket=\llbracket\left(d_{i}==0\right) \rrbracket$ for $1 \leq i \leq N$. They achieve this through $N$ independent (but, parallel)
SEARCH-SWPM

Alice
On input $\mathbf{T}$

On input $\mathbf{P}$
Phase 1: Compute the indicator vector $\llbracket \mathbf{E} \rrbracket$
$1: \quad \hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$

2: $[\mathbf{D}]^{\mathcal{A}}=\llbracket \mathbb{C} \rrbracket^{\mathcal{A}}$

Phase 2: Reveal set $\Gamma$ to Bob
$\llbracket \mathbb{E} \rrbracket^{\mathcal{A}}$

$$
\begin{array}{r}
\mathbf{E}=\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E} \rrbracket^{\mathcal{B}} \\
\Gamma=\left\{i \mid e_{i}=1\right\} \\
\text { return } \Gamma
\end{array}
$$

Protocol 4.2. Secure realization of $(\perp, \Gamma)=\mathcal{F}_{\mathrm{SWPM}}^{S}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\mathrm{EQZ}}$
invocations of "equal to zero" functionality, i.e., $\left(\llbracket e_{i} \rrbracket^{\mathcal{A}}, \llbracket e_{i} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{EQZ}}\left(\llbracket d_{i} \rrbracket^{\mathcal{A}}, \llbracket d_{i} \rrbracket^{\mathcal{B}}\right)$. At this point, Alice sends $\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}$ to Bob, and he construct the set

$$
\begin{equation*}
\Gamma=\left\{i \mid e_{i}=1\right\}=\left\{i \mid d_{i}=0\right\} \tag{4.14}
\end{equation*}
$$

as desired.

Lemma 4.4 (Correctness and Security of Protocol 4.2). Protocol Search-SWPM, on Alice's and Bob's respective private inputs $\mathbf{T}$ and $\mathbf{P}$, securely computes the functionality $(\perp, \Gamma)=$ $\mathcal{F}_{\mathrm{SWPM}}^{S}(\mathbf{T}, \mathbf{P})$ in the semi-honest threat model. Moreover, given a black-box access to the $\mathcal{F}_{\text {EQZ }}$ functionally, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. The correctness of Protocol 4.2 follows from the previously discussed correctness of Algorithm 1 based on the mapping functions $f_{\mathbf{T}}(\cdot)$ and $f_{\mathbf{P}}(\cdot)$ together with the construction of vector $\llbracket \mathbf{D} \rrbracket$ as summarized in Equation 4.12 that ensures $\llbracket d_{i} \rrbracket=0$ for $1 \leq i \leq N$ if and only if $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$.

The security of Phase 1 follows from the unconditional security of protocol Convolution in Step 1 and the black-box access to the ideal functionality $\mathcal{F}_{\text {EQZ }}$ used in the second step of this phase. Hence, to prove the overall security of Protocol 4.2, it is enough to argue that revealing the indicator vector $\mathbf{E}$ to Bob in Phase 2 does not provide him with any information about $\mathbf{T}$ that he would not be able to learn from his prescribed output $\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}$. For that, it suffices to show that given $\Gamma$, Bob can construct the indicator vector $\mathbf{E}$ without any additional information or any help from Alice; Bob can obtain $\mathbf{E}$ from $\Gamma$ by computing $e_{i}$ for $1 \leq i \leq N$ as follows:

$$
e_{i}= \begin{cases}1 & \text { if } i \in \Gamma \\ 0 & \text { if } i \notin \Gamma\end{cases}
$$

In other words, the vector $\mathbf{E}$ is just a representation of Bob's prescribed output $\Gamma$, and this completes the proof.

Complexity. Protocol 4.2 requires three rounds of communication; moreover, its computation and communication complexities are, respectively, $\mathcal{O}(n \log m)$ and $\mathcal{O}(n)$.

## Secure Protocol for $(\perp, \gamma)=\mathcal{F}_{\mathrm{SWPM}}^{C}(\mathbf{T}, \mathbf{P})$

In order for Bob to learn the count $\gamma=|\Gamma|$, Alice and Bob first securely compute the indicator vector $\llbracket \mathbf{E} \rrbracket$ as discussed earlier. However, it is unacceptable if Alice sends her share $\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}$ to Bob; doing so would reveal the set $\Gamma$ to Bob while the functionality $\mathcal{F}_{\text {SWPM }}^{C}$ requires Bob to learn nothing about $\Gamma$ other than its cardinality. Since $\llbracket e_{i} \rrbracket \in\{0,1\}$, Alice and Bob can simply use the non-interactive property of addition in split form to efficiently address this issue. In particular, Alice and Bob compute $\llbracket \gamma \rrbracket=\sum_{i=1}^{n} \llbracket e_{i} \rrbracket$ as follows:

$$
\begin{equation*}
\llbracket \gamma \rrbracket^{\mathcal{A}}=\sum_{i=1}^{N} \llbracket e_{i} \rrbracket^{\mathcal{A}} \quad \text { and } \quad \llbracket \gamma \rrbracket^{\mathcal{B}}=\sum_{i=1}^{N} \llbracket e_{i} \rrbracket^{\mathcal{B}} \tag{4.15}
\end{equation*}
$$

At this point, Alice sends her share $\llbracket \gamma \rrbracket^{\mathcal{A}}$ to Bob, and he reconstructs the desired value $\gamma=|\Gamma|$.


Protocol 4.3. Secure realization of $(\perp, \gamma)=\mathcal{F}_{\text {SWPM }}^{C}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\text {EQZ }}$

Lemma 4.5 (Correctness and Security of Protocol 4.3). Protocol Counting-SWPM, on Alice's and Bob's respective private inputs $\mathbf{T}$ and $\mathbf{P}$, securely computes the functionality $(\perp, \gamma)=\mathcal{F}_{\mathrm{SWPM}}^{C}(\mathbf{T}, \mathbf{P})$ in the semi-honest threat model. Moreover, given a black-box access to the $\mathcal{F}_{\mathrm{EQZ}}$ functionally, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. For correctness, note that the first phase for computing the indicator vector $\llbracket \mathbf{E} \rrbracket$ is similar to that of Protocol 4.2. Thus, it suffices to argue that at the end of Phase 2, Bob
learns $\gamma=|\Gamma|$. Recall from the construction of functions $f_{\mathbf{T}}(\cdot)$ and $f_{\mathbf{P}}(\cdot)$ in Example 4.2 that the prime modulo $q$ is larger than $\max (n, \sigma)$ and hence larger than $N$. This choice of prime $q$ together with the property that $\llbracket e_{i} \rrbracket=1$ if and only if $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$ ensures that the summation $\sum_{i=1}^{N} \llbracket \gamma \rrbracket$ in Step 3 does not result in a modular wraparound; this immediately implies that the result of this summation is guaranteed to be the count of entries in $\llbracket \mathbf{E} \rrbracket$ that are equal to 1 ; this completes the proof that Bob's output $\gamma$ is indeed equal to $|\Gamma|$.

The security of Phase 1 follows from the unconditional security of protocol Convolution used in Step 1 and the black-box access to the ideal functionality $\mathcal{F}_{\text {EQZ }}$ used in the second step of this phase. Moreover, the information revealed to Bob in Phase 2 is exactly that of his prescribed output as in the functionality definition. Hence, it is impossible for Bob to learn anything about $\mathbf{T}$ other than his prescribed output.

Complexity. Protocol 4.3 requires three rounds of communication; moreover, its computation and communication complexities are, respectively, $\mathcal{O}(n \log m)$ and $\mathcal{O}(n)$.

## Secure Protocol for $(\perp,(\gamma>0))=\mathcal{F}_{\mathbf{S W P M}}^{D}(\mathbf{T}, \mathbf{P})$

In order for Bob to learn the predicate $(\gamma>0)$, Alice and Bob first securely compute the count $\llbracket \gamma \rrbracket$ as discussed earlier. However, it is unacceptable if Alice sends her share $\llbracket \gamma \rrbracket^{\mathcal{A}}$ to Bob; doing so would reveal the count $\gamma$ to Bob while the functionality $\mathcal{F}_{\text {SWPM }}^{D}$ requires Bob to learn nothing about $\gamma$ other than whether it is zero or not. Hence, Alice and Bob need to invoke an instance of "equal to zero" functionality, i.e., $\left(\llbracket t \rrbracket^{\mathcal{A}}, \llbracket t \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\text {EQZ }}\left(\llbracket \gamma \rrbracket^{\mathcal{A}}, \llbracket \gamma \rrbracket^{\mathcal{B}}\right)$. At this point, Alice sends her share $\llbracket t \rrbracket^{\mathcal{A}}$ to Bob, and he reconstructs $t$ and outputs the desired predicate value $(\gamma>1)=1-t$.

Lemma 4.6 (Correctness and Security of Protocol 4.4). Protocol DECISION-SWPM, on Alice's and Bob's respective private inputs $\mathbf{T}$ and $\mathbf{P}$, securely computes the functionality $(\perp,(\gamma>0))=\mathcal{F}_{\text {SWPM }}^{D}(\mathbf{T}, \mathbf{P})$ in the semi-honest threat model. Moreover, given black-box access to the $\mathcal{F}_{\mathrm{EQZ}}$ functionality, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. Both correctness and security of Protocol 4.4 follow a similar argument as in the proof of Lemma 4.5 for Protocol 4.3. This is because Protocol 4.4 is the same as Protocol
Decision-Swpm
Alice
On input $\mathbf{T}$
On input $\mathbf{P}$
Phase 1: Compute indicator vector $\llbracket \mathbf{E} \rrbracket$ $\qquad$
$1: \quad \hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$

$$
\begin{array}{r}
\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P}) \\
m^{\prime}=\left|\left\{i \mid p_{i} \neq \star\right\}\right|
\end{array}
$$


Phase 2: Reveal the predicate $(\gamma>0)$ to Bob
3: $\llbracket \gamma \rrbracket^{\mathcal{A}}=\sum_{i=1}^{N} \llbracket e_{i} \rrbracket^{\mathcal{A}}$
$\llbracket \gamma \rrbracket^{\mathcal{B}}=\sum_{i=1}^{N} \llbracket e_{i} \rrbracket^{\mathcal{B}}$

4 : $\qquad$
return $\perp$

$$
\begin{aligned}
& t= \llbracket t \rrbracket^{\mathcal{A}}+\llbracket t \rrbracket^{\mathcal{B}} \\
& \quad \text { return } 1-t
\end{aligned}
$$

Protocol 4.4. Secure realization of $(\perp,(\gamma>0))=\mathcal{F}_{\text {SWPM }}^{D}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\text {EQZ }}$
4.3 except that in Phase 2 it evaluates the predicate $(\gamma==0)$ through a black-box access to the ideal functionality $\mathcal{F}_{\text {EQZ }}$ and reveals its value to Bob instead of revealing the count $\gamma$ to him.

Complexity. Protocol 4.4 requires four rounds of communication; moreover, its computation and communication complexities are, respectively, $\mathcal{O}(n \log m)$ and $\mathcal{O}(n)$.

### 4.5.3 Secure SWPM Protocols Using Relaxed Equality Testing

In this section, we present another group of protocols for securely computing all three variants of SWPM. These protocols are built on the observation that in protocols 4.2, 4.3 and 4.4, Bob learns the outcome of (some) $\mathcal{F}_{\text {EQZ }}$ instances; this allows Alice and Bob to use a relaxed "equal to zero" functionality, $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{REQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$, as illustrated in Figure 4.5. In particular, the result of this relaxed equality test is as follows:

- If $\llbracket s \rrbracket=0$, then $\llbracket e \rrbracket=0$.
- If $\llbracket s \rrbracket \neq 0$, then $\llbracket e \rrbracket$ is a uniformly distributed non-zero random, i.e., $\llbracket e \rrbracket \stackrel{\$}{\leftarrow} \mathbb{F}_{q} \backslash\{0\}$.


Figure 4.5. $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{REQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$

Protocol 4.5, ZeroTest-Relaxed, securely computes the functionality $\mathcal{F}_{\text {REQZ }}$ through exactly one secure multiplication. It is enough to use a uniformly chosen non-zero random $r \stackrel{\$}{\leftarrow} \mathbb{F}_{q} \backslash\{0\}$ to compute $\llbracket e \rrbracket=\llbracket s \cdot r \rrbracket$.


Protocol 4.5. Secure realization of $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{REQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$

Remark 4.4. Note that in protocol ZeroTest-Relaxed Alice chooses the non-zero random $r$; hence, the test output $\llbracket e \rrbracket$ must never be revealed to her, otherwise, she learns the input $s$. In order to obtain a protocol after which the output can be revealed to either party, it suffices to instead use a split uniform non-zero random $\llbracket r \rrbracket \stackrel{\$}{\leftarrow} \mathbb{F}_{q} \backslash\{0\}$ that is unknown to both parties.

Lemma 4.7 (Correctness and Security of Protocol 4.5). Protocol Zerotest-Relaxed, on Alice's and Bob's respective private inputs $\llbracket s \rrbracket^{\mathcal{A}}$ and $\llbracket s \rrbracket^{\mathcal{B}}$, securely computes the functionality $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{REQZ}}\left(\llbracket s \rrbracket^{\mathcal{A}}, \llbracket s \rrbracket^{\mathcal{B}}\right)$ in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. Correctness follows from the facts that multiplying the input by a uniform nonzero random i) preserves the "equal to zero" property, and ii) it uniformly distributes any non-zero input. Moreover, the protocol's security follows immediately from the security of multiplication in split form.

Complexity. Protocol 4.5 requires 1 round of communication; moreover, both its computation and communication complexities are $\mathcal{O}(1)$.

The above secure realization of $\mathcal{F}_{\text {REQZ }}$ is much more efficient, in both computation and communication, compared to the existing solutions for $\mathcal{F}_{\mathrm{EQZ}}$ (see Chapter 3). Thus, using this relaxed functionality provides a noticeable performance advantage; however, considering that the outcome of $\mathcal{F}_{\mathrm{REQZ}}$ can be any random integer in $\mathbb{F}_{q}$ (rather than either 0 or 1 ), simply replacing $\mathcal{F}_{\text {EQZ }}$ with $\mathcal{F}_{\text {REQZ }}$ in protocols 4.2 , 4.3 and 4.4 would result in incorrect solutions. Below, we present our modified protocols that use $\mathcal{F}_{\text {REQZ }}$ instead of $\mathcal{F}_{\text {EQZ }}$ for securely computing functionalities $\mathcal{F}_{\mathrm{SWPM}}^{S}, \mathcal{F}_{\mathrm{SWPM}}^{C}$ and $\mathcal{F}_{\mathrm{SWPM}}^{D}$.

## Secure Protocol for $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$

Protocol 4.6 below, SEARCh-SWPM-RELAXED, securely computes $\mathcal{F}_{\text {SWPM }}^{S}$. This protocol is similar to Protocol 4.2 except that i) it uses $\mathcal{F}_{\text {REQZ }}$ instead of $\mathcal{F}_{\text {EQZ }}$, and ii) Bob constructs the set $\Gamma=\left\{i \mid e_{i}=0\right\}$ rather than using Equation 4.14 (i.e., $\Gamma=\left\{i \mid e_{i}=1\right\}$ ).
Search-Swpm-Relaxed
Alice Bob
On input $\mathbf{T} \quad$ On input $\mathbf{P}$
Phase 1: Compute the modified score vector $\llbracket \mathbf{D} \rrbracket$ $\qquad$
$1: \quad \hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$

$$
\begin{array}{r}
\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P}) \\
m^{\prime}=\left|\left\{i \mid p_{i} \neq \star\right\}\right|
\end{array}
$$


$\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{A}}$
$\llbracket \mathbf{D} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{B}}-\overbrace{\left[m^{\prime}, m^{\prime}, \cdots, m^{\prime}\right]}^{\text {length: } N}$
Phase 2: Reveal the set $\Gamma$ to Bob
$3:$

4 :
$\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}$

$$
\begin{array}{r}
\mathbf{E}=\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E} \rrbracket^{\mathcal{B}} \\
\Gamma=\left\{i \mid e_{i}=0\right\} \\
\quad \text { return } \Gamma
\end{array}
$$

return $\perp$

Protocol 4.6. Secure realization of $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\text {REQZ }}$

Lemma 4.8 (Correctness and Security of Protocol 4.6). Protocol SEARCh-SWPM-RELAXED, on Alice's and Bob's respective private inputs $\mathbf{T}$ and $\mathbf{P}$, securely computes the functionality $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$ in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. Correctness follows a similar argument as in Lemma 4.5 except that in Phase 2 the vector $\llbracket \mathbf{E} \rrbracket$ is such that $\llbracket e_{i} \rrbracket=0$ if and only if $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$ for $1 \leq i \leq N$, based on which, in Step 6 Bob constructs the set $\Gamma$ as follows:

$$
\begin{equation*}
\Gamma=\left\{i \mid e_{i}=0\right\} \tag{4.16}
\end{equation*}
$$

rather than using Equation 4.14. In particular, the resulting set $\Gamma$ is as desired because

$$
\begin{gathered}
\llbracket c_{i} \rrbracket=m^{\prime} \Longleftrightarrow \llbracket d_{i} \rrbracket=0 \Longleftrightarrow \llbracket e_{i} \rrbracket=\llbracket r_{i} \cdot d_{i} \rrbracket=0 \\
\Gamma=\left\{i \mid \llbracket c_{i} \rrbracket=m^{\prime}\right\}=\left\{i \mid \llbracket d_{i} \rrbracket=0\right\}=\left\{i \mid e_{i}=0\right\}
\end{gathered}
$$

The security of Phase 1 follows from the unconditional security of protocol Convolution in Step 1 and the security of (non-interactive) addition in split form. Hence, to prove the overall security of Protocol 4.2, we only need to argue that revealing vector $\mathbf{E}$ to Bob in Phase 2 does not provide him with any information about $\mathbf{T}$ that he would not be able to learn from his prescribed output $\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}$. For that, it suffices to show that given $\Gamma$, Bob can construct a vector $\hat{\mathbf{E}}$ that is perfectly indistinguishable from $\mathbf{E}$; Bob constructs such a vector $\hat{\mathbf{E}}$ from $\Gamma$ without any additional information or any help from Alice by computing $\hat{e}_{i}$ for $1 \leq i \leq N$ as follows:

$$
\hat{e}_{i}= \begin{cases}0 & \text { if } i \in \Gamma \\ r \stackrel{\$}{\leftarrow} \mathbb{F}_{q} \backslash\{0\} & \text { if } i \notin \Gamma\end{cases}
$$

The vectors $\hat{\mathbf{E}}$ and $\mathbf{E}$ are statistically identical because i) $\hat{e}_{i}=0$ if and only if $e_{i}=0$, and ii) any non-zero entry $\hat{e}_{i}$ and its corresponding entry $e_{i}$ are both uniform integers in $\mathbb{F}_{q} \backslash\{0\}$. This implies that the vector $\mathbf{E}$ is just a representation of Bob's prescribed output $\Gamma$, and this completes the proof.

Complexity. Protocol 4.6 requires three rounds of communication; moreover, its computation and communication complexities are, respectively, $\mathcal{O}(n \log m)$ and $\mathcal{O}(n)$.

## Secure Protocol for $(\perp, \gamma)=\mathcal{F}_{\text {SWPM }}^{C}(\mathbf{T}, \mathbf{P})$

Protocol 4.8 below, Counting-Swpm-Relaxed, extends Protocol 4.6 such that it hides both actual and relative matching positions (if any) while counting them remains possible. The key idea is that instead of revealing vector $\mathbf{E}$ to Bob, reveal to him a random permutation of $\mathbf{E}$. In other words, Protocol 4.8 provides Bob with $\mathbf{E}^{\prime}=\pi(\mathbf{E})$, where $\pi:\{1,2, \cdots, N\} \rightarrow$
$\{1,2, \cdots, N\}$ is a uniformly chosen permutation that is unknown to him. Afterwards, Bob simply counts the number of zero entries in $\mathbf{E}^{\prime}$ to learn the prescribed output $\gamma=|\Gamma|$. It therefore suffices to give a protocol that permutes the split vector $\llbracket \mathbf{E} \rrbracket$ according to such a permutation without revealing $\pi$ to Bob. Note that Alice can know the permutation $\pi$ because the resulting permuted vector will never be revealed to her. Moreover, due to the linearity of permutation

$$
\begin{equation*}
\pi(\mathbf{E})=\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\right)=\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)+\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\right) \tag{4.17}
\end{equation*}
$$

Hence, Alice can locally compute $\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)$, and it remains to give a secure protocol that computes $\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\right)$ without revealing $\pi$ to Bob and $\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}$ to Alice. We call such a permutation functionality Single-blind Permutation; below, we describe the required characteristics of single-blind permutation and propose Protocol 4.7 that securely computes it.

## Single-blind Permutation

The single-blind permutation functionality (illustrated in Figure 4.6) takes as inputs, Alice's private (uniformly chosen) permutation $\pi:\{1,2, \cdots, \lambda\} \rightarrow\{1,2, \cdots, \lambda\}$ and Bob's private length $-\lambda$ vector $\mathbf{X}$, and outputs $\llbracket \pi(\mathbf{X}) \rrbracket$. It is crucial that the output is a split vector; otherwise, a party who would learn $\pi(\mathbf{X})$ may reconstruct the other party's input.


Figure 4.6. Single-blind Permutation Functionality

Protocol 4.7 below, Single-Blind-Perm, is a lightweight protocol that is particularly designed for the use in the secret splitting framework. Our protocol requires auxiliary inputs consisting of correlated random length- $\lambda$ vectors $\mathbf{R}^{\mathcal{A}} \stackrel{\$}{\leftarrow} \mathbb{F}_{q}^{\lambda}$ (private to Alice) and $\mathbf{R}^{\mathcal{B}} \stackrel{\$}{\leftarrow}$ $\mathbb{F}_{q}^{\lambda}, \mathbf{U}^{\mathcal{B}} \in \mathbb{F}_{q}^{\lambda}$ (private to Bob) such that $\mathbf{U}^{\mathcal{B}}=\pi\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right)$. Note that these auxiliary inputs
and the permutation $\pi$ are independent of Bob's input vector $\mathbf{X}$; hence, Alice and Bob may choose $\pi, \mathbf{R}^{\mathcal{A}}$ and $\mathbf{R}^{\mathcal{B}}$, and compute $\mathbf{U}^{\mathcal{B}}$ ahead of time. Henceforth, we assume that these correlated vectors are provided to Alice and Bob ahead of time by a helper server that is trusted to not collude with either party.

$$
\begin{aligned}
& \text { Single-BLIND-PERM } \\
& \text { Alice } \\
& \text { On input } \pi \\
& \text { Aux. input } \mathbf{R}^{\mathcal{A}} \\
& \text { Bob } \\
& \text { On input } \mathbf{X} \\
& \text { Aux. inputs } \mathbf{R}^{\mathcal{B}}, \mathbf{U}^{\mathcal{B}} \\
& \text { 1: } \\
& \mathbf{Y}=\pi\left(\mathbf{X}+\mathbf{R}^{\mathcal{B}}-\mathbf{R}^{\mathcal{A}}\right) \\
& \mathbf{U}^{\mathcal{A}} \stackrel{\$}{\leftarrow} \mathbb{F}_{q}^{\lambda} \\
& \mathbf{Y}-\mathbf{U}^{\mathcal{A}} \\
& \text { 3: } \llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}=\mathbf{U}^{\mathcal{A}} \\
& \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}=\mathbf{Y}-\mathbf{U}^{\mathcal{A}}+\mathbf{U}^{\mathcal{B}} \\
& \text { return } \llbracket \mathbb{Z} \rrbracket^{\mathcal{A}} \\
& \text { return } \llbracket Z \rrbracket^{\mathcal{B}}
\end{aligned}
$$

Protocol 4.7. Secure realization of $\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}\right)=\mathcal{F}_{\mathrm{SBP}}(\pi, \mathbf{X})$ using precomputed auxiliary inputs $\mathbf{R}^{\mathcal{A}}, \mathbf{R}^{\mathcal{B}}$ and $\mathbf{U}^{\mathcal{B}}=\pi\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right)$

Lemma 4.9 (Correctness and Security of Protocol 4.7). Protocol Single-Blind-PERm, on Alice's private inputs $\pi$ and Bob's private inputs $\mathbf{X}$ (as well as their respective auxiliary inputs $\mathbf{R}^{\mathcal{A}}$ and $\left.\mathbf{R}^{\mathcal{B}}, \mathbf{U}^{\mathcal{B}}\right)$, securely computes the functionality $\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{FSB}}(\pi, \mathbf{X})$ in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. The correctness of Protocol 4.7 follows from the linearity of permutation. We show that the sum of Alice's and Bob's respective outputs, $\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}=\mathbf{U}^{\mathcal{A}}$ and $\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}=\mathbf{Y}-\mathbf{U}^{\mathcal{A}}+\mathbf{U}^{\mathcal{B}}$, is in fact equal to $\pi(\mathbf{X})$ :

$$
\begin{array}{rlrl}
\mathbf{Z} & =\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}} & \\
& =\mathbf{U}^{\mathcal{A}}+\mathbf{Y}-\mathbf{U}^{\mathcal{A}}+\mathbf{U}^{\mathcal{B}} & & \\
& =\mathbf{Y}+\mathbf{U}^{\mathcal{B}} & & \left(\mathbf{Y}=\pi\left(\mathbf{X}+\mathbf{R}^{\mathcal{B}}-\mathbf{R}^{\mathcal{A}}\right)\right) \\
& =\pi\left(\mathbf{X}+\mathbf{R}^{\mathcal{B}}-\mathbf{R}^{\mathcal{A}}\right)+\mathbf{U}^{\mathcal{B}} & & \\
& =\pi\left(\mathbf{X}+\mathbf{R}^{\mathcal{B}}-\mathbf{R}^{\mathcal{A}}\right)+\pi\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right) & & \left(\mathbf{U}^{\mathcal{B}}=\pi\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right)\right) \\
& =\pi\left(\mathbf{X}+\mathbf{R}^{\mathcal{B}}-\mathbf{R}^{\mathcal{A}}+\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right) & & (\text { Linearity of } \pi) \\
& =\pi(\mathbf{X}) & &
\end{array}
$$

Security of Protocol 4.7 follows from the unconditional security of (additive) one-time pad encryption. Note that Alice receives only $\mathbf{X}+\mathbf{R}^{\mathcal{B}}$ that is indistinguishable from a uniformly chosen random vector to her (because $\mathbf{R}^{\mathcal{B}} \stackrel{\$}{\leftarrow} \mathbb{F}_{q}^{\lambda}$ is private to Bob). On the other hand, Bob receives only $\mathbf{Y}-\mathbf{U}^{\mathcal{A}}$ that is indistinguishable from a uniformly chosen random vector to $\operatorname{him}$ (because $\mathbf{U}^{\mathcal{A}} \stackrel{\$}{\leftarrow} \mathbb{F}_{q}^{\lambda}$ is private to Alice). Although Bob knows $\mathbf{U}^{\mathcal{B}}=\pi\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right)$ and $\mathbf{R}^{\mathcal{B}}$, he cannot learn anything about either $\pi$ or $\mathbf{R}^{\mathcal{A}}$ because both these objects are chosen uniformly at random.

Complexity. Protocol 4.7 requires two rounds of communication; moreover, its computation and communication complexities are both $\mathcal{O}(\lambda)$. Note that the protocol uses only addition and does not involve any (secure) multiplications.

Observation 4.1. Given that Alice and Bob can use the protocol Single-Blind-Perm to securely compute the functionality $\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{SBP}}\left(\pi, \llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)$, they can securely obtain $\llbracket \mathbf{E}^{\prime} \rrbracket=\llbracket \pi(\mathbf{E}) \rrbracket$ by obtaining its private shares as follows:

$$
\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}=\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)+\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}} \quad \text { and } \quad \llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}
$$

Proof. Below, we show that $\mathbf{E}^{\prime}$ is indeed equal to $\pi(\mathbf{E})$ :

$$
\begin{array}{rlrl}
\mathbf{E}^{\prime} & =\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}} & \\
& =\left(\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)+\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}\right)+\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}} & & \\
& =\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)+\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right) & & \\
& =\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)+\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\right) & & \left(\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\right)=\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right) \\
& =\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\right) & & (\text { Linearity of } \pi) \\
& =\pi(\mathbf{E}) &
\end{array}
$$

Protocol 4.8 uses Observation 4.1 to extend Protocol 4.6 for securely computing the $\mathcal{F}_{\text {SWPM }}^{C}(\mathbf{T}, \mathbf{P})$ functionality.

Lemma 4.10 (Correctness and Security of Protocol 4.8). Protocol Counting-SwpmRelaxed, on Alice's and Bob's respective private inputs $\mathbf{T}$ and $\mathbf{P}$, securely computes the functionality $(\perp, \gamma)=\mathcal{F}_{\text {SWPM }}^{C}(\mathbf{T}, \mathbf{P})$ in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. Correctness of Protocol 4.8 follows from Observation 4.1 that states $\mathbf{E}^{\prime}=\pi(\mathbf{E})$. As a result, the count of zeros in $\mathbf{E}^{\prime}$ is equal to the count of zeros in $\mathbf{E}$; hence, the computed output $\gamma=\left|\Gamma^{\prime}\right|$ is indeed equal to Bob's prescribed output $|\Gamma|$. For the proof of security, note that Protocol 4.8 is a modification of of Protocol 4.6 such that it reveals $\mathbf{E}^{\prime}=\pi(\mathbf{E})$ to Bob (rather than revealing $\mathbf{E}$ ); moreover, $\pi$ is a uniform permutation that is unknown to Bob. Hence, it suffices to show that given the prescribed output $\gamma$, Bob can obtain a vector $\hat{\mathbf{E}}$ that is perfectly indistinguishable from $\mathbf{E}^{\prime}$. To do so, Bob fixes a set of $\gamma$ random indices $I=\left\{i_{1}, i_{2}, \cdots, i_{\gamma}\right\}$ such that $1 \leq i_{1}<i_{2}<\cdots<i_{\gamma} \leq N$; then, he constructs $\hat{\mathbf{E}}$ without any additional information or any help from Alice by computing $\hat{e}_{i}$ for $1 \leq i \leq N$ as follows:

$$
\hat{e}_{i}= \begin{cases}0 & \text { if } i \in I \\ r \stackrel{\$}{\leftarrow} \mathbb{F}_{q} \backslash\{0\} & \text { if } i \notin I\end{cases}
$$

## Counting-Swpm-Relaxed

Alice
On input T
Aux. inputs $\pi, \mathbf{R}^{\mathcal{A}}$

Bob
On input $\mathbf{P}$ Aux. inputs $\mathbf{R}^{\mathcal{B}}, \mathbf{U}^{\mathcal{B}}=\pi\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right)$

Phase 1: Compute the permuted vector $\llbracket \mathbf{E}^{\prime} \rrbracket$ $\qquad$
$1: \quad \hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$

$2: \quad \llbracket \mathbf{D} \rrbracket^{\mathcal{A}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{A}}$ $\llbracket \mathbf{D} \rrbracket^{\mathcal{B}}=\llbracket \mathbb{C} \rrbracket^{\mathcal{B}}-\overbrace{\left[m^{\prime}, m^{\prime}, \cdots, m^{\prime}\right\rfloor}^{\text {length: } N}$

$3:$

$\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}=\pi\left(\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right)+\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}$
$\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}$
Phase 2: Reveal the count $\gamma$ to Bob
4:
$\qquad$

$$
\begin{array}{r}
\mathbf{E}^{\prime}=\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}} \\
\Gamma^{\prime}=\left\{i \mid e_{i}^{\prime}=0\right\} \\
\gamma=\left|\Gamma^{\prime}\right| \\
\text { return } \gamma
\end{array}
$$

Protocol 4.8. Secure realization of $(\perp, \gamma)=\mathcal{F}_{\text {SWPM }}^{C}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\text {REQZ }}$

The vectors $\hat{\mathbf{E}}$ and $\mathbf{E}^{\prime}$ are statistically identical because i) the count of zeros in both is equal to $\gamma$, ii) any non-zero entry in either vector is a uniform integers in $\mathbb{F}_{q} \backslash\{0\}$, and iii) $\mathbf{E}^{\prime}$ is a uniform permutation of $\mathbf{E}$; this completes the proof.

Complexity. Protocol 4.8 requires five rounds of communication; moreover, its computation and communication complexities are, respectively, $\mathcal{O}(n \log m)$ and $\mathcal{O}(n)$.

## Secure Protocol for $(\perp,(\gamma>0))=\mathcal{F}_{\text {SWPM }}^{D}(\mathbf{T}, \mathbf{P})$

In this case, Bob only gets to learn whether or not $\mathbf{P}$ occurs in $\mathbf{T}$ at least once. Clearly, $\prod_{i=1}^{N} \llbracket d_{i} \rrbracket=0$ if and only if $\mathbf{P}$ appears in $\mathbf{T}$. However, an unacceptably high number of rounds would be required if Alice and Bob were to compute the predicate value $(\gamma>0)$ through securely evaluating $1-\prod_{i=1}^{N} \llbracket d_{i} \rrbracket$, and revealing its result to Bob. In what follows, we propose Protocol 4.10, Decision-Swpm-Relaxed, that achieves a small constant number of rounds at the expense of allowing Bob to learn a loose upper bound on the count $\gamma$. In particular, Protocol 4.10 extends Protocol 4.8 such that Bob learns either $\gamma=0$ (in case of no matches) or an upper bound on $\gamma$ (if there exists at least one match). The key idea in Protocol 4.10 is to create an augmented vector $\llbracket \mathbf{E}^{\prime} \rrbracket$, such that

- It contains vector $\llbracket \mathbf{E} \rrbracket$ as a subsequence.
- It contains some fake entries that are either chaff or clones. A chaff entry is a fake element injected to the inputs and/or outputs to create artificial samples that are indistinguishable from the original entries [90], [91]. Here, a chaff entry is either a random non-zero integer (fake no-match) or a zero (fake match). On the other hand, a clone is a copy of an entry of $\llbracket \mathbf{E} \rrbracket$ such that multiple replicas of the same entry are split differently so they cannot be tied to each other.
- For any entry $\llbracket e_{i}^{\prime} \rrbracket$, Bob does not know if it is a chaff or a copy of some real entry $\llbracket e_{j} \rrbracket$. Let $\theta$ (chosen by Alice) and $\nu$ be, respectively, the number of chaff entries that are 0 and the total count of zeros in $\llbracket \mathbf{E}^{\prime} \rrbracket$. Clearly, $\theta=\nu$ if and only if $\gamma=0$; if $\gamma>0$, then $\nu$ is a loose upper bound on $\gamma$ because not only does $\nu$ count the original matches, but also it counts the fake matches created by chaffing and cloning. Hence, it suffices for Bob to learn $\nu$; then, Alice and Bob use $\mathcal{F}_{\text {REQZ }}$ to obliviously check whether or not $\llbracket \nu-\theta \rrbracket=0$.


## Chaffing and Cloning

The main difficulty in the above-mentioned approach is to obtain the augmented vector $\llbracket \mathbf{E}^{\prime} \rrbracket$ in a manner that Bob learns nothing about $\llbracket \mathbf{E} \rrbracket$ and the position of fake/real entries in it. Below, we describe how Alice and Bob achieve this.

- Alice chooses chaffing parameters $c \geq N$ and $\theta \stackrel{\$}{\leftarrow}\{1,2, \cdots, c\}$, as well as a cloning parameter $r>1$; she sends $r$ and $c($ but not $\theta)$ to Bob.
- Alice generates a length- $c$ vector Chaff, where exactly $\theta$ entries in it are equal to 0 and the other $c-\theta$ entries are random non-zeros.
- Alice and Bob (non-interactively) construct an intermediary vector $\llbracket \mathbf{E}^{\prime \prime} \rrbracket$ of length length $t=r N+c$ such that

$$
\begin{align*}
& \llbracket \mathbf{E}^{\prime \prime} \rrbracket^{\mathcal{A}}=\overbrace{\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\left\|\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\right\| \cdots \| \llbracket \mathbf{E} \rrbracket^{\mathcal{A}}}^{r \text { copies }} \| \overbrace{\text { Chaff }}^{\text {length: } c}  \tag{4.18}\\
& \llbracket \mathbf{E}^{\prime \prime} \rrbracket^{\mathcal{B}}=\overbrace{\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}\| \| \mathbf{E} \rrbracket^{\mathcal{B}}\|\ldots\| \llbracket \mathbf{E} \rrbracket^{\mathcal{B}}}^{r \text { copies }} \| \overbrace{[0,0, \ldots, 0]}^{\text {length } c} \tag{4.19}
\end{align*}
$$

- Alice and Bob securely obtain $\llbracket \mathbf{E}^{\prime} \rrbracket=\llbracket \hat{\pi}\left(\mathbf{E}^{\prime \prime}\right) \rrbracket$, where $\hat{\pi}:\{1,2, \cdots, t\} \rightarrow\{1,2, \cdots, t\}$ is a uniform permutation that is chosen by Alice and unknown to Bob.

Lemma 4.11 (Correctness and Security of Protocol 4.9). Protocol Chaffing-And-Cloning, on Alice's and Bob's respective private inputs $\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}$ and $\llbracket \mathbf{E} \rrbracket^{\mathcal{B}}$, securely constructs an augmented vector $\llbracket \mathbf{E}^{\prime} \rrbracket$ with the desired properties in the semi-honest threat model. Moreover, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. The fact that the resulting $\llbracket \mathbf{E}^{\prime} \rrbracket$ has all desired properties follows from the construction of the intermediary vector $\llbracket \mathbf{E}^{\prime \prime} \rrbracket$ and the uniform choice of permutation $\hat{\pi}$. Particularly, Alice and Bob (non-interactively) construct $\llbracket \mathbf{E}^{\prime \prime} \rrbracket$ as in equations 4.18 and 4.19 such that for $r>1$ and $c \geq N$

$$
\begin{equation*}
\llbracket \mathbf{E}^{\prime \prime} \rrbracket=\overbrace{\llbracket \mathbf{E} \rrbracket| | \llbracket \mathbf{E} \rrbracket\|\ldots\| \llbracket \mathbf{E} \rrbracket}^{r \text { copies }} \| \overbrace{\llbracket \text { Chaff } \rrbracket}^{\text {length: } c} \tag{4.20}
\end{equation*}
$$

Then, they obliviously permute and re-split it to obtain $\mathbf{E}^{\prime}$. Not only is it guaranteed that $\llbracket \mathbf{E}^{\prime} \rrbracket$ includes $\llbracket \mathbf{E} \rrbracket$ as a subsequence, but also the uniform choice of permutation $\hat{\pi}$ (unknown to Bob) ensures that all entries are in an arbitrary order; thus, Bob cannot determine whether

## Chaffing-and-Cloning

| Alice | Bob |
| :--- | ---: |
| On input $\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}$ | On input $\llbracket \mathbb{E} \rrbracket^{\mathcal{B}}$ |
| Aux. inputs $\hat{\pi}, \hat{\mathbf{R}}^{\mathcal{A}}$ | Aux. input $\hat{\mathbf{R}}^{\mathcal{B}}, \hat{\mathbf{U}}^{\mathcal{B}}$ |

1: Choose parameters $r, c, \theta$
$\qquad$
2: Construct $\llbracket \mathbf{E}^{\prime \prime} \rrbracket^{\mathcal{A}}$
Construct $\llbracket \mathbf{E}^{\prime \prime} \rrbracket^{\mathcal{B}}$
as in Equation $4.18 \quad$ as in Equation 4.19
$3:$


$$
\begin{array}{ll}
\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}=\hat{\pi}\left(\llbracket \mathbf{E}^{\prime \prime} \rrbracket^{\mathcal{A}}\right)+\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}} & \llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}} \\
\text { return } \llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}} \text { and } \theta & \text { return } \llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}} \\
\hline
\end{array}
$$

Protocol 4.9. Secure construction of the augmented vector $\mathbf{E}^{\prime}$ by obliviously injecting chaff and clone entries
or not an entry is a chaff or a replica of an entry in $\llbracket \mathbf{E} \rrbracket$. The security of Protocol 4.9 follows immediately from the previously discussed security of protocol Permute-and-Split.

Complexity. Protocol 4.9 requires three rounds of communication; moreover, its computation and communication complexities are both $\mathcal{O}(r N+c)$, where $r$ and $c$ are, respectively, the cloning and chaffing parameters.

Protocol 4.10 uses Protocol Chaffing-and-Cloning to extend Protocol 4.8 for securely computing the $\mathcal{F}_{\mathrm{SWPM}}^{D}(\mathbf{T}, \mathbf{P})$ functionality such that in the end Bob learns either $\gamma=0$ or just a loose upper bound on the non-zero count $\gamma$.

Lemma 4.12 (Correctness and Security of Protocol 4.10). Protocol DECISION-SWPMRelaxed, on Alice's and Bob's respective private inputs $\mathbf{T}$ and $\mathbf{P}$, approximates the functionality $(\perp,(\gamma>0))=\mathcal{F}_{\mathrm{SWPM}}^{D}(\mathbf{T}, \mathbf{P})$ in the sense that Bob learns either that $\gamma=0$, or if $\gamma>0$, he learns only an upper bound on $\gamma$. Moreover, the protocol is secure in the semi-honest threat model.

## Decision-Swpm-Relaxed

Alice


Aux. inputs $\hat{\pi}, \hat{\mathbf{R}}^{\mathcal{A}}$

Bob
On input $\mathbf{P}$ Aux. inputs $\hat{\mathbf{R}}^{\mathcal{B}}, \hat{\mathbf{U}}^{\mathcal{B}}=\hat{\pi}\left(\mathbf{R}^{\mathcal{A}}-\mathbf{R}^{\mathcal{B}}\right)$

Phase 1: Compute the augmented vector $\llbracket \mathbf{E}^{\prime} \rrbracket$ $\qquad$
$1: \quad \hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$

$$
\begin{array}{r}
\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P}) \\
m^{\prime}=\left|\left\{i \mid p_{i} \neq \star\right\}\right|
\end{array}
$$


$2: \quad \llbracket \mathbf{D} \rrbracket^{\mathcal{A}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{A}}$
$\llbracket \mathbf{D} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{B}}-\overbrace{\left[m^{\prime}, m^{\prime}, \cdots, m^{\prime}\right]}^{\text {length: } N}$

$3:$

. Phase 2: Reveal the predicate value $(\gamma>0)$ to Bob $\qquad$
4 :
$\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}$
$5:$
$6:$
7 :
$\qquad$

$$
\begin{array}{r}
\mathbf{E}=\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{A}}+\llbracket \mathbf{E}^{\prime} \rrbracket^{\mathcal{B}} \\
\Gamma^{\prime}=\left\{i \mid e_{i}^{\prime}=0\right\} \\
\nu=\left|\Gamma^{\prime}\right|
\end{array}
$$



9 :
$\llbracket e \rrbracket^{\mathcal{A}}$
10 :
$\qquad$

11: return $\perp$

$$
e=\llbracket e \rrbracket^{\mathcal{A}}+\llbracket e \rrbracket^{\mathcal{B}}
$$ return $1-\boldsymbol{\operatorname { s g n }}(e)$

Protocol 4.10. Secure approximation of $(\perp,(\gamma>0))=\mathcal{F}_{\mathrm{SWPM}}^{D}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\text {REQZ }}$

Proof. The correctness of Protocol 4.10 follows from the construction of the augmented vector $\mathbf{E}^{\prime}=\pi\left(\mathbf{E}^{\prime \prime}\right)$. The count of zeros in $\mathbf{E}^{\prime \prime}$ (hence, $\left.\mathbf{E}^{\prime}\right)$ is $\nu=r \gamma+\theta$ : the first term, $r \gamma$, is because of the replicas component of $\mathbf{E}^{\prime \prime}$, i.e., $\overbrace{\llbracket \mathbf{E} \rrbracket^{\mathcal{A}}\|\cdots\| \llbracket \mathbf{E} \rrbracket^{\mathcal{A}}}^{r \text { copies }}$, and the second term, $\theta$, is due to the structure of the vector Chaff chosen by Alice that has exactly $\theta \geq 1$ zeros. Clearly, $\nu=\theta$ if and only if $\gamma=0$. Hence, computing $\left(\llbracket e \rrbracket^{\mathcal{A}}, \llbracket e \rrbracket^{\mathcal{B}}\right)=\operatorname{ZeroTest}-\operatorname{Relaxed}(-\theta, \nu)$ results in $\llbracket e \rrbracket=0$ if and only if $\gamma=0$, which ensures that $1-\mathbf{s g n}(e)$ is equal to the predicate value ( $\gamma>0$ ).

Security of Phase 1 in Protocol 4.10 follows from the previously discussed security of the protocols 4.1, 4.5 and 4.9. Thus, it suffices to show that in the second phase Bob learns no more than an upper bound on $\gamma$; note that he learns $\nu$, which is the number of genuine matches $(\gamma)$ plus the count of fake matches $(\nu-\gamma=(r-1) \gamma+\theta)$. Existence of the fake entries guarantees that Bob does not learn a lower bound on the number of matches. On the other hand, the use of protocol ZeroTest-Relaxed for revealing to Bob that whether or not $\nu=\theta$ ensures that he does not learn anything about the count gap $\nu-\gamma$.

### 4.6 Experimental Results

We implemented our SWPM Protocols based on the $\mathcal{F}_{\text {REQZ }}$ functionality, that we call LiLiP (Lightweight, Linearithmic \& Private). We implemented the scheme using Java programming language, 64 -bit JRE 8; the experiments were performed using a 2.80 GHz Intel Core i7 CPU with 16GB RAM on macOS. Although our implementation is a proof-of-concept and a more optimized implementation can obtain even better performances, the experimental results show that our protocols perform very well in practice.

### 4.6.1 Performance: Execution Time \& Transferred Data

The tables below show the execution time and volume of transferred data by LiLiP on various input size combinations. All input strings used in our experiments are over the alphabet of all ASCII characters (including both standard and extended ASCII characters), i.e., size $|\Sigma|=256$; this choice of alphabet demonstrates practicality of the proposed protocols
for larger alphabets (i.e., not only binary, DNA or natural language alphabets). The text string lengths in our experiments ranged from thousands to more than a million characters. Tables 4.1, 4.2 and 4.3 present the cases where the pattern string $\mathbf{P}$ consists of 64,128 and 512 characters respectively. Furthermore, for the decision version, we used chaffing and cloning parameters $c \simeq n$ and $r=2$.

As the computations involving the generation and pre-computations on randoms, roots of unity, and alphabet translations do not depend on the input strings, we did not group them with computations that depend on the input strings; the reason is that the former can be done offline, ahead of time, and in fact stored on external storage to be used later by Alice and Bob whenever they need to do pattern matching. Hence, the tables below show performance of computations that involve the input and pattern strings.

Table 4.1.
All times are measured in seconds, and all transferred data volumes are measured in megabytes. This table demonstrates LiLiP's performance for pattern queries of 64 characters, i.e., $|\mathbf{P}|=m=64$.

| $\|\mathbf{T}\|=n$ | $2^{10}$ |  | $2^{14}$ |  | $2^{16}$ |  | $2^{20}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time | Data | Time | Data | Time | Data | Time | Data |
| SEARCH-RELAXED | 0.12 | 0.036 | 0.48 | 0.61 | 1.24 | 2.45 | 18.54 | 39.18 |
| COUNTING-RELAXED | 0.15 | 0.055 | 0.55 | 0.91 | 1.40 | 3.67 | 20.34 | 58.78 |
| DECISION-RELAXED | 0.18 | 0.136 | 0.64 | 2.43 | 2.08 | 9.79 | 53.37 | 156.73 |

## Table 4.2.

All times are measured in seconds, and all transferred data volumes are measured in megabytes. This table demonstrates LiLiP's performance for pattern queries of 128 characters, i.e., $|\mathbf{P}|=m=128$.

| $\|\mathbf{T}\|=n$ | $2^{10}$ |  | $2^{14}$ |  | $2^{16}$ |  | $2^{20}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time | Data | Time | Data | Time | Data | Time | Data |
| SEARCH-RELAXED | 0.15 | 0.036 | 0.53 | 0.61 | 1.41 | 2.45 | 20.16 | 39.18 |
| CoUNTING-RELAXED | 0.18 | 0.053 | 0.54 | 0.92 | 1.46 | 3.67 | 20.99 | 58.78 |
| DECISION-RELAXED | 0.19 | 0.144 | 0.82 | 2.44 | 2.12 | 9.79 | 57.09 | 156.74 |

## Table 4.3.

All times are measured in seconds, and all transferred data volumes are measured in megabytes. This table demonstrates LiLiP's performance for pattern queries of 512 characters, i.e., $|\mathbf{P}|=m=512$.

| $\|\mathbf{T}\|=n$ | $2^{10}$ |  | $2^{14}$ |  | $2^{16}$ |  | $2^{20}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time | Data | Time | Data | Time | Data | Time | Data |
| SEARCH-RELAXED | 0.23 | 0.028 | 1.27 | 0.60 | 3.89 | 2.44 | 59.32 | 39.18 |
| COUNTING-RELAXED | 0.27 | 0.038 | 1.33 | 0.90 | 4.02 | 3.65 | 60.89 | 58.76 |
| DECISION-RELAXED | 0.46 | 0.086 | 1.40 | 2.38 | 4.15 | 9.73 | 95.95 | 156.69 |

A comparison of tables 4.1, 4.2 and 4.3 shows that the volume of transferred data decreases as the pattern size $|\mathbf{P}|=m$ increases. This may seem contradictory at first sight; however, an accurate scrutiny clarifies this phenomenon: Recall that we consider wildcard pattern matching without wraparounds; hence, the larger the pattern length $m$, the smaller the max index $N=n-m+1$. Thus, avoiding the wraparound indices $N+1, N+2, \cdots, n$ results in smaller data transfer among Alice and Bob.

### 4.6.2 Comparison with Previous State of the Art

We shall now compare LiLiP with PriSearch [59] because the latter had a better performance among previous SWPM schemes. For instance, PriSearch performs $15 \times$ faster than [85] which is itself more efficient compared to other automaton-based approaches; furthermore, PriSearch is $2 \times$ faster than the 5PM scheme of [56]; see [59] for more details on these comparisons.

Before we compare LiLiP and PriSearch, we note that the system in [59] (Intel Core i7 CPU @ 3.4 GHz processors, 12GB RAM with 64-bit Ubuntu 14 operating system) is somewhat faster than the setting we used for our experiments. Below, we compare our scheme to the two cases of secure wildcard pattern matching (search version) considered in [59]:

1. $n=2^{16}$ and $m=100(m=128$ in our case $)$ : LiLiP performs almost $21.5 \times$ faster than PriSearch. LiLiP takes 2.12 seconds while PriSearch's reported execution time is 45.49 seconds. Moreover, the volume of transferred data is 9.78 MB for LiLiP, which is drastically smaller than 4.74 GB for PriSearch.
2. $n=2^{20}$ and $m=10$ ( $m=16$ in our case): LiLiP performs almost $1.4 \times$ faster than PriSearch. LiLiP takes 51.02 seconds while PriSearch's reported execution time is 69.37 seconds. Moreover, the volume of transferred data is 176.54 MB for LiLiP, which is drastically smaller than 7.21 GB for PriSearch.

Note that our speeds are much better even though we used slower hardware and somewhat larger values for $m$. It is noticeable that LiLiP's performance advantage increases as $m$ grows larger; this is expected because our scheme has sub-quadratic computation complexity and linear communication complexity, whereas PriSearch's computation and communication complexities are both $\mathcal{O}(n m \log |\Sigma|)$.

### 4.7 Discussion: SWPM in Stronger Adversarial Models

The most broadly used and studied variant of secure wildcard pattern matching is its search version, $(\perp, \Gamma)=\mathcal{F}_{\text {SWPM }}^{S}(\mathbf{T}, \mathbf{P})$, in which Bob learns the set $\Gamma$ that contains all positions in Alice's text $\mathbf{T}$ at which $\mathbf{P}$ occurs. In what follows, we point out that in $\mathcal{F}_{\text {SWPM }}^{S}$ a judicious choice of pattern $\mathbf{P}$ would result in Bob learning an unacceptable amount of information about Alice's private text T. In other words, in the augmented semi-honest and malicious threat models that allow participants to use any input rather than their prescribed input, the output-receiving party (i.e., Bob) can obtain more information about $\mathbf{T}$ than he is supposed to learn. This drawback is due to the functionality definition, and can be exploited regardless of the protocol used for secure computation.

The key idea in such an attack by Bob is that if $\mathbf{P}$ is a single alphabet symbol (i.e., $m=1$ and $\mathbf{P} \neq " \star$ "), then the set $\Gamma$ contains all positions in $\mathbf{T}$ where that alphabet symbol appears. This, together with the power of the wildcard symbol $\star$ that matches any alphabet symbol, allows the dishonest Bob to (partially) reconstruct Alice's private text T. Example 4.3 below, illustrates how Bob can carry out such an attack.

Example 4.3. Let $\Sigma=\{1,2\}, n=16$, and $m=4$, where

$$
\mathbf{T}=" 1122121121222121 ", \quad \text { and } \quad \mathbf{P}=" 122 \star "
$$

Moreover, we assume that Alice and Bob have access to a trusted third party who receives the private inputs from both party's and returns $\Gamma$ to Bob. This shows that the following attack by Bob is independent of the secure protocols used for obtaining $\Gamma$. In this example, we compare what Bob learns about Alice's private text $\mathbf{T}$ in two cases:

- Bob honestly inputs the prescribed pattern $\mathbf{P}=$ " $122 \star$ ": The given pattern $\mathbf{P} \in(\Sigma \cup\{\star\})^{4}$ is a valid input for $\mathcal{F}_{\text {SWPM }}^{S}$, hence the trusted party proceeds and returns $\Gamma=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}\right\}=\{2,10\}$. From this, Bob learns that $\mathbf{T}=$ "?122?????122????" and that $t_{i} t_{i+1} t_{i+2} \neq$ " 122 " for any $i<14$ such that $i \notin\{2,10\}$.
- Bob dishonestly inputs the crafted pattern $\tilde{\mathbf{P}}=$ " $1 \star \star \star$ ": The given pattern $\tilde{\mathbf{P}} \in(\Sigma \cup\{\star\})^{4}$ is a valid input for $\mathcal{F}_{\text {SWPM }}^{S}$, hence the trusted party proceeds and returns $\Gamma^{\prime}=\left\{i \mid \mathbf{T}_{i} \stackrel{\star}{=} \tilde{\mathbf{P}}\right\}=\{1,2,5,7,8,10\}$. From this, what Bob learns about $\mathbf{T}$ is that $\mathbf{T}=$ "1122121121222???".

Clearly, Bob learns more about $\mathbf{T}$ in the latter case. Moreover, engaging in another instance of $\mathcal{F}_{\text {SWPM }}^{S}$ in which Bob uses $\tilde{\mathbf{P}}^{\prime}=" \star \star \star 1$ " would enable him to learn $\mathbf{T}$ in its entirety.

Note that in the case of $m=1$, Alice would have known the risk of exposure and may not have engaged in the computation. However, the fact that $m>1$ together with the requirement that Alice learns nothing about Bob's private pattern make it impossible for her to determine whether or not Bob's behavior is baleful.

To remedy the weakness described above, we propose a Filtered SWPM, denoted by $\mathcal{F}_{\text {SWPM }}^{\tau}$, in which Bob learns only $\tau(\Gamma)$ for an agreed-upon output-filtering function $\tau$; Figure 4.7 illustrates this functionality. It is evident that $\mathcal{F}_{\text {SWPM }}^{\tau}$ is the most general instantiation of SWPM in the 2PC setting; all previously discussed versions of SWPM can be obtained by a proper choice of the filter function $\tau(\cdot)$ as discussed below:

- Search version: $\mathcal{F}_{\text {SWPM }}^{S}$ is equivalent to the filtered SWPM with $\tau(\cdot)$ being the "identity" function, i.e., $\tau_{\mathrm{id}}(\Gamma)=\Gamma$.
- Counting version: $\mathcal{F}_{\text {SWPM }}^{C}$ is equivalent to the filtered SWPM with $\tau(\cdot)$ being the "cardinality" function, i.e., $\tau_{\text {card }}(\Gamma)=|\Gamma|$.
- Decision version: $\mathcal{F}_{\text {SWPM }}^{D}$ is equivalent to the filtered SWPM with $\tau(\cdot)$ being the "is-not-empty" function, i.e., $\tau_{\text {ine }}(\Gamma)=(\Gamma \neq \emptyset)$.

Our solutions in Section 4.5 directly reflect the above instances of the filtered SWPM functionality. In the remainder of this section, we give two more instances of filtered SWPM in which Bob learns only one member of $\Gamma$ (only if the set is non-empty).

### 4.7.1 Bob Learns Only the Leftmost Match

Filtering function $\tau_{\min }(\Gamma)$ allows Bob to learn only the smallest $i$ such that $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$; i.e.,

$$
\tau_{\min }(\Gamma)= \begin{cases}\min (\Gamma) & \text { if } \Gamma \neq \emptyset  \tag{4.21}\\ 0 & \text { if } \Gamma=\emptyset\end{cases}
$$

Protocol 4.11, Filtered-SwPm-LeftMost, securely realizes $\mathcal{F}_{\text {SWPM }}^{\tau_{\text {min }}}(\mathbf{T}, \mathbf{P})$. In a nutshell, Alice and Bob first obtain the indicator vector $\llbracket \mathbf{E} \rrbracket$ such that $e_{i}=1$ if and only if $\mathbf{T}_{i} \stackrel{\star}{=} \mathbf{P}$ (as discussed in Section 4.5.2). Then, they overwrite all entries in it, except one, with 0. For that, Alice and Bob first compute (non-interactively) an intermediary vector $\llbracket \overline{\mathbf{E}} \rrbracket$ such that $\llbracket \bar{e}_{i} \rrbracket=\sum_{j=1}^{i} j \cdot \llbracket e_{j} \rrbracket$ for all $1 \leq i \leq N$; then, they obliviously compute a final matching vector $\llbracket \mathbf{L} \rrbracket$ as in Equation 4.22 below:

$$
\llbracket l_{i} \rrbracket= \begin{cases}\llbracket \bar{e}_{i} \rrbracket & \text { if } i=1  \tag{4.22}\\ \llbracket\left(\bar{e}_{i-1}==0\right) \cdot \bar{e}_{i} \rrbracket & \text { if } 2 \leq i \leq N\end{cases}
$$



Figure 4.7. $(\perp, \tau(\Gamma))=\mathcal{F}_{\text {SWPM }}^{\tau}(\mathbf{T}, \mathbf{P})$

By construction, $\llbracket \mathbf{L} \rrbracket$ has at most one non-zero entry that is equal to the leftmost non-zero entry in $\llbracket \overline{\mathbf{E}} \rrbracket$, which is itself the smallest integer in $\Gamma$. Hence, Alice and Bob can simply compute (non-interactively)

$$
\llbracket \tau_{\min }(\Gamma) \rrbracket=\sum_{k=1}^{N} \llbracket l_{k} \rrbracket
$$

Then, Alice sends her share $\llbracket \tau_{\min }(\Gamma) \rrbracket^{\mathcal{A}}$ to Bob so he can reconstruct the desired output $\tau_{\text {min }}(\Gamma)$.

### 4.7.2 Bob Learns One Match at Random

Filtering function $\tau_{\text {rand1 }}(\Gamma)$ allows Bob to learn exactly one index $i \in \Gamma$ (if any) chosen uniformly at random; i.e.,

$$
\tau_{\text {rand1 }}(\Gamma)= \begin{cases}i \stackrel{\$}{\leftarrow} \Gamma & \text { if } \Gamma \neq \emptyset  \tag{4.23}\\ 0 & \text { if } \Gamma=\emptyset\end{cases}
$$

Filtered-Swpm-LeftMost (Protocol 4.11) can easily be modified to obtain a secure realization of $\left(\perp, \tau_{\text {rand1 }}(\Gamma)\right)=\mathcal{F}_{\text {SWPM }}^{\tau_{\text {rand }}}(\mathbf{T}, \mathbf{P})$. The key idea is to find the leftmost non-zero entry in $\llbracket \mathbf{E}^{\prime} \rrbracket=\llbracket \pi(\mathbf{E}) \rrbracket$ (rather than in $\llbracket \mathbf{E} \rrbracket$ ), where $\pi$ is a random permutation that is unknown to Bob. Hence, the required modifications to Filtered-Swpm-LeftMost are:

1. After computing the indicator vector $\llbracket \mathbf{E} \rrbracket$ (right before Phase 2), Alice and Bob use the protocol Single-Blind-Perm and Observation 4.1 to obtain $\llbracket \mathbf{E}^{\prime} \rrbracket=\llbracket \pi(\mathbf{E}) \rrbracket$ as described above.
2. In Phase 2, Alice and Bob find the leftmost none-zero entry in $\llbracket \mathbf{E}^{\prime} \rrbracket$ (rather than $\llbracket \mathbf{E} \rrbracket$ ). For that it suffices to only modify Step 3 , by replacing $\llbracket e_{j} \rrbracket^{\mathcal{A}}$ and $\llbracket e_{j} \rrbracket^{\mathcal{B}}$ with $\llbracket e_{j}^{\prime} \rrbracket^{\mathcal{A}}$ and (respectively) $\llbracket e_{j}^{\prime} \rrbracket^{\mathcal{B}}$.

## Filtered-Swpm-LeftMost

Alice Bob
On input T
On input $\mathbf{P}$
Phase 1: Compute the indicator vector $\llbracket \mathbf{E} \rrbracket$ $\qquad$
$1: \quad \hat{\mathbf{T}}=f_{\mathbf{T}}(\mathbf{T})$

$$
\begin{array}{r}
\hat{\mathbf{P}}=f_{\mathbf{P}}(\mathbf{P}) \\
m^{\prime}=\left|\left\{i \mid p_{i} \neq \star\right\}\right|
\end{array}
$$


$2: \quad \llbracket \mathbf{D} \rrbracket^{\mathcal{A}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{A}}$
$\llbracket \mathbf{D} \rrbracket^{\mathcal{B}}=\llbracket \mathbf{C} \rrbracket^{\mathcal{B}}-\overbrace{\left[m^{\prime}, m^{\prime}, \cdots, m^{\prime}\right]}^{\text {length: } N}$


Phase 2: Reveal $t=\tau_{\min }(\Gamma)$ to Bob $\qquad$
3: Compute $\llbracket \overline{\mathbf{E}} \rrbracket^{\mathcal{A}}$ s.t. for $1 \leq j \leq n$
Compute $\llbracket \overline{\mathbf{E}} \rrbracket^{\mathcal{B}}$ s.t. for $1 \leq j \leq n$

$$
\llbracket \bar{e}_{j} \rrbracket^{\mathcal{A}}=j \cdot \llbracket e_{j} \rrbracket^{\mathcal{A}}
$$

4: Compute $\llbracket \hat{\mathbf{E}} \rrbracket \rrbracket^{\mathcal{A}}$ s.t. for $1 \leq i \leq n$
$\llbracket \hat{e}_{i} \rrbracket^{\mathcal{A}}=\sum_{k=1}^{i} \llbracket \bar{e}_{k} \rrbracket^{\mathcal{A}}$ $\llbracket \bar{e}_{j} \rrbracket^{\mathcal{B}}=j \cdot \llbracket e_{j} \rrbracket^{\mathcal{B}}$
Compute $\llbracket \hat{\mathbf{E}} \rrbracket^{\mathcal{B}}$ s.t. for $1 \leq i \leq n$

$$
\llbracket \hat{e}_{i} \rrbracket^{\mathcal{B}}=\sum_{k=1}^{i} \llbracket \bar{e}_{k} \rrbracket^{\mathcal{B}}
$$


$5: \quad \llbracket t \rrbracket^{\mathcal{A}}=\sum_{k=1}^{N} \llbracket l_{k} \rrbracket^{\mathcal{A}}$

$$
\llbracket t \rrbracket^{\mathcal{B}}=\sum_{k=1}^{N} \llbracket l_{k} \rrbracket^{\mathcal{B}}
$$

6 :

$$
\xrightarrow{\llbracket t \rrbracket^{\mathcal{A}}}
$$

7:
return $\perp$

$$
\begin{array}{r}
t=\llbracket t \rrbracket^{\mathcal{A}}+\llbracket t \rrbracket^{\mathcal{B}} \\
\quad \text { return } t
\end{array}
$$

Protocol 4.11. Secure realization of $\left(\perp, \tau_{\min }(\Gamma)\right)=\mathcal{F}_{\mathrm{SWPM}}^{\tau_{\min }}(\mathbf{T}, \mathbf{P})$ based on $\mathcal{F}_{\mathrm{EQZ}}$

## 5. SECURE TWO-PARTY INPUT-SIZE REDUCTION

Secure two-party computation has recently become a more practically applicable cryptographic technology, and many researchers have been pursuing efficient solutions to a wide variety of 2 PC problems (e.g., [27], [29]-[37]). Some protocols use preprocessing of inputs to improve the overall performance, mainly using techniques that are either problem-specific or approach-specific [31], [60]. In this work, we develop a generic preprocessing mechanism, applicable for all 2PC problems that rely on equality tests (e.g., pattern matching). Our mechanism reduces the bit-length of inputs such that using the size-reduced inputs to solve the problem of interest results in the same output as if the original inputs had been used. Such input-size reduction is especially advantageous when its cost can be amortized over multiple subsequent computations that all benefit from the already-done size-reduction. This is true for most 2PC approaches, e.g., in garbled circuits, the circuit size depends on the inputs' bit-length, and in many number-theoretic approaches, the arithmetic cost depends on the size of input integers.

Aiming for faster information retrieval and saving memory space in a 2 PC setting, Goldreich et al. [60] considered the problem of mapping long names into smaller abbreviations. The solution in [60] (i) requires a trusted party who knows all input names, and (ii) allows a small probability of collision for each pair of names, which is when two distinct long names are mapped into the same abbreviation. In this chapter, we consider the above size-reduction problem when there is no such trusted party. Moreover, we impose two further desiderata: We require (i) a very small abbreviation space (codomain), where small means equal or close to the number of input items (we later make this notion more precise); and, (ii) a guarantee of no collisions at all, which is particularly challenging because of the above requirement of a very small codomain. Although these requirements make the problem considerably more difficult, they are necessitated by our results' specific applications.

### 5.1 Motivation and Overview

Consider a 2PC functionality $\mathcal{F}$ whose inputs are over a large domain $\Sigma \subset \mathbb{F}_{q}$, but only a small subset of $\Sigma$ appears in the inputs (see Section 5.9 for examples). In such situations, it
is desirable to avoid the communication and computation costs corresponding to symbols of $\Sigma$ that do not occur in the inputs. If security were not a concern, it would be easy to replace the large inputs with shorter ones whose bit-length is the logarithm of the count of occurring symbols (rather than $\log _{2}|\Sigma|$ ). However, in the 2PC setting where each input is private to a party, it would be inappropriate to reveal the set of occurring symbols because doing so would leak information about the private inputs. Hence, a secure preprocessing mechanism is needed to obtain the size-reduced symbols. In other words, symbols that appear in the inputs must be securely mapped to smaller values in such a way that

- the mapping is consistent among all parties;
- the mapping is collision-free; and,
- the bit-length of size-reduced symbols is as small as possible.

Section 5.9 gives examples of 2PC problems that benefit from such a secure input-size reduction.

The secure input-size reduction problem discussed in this chapter is reminiscent of (but different in fundamental ways from) the classic perfect hashing problem: Let $S$ be a set containing large integers (i.e., $S \subset \Sigma=\left\{0, \ldots, 2^{\sigma}-1\right\}=\{0,1\}^{\sigma}$ ). A perfect hash function (PHF) for $S$ is a function $\rho: \Sigma \rightarrow\{0,1, \ldots, N-1\}$ such that $N$ is a small integer (close to $|S|)$ and $\rho$ is injective on $S$ [92], [93]. In this chapter, we propose a secure perfect hashing approach to the above-mentioned secure input-size reduction problem. Although perfect hashing is a well-studied and broadly used topic when security and privacy are of no concern [92]-[100], the patent document by Nawaz et al. [101] seems to be the only existing work that considers perfect hashing in a secure setting; however, the results of [101] do not solve the secure input-size reduction problem (see Section 5.2 for details). We first formally introduce Secure Perfect Hash Functions (SPHFs) for the union of two private sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$. Then, we propose provably secure protocols to construct such a hash function and argue that SPHFs are sufficient for secure input-size reduction.

### 5.2 Related Work

This section reviews the existing work in the literature related to perfect hashing and secure input-size reduction. Construction and analysis of perfect hash functions are wellstudied in the area of algorithms and data structures when security and privacy are not of concern [92]-[100]. Some constructions [94]-[96] rely on the theoretical properties of sets of integers. Though these methods are simple and theoretically interesting, they tend to be slow either in the construction step or the evaluation step (or both). Fredman et al. [97] proposed an efficient two-level PHF construction that obtains asymptotically minimal codomain size $\mathcal{O}(|S|)$. The key idea in [97] is to partition the items into $m$ subsets using a universal family of hash functions [102], followed by another layer of universal hashing to obtain injective behavior on each subset. More recent works such as [98]-[100] focus on efficient solutions to (nearly) minimal perfect hashing.

Nawaz et al. [101] seems to be the only existing work that addresses the need of a secure perfect hash function for data matching applications between private databases. They propose a solution based on cryptographic hash functions and the simple and space-efficient minimal perfect hashing "hash, displace, and compress" technique [98], [103]. In [101], authors argue that their scheme is secure with respect to the private sets due to the preimage-resistant properties of cryptographic hash functions like SHA2. However, this is not necessarily true since their design uses only a few bytes of the cryptographic hash output to construct a perfect hash function. Thus, the resulting SPHF is prone to a membership-testing attack that will be described in Section 5.4. Also, [101] lacks formal security, correctness, and performance analyses and is vague as to how parties interact.

Following the GGM construction for Pseudorandom Functions (PRFs) [104], Goldreich et al. [60] considered the problem of mapping long names into smaller abbreviations with a small probability of collision for each pair of items. This achieves faster information retrieval and saves memory space [60]. As an application, Goldreich et al. [60] designed a Friend or Foe Identification (FFI) mechanism, which enables members of a secret club to identify each other. The PRF-based solution to FFI [60] is suitable for cryptographic purposes as it is more robust than schemes based on classical primitives such as universal hashing [102].

In FFI, only "club members" can use the system, and their designated leader knows all members' names. By contrast, we consider the above name-reduction problem when there is no such leader. As stated earlier, we also impose the requirement of no collisions at all, while achieving a very small codomain.

In 2015, Pinkas et al. [31] proposed a bit-length reduction scheme specifically geared towards faster Private Set Intersection (PSI) in the MPC framework. The proposed method in [31] elegantly applies simple hashing for partitioning the input sets into a number of bins such that the reduced bit-representations for two items in the same bin are equal if and only if the two items are equal. The scheme in [31] results in no intra-bin collisions, but does not guarantee the absence of inter-bin collisions; i.e., the size-reduction technique of [31] allows two items to have the same size-reduced representations as long as they are not in the same bin. Although the above works perfectly for solving PSI, the fact that it allows inter-bin collisions prevents its use for many other problems. Our solutions do not allow collisions of any type.

Some articles use terminologies reminiscent of ours but are different in nature. One is Oblivious Hashing [105], which is a software integrity verification scheme. Another is PerfectDedup [106], which is a mechanism for data deduplication in cloud storage management that uses a PHF on encrypted data to securely identify the popular data segments for deduplication.

### 5.3 Summary of Contributions

We present the first formal attempt to define and solve the secure perfect hashing problem and use it for secure input-size reduction in the 2 PC framework. Although our definitions and solutions have natural extensions for any number of parties, we focus on the two-party case. Below, we give an overview of our main contributions.

### 5.3.1 Problem Formulation

In Section 5.4, we formulate secure two-party input-size reduction by formalizing the notion of a Secure Perfect Hash Function (SPHF) for the union of private sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$
as a PHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$ such that the knowledge of its mapping on $S^{\mathcal{A}}$ (resp. $S^{\mathcal{B}}$ ) does not reveal anything about $S^{\mathcal{B}}$ (resp. $S^{\mathcal{A}}$ ). Definition 5.1 presents the formal definition of a SPHF.

### 5.3.2 Proposed Constructions

We first propose an approach, FindSPHF, to construct a minimal perfect SPHF for $S$; we give two embodiments for it that trade off round complexity for computation complexity. We further improve both round and computation complexities by introducing a Distribution level that divides $S$ into $m$ disjoint subproblems; then, each subproblem is solved independently using FindSPHF. Table 5.1 compares the performance and resulting codomain size of our SPHF constructions.

- Perfect SPHF Construction (Section 5.6): We show that if a hash function $\rho: \Sigma \rightarrow\{0,1, \ldots, N-1\}$ is chosen uniformly at random among all functions that are injective on $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$, then $\rho$ is a minimal perfect SPHF for $S$. Afterward, we propose a Las Vegas approach, FindSPHF, that securely and efficiently obtains such a function $\rho$. The key idea in FindSPHF is assigning unique random labels to items in $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$, followed by a judicious label unification step for duplicates $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}}$. We give two embodiments for FindSPHF, namely, Label-then-Unify and Merge-THEN-UNIFY.
- Distribution-Resolution Construction (Sections 5.7 and 5.8): For more efficient SPHF construction, Section 5.7 introduces a Distribution level that uses a standard balls and bins analysis [107] to find a distributor function $\Psi$ that securely partitions $S$ into $m=\left|S^{\mathcal{A}}\right|+\left|S^{\mathcal{B}}\right|$ subproblems of size $\mathcal{O}(\log m)$ each. Then, FindSPHF solves these subproblems independently (but in parallel) giving SPHFs $\rho_{i}$ that we call resolvers (because they resolve intra-bin collisions). Section 5.8 describes how to combine $\Psi$ and the $\rho_{i}$ s to obtain the desired SPHF $\rho$ for $S$. One of the security measures in Distribution level is formulating the notion of two-party Oblivious Distributed PRF (ODPRF), whose DPRF part is in the spirit of Naor et al. [72]. The use of an ODPRF as a distributor function forces a party (querier) to seek assistance of the other party


## Table 5.1.

Performance of proposed SPHF constructions: Let $m_{\mathcal{A}}=\left|S^{\mathcal{A}}\right|, m_{\mathcal{B}}=\left|S^{\mathcal{B}}\right|$, $m=m_{\mathcal{A}}+m_{\mathcal{B}}$ and the security-performance parameter $\kappa$ be a small integer; as $m$ grows larger, a smaller $\kappa$ suffices for the same level of security (see Section 5.8 for choice of $\kappa$ ).

| Scheme |  <br> Communication | Rounds | Codomain <br> Cardinality |
| :---: | :---: | :---: | :---: |
| Label-then-Unify $(\S 5.6 .1)$ | $\mathcal{O}\left(m_{\mathcal{A}} \cdot m_{\mathcal{B}}\right)$ | $\mathcal{O}(1)$ | $m$ |
| Merge-then-Unify $(\S 5.6 .2)$ | $\mathcal{O}(m \log m)$ | $\mathcal{O}(\log m)$ | $m$ |
| Distribute-Label $(\S 5.7$ and $\S 5.6 .1)$ | $\mathcal{O}\left(m\left(\kappa+\left(\frac{\log m}{\log \log m}\right)^{2}\right)\right)$ | $\mathcal{O}(1)$ | $\mathcal{O}\left(\frac{m \log m}{\log \log m}\right)$ |
| Distribute-Merge $(\S 5.7$ and $\S 5.6 .2)$ | $\mathcal{O}(m(\kappa+\log m))$ | $\mathcal{O}(\log \log m)$ | $\mathcal{O}\left(\frac{m \log m}{\log \log m}\right)$ |

for computing $\Psi(x)$, without compromising either $x$ or $\Psi(x)$. We propose a two-party ODPRF based on a combination of Micali and Sidney's xor-PRFs [108] and any standard Oblivious PRF (e.g., [28], [70], [71], [109], [110]).

### 5.3.3 Use Cases and Implications

In Section 5.9, we describe two applications for which input-size reduction through SPHFs results in significant performance improvements. We also discuss the implicit connection of secure perfect hashing with the important and well-studied problem of Private Set Intersection (PSI). In particular, we show that given an SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$, PSI on inputs $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ can be solved through exactly $\left|S^{\mathcal{A}}\right|+\left|S^{\mathcal{B}}\right|$ invocations of secure multiplication in one round of communication.

### 5.4 Problem Definition

The first step in designing Secure Perfect Hash Functions (SPHFs) is to precisely formulate the security requirements with respect to the private input sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ (recall that $\left.S=S^{\mathcal{A}} \cup S^{\mathcal{B}} \subset \Sigma\right)$. One requirement is that neither Alice nor Bob should be able to individually compute $\rho(x)$ for $x \in \Sigma$, where $\rho$ is the desired SPHF. Otherwise, the inherently small codomain of $\rho$ would enable a party to obtain information about the other party's private
set via a membership-testing attack - because of $\rho$ 's small codomain, it would be trivial to find integers that collide under $\rho$, resulting in information leakage about the private sets. For example, if $y \in S^{\mathcal{A}}$, Alice learns that any $x \neq y$ with $\rho(x)=\rho(y)$ cannot be in $S^{\mathcal{B}}$, thereby leaking information about $S^{\mathcal{B}}$ to Alice. The above vulnerability cannot be fixed by enlarging the codomain as doing so would defeat the purpose of input-size reduction and perfect hashing. To overcome this vulnerability, our definition will require that Alice and Bob learn only the image of their own respective private set under $\rho$ as illustrated in Figure 5.1.

Definition 5.1 (Secure Perfect Hash Function). A hash function $\rho: \Sigma \rightarrow\{0,1, \ldots, N-1\}$ is an SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$ if and only if

1. Correctness: $\rho$ is a PHF for $S$ ( $\rho$ is injective on $S$ ).
2. Security: Given Alice's private output $\varrho^{\mathcal{A}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{A}}}$, but not $\rho$ itself, Alice must not be able to learn anything about $S^{\mathcal{B}}$. Formally, for any $y \in \Sigma$

$$
\begin{equation*}
\left|\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \varrho^{\mathcal{A}}\right]-\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]\right| \leq \text { negl }, \tag{5.1}
\end{equation*}
$$

Similarly, for Bob's private output $\varrho^{\mathcal{B}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{B}}}$ and any $y \in \Sigma$

$$
\begin{equation*}
\left|\operatorname{Pr}\left[y \in S^{\mathcal{A}} \mid \varrho^{\mathcal{B}}\right]-\operatorname{Pr}\left[y \in S^{\mathcal{A}}\right]\right| \leq \text { negl }, \tag{5.2}
\end{equation*}
$$

where negl is a negligible function in the implicit security parameter. In the special case of negl $=0, \rho$ is called a perfect $\boldsymbol{S P H F}$.


Figure 5.1. $\left(\varrho^{\mathcal{A}}, \varrho^{\mathcal{B}}\right)=\mathcal{F}_{\text {SPHF }}\left(S^{\mathcal{A}}, S^{\mathcal{B}}\right)$

The security requirement in Definition 5.1 implies that a minimal SPHF has a codomain of $N=\left|S^{\mathcal{A}}\right|+\left|S^{\mathcal{B}}\right|$ possible hash values. Note that defining SPHF minimality as $N=\left|S^{\mathcal{A}} \cup S^{\mathcal{B}}\right|$ would reveal information about $S^{\mathcal{A}} \cap S^{\mathcal{B}}$.

### 5.5 Major Challenges

There are two major obstacles towards obtaining an SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$ :

1. Privacy and Security: The classical perfect hashing algorithms (e.g., [97], [98]) require centralized knowledge of $S$ to obtain the injective behavior. Even the secure sizereduction scheme in [60] depends on a trusted party who knows all the input items (the scheme also allows collisions with a small probability). Our solutions reveal only a value $m$ that is equal to $\left|S^{\mathcal{A}}\right|+\left|S^{\mathcal{B}}\right|$. If it is desired to hide $\left|S^{\mathcal{A}}\right|$ and $\left|S^{\mathcal{B}}\right|$ [111], parties may add a random number of dummy items to their respective private sets before engaging in our SPHF construction protocols, thereby revealing only a loose upper bound on the sizes of their respective sets.
2. Efficiency: It is not clear how to use the general 2 PC techniques to practically and securely implement the classical perfect hashing algorithms. For example, currently there is no known practical circuit for implementing such schemes through garbled circuits. Moreover, such a (hypothetical) circuit would have a large number of gates, because of the large input items in $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$. Our solutions mitigate this "curse of large inputs" through a judicious combination of local computations and fast cryptographic primitives such as lightweight computations in additive split form.

### 5.6 Constructing a Minimal Perfect SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$

W.l.o.g., we assume $\left|S^{\mathcal{A}}\right|=\left|S^{\mathcal{B}}\right|=\gamma$ resulting in $m=2 \gamma$. Let $\operatorname{Inj}_{\Sigma, 2 \gamma}(S)$ denote the set of all functions $f: \Sigma \xrightarrow{\text { Injective on } S}\{0,1, \ldots, 2 \gamma-1\}$. Lemma 5.1 formally argues that any function chosen uniformly at random from $\operatorname{lnj}_{\Sigma, 2 \gamma}(S)$ is a minimal perfect SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$ (recall that a minimal SPHF has a codomain of size $N=m$ ). Based on this
observation, we propose the FindSPHF approach that gives a minimal perfect SPHF for $S$. The key idea in FindSPHF consists of two steps:

1. Obliviously assigning distinct random hash values in the range $\{0,1, \ldots, 2 \gamma-1\}$ to items in $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$; then,
2. obliviously unifying the labels for duplicate items $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}}$.

$$
\underbrace{S^{\mathcal{A}}=\{10,7,23,11\}}_{\|}
$$

Assign a random unique label from $\{0,1, \cdots, 7\}$ to each item

|  | $\mathcal{A}$ | $\mathcal{A}$ | $\mathcal{A}$ | $\mathcal{A}$ | $\mathcal{B}$ | $\mathcal{B}$ | $\mathcal{B}$ | $\mathcal{B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | 10 | 7 | 23 | 11 | 87 | 10 | 11 | 27 |
| $l(x)$ | 6 | 2 | 7 | 1 | 0 | 5 | 3 | 4 |

$\downarrow$
Unify labels for duplicates $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}}$


Return private outputs $\varrho^{\mathcal{A}}$ and $\varrho^{\mathcal{B}}$
$\overbrace{\varrho^{\mathcal{A}}=\{(10,6),(7,2),(23,7),(11,1)\} \quad \varrho_{\varrho^{\mathcal{B}}=\{(87,0),(10,6),(11,1),(27,4)\}}}$

Figure 5.2. High-level illustration of FindSPHF through an example ( $\gamma=$ 4). Sections 5.6.1 and 5.6.2 propose protocols that securely and efficiently apply this approach.

Figure 5.2 illustrates the FindSPHF approach for a small example $(\gamma=4)$. We propose two embodiments of the above idea: The first embodiment, LABEL-THEN-UnIFY (Section 5.6.1), requires $\mathcal{O}\left(\gamma^{2}\right)$ computation in $\mathcal{O}(1)$ rounds; the second embodiment, Merge-then-Unify (Section 5.6.2), needs $\mathcal{O}(\gamma \log \gamma)$ computation in $\mathcal{O}(\log \gamma)$ rounds.

Lemma 5.1. Let $S^{\mathcal{A}}, S^{\mathcal{B}} \subseteq \Sigma$ such that $\left|S^{\mathcal{A}}\right|=\left|S^{\mathcal{B}}\right|=\gamma$; any function $\rho$ chosen uniformly at random from $\operatorname{lnj}_{\Sigma, 2 \gamma}(S)$ is a minimal perfect SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$.

Proof. We show that $\rho$ satisfies the requirements of Definition 5.1. Injectivity and minimality of $\rho$ follow from the choice $\rho \in \operatorname{Inj}_{\Sigma, 2 \gamma}(S)$. For the security requirement, we prove security against Alice by showing that for $\varrho^{\mathcal{A}}=\{(x, \rho(x))\}_{x \in S_{\mathcal{A}}}$ and any $y \in \Sigma$

$$
\begin{equation*}
\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \varrho^{\mathcal{A}}\right]=\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right] \tag{5.3}
\end{equation*}
$$

that is equivalent to Equation 5.1 with negl $=0$; security against Bob as in Equation 5.2 follows a symmetric argument.

Let $\phi: \Sigma \rightarrow\{0,1 \ldots, 2 \gamma-1\}$ be constructed as in Figure 5.3. In particular, the construction samples hash values for all items in a certain order: First, it samples (without

$$
\begin{aligned}
& \phi \stackrel{\$}{\leftarrow} \operatorname{lnj}_{\Sigma, 2 \gamma}(S) \\
& \hline 1: \Gamma=\{0,1, \cdots, 2 \gamma-1\} \\
& 2: \text { for all } x \in S^{\mathcal{A}} \text { do } \\
& 3: \phi(x) \stackrel{\$}{\leftarrow} \Gamma \\
& 4: \Gamma=\Gamma \backslash\{\phi(x)\} \\
& 5: \text { endfor } \\
& 6: \text { for all } x \in S^{\mathcal{B}} \backslash S^{\mathcal{A}} \\
& 7: \phi(x) \stackrel{\$}{\leftarrow} \Gamma \\
& 8: \Gamma=\Gamma \backslash\{\phi(x)\} \\
& 9: \text { endfor } \\
& 10: \text { for all } x \notin S \text { do } \\
& 11: \phi(x) \stackrel{\$}{\leftarrow}\{0,1, \cdots, 2 \gamma-1\} \\
& 12: \text { endfor }
\end{aligned}
$$

Figure 5.3. The hypothetical function $\phi$ used in the proof of Lemma 5.1
replacement) hashes $\phi(x)$ for $x \in S^{\mathcal{A}}$, and then continues for $x \in S^{\mathcal{B}} \backslash S^{\mathcal{A}}$; finally, it samples (with replacement) hashes $\phi(x)$ for $x \in \Sigma \backslash S$. By construction, $\phi$ is chosen uniformly at random from $\operatorname{Inj}_{\Sigma, 2 \gamma}(S)$. Moreover, the mapping of $S^{\mathcal{A}}$ under $\phi$ is independent of the set $S^{\mathcal{B}}$; thus, by definition

$$
\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid\{(x, \phi(x))\}_{x \in S_{\mathcal{A}}}\right]=\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]
$$



$$
\begin{aligned}
\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \varrho^{\mathcal{A}}\right] & =\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid\{(x, \rho(x))\}_{x \in S^{\mathcal{A}}}\right] \\
& =\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid\{(x, \phi(x))\}_{x \in S^{\mathcal{A}}}\right] \\
& =\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]
\end{aligned}
$$

This completes the proof that Equation 5.3 holds.

Our secure constructions for the FindSPHF approach use the Double-blind Permutation functionality as illustrated in Figure 5.4: Given a length- $\lambda$ input vector $\llbracket \mathbf{X} \rrbracket$, the functionality $\left(\llbracket \mathbf{Y} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Y} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{DBP}}\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{X} \rrbracket^{\mathcal{B}}\right)$ is such that $\llbracket \mathbf{Y} \rrbracket=\llbracket \pi(\mathbf{X}) \rrbracket$ for a random permutation $\pi:\{1,2, \cdots, \lambda\} \rightarrow\{1,2, \cdots, \lambda\}$ that is unknown to both parties. There are protocols in the literature that securely realize this functionality [112], [113]. Preferable is a symmetric double-use (with two independent random permutations) of protocol Single-Blind-PERM that was proposed in Chapter 4, which is particularly suitable for use in the secret splitting framework. Such a double use of Protocol 4.7 requires $\mathcal{O}(\lambda)$ computation and communication in a total of 2 rounds. Henceforth, we use the Double-blind Permutation functionality in a black-box manner.


Figure 5.4. $\left(\llbracket \mathbf{Y} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Y}^{\mathcal{B}} \rrbracket\right)=\mathcal{F}_{\mathrm{DBP}}\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{X} \rrbracket^{\mathcal{B}}\right)$ such that $\llbracket \mathbf{Y} \rrbracket=\llbracket \pi(\mathbf{X}) \rrbracket$ for a random permutation $\pi$ that is unknown to both parties.

Notation 5.1. Henceforth, for simpler representation we use the established predicate notation to denote the general "private equality test" functionality that can be obtained from $\mathcal{F}_{\text {EQZ }}$. Recall that the output of predicate evaluation is always additively split, while the operands may or may not be split; for example, $(\llbracket a \rrbracket==b$ ) gives $\llbracket 1 \rrbracket$ if $a==b$, and ( $a==b$ ) gives $\llbracket 0 \rrbracket$ if $a \neq b$.

### 5.6.1 FindSPHF: Randomized Label-then-Unify

Protocol 5.1, Label-Then-Unify, securely computes FindSPHF in two phases:

1. Label items randomly and uniquely, then unify labels for duplicate items: Alice (resp. Bob) creates a length- $\gamma$ vector $\mathbf{U}$ (resp. V) with items of $S^{\mathcal{A}}$ (resp. $S^{\mathcal{B}}$ ) in arbitrary order. Alice and Bob assign random distinct labels to entries in $\mathbf{U}$ and $\mathbf{V}$ by generating an initial label vector $\llbracket \mathbf{L} \rrbracket$ consisting of hash values $\{0,1, \cdots, 2 \gamma-1\}$ in a random order; i.e., $\llbracket \mathbf{L} \rrbracket=\llbracket \pi([0,1, \ldots, 2 \gamma-1]) \rrbracket$, where $\pi$ is unknown to both parties. Pairing $\mathbf{U}$ and the first $\gamma$ entries of $\llbracket \mathbf{L} \rrbracket$ gives an initial mapping of item-hash pairs $\left\{\left(u_{i}, \llbracket l_{i} \rrbracket\right)\right\}$ for $1 \leq i \leq \gamma$. Similarly, pairing $\mathbf{V}$ and the second $\gamma$ entries of $\llbracket \mathbf{L} \rrbracket$ gives an initial mapping $\left\{\left(v_{j}, \llbracket l_{\gamma+j} \rrbracket\right)\right\}$ for $1 \leq j \leq \gamma$. However, this initial mapping is inconsistent (by construction) when $S^{\mathcal{A}} \cap S^{\mathcal{B}}$ is non-empty, in the sense that Alice's and Bob's initial mappings give different hash values for any $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}}$; more formally

$$
\begin{equation*}
\forall x \in S^{\mathcal{A}} \cap S^{\mathcal{B}} \exists 1 \leq i, j \leq \gamma \text { s.t. } \quad u_{i}=x=v_{j} \wedge l_{i} \neq l_{\gamma+j} \tag{5.4}
\end{equation*}
$$

The following Protocol 5.1 unifies such inconsistent labels for $x$ by overwriting $\llbracket l_{\gamma+j} \rrbracket$ with $\llbracket l_{i} \rrbracket$. To do so, Alice and Bob first compute a $\gamma \times \gamma$ indicator matrix $\llbracket \boldsymbol{\Delta} \rrbracket$ that obliviously captures the position of duplicate items, i.e., $\llbracket \delta_{i, j} \rrbracket=\left(u_{i}==v_{j}\right)$. Then, an updated label vector $\llbracket \mathbf{L}^{\prime} \rrbracket$ is computed as follows:

$$
\begin{align*}
\llbracket l_{i}^{\prime} \rrbracket & =\llbracket l_{i} \rrbracket & & \text { for } 1 \leq i \leq \gamma  \tag{5.5}\\
\llbracket l_{\gamma+j}^{\prime} \rrbracket & =\llbracket \delta_{i, j} \cdot l_{i} \rrbracket+\llbracket\left(1-\delta_{i, j}\right) \cdot l_{j} \rrbracket & & \text { for } 1 \leq j \leq \gamma \wedge \llbracket \delta_{i, j} \rrbracket=1
\end{align*}
$$

Remark 5.1. Note that
(a) The initial label vector $\llbracket \mathbf{L} \rrbracket=\llbracket \pi([0,1, \cdots, 2 \gamma-1]) \rrbracket$ is independent of $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ and can be computed ahead of time, which allows Protocol 5.1 to take $\llbracket \mathbf{L} \rrbracket$ as an auxiliary input.
(b) The random permutation $\pi$ determines the choice of $\rho \in \operatorname{lnj}_{\Sigma, 2 \gamma}(S)$; $\pi$ enforces injectivity on $S$, while allowing (implicit) arbitrary mapping of items in $\Sigma \backslash S$.
(c) Alice and Bob cannot determine which labels have been unified because any label $\llbracket l_{\gamma+j} \rrbracket$ is overwritten either with itself (if $\llbracket \delta_{i, j} \rrbracket=0$ for all $1 \leq i \leq \gamma$ ), or with some $\llbracket l_{i} \rrbracket$ (if $\llbracket \delta_{i, j} \rrbracket=1$ for exactly one index $i$ ). Recall that the secure multiplication in split form implicitly re-splits the resulting secret shares, which prevents parties from recognizing if a label has been overwritten with itself or with another label.
2. Return private outputs: At this point, Alice and Bob have an SPHF in split form. Alice sends $\llbracket l_{\gamma+1}^{\prime} \rrbracket^{\mathcal{A}}, \llbracket l_{\gamma+2}^{\prime} \rrbracket^{\mathcal{A}}, \ldots, \llbracket l_{2 \gamma}^{\prime} \rrbracket^{\mathcal{A}}$ to Bob, and Bob sends $\llbracket l_{1}^{\prime} \rrbracket^{\mathcal{B}}, \llbracket l_{2}^{\prime} \rrbracket^{\mathcal{B}}, \ldots, \llbracket l_{\gamma}^{\prime} \rrbracket^{\mathcal{B}}$ to Alice. Following this, each party computes their respective private output:

$$
\begin{align*}
\varrho^{\mathcal{A}} & =\{(x, \rho(x))\}_{x \in S^{\mathcal{A}}}=\left\{\left(u_{i}, l_{i}^{\prime}\right)\right\} \quad \text { for } 1 \leq i \leq \gamma  \tag{5.6}\\
\varrho^{\mathcal{B}} & =\{(x, \rho(x))\}_{x \in S^{\mathcal{B}}}=\left\{\left(v_{j}, l_{\gamma+j}^{\prime}\right)\right\} \text { for } 1 \leq j \leq \gamma
\end{align*}
$$

Lemma 5.2 (Correctness of Protocol 5.1). A function $\rho: \Sigma \rightarrow\{0,1 \ldots, 2 \gamma-1\}$ obtained by Label-Then-Unify is a minimal perfect SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$.

Proof. Due to Lemma 5.1, it suffices to prove that the protocol returns a function chosen uniformly at random from $\operatorname{Inj}_{\Sigma, 2 \gamma}(S)$; below, we prove that for any $\phi \in \operatorname{In} j_{\Sigma, 2 \gamma}(S)$

$$
\begin{equation*}
\operatorname{Pr}[\rho=\phi]=\frac{1}{\left|\operatorname{lnj}_{\Sigma, 2 \gamma}(S)\right|}, \text { where }\left|\operatorname{lnj}_{\Sigma, 2 \gamma}(S)\right|=\frac{(2 \gamma)!}{(2 \gamma-|S|)!} \cdot(2 \gamma)^{|\Sigma \backslash S|} \tag{5.7}
\end{equation*}
$$

Below, we partition $\Sigma$ into three disjoint sets and analyze $\rho$ 's behavior for each one separately:

1. " $S^{\prime}=S \backslash\left(S^{\mathcal{A}} \cap S^{\mathcal{B}}\right)$ ": Protocol 5.1 merely uses the random permutation $\pi$ to assign unique hash values to items in $S^{\prime}$; the unification process does not modify these hashes. Thus, choice of $\pi$ fixes one of the $\frac{(2 \gamma)!}{\left(2 \gamma-\left|S^{\prime}\right|\right)!}$ possible mappings for items in $S^{\prime}$.
2. " $S^{\mathcal{A}} \cap S^{\mathcal{B}}$ ": Step 1 in the protocol assigns two distinct and unique hash values to each $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}}$; then, Step 3 overwrites one of these labels with the other one. Hence, the choice of $\pi$ determines one of the $\frac{\left(2 \gamma-\left|S^{\prime}\right|\right)!}{\left(2 \gamma-\left|S^{\prime}\right|-\left|S^{A} \cap S^{\mathcal{B}}\right|\right)!}$ possible mappings for items in $S^{\mathcal{A}} \cap S^{\mathcal{B}}$, and it does not matter which one is used.
3. " $\Sigma \backslash S$ ": Protocol 5.1 allows (implicit) arbitrary mapping of items in $\Sigma \backslash S$ to hash values $\{0,1 \ldots, 2 \gamma-1\}$; there are $(2 \gamma)^{|\Sigma \backslash S|}$ such mappings.

FindSPHF: Label-then-Unify (public parameter $\gamma$ )

Alice
On input $S^{\mathcal{A}}$
Aux. input $\llbracket \mathbf{L} \rrbracket^{\mathcal{A}}$

Bob
On input $S^{\mathcal{B}}$ Aux. input $\llbracket \mathbf{L} \rrbracket^{\mathcal{B}}$

Phase 1: Label items randomly and uniquely, then unify labels for duplicate item $\qquad$

Create vector $\mathbf{V}$ that contains items of $S^{\mathcal{B}}$ in an arbitrary order
$2:$

$3: \llbracket \boldsymbol{\Delta} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{L} \rrbracket^{\mathcal{A}}$
$\llbracket \boldsymbol{\Delta} \rrbracket^{\mathcal{B}}, \llbracket \mathbf{L} \rrbracket^{\mathcal{B}}$


Phase 2: Return private outputs

$$
\stackrel{\llbracket l_{\gamma+1}^{\prime} \rrbracket^{\mathcal{A}}, \llbracket l_{\gamma+2}^{\prime} \rrbracket^{\mathcal{A}}, \ldots, \llbracket l_{2 \gamma}^{\prime} \rrbracket^{\mathcal{A}}}{\llbracket l_{1}^{\prime} \rrbracket^{\mathcal{B}}, \llbracket l_{2}^{\prime} \rrbracket^{\mathcal{B}}, \ldots, \llbracket l_{\gamma}^{\prime} \rrbracket^{\mathcal{B}}}
$$

$5: \quad \varrho^{\mathcal{A}}=\left\{\left(u_{i}, l_{i}^{\prime}\right)\right\}_{1 \leq i \leq \gamma}$ $\varrho^{\mathcal{B}}=\left\{\left(v_{j}, l_{\gamma+j}^{\prime}\right)\right\}_{1 \leq j \leq \gamma}$
$6: \operatorname{return} \varrho^{\mathcal{A}}$ return $\varrho^{\mathcal{B}}$

Protocol 5.1. Secure realization of FindSPHF approach in constant rounds

Hence, the function $\rho$ obtained by Protocol 5.1 is chosen uniformly at random among

$$
\frac{(2 \gamma)!}{\left(2 \gamma-\left|S^{\prime}\right|\right)!} \cdot \frac{\left(2 \gamma-\left|S^{\prime}\right|\right)!}{\left(2 \gamma-\left|S^{\prime}\right|-\left|S^{\mathcal{A}} \cap S^{\mathcal{B}}\right|\right)!} \cdot(2 \gamma)^{|\Sigma \backslash S|}
$$

possible functions in $\ln j_{\Sigma, 2 \gamma}(S)$. As a result, recalling that $S^{\prime}$ and $S^{\mathcal{A}} \cap S^{\mathcal{B}}$ are disjoint, we get

$$
\begin{aligned}
\operatorname{Pr}[\rho=\phi] & =\frac{\left(2 \gamma-\left|S^{\prime}\right|\right)!}{(2 \gamma)!} \cdot \frac{\left(2 \gamma-\left|S^{\prime}\right|-\left|S^{\mathcal{A}} \cap S^{\mathcal{B}}\right|\right)!}{\left(2 \gamma-\left|S^{\prime}\right|\right)!} \cdot \frac{1}{(2 \gamma)^{|\Sigma \backslash S|}} \\
& =\frac{(2 \gamma-|S|)!}{(2 \gamma)!\cdot(2 \gamma)^{|\Sigma \backslash S|}}=\frac{1}{\left|\operatorname{lnj} j_{\Sigma, 2 \gamma}(S)\right|}
\end{aligned}
$$

Lemma 5.3 (Security of Protocol 5.1). Protocol Label-then-Unify, on Alice's and Bob's respective private inputs $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$, that computes the functionality $\left(\varrho^{\mathcal{A}}, \varrho^{\mathcal{B}}\right)=\mathcal{F}_{\text {SPHF }}\left(S^{\mathcal{A}}, S^{\mathcal{B}}\right)$ is secure in the semi-honest threat model. Moreover, given black-box access to the $\mathcal{F}_{\mathrm{EQZ}}$ functionality, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. It suffices to discuss the security of steps 2 and 3: Step 2 merely uses the "equal to zero" functionality ( $\mathcal{F}_{\text {EQZ }}$ from Chapter 3) in a black-box manner, and Step 3 applies the mapping summarized in Equation 5.5 that only uses secure addition and multiplication in split form. Hence, Protocol 5.1 is unconditionally secure in the ABB model of computation.

### 5.6.2 FindSPHF: Randomized Merge-then-Unify

The key observation for improving computation and communication complexities of the LABEL-THEN-UNIFY protocol is that the $\gamma \times \gamma$ indicator matrix $\llbracket \boldsymbol{\Delta} \rrbracket$ computed in Step 2 of Protocol 5.1 has at most one non-zero entry in each row and each column. This allows reducing the dimension of $\llbracket \boldsymbol{\Delta} \rrbracket$ from $\gamma \times \gamma$ to $1 \times 2 \gamma$ through the use of Oblivious Merge functionality as illustrated in Figure 5.5: Given two sorted input vectors $\llbracket \mathbf{X} \rrbracket$ and $\llbracket \mathbf{Y} \rrbracket$, the functionality $\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{MERGE}}\left(\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Y} \rrbracket^{\mathcal{A}}\right),\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{B}}, \llbracket \mathbf{Y} \rrbracket^{\mathcal{B}}\right)\right)$ is such that $\llbracket \mathbf{Z} \rrbracket=$ $\llbracket \operatorname{Merge}(\mathbf{X}, \mathbf{Y}) \rrbracket$, where $\operatorname{Merge}(\mathbf{X}, \mathbf{Y})$ is the sorted combination of $\mathbf{X}$ and $\mathbf{Y}$. For computing
this functionality, we shall use the results of Jónsson et al. [114] that give a secure two-party protocol adaptation of Batcher's merge [115] for secure merging in split form. For two input vectors of length $\gamma$, the secure merge protocol of [114] requires $\mathcal{O}(\gamma \log \gamma)$ computation and communication in $\mathcal{O}(\log \gamma)$ rounds.


Figure 5.5. $\quad\left(\llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}\right)=\mathcal{F}_{\text {MERGE }}\left(\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{Y} \rrbracket^{\mathcal{A}}\right),\left(\llbracket \mathbf{X} \rrbracket^{\mathcal{B}}, \llbracket \mathbf{Y} \rrbracket^{\mathcal{B}}\right)\right)$, which takes sorted vectors $\llbracket \mathbf{X} \rrbracket$ and $\llbracket \mathbf{Y} \rrbracket$ as input, and outputs their sorted combination as vector $\llbracket \mathbf{Z} \rrbracket$ in split form.

Following the observation above, we propose another embodiment for our FindSPHF approach, Merge-then-Unify, which needs $\mathcal{O}(\gamma \log \gamma)$ computation and communication in $\mathcal{O}(\log \gamma)$ rounds. Merge-Then-Unify consists of three phases:

1. Mark ownership, sort and merge: First, Alice and Bob locally mark their private inputs so they can determine the owner of each item after merging, randomly permuting, and processing the data in split form. To do so, they locally construct marked sets $S^{\mathcal{A}} \times\{0\}$ and $S^{\mathcal{B}} \times\{1\}$, thereby, pairing each item $x$ with an ownership indicator (denoted by Owner $(x)$ ).

After marking ownership, Alice and Bob locally sort their private sets and obtain strictly increasing length- $\gamma$ vectors $\mathbf{U}$ and $\mathbf{V}$. Then, they obliviously merge $\mathbf{U}$ and $\mathbf{V}$ to obtain the sorted combination of both, i.e., a length- $2 \gamma$ vector $\llbracket \mathbf{Z} \rrbracket$. Note that for any $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}},(x, 0)$ from Alice's input immediately precedes $(x, 1)$ from Bob's input (the ownership bits will be also split).
2. Label items randomly and uniquely, then unify labels for duplicate items: Alice and Bob assign random distinct labels from $\{0,1 \ldots, 2 \gamma-1\}$ to items in $\llbracket \mathbf{Z} \rrbracket$ by pairing $\llbracket \mathbf{Z} \rrbracket$ with an initial label vector $\llbracket \mathbf{L} \rrbracket=\llbracket \pi_{1}([0,1, \cdots, 2 \gamma-1]) \rrbracket$, where $\pi_{1}$ is a double-blind permutation. This results in an initial mapping $\left\{\left(\llbracket z_{i} \rrbracket, \llbracket l_{i} \rrbracket\right)\right\}_{1 \leq i \leq 2 \gamma}$ that is
inconsistent (by construction) when $S^{\mathcal{A}} \cap S^{\mathcal{B}}$ is non-empty, in the sense that Alice's and Bob's initial mappings give different hash values for any $x \in S^{\mathcal{A}} \cap S^{\mathcal{B}}$; more formally

$$
\begin{equation*}
\forall x \in S^{\mathcal{A}} \cap S^{\mathcal{B}} \exists 2 \leq i \leq 2 \gamma \text { s.t. } \quad z_{i-1}=(x, 0) \wedge z_{i}=(x, 1) \wedge l_{i-1} \neq l_{i} \tag{5.8}
\end{equation*}
$$

This phase unifies the inconsistent labels for duplicates by overwriting $\llbracket l_{i} \rrbracket$ with $\llbracket l_{i-1} \rrbracket$. To do so, Alice and Bob compute a $1 \times 2 \gamma$ vector $\llbracket \Delta \rrbracket$ that obliviously captures the position of duplicates, i.e., $\llbracket \delta_{1} \rrbracket=0$ and $\llbracket \delta_{i} \rrbracket=\left(z_{i-1}==z_{i}\right)$ for $2 \leq i \leq 2 \gamma$. Then, they compute an updated label vector $\llbracket \mathbf{L}^{\prime} \rrbracket$ such that

$$
\begin{align*}
\llbracket l_{1}^{\prime} \rrbracket & =\llbracket l_{1} \rrbracket  \tag{5.9}\\
\llbracket l_{i}^{\prime} \rrbracket & =\llbracket \delta_{i} \cdot l_{i-1} \rrbracket+\llbracket\left(1-\delta_{i}\right) \cdot l_{i} \rrbracket \quad \text { for } 2 \leq i \leq 2 \gamma
\end{align*}
$$

Remark 5.2. Note that (similar to Remark 5.1)
(a) The initial label vector $\llbracket \mathbf{L} \rrbracket=\llbracket \pi_{1}([0,1, \cdots, 2 \gamma-1]) \rrbracket$ is independent of $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ and can be computed ahead of time.
(b) The random permutation $\pi_{1}$ determines the choice of $\rho \in \operatorname{lnj}{ }_{\Sigma, 2 \gamma}(S) ; \pi_{1}$ enforces injectivity on $S$, while allowing (implicit) arbitrary mapping of items in $\Sigma \backslash S$.
(c) Alice and Bob cannot determine which labels have been unified because any label $\llbracket l_{i} \rrbracket$ for $2 \leq i \leq 2 \gamma$ is overwritten either with itself (if $\llbracket \delta_{i} \rrbracket=0$ ), or with $\llbracket l_{i-1} \rrbracket$ (if $\llbracket \delta_{i} \rrbracket=1$ ). Recall that the secure multiplication in split form implicitly re-splits the secret shares, which prevents parties from recognizing if a label has been overwritten with itself or with another label.
3. Shuffle, and return private outputs: After unifying labels for duplicates, Alice and Bob have an SPHF in split form. Since $\llbracket \mathbf{Z} \rrbracket$ is sorted, revealing the ownership bits would reveal information about the rank of items in $S$, and thus about $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$. Hence, before revealing ownership bits, Alice and Bob shuffle both $\llbracket \mathbf{Z} \rrbracket$ and $\llbracket \mathbf{L}^{\prime} \rrbracket$ using
a double-blind permutation $\pi_{2}$ to obtain $\llbracket \mathbf{Z}^{\prime} \rrbracket=\pi_{2}(\llbracket \mathbf{Z} \rrbracket)$ and $\llbracket \mathbf{L}^{\prime \prime} \rrbracket=\pi_{2}\left(\llbracket \mathbf{L}^{\prime} \rrbracket\right)$. At this point, Alice and Bob safely reveal the ownership bits for all items in $\llbracket \mathbf{Z}^{\prime} \rrbracket$ and obtain

$$
\begin{align*}
I^{\mathcal{A}} & =\left\{i \mid 1 \leq i \leq 2 \gamma \wedge \operatorname{Owner}\left(z_{i}^{\prime}\right)=0\right\}  \tag{5.10}\\
I^{\mathcal{B}} & =\left\{i \mid 1 \leq i \leq 2 \gamma \wedge \operatorname{OwnER}\left(z_{i}^{\prime}\right)=1\right\}
\end{align*}
$$

Then, Alice sends $\left\{\llbracket z_{i}^{\prime} \rrbracket^{\mathcal{A}}, \llbracket l_{i}^{\prime \prime} \rrbracket^{\mathcal{A}}\right\}_{i \in I^{\mathcal{B}}}$ to Bob, and Bob sends $\left\{\llbracket z_{i}^{\prime} \rrbracket^{\mathcal{B}}, \llbracket l_{i}^{\prime \prime} \rrbracket^{\mathcal{B}}\right\}_{i \in I^{\mathcal{A}}}$ to Alice. Finally, each party computes his/her respective private output as follows:

$$
\begin{align*}
& \varrho^{\mathcal{A}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{A}}}  \tag{5.11}\\
&=\left\{\left(z_{i}^{\prime}, l_{i}^{\prime \prime}\right)\right\}_{i \in I^{\mathcal{A}}} \\
& \varrho^{\mathcal{B}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{B}}}=\left\{\left(z_{i}^{\prime}, l_{i}^{\prime \prime}\right)\right\}_{i \in I^{\mathcal{B}}}
\end{align*}
$$

Lemma 5.4 (Correctness of Merge-then-Unify). A function $\rho: \Sigma \rightarrow\{0,1 \ldots, 2 \gamma-1\}$ obtained by Merge-then-Unify is a minimal perfect SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$.

Proof. The proof that $\rho$ satisfies Definition 5.1 follows a similar argument to the proof of Lemma 5.2; i.e., the function $\rho$ is chosen uniformly at random from $\operatorname{lnj}_{\Sigma, 2 \gamma}(S)$ due to the uniform choice of permutation $\pi_{1}$ in the second phase.

Lemma 5.5 (Security of Protocol 5.1). Protocol Merge-then-Unify, on Alice's and Bob's respective private inputs $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$, that computes the functionality $\left(\varrho^{\mathcal{A}}, \varrho^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{SPHF}}\left(S^{\mathcal{A}}, S^{\mathcal{B}}\right)$ is secure in the semi-honest threat model. Moreover, given black-box access to the $\mathcal{F}_{\mathrm{EQZ}}$, $\mathcal{F}_{\text {MERGE }}$ and $\mathcal{F}_{\text {DBP }}$ functionalitities, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. Similar to the security argument in the proof of Lemma 5.3, all joint computations are consist of either (i) a black-box access to one of the functionalities $\mathcal{F}_{\text {EQZ }}, \mathcal{F}_{\text {MERGE }}$ and $\mathcal{F}_{\text {DBP }}$ for which there are secure realizations or (ii) secure arithmetic in split form. Hence, it suffices to ensure that neither party learns anything about the other party's private data due to the sorted order of items in vector $\mathbf{Z}$; this follows from the use of random permutations $\pi_{1}$ and $\pi_{2}$ in a double-blind manner:

- The use of random permutation $\pi_{1}$ in Phase 2 of the protocol guarantees that the label assigned to any item $z_{i}$ has no correlation with the rank of that item.
- The use of random permutation $\pi_{2}$ in Phase 3 of the protocol before revealing the ownership bits for all items ensures that neither party learns anything about the rank and order of items.


### 5.7 Distribution: Probabilistic Input Partitioning

Although the FindSPHF approach gives a solution to both secure perfect hashing and secure two-party input-size reduction problems, it requires either quadratic computation and communication (LABEL-THEN-UNIFY) or a logarithmic number of rounds (MERGE-THEN-UNIFY). In this section, we further improve the performance of our constructions by building on the FindSPHF approach. To do so, we use a standard balls and bins analysis [107] to create $m$ subproblems of size $\mathcal{O}(\log m)$ through a consistent partitioning of private sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$. Then, each subproblem will be solved independently using the FindSPHF approach; finally, our scheme combines the obtained SPHFs for these subproblems to provide an overall SPHF for the original set $S$. According to the balls and bins analysis, if $m$ balls (input items) are distributed into $m$ bins uniformly and independently at random, then the probability of having a bin with more than $\gamma$ balls is at most $m \cdot\left(\frac{e}{\gamma}\right)^{\gamma}$, which is not more than $\frac{1}{m}$ for sufficiently large $m$ and a choice of $\gamma \geq \frac{3 \ln m}{\ln \ln m}$ [107].

For a function $\Psi: \Sigma \rightarrow\{0,1, \cdots, m-1\}$, we define bins (subproblems) $S_{i}$ for $0 \leq i \leq$ $m-1$ as follows (private bins $S_{i}^{\mathcal{A}}$ and $S_{i}^{\mathcal{B}}$ are defined accordingly):

$$
\begin{equation*}
S_{i}=\{x \mid x \in S \wedge \Psi(x)=i\} \tag{5.12}
\end{equation*}
$$

We are interested in finding a function $\Psi$ that, when applied to the private sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ separately, results in a maximum load bin of at most $\gamma$ items; formally,

$$
\begin{equation*}
\max _{0 \leq i<m}\left(\left|S_{i}^{\mathcal{A}}\right|\right) \leq \gamma \quad \text { and } \quad \max _{0 \leq i<m}\left(\left|S_{i}^{\mathcal{B}}\right|\right) \leq \gamma \tag{5.13}
\end{equation*}
$$

If Equation 5.13 holds, we say $\Psi$ is a distributor for $S$. Note that Equation 5.13 implies that $\max _{0 \leq i<m}\left(\left|S_{i}\right|\right) \leq 2 \gamma$.

Remark 5.3 (Relaxed PHF [98]). For any set $S$ and an integer $k>0$, a function $h$ is considered to be a $(S, k)$-PHF if each bin $S_{i}$ under $h$ contains at most $k$ items. In other words, a $(S, k)$-PHF guarantees no more than $k$ collisions per hash value. According to this relaxed definition of perfect hashing, a distributor $\Psi$ for $S$ must be both a $\left(S^{\mathcal{A}}, \gamma\right)$-PHF and a $\left(S^{\mathcal{B}}, \gamma\right)$-PHF; this guarantees $\Psi$ being a $(S, 2 \gamma)$-PHF. Clearly, additional security measures (discussed below) are necessary for a distributor function.

Because of the security and performance requirements, there are two major challenges for finding a distributor $\Psi$. We first (in sections 5.7.1 and 5.7.2) discuss these challenges, and how we address them. Then (in Section 5.7.3), we propose our FindDistribtor protocol to obtain such a distributor $\Psi$ for set $S$.

### 5.7.1 Challenge 1: Preventing Exploitation of Distributor Function's Structure

Given a distributor $\Psi$ and any $x \in \Sigma$, neither party should be able to unilaterally compute $\Psi(x)$. Otherwise, an adversarial party (say, Alice) may exploit $\Psi$ to gain information about the other party's set, e.g., through a membership-testing attack; for example, Alice would easily find $\gamma^{\prime}>\gamma$ items which lay in the same bin under $\Psi$, and learn that some of these $\gamma^{\prime}$ items are not in $S^{\mathcal{B}}$ (this would violate the security property in Definition 5.1). In order to prevent such a structure exploitation, we first define the Distribution functionality (as illustrated in Figure 5.6) analogous to the SPHF functionality: Alice and Bob must learn only the mapping of their respective private sets under $\Psi$, which gives the desired partitioning. To satisfy all the requirements, $\Psi$ must be a cooperatively and securely computable PRF in the sense that:

- Cooperatively computable $\Psi$ : A querier who wants to compute $\Psi(x)$ for a private query $x$ must need the other party's cooperation via execution of a protocol. Any evaluation of $\Psi(x)$ without cooperation of both parties must be no better than a random guess.
- Securely Computable $\Psi$ : A protocol that enables the querier party to compute $\Psi(x)$ must be secure with respect to the querier's input and output; i.e., the other party involved in computing $\Psi(x)$ must not learn anything about $x$ and $\Psi(x)$.


Figure 5.6. Distribution functionality $\left(\psi^{\mathcal{A}}, \psi^{\mathcal{B}}\right)=\mathcal{F}_{\mathrm{DIST}}\left(S^{\mathcal{A}}, S^{\mathcal{B}}\right)$, where (i) $\Psi$ is cooperatively and securely computable; and, (ii) the maximum load bins for $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ under $\Psi$ have at most $\gamma$ items, i.e., $\left|S_{i}^{\mathcal{A}}\right|,\left|S_{i}^{\mathcal{B}}\right| \leq \gamma$ for $0 \leq i<m$.

To obtain the properties above, we combine the notions of OPRF and DPRF (both reviewed in Section 2.3) that leads to the formulation of an Oblivious Distributed PRF (ODPRF). Definition 5.2 formalizes 2-out-of-2 ODPRFs (denoted by ODPRF ${ }_{2}^{2}$ ). Then, we propose Protocol 5.2 that combines Micali and Sidney's xor-PRFs [108] with any standard OPRF, $\left\langle F, \operatorname{Prot}_{F}^{\mathrm{OPRF}}\right\rangle$, to obtain an $\mathrm{ODPRF}_{2}^{2}$.

Definition 5.2 (Oblivious Distributed PRF). Let the keyed function $\Psi$ be a PRF with the security parameter $\tau$. A 2-out-of-2 oblivious computation of $\Psi$ is a triple of efficient protocols $\left\langle G E N, \Psi^{\mathcal{A}: \mathcal{B}}, \Psi^{\mathcal{B}: \mathcal{A}}\right\rangle$ such that

- Gen $\left(1^{\tau}\right)$ generates a key $k=(\alpha, \beta)$ consisting of two secret keys $\alpha$ and $\beta$, one for each party.
- $\Psi^{\mathcal{A}: \mathcal{B}}$ is a secure protocol that enables Alice to efficiently compute $\Psi_{k}(x)$ for her private query $x$ with Bob's cooperation. Moreover, Alice cannot evaluate $\Psi_{k}(x)$ without invoking $\Psi^{\mathcal{A}: \mathcal{B}}$; i.e., for a truly random function $f(\cdot)$ and any PPT distinguisher $D$

$$
\begin{equation*}
\left|\operatorname{Pr}\left[D^{\Psi_{k}(\cdot)}\left(1^{\tau}, \alpha\right)=1\right]-\operatorname{Pr}\left[D^{f(\cdot)}\left(1^{\tau}, \alpha\right)=1\right]\right| \leq \operatorname{neg} \mid(\tau) \tag{5.14}
\end{equation*}
$$

- $\Psi^{\mathcal{B}: \mathcal{A}}$ is a secure protocol that enables Bob to efficiently compute $\Psi_{k}(x)$ for his private query $x$ with Alice's cooperation. Moreover, Bob cannot evaluate $\Psi_{k}(x)$ without invoking $\Psi^{\mathcal{B}: \mathcal{A}}$; i.e., for a truly random function $f(\cdot)$ and any PPT distinguisher $D$

$$
\begin{equation*}
\left|\operatorname{Pr}\left[D^{\Psi_{k}(\cdot)}\left(1^{\tau}, \beta\right)=1\right]-\operatorname{Pr}\left[D^{f(\cdot)}\left(1^{\tau}, \beta\right)=1\right]\right| \leq \operatorname{neg}((\tau) \tag{5.15}
\end{equation*}
$$

In both equations 5.14 and 5.15, the first probability is over the randomness of $D$ and choices of secret keys $\alpha$ and $\beta$; the second probability is over the randomness of $D$ and choices of secret keys $\alpha, \beta$ and the truly random function $f$; superscripts of $D$ denote oracle access to the corresponding function.

Lemma 5.6. Let $\left\langle F, \operatorname{Prot}_{F}^{O P R F}\right\rangle$ be an OPRF with the security parameter $\tau$. Then, the function $\Psi_{k}(x)=F_{\alpha}(x) \oplus F_{\beta}(x)$, where $\alpha$ and $\beta$ are respectively, Alice's and Bob's secret keys, together with the triple $\left\langle G E N, \Psi^{\mathcal{A}: \mathcal{B}}, \Psi^{\mathcal{B}: \mathcal{A}}\right\rangle$ as in Protocol 5.2 is an $O D P R F_{2}^{2}$.

Proof. Since subprotocol Gen generates two random bit-strings of length $\tau$ as secret keys $\alpha$ and $\beta, \alpha=\beta$ may happen only with the negligible probability $2^{-\tau}$; thus, we assume $\alpha \neq \beta$. Also, we consider secure computation of $F$ through $\operatorname{Prot}_{F}^{\mathrm{OPRF}}$ in a black-box manner.

The triple $\left\langle\right.$ GEn, $\left.\Psi^{\mathcal{A}: \mathcal{B}}, \Psi^{\mathcal{B}: \mathcal{A}}\right\rangle$ in Protocol 5.2 satisfies Definition 5.2: GEN generates the secret keys $\alpha$ and $\beta$, each of them being a key for $F$. Protocol $\Psi^{\mathcal{A}: \mathcal{B}}$ (resp. $\Psi^{\mathcal{B}: \mathcal{A}}$ ) enables

```
Construction of \(\mathrm{ODPRF}_{2}^{2}\) (security parameter \(\tau\) )
```

Alice
Bob Subprotocol $\operatorname{GEN}\left(1^{\tau}\right):$ Generate key $k=(\alpha, \beta)$

$$
1: \alpha \stackrel{\$}{\leftarrow}\{0,1\}^{\tau} \quad \beta \stackrel{\$}{\leftarrow}\{0,1\}^{\tau}
$$

Subprotocol $\Psi^{\mathcal{A}: \mathcal{B}}:$ Compute $\Psi_{k}(x)$ when Alice is the querier $\qquad$
2: On input $x \in S^{\mathcal{A}}, \alpha$
On input $\beta$

$3: \quad$ return $\Psi_{k}(x)=F_{\alpha}(x) \oplus F_{\beta}(x) \quad$ return $\perp$ Subprotocol $\Psi^{\mathcal{B}: \mathcal{A}}$ : Compute $\Psi_{k}(x)$ when Bob is the querier $\qquad$
4: On input $\alpha$

$5: \quad$ return $\perp$
$\operatorname{return} \Psi_{k}(x)=F_{\alpha}(x) \oplus F_{\beta}(x)$

Protocol 5.2. Construction of $\mathrm{ODPRF}_{2}^{2}$

Alice (resp. Bob) to securely evaluate $\Psi_{k}(x)$ via invoking $\operatorname{Prot}_{F}^{\mathrm{OPRF}}$ once, followed by only local computations. Hence, both $\Psi^{\mathcal{A}: \mathcal{B}}$ and $\Psi^{\mathcal{B}: \mathcal{A}}$ are as secure as the underlying OPRF.

It remains to prove that equations 5.14 and 5.15 hold; i.e., as long as at least one of the secret keys $\alpha$ and $\beta$ is unknown, $\Psi_{k}(\cdot)$ is indistinguishable from a truly random function $f(\cdot)$. Since $\Psi_{k}$ is symmetric by construction, we prove only Equation 5.14. For the sake of contradiction, assume there exists a PPT distinguisher $D$ and a non-negligible $\varepsilon$ s.t.

$$
\left|\operatorname{Pr}\left[D^{\Psi_{k}(\cdot)}\left(1^{\tau}, \alpha\right)=1\right]-\operatorname{Pr}\left[D^{f(\cdot)}\left(1^{\tau}, \alpha\right)=1\right]\right|=\varepsilon
$$

Below, we use $D$ to construct a PPT distinguisher $\bar{D}$, which distinguishes $F_{\beta}(\cdot)$ from a truly random function $\bar{f}(\cdot)$ with probability $\varepsilon$. $\bar{D}$ intervenes the messages between $D$ and an oracle (namely, Orac) that computes either $F_{\beta}$ or $\bar{f}$ as follows:

- On $D$ 's query $x, \bar{D}$ passes it to Orac and receives the oracle's response $\operatorname{Orac}(x)$.
- $\bar{D}$ computes $\operatorname{Orac}(x) \oplus F_{\alpha}(x)$ and sends it to $D$ as the oracle's response to query $x$.

In the end, $\bar{D}$ returns 1 if and only if $D$ returns 1 . $D$ runs in polynomial-time and $F$ is efficiently computable, thus, $\bar{D}$ also runs in polynomial-time. If the oracle computes $F_{\beta}$, then, $\operatorname{Orac}(x) \oplus F_{\alpha}(x)=\Psi_{k}(x)$; or else, if the oracle computes a random function $\bar{f}$, then, $f(x)=\operatorname{Orac}(x) \oplus F_{\alpha}(x)=\bar{f}(x) \oplus F_{\alpha}(x)$ is also a truly random function. Thus,

$$
\left|\operatorname{Pr}\left[\bar{D}^{F_{\beta}(\cdot)}\left(1^{\tau}, \alpha\right)=1\right]-\operatorname{Pr}\left[\bar{D}^{\bar{f}(\cdot)}\left(1^{\tau}, \alpha\right)=1\right]\right|=\varepsilon
$$

which contradicts the assumption that $F$ is a PRF.
Corollary 5.1. Assuming a PPT adversary, the $O D P R F_{2}^{2}$ in Lemma 5.6 is a cooperatively and securely computable function:

1. Due to Lemma 5.6, in the absence of at least one of the secret keys $\alpha$ and $\beta$, any evaluation of $\Psi_{k}(x)$ is no better than a random guess. Thus, the cooperation of both parties is necessary for computing $\Psi_{k}(\cdot)$ on any input $x$.
2. Computing $\Psi_{k}(x)$ through $\Psi^{\mathcal{A}: \mathcal{B}}$ (resp. $\Psi^{\mathcal{B}: \mathcal{A}}$ ) does not reveal anything about $x$ and $\Psi_{k}(x)$ to Bob (resp. Alice). Thus, $\Psi_{k}(\cdot)$ is securely computable for any input $x$.

For a distributor, we need an $\operatorname{ODPRF}_{2}^{2}$ with domain $\Sigma$ and codomain $\{0,1, \cdots, m-1\}$; thus, the input and output lengths for the underlying PRF must be, respectively, $\ell_{\text {in }}=\sigma$ and $\ell_{\text {out }}=\log _{2} m$.

### 5.7.2 Challenge 2: Possible Failure of a Distributor Candidate and Its Consequences

In order to find a distributor, Alice and Bob need to randomly choose a distributor candidate, and obliviously verify if it satisfies Equation 5.13; if the candidate fails (with probability $p_{\text {fail }} \leq \frac{1}{m}$ ), then they try another candidate. This is a cause for two concerns:

1. An undetermined number of rounds.
2. Information leakage if the candidate fails. For example, if a candidate fails but gives a maximum load of at most $\gamma$ for $S^{\mathcal{A}}$, Alice learns that $S^{\mathcal{B}} \backslash S^{\mathcal{A}} \neq \emptyset$ and that violates the privacy of Bob's private set $S^{\mathcal{B}}$.

Our scheme addresses these issues by using a security-performance parameter $\kappa$ to make the probability of failure arbitrarily small. Initially, Alice and Bob agree on $\kappa$ independent distributor candidates and verify their validity independently, but in parallel. This reduces the overall probability of failure to $\left(p_{\text {fail }}\right)^{\kappa} \leq m^{-\kappa}$, which is negligible in $\kappa$. This completely handles the concern for undetermined number of rounds. Moreover, it provides a way to address the second concern: It is enough to inform Alice and Bob that one specific candidate is a valid distributor without giving them any information about the validity of other candidates. In order to do this, Alice and Bob compute an indicator vector $\llbracket \mathbf{D} \rrbracket$ of length $\kappa$ such that $\llbracket d_{i} \rrbracket=1$ if and only if the $i^{t h}$ candidate is a valid distributor. Then, they use an auxiliary secure lightweight protocol, PickAnyOne (Protocol 5.3), which returns the index of a valid distributor uniformly at random; Figure 5.7 below, illustrates the corresponding "Pick-any-One" functionality (denoted by $\mathcal{F}_{\mathrm{PA} 1}$ ).

Protocol PickAnyOne securely computes the functionality $(t, t)=\mathcal{F}_{\mathrm{PA1}}\left(\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{D} \rrbracket^{\mathcal{B}}\right)$ in two phases:


Figure 5.7. "Pick-any-One" functionality $(t, t)=\mathcal{F}_{\text {PA } 1}\left(\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{D} \rrbracket^{\mathcal{B}}\right)$ : The input $\llbracket \mathbf{D} \rrbracket$ is a length $\kappa$ vector of 0 s and 1s. If $\left\{i \mid d_{i}=1\right\}=\emptyset$, then $t=0$; or else, $t \stackrel{\mathscr{\$}}{\leftarrow}\left\{i \mid d_{i}=1\right\}$.

1. Random shuffling: Alice and Bob first (non-interactively) compute a vector $\llbracket \mathbf{D}^{\prime} \rrbracket$ such that $\llbracket d_{i}^{\prime} \rrbracket=\llbracket d_{i} \rrbracket \cdot i$; for any non-zero entry $\llbracket d_{i} \rrbracket$, the corresponding entry $\llbracket d_{i}^{\prime} \rrbracket$ obliviously stores the index $i$, i.e.,

$$
\llbracket d_{i}^{\prime} \rrbracket= \begin{cases}i & \text { if } \llbracket d_{i} \rrbracket=1 \\ 0 & \text { if } \llbracket d_{i} \rrbracket=0\end{cases}
$$

Then, Alice and Bob use the double-blind permutation functionality, $\mathcal{F}_{\mathrm{DBP}}$, to shuffle the vector $\llbracket \mathbf{D}^{\prime} \rrbracket$ and obtain $\llbracket \mathbf{Y} \rrbracket=\llbracket \pi\left(\mathbf{D}^{\prime}\right) \rrbracket$.
2. Finding the leftmost non-zero entry in $\llbracket \mathbf{Y} \rrbracket$ : Any non-zero entry in $\llbracket \mathbf{Y} \rrbracket$ corresponds to a non-zero entry in $\llbracket \mathbf{D} \rrbracket$. To obliviously search for the leftmost non-zero entry in the shuffled vector $\llbracket \mathbf{Y} \rrbracket$, Alice and Bob first compute (non-interactively) a vector $\llbracket \mathbf{U} \rrbracket$ as the prefix-sum of $\llbracket \mathbf{Y} \rrbracket$, i.e., for $1 \leq i \leq \kappa$

$$
\llbracket u_{i} \rrbracket=\sum_{j=1}^{i} \llbracket y_{j} \rrbracket
$$

By construction, vector $\llbracket \mathbf{U} \rrbracket$ consists of (some) zeros followed by (some) non-zeros. Also, the leftmost non-zero entry in $\llbracket \mathbf{U} \rrbracket$ is equal to the leftmost non-zero entry in $\llbracket \mathbf{Y} \rrbracket$; to find this entry, it suffices to compute vector $\llbracket \mathbf{V} \rrbracket$ as follows:

$$
\llbracket v_{i} \rrbracket= \begin{cases}\llbracket u_{i} \rrbracket & \text { if } i=1  \tag{5.16}\\ \llbracket\left(u_{i-1}==0\right) \cdot u_{i} \rrbracket & \text { if } 2 \leq i \leq \kappa\end{cases}
$$

On the one hand, $\llbracket \mathbf{Y} \rrbracket \neq \overrightarrow{0}$ results in $\llbracket \mathbf{V} \rrbracket$ with exactly one non-zero entry equal to the leftmost non-zero entry in $\llbracket \mathbf{Y} \rrbracket$; on the other hand, $\llbracket \mathbf{Y} \rrbracket=\overrightarrow{0}$ results in $\llbracket \mathbf{V} \rrbracket=\overrightarrow{0}$. Thus, it is enough for Alice and Bob to compute $\llbracket t \rrbracket=\sum_{i=1}^{\kappa} \llbracket v_{i} \rrbracket$ (non-interactively), and exchange their respective shares of $\llbracket t \rrbracket$ so they both learn the desired output $t$.

Complexity. Protocol 5.3, PickAnyOne, requires $\mathcal{O}(\kappa)$ computation and communication in $\mathcal{O}(1)$ rounds.

PickAnyOne

| Alice | $\mathbf{B o b}$ |
| :--- | ---: |
| On input $[D]^{\mathcal{A}}$ | ${\text { On input }[\mathrm{D}]^{\mathcal{B}}}^{\text {B }}$ |

Phase 1: Random shuffling $\qquad$
1: Construct $\llbracket \mathbf{D}^{\prime} \rrbracket^{\mathcal{A}}$ s.t.

$\llbracket \mathbf{Y} \rrbracket^{\mathcal{A}}=\llbracket \pi\left(\mathbf{D}^{\prime}\right) \rrbracket^{\mathcal{A}} \quad \llbracket \mathbf{Y} \rrbracket^{\mathcal{B}}=\llbracket \pi\left(\mathbf{D}^{\prime}\right) \rrbracket^{\mathcal{A}}$
 $\qquad$
2 : Compute $\llbracket \mathbf{U} \rrbracket^{\mathcal{A}}$ s.t.
$\llbracket d_{i}^{\prime} \rrbracket^{\mathcal{A}}=\llbracket d_{i} \rrbracket^{\mathcal{A}} \cdot i$ $\left[d^{5}-\left[d_{i} \cdot{ }^{6}\right.\right.$
$\llbracket d_{i} \rrbracket^{\mathcal{M}}=\llbracket d_{i} \rrbracket^{\mathcal{A}} \cdot{ }_{i}$

$$
x
$$

$$
\text { Compute } \llbracket \mathbf{U} \rrbracket^{\mathcal{B}} \text { s.t. }
$$

$$
\llbracket u_{i} \rrbracket^{\mathcal{A}}=\sum_{j=1}^{i} \llbracket y_{j} \rrbracket^{\mathcal{A}}
$$

$$
\llbracket u_{i} \rrbracket^{\mathcal{B}}=\sum_{j=1}^{i} \llbracket y_{j} \rrbracket^{\mathcal{B}}
$$


$3: \quad \llbracket t \rrbracket^{\mathcal{A}}=\sum_{i=1}^{\kappa} \llbracket v_{i} \rrbracket^{\mathcal{A}}$

$$
\llbracket t \rrbracket^{\mathcal{B}}=\sum_{i=1}^{\kappa} \llbracket v_{i} \rrbracket^{\mathcal{B}}
$$



4: return $t$
Protocol 5.3. Secure realization of $(t, t)=\mathcal{F}_{\mathrm{PA} 1}\left(\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{D} \rrbracket^{\mathcal{B}}\right)$

Lemma 5.7 (Correctness of Protocol 5.3). Let $\llbracket \mathbf{D} \rrbracket$ be a length- $\kappa$ vector of $0 s$ and 1 s . On Alice's and Bob's respective inputs $\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}$ and $\llbracket \mathbf{D} \rrbracket^{\mathcal{B}}$, protocol PickAnyOne correctly computes the functionality $(t, t)=\mathcal{F}_{\mathrm{PA} 1}\left(\llbracket \mathbf{D} \rrbracket^{\mathcal{A}}, \llbracket \mathbf{D} \rrbracket^{\mathcal{B}}\right)$.

Proof. The proof is straightforward, but is given nevertheless for the sake of completeness. Clearly, if $\llbracket \mathbf{D} \rrbracket=\overrightarrow{0}$, then $\llbracket \mathbf{D}^{\prime} \rrbracket=\llbracket \mathbf{Y} \rrbracket=\llbracket \mathbf{U} \rrbracket=\overrightarrow{0}$, which by construction results in $t=0$. If $\llbracket \mathbf{D} \rrbracket$ has at least one non-zero entry, Phase 1 of Protocol 5.3 first computes $\llbracket \mathbf{D}^{\prime} \rrbracket$ such that $\llbracket d_{i}^{\prime} \rrbracket=i$ if and only if $\llbracket d_{i} \rrbracket=1$ (otherwise, $\llbracket d_{i}^{\prime} \rrbracket=0$ ). Then, it uses a random double-blind permutation $\pi$ to shuffle $\llbracket \mathbf{D}^{\prime} \rrbracket$ resulting in $\llbracket \mathbf{Y} \rrbracket$; the uniform choice of $\pi$ implies that all nonzero values in $\llbracket \mathbf{D}^{\prime} \rrbracket$ are equiprobable to become the leftmost non-zero entry in $\llbracket \mathbf{Y} \rrbracket$. Then, Phase 2 of the protocol finds the leftmost non-zero entry in $\llbracket \mathbf{Y} \rrbracket$ as described earlier.

Lemma 5.8 (Security of Protocol 5.3). Protocol PickAnyOne is secure with respect to $\llbracket \mathbf{D} \rrbracket$ in the semi-honest threat model. Moreover, given a black-box access to the functionalities $\mathcal{F}_{\mathrm{EQZ}}$ and $\mathcal{F}_{\mathrm{DBP}}$, the protocol is unconditionally secure in the $A B B$ model of computation.

Proof. The security of Protocol 5.3 follows immediately from the fact that its only joint computations are (i) the use of $\mathcal{F}_{\mathrm{DBP}}$ in Phase 1, and applying Equation 5.16 in Phase 2, which uses only secure multiplication and functionality $\mathcal{F}_{\mathrm{EQZ}}$.

### 5.7.3 FindDistributor: Putting Pieces Together to Find a Valid Distributor

Protocol 5.4, FindDistributor, takes sets $S^{\mathcal{A}}, S^{\mathcal{B}}$, as well as integer parameters $\tau, \kappa$ and $\gamma$ as input; it finds an $\mathrm{ODPRF}_{2}^{2}$ that is a valid distributor for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$. The protocol consists of two phases:

1. Randomly generate candidates and verify local validity: Alice and Bob generate $\mathrm{ODPRF}_{2}^{2} \mathrm{~S} \Psi_{1}, \ldots, \Psi_{\kappa}$ uniformly and independently at random ( $\Psi_{i}$ abbreviates $\Psi_{k_{i}}$ ). After computing all private bins for all candidate functions, each party locally verifies whether or not each candidate has a local maximum load of at most $\gamma$.
2. Pick a valid candidate uniformly at random: Alice and Bob compute a length- $\kappa$ indicator vector $\llbracket \mathbf{Z} \rrbracket$ such that $\llbracket z_{i} \rrbracket=1$ if and only if $\Psi_{i}$ is a valid distributor. Then,

Alice and Bob invoke protocol PickAnyOne from Section 5.7.2 on input vector $\llbracket \mathbf{Z} \rrbracket$ to securely find an index $t$ s.t. $\llbracket z_{t} \rrbracket=1$. Finally, Alice and Bob keep only item-hash pairs corresponding to $\Psi_{t}$ and dispose of all other pairs. Formally, Alice's and Bob's private outputs are

$$
\begin{align*}
& \psi_{t}^{\mathcal{A}}=\left\{\left(x, \Psi_{t}(x)\right) \mid x \in S^{\mathcal{A}}\right\}  \tag{5.17}\\
& \psi_{t}^{\mathcal{B}}=\left\{\left(x, \Psi_{t}(x)\right) \mid x \in S^{\mathcal{B}}\right\}
\end{align*}
$$

Complexity. Protocol 5.4, FindDistributor, requires $\mathcal{O}(\kappa m)$ computation and communication in $\mathcal{O}(1)$ rounds (assuming that $\operatorname{Prot}_{F}^{\text {OPRF }}$ requires $\mathcal{O}(1)$ rounds).

Lemma 5.9 (Correctness of Protocol 5.4). Protocol FindDistributor on private inputs $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$, and public parameters $\tau, \kappa$ and $\gamma$

1. finds a valid distributor $\Psi_{t}$ for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$ w.p. at least $1-m^{-\kappa}$.
2. given $\psi_{t}^{\mathcal{A}}\left(\right.$ resp. $\left.\psi_{t}^{\mathcal{B}}\right)$, Alice (resp. Bob) learns nothing about $S^{\mathcal{B}}$ (resp. $S^{\mathcal{A}}$ ).

Proof. Claim (1): Since $S^{\mathcal{A}}, S^{\mathcal{B}} \subseteq S$, it suffices to prove that the protocol finds a function $\Psi_{t}$ that gives a maximum load of at most $\gamma$ for $S$; i.e.,

$$
\begin{equation*}
\operatorname{Pr}\left[\exists t \text { s.t. for } \Psi_{t} \max _{1 \leq i<m}\left(\left|S_{i}\right|\right) \leq \gamma\right] \geq 1-m^{-\kappa} \tag{5.18}
\end{equation*}
$$

Since all candidates are PRFs, we prove Equation 5.18 assuming that any candidate $\Psi_{i}$ distributes $|S| \leq m$ items into the $m$ bins uniformly and independently at random (otherwise, $\Psi_{i}$ would not be indistinguishable from a truly random function) [69]. As discussed earlier, balls and bins analysis [107] implies

$$
p_{\text {fail }}=\operatorname{Pr}\left[\max _{1 \leq i<m}\left(\left|S_{i}\right|\right)>\gamma\right] \leq m \cdot(e / \gamma)^{\gamma},
$$

which can be further simplified as $m \cdot(e / \gamma)^{\gamma} \leq \frac{1}{m}$ for $\gamma \geq \frac{3 \ln m}{\ln \ln m}$ and large enough $m$ [107]; also, the $\kappa$ candidates are chosen independently. Hence, at least one of the candidates is a distributor for $S$ with probability at least $1-m^{-\kappa}$. This completes proof of Claim (i). Claim (ii) follows directly from the fact that $\Psi_{t}$ is an $\mathrm{ODPRF}_{2}^{2}$ : From a PPT point of view

FindDistributor (public parameters $\tau, \kappa$ and $\gamma$ )

## Alice

On input $S^{\mathcal{A}}$

On input $S^{\mathcal{B}}$

Phase 1: Randomly generate candidates and verify local validity
$\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\kappa} \stackrel{\$}{\leftarrow}\{0,1\}^{\tau}$
$\beta_{1}, \beta_{2}, \ldots, \beta_{\kappa} \stackrel{\$}{\leftarrow}\{0,1\}^{\tau}$

2: for $1 \leq i \leq \kappa$ do
(in parallel)


$$
\begin{gathered}
\psi_{i}^{\mathcal{A}}=\left\{\left(x, \Psi_{i}(x)\right)\right\}_{x \in S \mathcal{A}} \\
1 \leq i \leq \kappa
\end{gathered}
$$

for $1 \leq i \leq \kappa$ do (in parallel )


3: Create vector $\mathbf{V}^{\mathcal{A}}$ based on $\psi_{i}^{\mathcal{A}} \mathrm{S}$
$v_{i}^{\mathcal{A}}=1$ iff $\Psi_{i}$ is locally valid

$$
\begin{array}{r}
\qquad \psi_{i}^{\mathcal{B}}=\left\{\left(x, \Psi_{i}(x)\right)\right\}_{x \in S^{\mathcal{B}}} \\
1 \leq i \leq \kappa \\
\text { Create vector } \mathbf{V}^{\mathcal{B}} \text { based on } \psi_{i}^{\mathcal{B}} \mathrm{S} \\
v_{i}^{\mathcal{B}}=1 \text { iff } \Psi_{i} \text { is locally valid }
\end{array}
$$

Phase 2: Pick a valid candidate uniformly at random $\qquad$
4: $\quad \mathbf{V}^{\mathcal{A}}$
$\mathbf{V}^{\mathcal{B}}$

$5: \llbracket \mathbf{Z} \rrbracket^{\mathcal{A}}$
$\llbracket \mathbf{Z} \rrbracket^{\mathcal{B}}$


Protocol 5.4. Finding a valid distributor function. Note that Step 1 is equivalent to $\kappa$ invocations of $\operatorname{GEN}\left(1^{\tau}\right)$ from Protocol 5.2.
$\Psi_{t}$ distributes $|S|$ items uniformly and independently; also, each party learns only the image of their own private set under $\Psi_{t}$ and does not know the other party's secret key for the
candidate. A formal proof follows an argument similar to the proof of Lemma 5.1, and is straightforward (hence omitted).

Lemma 5.10 (Security of Protocol 5.4). Protocol FindDistributor is secure with respect to sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ in the semi-honest threat model.

Proof. Security of Phase 1 in the protocol follows from the already argued security of protocols $\Psi^{\mathcal{A}: \mathcal{B}}$ and $\Psi^{\mathcal{B}: \mathcal{A}}$ (see Lemma 5.6); note that for $1 \leq i \leq \kappa$ each party learns only the image of their own private set under the candidate $\Psi_{i}$ and does not know the other party's secret key for $\Psi_{i}$. Security of Phase 2 follows from the fact that it uses only secure multiplication in split form (Step 4) and protocol PickAnyOne (Step 5) which is itself secure due to Lemma 5.8.

### 5.8 Overall Distribution-Resolution Scheme

We explain how Distribution-Resolution scheme (Figure 5.9) combines the schemes of sections 5.6 and 5.7 to construct an SPHF. We also discuss the inherent trade-off between parameters $\gamma$ and $\kappa$. Finally, Theorem 5.8.1 states the correctness and security of our Distribution-Resolution scheme.

Let $\Psi$ be the distributor that partitions $S$ into $m$ subproblems of size at most $2 \gamma$ each. Moreover, let $\rho_{0}, \rho_{1}, \ldots, \rho_{m-1}$ be the resolvers obtained by FindSPHF for each subproblem. As depicted in Figure 5.9, SPHF $\rho=\left\langle\Psi, \rho_{0}, \rho_{1}, \ldots, \rho_{m-1}\right\rangle$ works as follows: There are $2 \gamma$ hash values reserved for each subproblem $S_{i}$. Any $x \in S$ with $\Psi(x)=i$ resides in $S_{i}$ and has, within this subproblem, an offset of $\rho_{i}(x)<2 \gamma$. Thus, the desired hash value $\rho(x)$ is the sum of two terms: The first term is $2 \gamma \cdot i$ which corresponds to the hash values reserved for subproblems $S_{0}, \cdots, S_{i-1}$; the second term is $\rho_{i}(x)$, and represents the offset assigned to $x$ among all $2 \gamma$ reserved hash values for $S_{i}$. In summary,

$$
\begin{equation*}
\rho(x)=2 \gamma \cdot i+\rho_{i}(x), \text { for } i=\Psi(x) \tag{5.19}
\end{equation*}
$$



Figure 5.8. Upper bound $p_{\text {fail }} \leq m \cdot(e / \gamma)^{\gamma}$ for various choices of $\gamma$ as a function of $m$

The codomain cardinality of $\rho$ is linear in $\gamma$, and naturally a larger $\gamma$ results in a smaller $p_{\text {fail }}$ for each randomly chosen distributor candidate. Figure 5.8 illustrates $p_{\text {fail }}$ for three choices of $\gamma$ as a function of $m$. Note that for all choices of $\gamma, p_{\text {fail }}$ decreases as $m$ grows; this suggests a trade-off between parameters $\gamma$ and $\kappa$. For example, if $m=2^{24}$ and it is desired to find a valid distributor with probability at least $1-10^{-50}$ (i.e., $\left(p_{\text {fail }}\right)^{\kappa} \leq 10^{-50}$ ), Alice and Bob may choose $\gamma=\lceil\log m\rceil=24$ and $\kappa=4$, or $\gamma=\left\lceil\frac{3 \log m}{\log \log m}\right\rceil=16$ and $\kappa=10$.

Theorem 5.8.1 (Correctness and Security). Let $\rho=\left\langle\Psi, \rho_{0}, \rho_{1}, \ldots, \rho_{m-1}\right\rangle$ be a function obtained by the Distribution-Resolution scheme on private inputs $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ :

1. $\rho$ is an SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$.
2. Construction of $\rho$ is secure with respect to the private sets $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ in the semi-honest threat model.

Proof. For claim (1), we show that $\rho$ satisfies Definition 5.1. Function $\rho$ is injective on $S$ by construction: First, $S$ is partitioned into $m$ subproblems of size at most $2 \gamma$; then, each subproblem is solved using FindSPHF and obtained SPHFs are combined using Equation 5.19. It remains to prove the security property in Definition 5.1; since equations 5.1 and 5.2 are symmetric, we prove only Equation 5.1, i.e., for $\varrho^{\mathcal{A}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{A}}}$

$$
\left|\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \varrho^{\mathcal{A}}\right]-\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]\right| \leq \operatorname{neg} \mid(\tau)
$$

The resolvers $\rho_{0}, \rho_{1}, \ldots, \rho_{m-1}$ are perfect SPHFs, i.e., $\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \varrho_{i}^{\mathcal{A}}\right]=\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]$ for all $0 \leq i \leq m-1$. This, together with the structure of $\rho(x)$ as in Equation 5.19, implies $\operatorname{Pr}\left[y \in S^{\mathcal{A}} \mid \varrho^{\mathcal{A}}\right]=\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \psi^{\mathcal{A}}\right]$ (recall that $\psi^{\mathcal{A}}=\{(x, \Psi(x))\}_{x \in S^{\mathcal{A}}}$ ). In other words, any (hypothetical) difference between $\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \varrho^{\mathcal{A}}\right]$ and $\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]$ must be caused by the distributor $\Psi$. Thus, it suffices to argue that such a difference is negligible:

$$
\begin{equation*}
\left|\operatorname{Pr}\left[y \in S^{\mathcal{B}} \mid \psi^{\mathcal{A}}\right]-\operatorname{Pr}\left[y \in S^{\mathcal{B}}\right]\right| \leq \operatorname{neg}(\tau) \tag{5.20}
\end{equation*}
$$

Recall that $\Psi$ is an $\operatorname{ODPRF}_{2}^{2}$ and is indistinguishable from a truly random function except w.p. negl $(\tau)$. If Equation 5.20 did not hold, then a PPT distinguisher could distinguish $\Psi$ from a truly random function, which would contradict the fact that $\Psi$ is a PRF.

For claim (2), recall that all $m$ subproblems $S_{i}$ are mutually disjoint and are dealt with separately via independent invocations of secure protocols proposed in Section 5.6 for the


Figure 5.9. Overview of the Distribution-Resolution approach for the SPHF construction. Black-box reductions in the same level denote independent secure computations in parallel.

FindSPHF approach. Hence, the overall security reduces to the security of the Distribution level (Lemma 5.10) that was already discussed in Section 5.7.

### 5.9 Discussion: Use Cases and Implications in 2PC

Below, we describe two MPC applications for which input-size reduction and/or using SPHFs result in significant performance improvements. We also discuss the implicit connection of secure perfect hashing with the important and well-studied problem of Private Set Intersection (PSI).

### 5.9.1 Faster General Template Matching

Alice has an image $\mathbf{X} \in \Sigma^{n_{1} \times n_{1}}$ and Bob owns a template $\mathbf{T} \in \Sigma^{n_{2} \times n_{2}}$, where $n_{2}<n_{1}$. They want to securely measure the similarity of $\mathbf{X}_{i, j}=\mathbf{X}\left[i \cdots i+n_{2}-1, j \cdots j+n_{2}-1\right]$ and $\mathbf{T}$ for all $1 \leq i, j \leq n_{1}-n_{2}+1$. The problem has been extensively studied for various notions of similarity [87], [116]-[118]. The performance of many solutions to this problem depends on $|\Sigma|$, including those based on secure convolution or oblivious automata evaluation. We explain how to use SPHFs for faster secure Hamming similarity computation between $\mathbf{X}_{i, j}$ and $\mathbf{T}$ for all $i$ and $j$. As illustrated in Figure 5.10, Alice and Bob intend to compute a score matrix $\llbracket \mathbf{C} \rrbracket$ containing the Hamming similarity of $\mathbf{X}_{i, j}$ and $\mathbf{T}$ such that

$$
\llbracket c_{i, j} \rrbracket=\sum_{k=1}^{n_{2}} \sum_{l=1}^{n_{2}}\left(x_{i+k-1, j+l-1}==t_{k, l}\right)
$$

A convolution-based solution [116] for computing $\llbracket \mathbf{C} \rrbracket$ consists of one secure convolution in split form [41] per alphabet symbol $z \in \Sigma$ such that any occurrence of $z$ in $\mathbf{X}$ and $\mathbf{T}$ is replaced with a bit 1 and all other symbols are replaced with 0 . Each convolution computes a partial score matrix $\llbracket \mathbf{C}_{z} \rrbracket$ accounting for the contribution of $z$ to $\llbracket \mathbf{C} \rrbracket$ with the overall contribution being $\llbracket \mathbf{C} \rrbracket=\sum_{z} \llbracket \mathbf{C}_{z} \rrbracket$. Computing $\llbracket \mathbf{C} \rrbracket$ takes $\mathcal{O}\left(|\Sigma| n_{1}^{2} \log n_{2}\right)$ computation and communication $\left(\mathcal{O}\left(n_{1}^{2} \log n_{2}\right)\right.$ for each convolution) in $\mathcal{O}(1)$ rounds; the use of our approach essentially replaces the $|\Sigma|$ in the complexity with the size of a much smaller alphabet domain.


Figure 5.10. Hamming similarity of $\mathbf{X}_{i, j}$ and $\mathbf{T}$

For instance, let $\mathbf{X}$ and $\mathbf{T}$ be images with RGB encoding (i.e., $|\Sigma|=2^{24}$ ), with $n_{1}=2^{10}$ and $n_{2}=2^{6}$ corresponding to a $2^{10} \times 2^{10}$ image and a $2^{6} \times 2^{6}$ template. Unlike any non-secure setting, in the MPC framework, Alice and Bob cannot reveal to each other which alphabet symbols occur in $\mathbf{X}$ and $\mathbf{T}$ to simply ignore the non-occurring symbols; this forces them to compute $|\Sigma|$ convolutions, most of which pertain to non-occurring symbols. There are at most $n_{1}^{2}+n_{2}^{2}<2^{21}$ distinct RGB codes contributing to $\llbracket \mathbf{C} \rrbracket$; thus, the above algorithm computes at least $2^{24}-2^{21} \approx 15 \times 10^{6}$ redundant convolutions in split form, each of which contributes only 0s to the score matrix $\llbracket \mathbf{C} \rrbracket$. Our input-size reduction results in securely avoiding such redundant costs: Let $S^{\mathcal{A}}$ (resp. $S^{\mathcal{B}}$ ) be the set of occurring symbols in $\mathbf{X}$ (resp. T). Alice and Bob (i) find an SPHF $\rho: \Sigma \rightarrow\{0,1, \cdots, N-1\}$ for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$, where $N=\left|S^{\mathcal{A}}\right|+\left|S^{\mathcal{B}}\right|$, (ii) replace each symbol $z \in \Sigma$ that appears in $\mathbf{X}$ and $\mathbf{T}$ with $\rho(z)$, and (iii) compute Hamming similarities using the reduced alphabet $\{0,1, \cdots, N-1\}$ rather than the much larger $\Sigma$.

### 5.9.2 Search Queries in High-precision Scientific Data

High-precision scientific data typically has at least 64 bits of precision, therefore $|\Sigma| \geq 2^{64}$. Even though searches in such data may not be exact but approximate, e.g., within 12 bits
based on a quantization that reduces alphabet size from $2^{64}$ to $2^{52}$ (i.e., compressing a range of values to a single value), the alphabet is still too large. Such a large alphabet results in a huge overhead for search queries, specifically in the MPC framework where the structure of items and how they relate to each other (e.g., their order) cannot be exploited for faster search queries. In these scenarios, SPHFs can be used to securely create a dictionary of items for better performance (e.g., faster search queries and saving memory space).

### 5.9.3 Implications of Secure Perfect Hashing for Private Set Intersection

Private Set Intersection (PSI) is one of the most well-studied MPC problems [31], [119][122]. PSI allows Alice and Bob to obtain the intersection of their private sets without revealing any information about items not in the intersection. Although naive hashing based solutions to PSI are very efficient, they are insecure if the input domain does not have high entropy or is not large [119]. Below, we discuss how our input-size reduction inherently solves PSI (whereas the input-size reduction of [31] must be followed by parallel applications of a circuit- or OT- based PSI protocol).

Let $\rho: \Sigma \rightarrow\{0,1, \ldots, N-1\}$ be an SPHF for $S^{\mathcal{A}} \cup S^{\mathcal{B}}$, where $S^{\mathcal{A}}, S^{\mathcal{B}} \subseteq \Sigma$ are respectively Alice's and Bob's private input sets. Alice and Bob use $\rho$ to obtain an indicator vector $\llbracket \mathbf{P} \rrbracket$ for membership in $S^{\mathcal{A}} \cap S^{\mathcal{B}}$ :

1. Alice creates a length- $N$ indicator vector $\mathbf{Z}^{\mathcal{A}}$ for membership in $S^{\mathcal{A}}$ such that for $1 \leq i \leq N:$

$$
z_{i}^{\mathcal{A}}= \begin{cases}1 & \text { if } \exists x \in S^{\mathcal{A}} \text { s.t. } i=1+\rho(x)  \tag{5.21}\\ 0 & \text { otherwise }\end{cases}
$$

Similarly, Bob creates a length- $N$ indicator vector $\mathbf{Z}^{\mathcal{B}}$ for membership in $S^{\mathcal{B}}$ such that for $1 \leq i \leq N$ :

$$
z_{i}^{\mathcal{B}}= \begin{cases}1 & \text { if } \exists x \in S^{\mathcal{B}} \text { s.t. } i=1+\rho(x)  \tag{5.22}\\ 0 & \text { otherwise }\end{cases}
$$

Equations 5.21 and 5.22 use " $i=\rho(x)+1$ " rather than " $i=\rho(x)$ " becasuse in our notation all arrays are 1-indexed, while hash values are in the range $\{0,1, \cdots, N-1\}$.
2. Alice and Bob compute the joint indicator vector $\llbracket \mathbf{P} \rrbracket=\llbracket \mathbf{Z}^{\mathcal{A}} \odot \mathbf{Z}^{\mathcal{B}} \rrbracket$ for membership in $S^{\mathcal{A}} \cap S^{\mathcal{B}}$.
3. At this point, Alice and Bob may, depending on what they are trying to achieve, (i) learn $S^{\mathcal{A}} \cap S^{\mathcal{B}}$ through revealing $\mathbf{P}$ to each other by exchanging their shares of it, (ii) learn the intersection cardinality $\left|S^{\mathcal{A}} \cap S^{\mathcal{B}}\right|=\sum_{i=1}^{N} p_{i}$ without revealing the intersection, or (iii) proceed with any other subsequent computation of interest on $\llbracket \mathbf{P} \rrbracket$ without revealing anything about the intersection.

Private-Set-Intersection (Public parameter: $N$ )

| Alice | Bob |
| :--- | ---: |
| On input $\varrho^{\mathcal{A}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{A}}}$ | On input $\varrho^{\mathcal{B}}=\{(x, \rho(x))\}_{x \in S^{\mathcal{B}}}$ |

1: Create $\mathbf{Z}^{\mathcal{A}}$ as in Equation $5.21 \quad$ Create $\mathbf{Z}^{\mathcal{B}}$ as in Equation 5.22

$2: \quad$ return $\llbracket \mathbf{P} \rrbracket^{\mathcal{A}} \quad$ return $\llbracket \mathbf{P} \rrbracket^{\mathcal{B}}$
Protocol 5.5. Private Set Intersection built on Secure Perfect Hashing

This PSI solution is as secure as the underlying SPHF because the only joint computation in Protocol 5.5 consists of $N$ secure multiplication in split form.

Lemma 5.11 (Correctness and Security of Protocol 5.5). Let $\rho: \Sigma \rightarrow\{0,1, \cdots, N-1\}$ be an SPHF for $S=S^{\mathcal{A}} \cup S^{\mathcal{B}}$. Protocol Private-Set-Intersection, on Alice's and Bob's respective private inputs $\varrho^{\mathcal{A}}=\left\{(x, \rho(x)) \mid x \in S^{\mathcal{A}}\right\}$ and $\varrho^{\mathcal{B}}=\left\{(x, \rho(x)) \mid x \in S^{\mathcal{B}}\right\}$, securely computes the intersection of $S^{\mathcal{A}}$ and $S^{\mathcal{B}}$ in split form. Moreover, the protocol is unconditionally secure in the $A B B$ model against a semi-honest adversary.

Proof. Correctness of the protocol follows from the injectivity of $\rho$ on $S^{\mathcal{A}} \cup S^{\mathcal{B}}$ together with the construction of private indicator vectors $\mathbf{Z}^{\mathcal{A}}$ and $\mathbf{Z}^{\mathcal{B}}$ as in equations 5.21 and 5.22:

$$
\begin{gathered}
z_{i}^{\mathcal{A}}=1 \Leftrightarrow \exists x \in S^{\mathcal{A}} \text { s.t. } i=1+\rho(x) \wedge z_{i}^{\mathcal{B}}=1 \Leftrightarrow \exists x \in S^{\mathcal{B}} \text { s.t. } i=1+\rho(x) \\
p_{i}=z_{i}^{\mathcal{A}} \cdot z_{i}^{\mathcal{B}}=1 \Leftrightarrow \exists x \in S^{\mathcal{A}} \cap S^{\mathcal{B}} \text { s.t. } i=1+\rho(x)
\end{gathered}
$$

Security of Protocol 5.5 follows from the fact that the only step with joint computations involves $N$ invocations of secure multiplication on (distinct) pairs of inputs, with outputs in split form; hence, each party receives only a uniform vector over $\mathbb{F}_{q}^{N}$ that, in the absence of the other party's output, is statistically independent of $\mathbf{P}$.

Complexity. Protocol 4.8 requires one round of communication; moreover, its computation and communication complexities are both $\mathcal{O}(N)=\mathcal{O}\left(\left|S^{\mathcal{A}} \cup S^{\mathcal{B}}\right|\right)$.

## 6. SUMMARY

In this dissertation, we have presented approaches and techniques for improving the performance of secure two-party computation of functionalities that depend on equality of comparands. In pursuit of this goal, we considered performance improvement from two distinct aspects. First, we proposed lightweight and provably secure protocols for computing two fundamental problems of interest: Private equality testing and secure wildcard pattern matching. Both of these problems are of vital importance in secure two-party computation; they have many applications and are often used as basic building blocks for secure computation of other functionalities. Our second point of view concentrates on lowering the impact of inputs' sizes on any subsequent protocol's overall cost for computing a functionality of interest. Accordingly, we presented the first formal attempt at formulating and solving the problem of preprocessing for input-size reduction in a secure two-party setting.

## Private Equality Testing

Chapter 3 of this thesis investigated the boolean problem of private equality testing (the socialist millionaire problem) over the finite field $\mathbb{F}_{q}$ of integers modulo a prime $q$. This functionality allows two parties to securely check the equality of their respective secret integers $a \in \mathbb{F}_{q}$ and $b \in \mathbb{F}_{q}$ without revealing any other information about these secrets. We presented a protocol that computes the value of the desired predicate in split form; hence neither party learns the outcome (unless they agree to do so), but they can use it for further computations. Moreover, our solution is lightweight in the sense that all internal computations are additions and multiplications over the small finite field $\mathbb{F}_{3}$ and only three multiplications over $\mathbb{F}_{q}$ are used in the final step of the protocol to convert the obtained test result in $\mathbb{F}_{3}$ to its counterpart in $\mathbb{F}_{q}$.

## Secure Wildcard Pattern Matching

In Chapter 4, we proposed a template algorithm to solve the wildcard pattern matching problem (over any finite alphabet), using a single convolution computation. Its sub-quadratic
complexity, together with the linearity of convolution, make this scheme an appropriate tool for use in the secure two-party framework. We also presented protocols for the secure implementation of our algorithm. Accordingly, we gave two sets of protocols for securely computing all three versions (search, counting, and decision) of secure two-party wildcard pattern matching. All of our protocols require sub-quadratic computation complexity and linear communication complexity in a constant number of rounds. Moreover, our protocols use only lightweight operations and avoid expensive cryptographic primitives such as homomorphic encryption and public-key operations.

In Section 4.7, we went beyond the semi-honest threat model. We pointed out that the conventional search version of the problem has a definitional drawback that would defeat the purpose of using any secure protocol in the presence of a stronger adversary such as augmented semi-honest and malicious. This definitional drawback allows the pattern owner (in our case, Bob) to learn the other party's input text in its entirety by providing a judiciously crafted pattern string. We proposed a fix for this issue by generalizing the problem to use an output-filtering function that restricts what Bob learns. All three traditional versions of the problem are special cases of our general formulation. Moreover, we proposed protocols for two other versions of secure two-party wildcard pattern matching.

## Secure Two-party Input-size Reduction

Chapter 5 of this thesis presented the first formal attempt at formulating and solving the secure input-size reduction problem as a generic preprocessing that aims for more efficient secure two-party equality-based protocols without affecting their outputs. To do so, we formalized the notion of secure perfect hash functions in the two-party framework and proposed efficient constructions that obtain such functions. In addition to solving the input-size reduction, this also brings the advantages of traditional perfect hashing (i.e., less memory space, faster memory access) to the multiparty framework. To overcome the inherent obstacles of efficient secure perfect hashing, we used the notion of Oblivious Distributed Pseudorandom Functions and gave a practical two-party construction for it. Furthermore, we discussed the performance improvements made possible by this approach in image template matching and
in searches done on high-precision data. Finally, we also discussed the implications of secure perfect hashing for Private Set Intersection, which is one of the fundamental problems in the secure two-party framework.
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