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ABSTRACT

Red blood cells (RBCs) make up 40-45% of blood and play an important role in oxygen

transport. That transport depends on the RBC distribution throughout the body, which is

highly heterogeneous. That distribution, in turn, depends on how RBCs are distributed or

partitioned at diverging vessel bifurcations where one vessel flows into two. Several studies

have used mathematical modeling to consider RBC partitioning at such bifurcations in order

to produce useful insights. However, these studies assume that the vessel wall is a flat

impenetrable homogeneous surface. While this is a good first approximation, especially for

larger vessels, the vessel wall is typically coated by a flexible, porous endothelial surface layer

(ESL) that is 0.5-1 µm thick. To better understand the possible effects of this layer on RBC

partitioning, a diverging capillary bifurcation is analyzed using a flexible, two-dimensional

RBC model. The model is also used to investigate RBC deformation and penetration of the

ESL region when ESL properties are varied. The RBC is represented using interconnected

viscoelastic elements. Stokes flow equations (viscous flow) model the surrounding fluid. The

flow in the ESL is modeled using the Brinkman approximation for porous media with a

corresponding hydraulic resistivity. The resistance of the ESL to compression is modeled

using an osmotic pressure difference. The study includes isolated cells that pass through

the bifurcation one at a time with no cell-cell interactions and two cells that pass through

the bifurcation at the same time and interact with each other. A range of physiologically

relevant hydraulic resistivities and osmotic pressure differences are explored.

For isolated cell simulations, decreasing hydraulic resistivity and/or decreasing osmotic

pressure difference produced four behaviors: 1) RBC distribution nonuniformity increased;

2) RBC deformation decreased; 3) RBCs slowed down slightly; and 4) RBCs penetrated

more deeply into the ESL. The presence of an altered flow profile and the ESL’s resistance

to penetration were primary factors responsible for these behaviors. In certain scenarios,

ESL penetration was deep enough to present a possibility of cell adhesion, as can occur in

pathological situations.

For paired cell simulations, more significant and complex changes were observed. Three

types of effects that alter partitioning as hydraulic resistivity is changed are identified. De-
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creasing hydraulic resistivity in the ESL produced lower RBC deformation. Including cell-cell

interactions tended to increase deformation sharply compared to isolated cell scenarios. ESL

penetration generally decreased for lower hydraulic resistivities except in scenarios with sig-

nificant cell-cell interactions. This was primarily due to changes in flow profiles induced by

the altered hydraulic resistivity levels.
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1. INTRODUCTION

This study focuses on two aspects that play a significant role in blood flow dynamics, red

blood cell (RBC) partitioning and the endothelial surface layer (ESL). At diverging vessel

bifurcations where blood flows from one mother vessel into two daughter vessels, RBCs are

often partitioned nonuniformly where, for instance, 5% of the RBCs go into one daughter

branch even though 25% of the total blood flow goes into that branch [  1 ], [ 2 ]. This con-

tributes to the heterogeneous microvascular RBC distribution seen in vivo [ 2 ]. Experiments

also give evidence for a 0.5-1 µm ESL that lines vessel walls [  3 ], [  4 ]. This contributes to

vessel resistances that differ significantly from those predicted by glass tubes [  5 ]. Further

studies suggest the ESL has additional roles in shear-stimulated blood flow regulation [ 6 ] and

in adhesion of platelets [  7 ], leukocytes [ 8 ], and RBCs to vessel walls [  9 ]. By using a mathe-

matical model to consider the transport of one or two RBCs through an ESL-lined diverging

capillary bifurcation, the studies presented in this dissertation help improve understanding

of how ESL properties may affect RBC partitioning, deformation during partitioning, and

the extent to which RBCs may interact with the ESL at bifurcations. This, in turn, can

give insight into how ESL properties may affect the distribution and activities of other blood

transported objects such as oxygen, which is carried by RBCs, other metabolites, drugs,

platelets, and white blood cells. This can prove useful in studies of pathologies such as

tumor vascularization [  10 ], vascular occlusions [  11 ], sickle cell anemia [ 12 ], and malaria [  13 ].

Along with liquid plasma, RBCs are the primary constituents of blood by percentage,

comprising 40-45% of its volume. At rest, RBCs are shaped like biconcave discs with a diam-

eter of about 8 µm and a width of about 2 µm. They have a concentrated hemoglobin solution

interior, a lipid bilayer membrane, and a cytoskeleton anchored into that membrane. This

combination produces a viscoelastic response to deformation. RBCs are highly deformable

and capable of passing through capillary vessels with diameters as small as approximately

2.7 µm [  14 ]. Their flexibility and finite size contribute to the nonuniform partitioning seen

at diverging vessel bifurcations. Using a model to take all these into account, Barber et

al. [ 15 ] showed that RBC partitioning behavior in small capillary bifurcations at low RBC

concentrations, or hematocrits, could be explained by three clearly defined effects. First,
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an upstream finite size effect due to the finite size of the RBC and consequently the fact

that the RBC’s center of mass cannot get infinitely close to straight vessel walls. Second,

a migration effect due to the flexibility of the RBC contributing to the RBC’s tendency to

migrate towards the center of a vessel upstream of a bifurcation. And finally, an obstruction

effect due to the tendency for RBCs obstructing a lower flow downstream branch to be pulled

into that lower flow vessel, also due to the finite size of the RBCs. Their results agreed well

with Pries’s [ 16 ], [ 2 ] empirically derived RBC partitioning function.

The endothelial glycocalyx (EGL) is comprised of two semi-distinct layers of membrane-

bound macromolecules. The inner layer has been observed to have a quasi-periodic matrix

structure [  17 ] associated with bush like configurations of fibers [  18 ] anchored into the en-

dothelial cells that form the vessel wall. This layer extends approximately 0.05-0.4 µm from

the vessel wall [  19 ]. It then transitions into an outer layer, often referred to as the endothe-

lial surface layer, or ESL. The ESL is made up of a more porous, loosely structured gel-like

solution [  19 ] which extends from the inner layer out into the vessel lumen a distance of, when

combined with the inner layer, approximately 1 µm or more [ 3 ], [ 4 ].

The structure and function of these two layers has been studied extensively. Often, re-

searchers have looked at properties of one of the layers while neglecting the other. This has

sometimes led to confusion in terminology and the role of the osmotic pressure differences

across the layers in hemodynamics [  19 ], [  20 ]. A primary function of the inner layer is its

role as a molecular sieve for plasma proteins at the microvascular wall [  21 ]. This results

in a significant colloidal osmotic pressure drop across the layer of approximately 1.5 × 102

dyn/cm2, placing the inner layer in a state of compression [ 20 ]. At the same time, obser-

vations suggest that flowing RBCs (≥ 20 µm/s) do not invade the EGL while slower or

stationary RBCs penetrate the EGL region [ 22 ]. Based on the hypothesis that the outer

layer, or ESL, filaments resist flattening because of the colloidal osmotic pressures generated

by plasma proteins in the ESL [  23 ], Secomb et al. [ 3 ] found that an osmotic pressure in-

crease of 20 dyn/cm2 is sufficient to exclude RBCs from the layer, yet small enough to allow

an RBC to completely compress the layer while stationary [  24 ]. This predicted increase in

osmotic pressure would place the ESL in a state of tension rather than compression. These
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varying predictions (tension versus compression) for osmotic pressure differences in the EGL

can be readily explained by the bi-layer model.

Besides its resistance to compression, the ESL is also known to impede the flow of plasma,

which significantly increases flow resistance in microvessels when compared to in vitro studies

of vessels with equal dimensions [  25 ]. Modeling the ESL as a porous medium with a corre-

sponding hydraulic resistivity and a resistive osmotic pressure difference, Secomb et al. [ 23 ]

was able to obtain vessel flow resistance estimates that agreed with experiment. This further

gave evidence of the importance of the ESL’s resistance to both flow (hydraulic resistivity)

and compression (osmotic pressure difference).

In addition to the previously mentioned studies, models have been used in many other

contexts to better understand partitioning behavior at bifurcations and the effects of the ESL.

Barber et al. [ 26 ] used a similar model to the one used here to find that cell-cell interactions

for lower hematocrits made partitioning more uniform, in general. Such interactions were

identified in three main categories: trade-off interactions, herding interactions, and following

interactions. Trade-off interactions, the more prevalent of the three main types, produced

more uniform partitioning overall, while herding and following interactions promoted less

uniform partitioning. Trade-off interactions happen when the leading cell entering a daughter

branch causes the following cell to enter the alternative branch. When the front cell enters

one branch, it effectively carries a lot of volume with it into that branch. To maintain the

flow split in the bifurcation (e.g. 25% out one daughter branch and 75% in the other daughter

branch), the back cell enters the opposite branch. Herding interactions happen when the

following cell entering a daughter branch causes the leading cell to enter the same branch.

Similarly, following interactions are described as when the leading cell entering a daughter

branch causes the following cell to enter the same branch. In both cases, this is caused by

the cells being very close together which, in turn, causes the cells to move as a single object.

Balogh and Bagchi [ 27 ] used a model to study a large three-dimensional network of vessels

featuring multiple successive bifurcations, both converging and diverging, and many RBCs

to identify underlying cellular scale mechanisms including reverse partitioning. In classical

RBC partitioning, the high flow branch gets disproportionately more cells than the low flow

branch. In contrast, in reverse partitioning the low flow branch gets disproportionately more
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cells than the high flow branch. They identify two main cell mechanisms that are responsible

for increased reverse partitioning: asymmetry in the RBC distribution upstream of diverg-

ing vessel bifurcations and temporary and fluctuating increases in the RBC concentration

near diverging bifurcations. Asymmetry in RBC distributions arises due to the partitioning

behavior at previously encountered bifurcations and is more likely to affect partitioning in

series of bifurcations in relatively close succession. In cases of increased concentration of cells

near bifurcations, reverse partitioning arises due to a mechanism analogous to the previously

described trade-off interactions.

Damiano [  28 ] used mixture theory to model the ESL as a linearly elastic solid under

deformation. He found that the presence of the ESL contributed to a significant increase in

resistance and reduction in hematocrit in capillary tubes. These results matched qualitatively

with experimental results. Hariprasad and Secomb [  29 ] later modeled the effect of the ESL

on RBC shapes. They found that the ESL led to two different possible steady state shapes

that might result as they travel along the tube. These differences were observed for differing

values of the hydraulic resistivity in the ESL chosen from a range of physiologically realistic

values. Despite these efforts, such studies do not consider both the ESL and RBC partitioning

in conjunction.

A wide range of numerical methods have been used to develop models of RBCs in mi-

crovessel flows [ 30 ]. Fedosov et al. [  31 ] used dissipative particle dynamics (DPD) to reproduce

experimental results. In this case, the system comprised of RBC membrane, external plasma,

and internal cytoplasm was modeled mesoscopically by stochastic particles. DPD methods

generally require large numbers of particles to accurately represent RBCs and their dynamics

in high resolution. Lattice-Boltzman methods, such as those used by Sun and Munn [ 32 ]

to investigate cellular interactions, yield the mechanics of the Navier-Stokes equations in a

statistical limit. However, this statistical description of the flow equations depends upon

a microscopic viscous relaxation timescale. Thus, as the Reynolds number of the system

decreases, computation time increases dramatically. Immersed boundary methods distribute

forces exerted on the plasma by the cell membrane to a local mesh of nearby points. However,

these methods depend on the refinement of the mesh to resolve close cell-cell interactions,

and additional care must be taken if cells are closer than a mesh spacing distance from
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one another [  33 ], [  34 ]. Finite element methods, such as the one detailed in Chapter 2, ex-

plicitly model the cell membrane which provides insight into cell mechanics. Close cell-cell

interactions are handled by invoking lubrication theory. For the scenarios considered in this

dissertation, finite element methods require fewer nodes and less computational expense to

achieve a desired degree of accuracy compared to other methods. The finite element model

described in Chapter 2 utilizes twenty nodes along the discretized membrane of the RBC.

Simulations run with forty nodes produced similar results. However, computational expense

increases significantly with the addition of each node indicating that other methods should

be utilized to simulate RBCs in higher hematocrit scenarios or in three dimensions.

Here we consider both the ESL and RBC partitioning using a two-dimensional mechan-

ical model of single and paired cells passing through a diverging capillary bifurcation. To

maintain a feasible study, the focus here is restricted to three major aspects of RBC dynam-

ics in a single diverging capillary bifurcation. Other aspects, such as oxygen release, can and

do occur but are not considered with the model presented here. The first major aspect is

the partitioning of RBCs into one or the other downstream daughter branch. The second

major aspect is the deformation of cells as they pass through the bifurcation. The third is

how deeply the RBCs penetrate the ESL (ESL penetration) when they encounter the ESL.

As previously mentioned, RBC partitioning can affect the distribution of RBCs, and other

blood constituents, throughout the microvasculature. Mechanical deformation of RBCs has

been linked to release of various metabolites including adenosine triphosphate (ATP) and

nitric oxide (NO). Bor-Kuckatay et al. [  35 ] devised an experimental study in vitro that

showed a significant link between NO concentration and RBC deformability as quantified by

an elongation index. Following experimental studies by Forsyth et al. [ 36 ], [  37 ], Zhang et al.

[ 38 ] developed a model that predicts ATP release by the level of shear stress experienced in

the cell membrane as well as its change in curvature. They predicted that the highest rates

of these factors are observed in diverging bifurcations, indicating that the highest rates of

ATP release are located at vessel bifurcations as well.

ESL penetration is particularly important for cell adhesion. ESL penetration by RBCs

has been seen to occur in experiment in certain pathological scenarios involving thrombosis

and cardiovascular disease where the ESL can be damaged [  39 ], [ 40 ]. According to Vink et
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al. [  7 ], a damaged or reduced ESL will lead to RBC adhesion. They devised an experiment

in vivo that showed how oxidized low-density lipoproteins reduce the gap between RBCs and

endothelial cells (ECs), a measure of ESL damage with a smaller gap suggesting evidence of

a damaged ESL. The estimated level of damage experienced by the ESL correlated directly

with the number of RBCs observed to adhere to the EC surface. Cell adhesion can, in turn,

lead to RBC damage and impaired RBC function [ 7 ]. Damaged or reduced ESL, as in the

studies by Oberleithner et al. [  9 ], [  41 ], can also lead to an increase in interactions between

RBCs and ECs via endothelial structures such as epithelial sodium channels.

Secomb et al. [  42 ] developed a two-dimensional viscoelastic model similar to the one used

in these studies. It reproduced the physiological shape of an RBC as it passed along a bi-

furcation made up of smooth vessels. The two-dimensional model, including internal viscous

elements within the RBC membrane, was calibrated to match the motion and deformation

experienced by cells rotating in shear flow. Barber et al. produced results consistent with a

partitioning function empirically and experimentally derived by Pries [ 43 ] for both a single

RBC [ 15 ] and two interacting RBCs [ 26 ], for vessels with no ESL.

The model developed in this dissertation, however, suggests that varying the hydraulic

resistivity and osmotic pressure difference between the ESL and the free flowing region (re-

ferred to as the “osmotic pressure difference in the ESL”, or simply as the “osmotic pressure

difference” henceforth) does have a significant impact on the level of deformation under-

gone by an RBC. In addition, we show that physiologically realistic parameters of hydraulic

resistivity and osmotic pressure within the ESL lead to sufficient penetration by RBCs at

diverging vessel bifurcations for possible cell adhesion to take place in these scenarios.

The computational model used in simulations throughout these studies is developed in

Chapter 2. Modeling of the ESL is similar to methods devised by Secomb and Hariprasad

[ 23 ], [  29 ]. Modeling of RBC motion in viscous flow is similar to models formulated by

Secomb and Barber [  15 ], [  26 ], [  42 ]. It contains improvements and added capabilities that

increase computational efficiency and produce accurate results for situations not considered

by previous models. These improvements include modeling ESL penetration by an RBC in

vessel bifurcations and an expanded capability to resolve close cell-cell interactions through

the application of lubrication theory, among others.
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The model is first used to consider individual RBCs traveling through an ESL lined

bifurcation in Chapter 3. By removing cell-cell interactions, the effect of the ESL on cell

dynamics may be analyzed more closely. Decreased values of these parameters lead to more

nonuniform RBC partitioning, decreased RBC deformation and increased cell penetration.

Possible mechanical explanations for these phenomena are explored.

In Chapter 4, the further effect of the ESL on cell-cell interactions in bifurcations is con-

sidered. These results are compared to the single cell data as well as cell-cell interaction data

from a smooth bifurcation to more clearly identify trends. The presence of an additional

RBC in the bifurcation tends to increase deformation and ESL penetration across various

values of the hydraulic resistivity and osmotic pressure parameters. However, RBC parti-

tioning for different parameter values in the ESL can both increase and decrease uniformity

due to various mechanical effects which are also explored.
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2. MODELING TWO-DIMENSIONAL RED BLOOD CELL

DYNAMICS IN A CAPILLARY BIFURCATION LINED WITH

POROUS MEDIA

The following subsections detail the computational model used throughout this dissertation

to perform simulations involving red blood cells (RBCs) at a diverging microvessel bifurca-

tion. The two-dimensional model of the RBC as a network of viscoelastic elements immersed

in a surrounding fluid was described previously by Barber et al. [  26 ], and is given in section

 2.1 . The added model of the endothelial surface layer (ESL) as a porous media that resists

compression combines approaches from work by Hariprasad and Secomb [  29 ] and Secomb et

al. [ 23 ]. The blood vessel bifurcation configuration used here is shown in Figure  2.2 a and

was chosen to approximately match the vessel geometries used in Barber [  15 ] and Hariprasad

and Secomb [ 29 ]. Detailed in section  2.2 is how a finite element program, FlexPDE [  44 ], is

used to solve the coupled fluid and solid equations for membrane velocities at each time step.

The adaptive time integration method used takes those velocities to predict the trajectories

of each RBC. Involved in the calculation of the membrane velocities is the use of lubrication

forces, described in section  2.3 , to account for cells in close proximity to other objects. Sec-

tion  2.4 defines the various parameter values involved in simulations, section  2.5 gives reasons

for premature simulation termination, and section  2.6 highlights the central challenges that

arose from the numerical method and mathematical formulation of the model.

2.1 Mathematical Modeling

The fluid in the microvessel bifurcation is modeled using a combination of equations for

viscous flow for the free flowing plasma and for porous media flow for the fluid in the ESL,

respectively. The RBC traveling in the fluid is modeled using a network of viscoelastic and

purely viscous elements. To couple these models together, we employ equations of membrane

or mechanical equilibrium.
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2.1.1 Modeling Fluid Flow

The suspending medium in the non-ESL region is assumed to be an incompressible fluid

with a low Reynolds number so that the flow is well approximated by the Stokes flow equa-

tions:

∇ · σ = 0; ∇ · u = 0, (2.1)

where u = (u(x, y), v(x, y)) is the two-dimensional velocity field and the corresponding

components of stress are:

σ = µ(∇u + ∇uT ) − pI. (2.2)

µ is the dynamic fluid viscosity, I is the identity matrix of dimension 2, and p(x, y) is the

pressure field. The Reynolds number, the ratio of inertial forces to viscous forces in a fluid,

is estimated using:

Re = ρUcLc

µ
, (2.3)

where ρ is the density of the fluid, Uc is the characteristic velocity of the system, and Lc

is the characteristic length scale of the system. Using ρ = 1.025 g/cm3, Uc = 0.1 cm/s,

Lc = 0.0008 cm, and µ = 0.012 dyn·s/cm2 for the density of plasma, the average velocity of

an RBC, the average diameter of an RBC, and the dynamic viscosity of plasma, respectively,

yields Re ≈ 0.0068 � 1. This indicates that viscous forces dominate in the system and so

inertial forces are ignored and the Stokes flow, instead of Navier-Stokes, equations are used.

Following past work by Secomb et al. [ 23 ] and Hariprasad et al. [ 29 ], the flow in the ESL

is modeled by assuming the layer acts as a porous medium that has a relatively high hydraulic

resistivity and a width that is roughly w = 1 µm. In particular, a Brinkman approximation

[ 45 ] models the flow in the ESL by introducing drag on the fluid in the porous media that is

proportional to the fluid’s velocity:

∇ · σ = κv(d)u. (2.4)
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Figure 2.1. Assumed variation of hydraulic resistivity, κ, and osmotic pres-
sure difference, ∆πp within the ESL. Both are plotted against distance to the
vessel wall, d. The dashed line indicates the ideal boundary between the free
flowing plasma region and the ESL region. > 96.4% of the magnitude of the
specified resistance or pressure is felt 0.2 µm past the ideal boundary.

The hydraulic resistivity κv(d) is assumed to depend on the distance to the vessel wall, d,

and is given by:

κv(d) = κ
1
2erfc

(
d − w

L

)
, (2.5)

where κ is the maximum hydraulic resistivity in the ESL, erfc() denotes the complemen-

tary error function, and L = 0.157 determines the width of the diffuse ESL boundary, as

illustrated in Figure  2.1 .

The value of L was chosen by Secomb et al. [ 23 ] so that most of the variation in κv(d)

occurs over a distance of around 0.4 µm, which was shown to produce realistic vessel flow

resistance estimates. Accordingly, within w − 0.4/2 = 0.8 µm of the vessel wall, κv(d) is

an approximately constant value which is > 96.4% the magnitude of the specified κ value

and porous flow occurs. Similarly, κv(d) is approximately zero (< 3.6% the magnitude of κ)

further than w + 0.4/2 = 1.2 µm away from the wall and Stokes flow occurs. This choice of

modeling the hydraulic resistivity (and ESL osmotic pressure, discussed later) as a diffuse
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boundary rather than a sharp one was made both because it produces smoother dynamics in

the ESL region allowing for larger time steps and faster simulations, and because simulations

run with a sharp ESL boundary produced similar, yet less smooth, results, indicating that

the choice of ESL boundary representation is relatively unimportant.

The fluid domain is pictured in Figure  2.2 a with flow coming in on the left through

the larger mother vessel and flow exiting out two daughter vessels on the right. The origin

is located at the intersection of the centerlines of the mother vessel and the two daughter

branches. The labeled arrows at the origin show the direction of the positive x and y

coordinates. The length of each vessel is measured from the origin along the vessel centerline

to the vessel inlet or outlet and are taken initially as V L0 = V L1 = V L2 = 5(w0 − w)/2,

which is consistent with [  15 ]. To limit the effects the choice of boundary conditions may

have on RBC dynamics, the length of daughter branch i, where i = 1 or 2, is given by

V Li = max(5(w0−w)/2, 5−Rcell/2+Di). Di is the distance that the RBC has traveled down

daughter branch i defined by Di = max
j

∣∣∣〈xj, yj〉 ·
(
(−1)i−1

〈
1/

√
2, 1/

√
2
〉)∣∣∣ where 〈xj, yj〉 is

the jth cell node. This prevents the cells from getting close to the outlets.

The inlet normal derivative of the velocity is set to zero, corresponding to an assumption

of well-developed flow at the entrance. The velocity and normal derivative of pressure at

the outlets are prescribed to match the flow profile for well-developed flow in a tube with a

w = 1 µm thick porous layer along its walls. The inlet pressure is set to zero. As described

in more detail in section  2.2 , a penalty method involving pressure is used in order to enforce

the fluid incompressibility condition, which cannot be specified exactly by the finite element

solver. The boundary conditions of the pressure at the inlet and outlets stated above are the

correct conditions when using such a penalty pressure method as well as steady Stokes flow.

The flow profile and normal pressure derivative at the outlets are derived from equation

 2.4 , as follows. Consider for a moment well-developed, unidirectional flow in a vessel that is

horizontal. The original equation simplifies to:

µ
∂2u

∂y2 = dp

dx
+ 1

2κerfc
(

w0/2 − |y| − w

L

)
u. (2.6)
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While this equation can be solved using, for instance, a standard boundary value problem

solver (see Figure  2.3 ), it can be difficult to use this solution to supply boundary conditions for

our finite element solver, FlexPDE. Because of this, we used alternate boundary conditions

found by considering well-developed, unidirectional flow in a horizontally oriented vessel with

w = 1 µm and a sharp boundary.

More precisely, the equations governing the horizontal velocity, u(y), in the case of a

sharp boundary are given by:

µ
∂2u

∂y2 − dp

dx
=


κu w0/2 − |y| − w < 0; porous layers

0 w0/2 − |y| − w > 0; free flowing region
. (2.7)

The following boundary equations are used to solve these equations:

ub,por

(
−w0

2

)
= 0; ub,por

(
−w0

2 + w
)

= ub,free

(
−w0

2 + w
)

;

dub,por

dy

(
−w0

2 + w
)

= dub,free

dy

(
−w0

2 + w
)

; dub,free

dy
(0) = 0,

(2.8)

where ub,por(y) and ub,free(y) denote ub(y) in the porous layers and in the free flowing region,

respectively. The first of these expressions corresponds to a no-slip boundary condition

at the vessel wall, the second and third to boundary conditions enforcing a continuous,

differentiable flow across the boundary between the ESL and the free flowing region, and the

last to ensuring a finite maximum velocity at the center of the vessel, a consequence of the

symmetry of this scenario. The solution, for κ = 108 dyn·s/cm4, is plotted in red in Figure

 2.3 .

The difference between the diffuse and sharp boundary flow profiles is highest for the

high flow daughter branch at high (κ = 108 dyn·s/cm4) hydraulic resistivity (Figure  2.3 ).

For this case, the percent relative error is approximately 2.66%, calculated with the following

formula:

% relative error =

∫
|f1(x) − f2(x)| dx∫

|f1(x)| dx
. (2.9)
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Figure 2.2. (a) Geometry of the fluid domain with vessel widths of w0 = 10
µm and w1 = w2 ≈ 8.35 µm including an ESL width of w = 1 µm. Daughter
branches bifurcate at θ1 = θ2 = 45◦ angles from the mother vessel. The radii
of the circular arcs that link the vessel walls in the bifurcation are all r = 2
µm. The x-axis runs parallel to the centerline of the mother vessel, while
the y-axis runs perpendicular. (b) Diagram of the two-dimensional model
of a discretized RBC. Exterior line segments are comprised of viscoelastic
elements of length li while interior elements of length Li are purely viscous.
(c) Summary of forces acting on the ith node of the discretized cell including
membrane tensions (t̄i−1 and t̄i), bending resistance (mi), internal viscous
resistances (Ti), internal pressure (pint), external fluid (σ · n) and ESL (posm)
forces. Also included is the arclength s that gives the distance from Node i
along the ith external element and is used when calculating force balances for
each node.
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Figure 2.3. The fluid velocity out of an 8.35 µm wide vessel (same as daughter
branches) when using sharp (red) and diffuse (blue) porous layer boundary
assumptions. Hydraulic resistivity in the layer is high (κ = 108 dyn·s/cm4) and
flow is 0.575 times the flow in the mother daughter vessels (8 µm2/ms) used in
these studies. Percent relative error between the two methods is approximately
2.66%.

However, since the outlets are always at least 5 − Rcell/2 µm from the RBC, the percent

relative error in RBC velocities caused by using the approximate flow profile over the exact

flow profile never exceeds 0.0249%.

Choice of geometry dimensions and daughter branch orientation in simulations as well

as total vessel flux are discussed in section  3.2 .

2.1.2 Modeling Red Blood Cells

The two-dimensional RBC model represents a cross-section through the center of the

cell. It is discretized into a loop of n external nodes connected by n external line segments

and to n internal line segments that connect to a single internal node (Figure  2.2 b). Using

n = 20 produces results that agree with experiment. These results include flow resistance

in capillary vessels [  42 ], typical bifurcation motion for isolated [  15 ] and paired cells [  26 ],

and shear effects on cell shape in ESL-lined capillary tubes [ 29 ] (see Chapter 1 for more
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details). A subset of the simulations used to produce the results in this dissertation were

run with n = 40. No significant differences in RBC motion was observed. To represent

the membrane’s viscoelastic resistance to deformation, each external segment is modeled

as a viscous and an elastic component connected in parallel. To represent the membrane’s

resistance to bending, a bending moment is introduced at each external node between each

external segment. The effects of the internal viscosity of the cell as well as the viscous

resistance of the cell membrane to out-of-plane deformations are represented using solely

viscous internal segments.

The ith external node at position xi is connected to the ith internal segment and external

segments labeled i − 1 and i. The internal node is labeled as Node 0. During deformation,

the ith external segment experiences a tension force, ti(s), a shear force, qi(s), and a bending

moment, mi(s), where s is the distance along the element from node i toward node i + 1, li

is the length of the ith external segment, and 0 ≤ s ≤ li.

In addition to external fluid forces, the model also takes into account ESL-mediated forces

that arise when an RBC impinges upon the ESL, which corresponds physiologically to an

RBC compressing the layer. Pries et al. [  5 ] assumed that the ESL exhibits slightly elevated

colloid osmotic pressure due to the adsorption of plasma protein molecules. Following Secomb

et al. [  23 ], this difference in osmotic pressure is modeled in the same way as the hydraulic

resistivity:

posm = ∆πp
1
2erfc

(
d − w

L

)
, (2.10)

where ∆πp is a constant corresponding to the maximum difference in osmotic pressure be-

tween the ESL region and the vessel lumen. posm does not affect fluid flow and so is not

included in the fluid equations. It does exert an additional pressure on portions of the RBC

membrane that penetrate the ESL due to the osmotic or resistive forces in the compacted

region which push the RBCs away from the vessel wall (see equation  2.16 ).

In experiments, visible cross-sectional areas can and do fluctuate. Two-dimensional mod-

els that use incompressible fluid equations to model the cell interior cannot reproduce such

behavior. This model, however, represents the cell interior with viscous internal segments

and an internal pressure. This choice has allowed the model to reproduce experimental be-
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havior in a number of contexts including comparisons with experimental pictures of RBC

cross-sections [  15 ], [  42 ]. At the same time, however, in three dimensions RBC volume is

conserved due to internal fluid incompressibility and RBC surface area is conserved over

the time scales considered here. These properties cause the cross-sectional areas of RBCs

to conform to approximate, not exact, area conservation, and so the cross-sectional area is

constrained by introducing a pressure to the interior of the cell:

pint = kp

(
1 − A

Aref

)
(2.11)

where kp is a constant giving the strength with which the approximate area conservation is

enforced and Aref is a constant reference area of the RBC.

The average tension in the ith external segment is given by:

t̄i = kt

(
li
l0

− 1
)

+ µext
1
li

dli
dt

(2.12)

where kt is the elastic modulus, l0 is the reference length of the segment, and µext is the

segment viscosity. The first and second terms on the right hand side of the equation cor-

respond to the elastic and viscous components of the element, respectively. Linear elastic

elements and viscous elements that are linear with respect to dli/dt are used for simplicity.

The internal segments are purely viscous with the average tension in the ith internal segment

given by:

Ti = µint
1
Li

dLi

dt
(2.13)

where µint is the viscosity and Li is the length of the ith internal segment.

The resistance of the cell membrane to bending can be modeled by including bending

moments at each external node:

mi = −kbαi

l0
(2.14)

where kb is the bending modulus and αi is the exterior angle between the external segments

i − 1 and i.
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2.1.3 Model Coupling

The coupling of the cell membrane stresses with the external stresses are given by the

following equations of membrane or mechanical equilibria [ 46 ]:

dti

ds
= −gi;

dqi

ds
= −fi;

dmi

ds
= qi (2.15)

where gi(s) and fi(s) are the tangential and normal components of the external stresses,

respectively, ti(s) is the tension force, qi(s) is the shear force, and mi(s) is the bending

moment at the ith external node.

The external fluid stresses, osmotic pressure difference, and interior pressure combine to

give the following equation for the fluid stresses acting upon the ith external segment:

gi = tT
i · σ · ni; fi = nT

i · σ · ni + pint − posm (2.16)

where ni and ti are the unit vectors normal and tangential to the ith external segment and

point away from and counterclockwise to the cell interior, respectively. When gi is a positive

value, the fluid pulls on the cell membrane in a counterclockwise direction while a positive

value of fi corresponds to the fluid pulling the membrane outward.

Integrating the mechanical equilibrium equation for the bending moment in equations

 2.15 above produces an equation for the average shear stress, q̄i, in the ith external segment

in terms of the exterior angles, αi and αi+1, at either end of the segment:

q̄i = kb(αi − αi+1)
lil0

(2.17)

By further integration and manipulation of the remaining equations of mechanical equilibria,

we can write expressions for the forces acting on the endpoints of the external segments:

ti(0) = t̄i + 1
li

∫ li

0
(li − s)gi(s)ds; ti(li) = t̄i − 1

li

∫ li

0
sgi(s)ds;

qi(0) = q̄i + 1
li

∫ li

0
(li − s)fi(s)ds; qi(li) = q̄i − 1

li

∫ li

0
sfi(s)ds.

(2.18)
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The internal segments are not acted upon by any fluid.

At the ith external node, the equilibrium of forces can be written as follows:

ti(0)ti − ti−1(li−1)ti−1 − qi(0)ni + qi−1(li−1)ni−1 + TiT i + f i,lub = 0 (2.19)

where T i is the unit vector pointing into the cell interior along the ith internal segment and

f i,lub are additional lubrication forces that are set to zero unless a cell node or segment

is within δlub = 0.01 µm from another cell or vessel boundary segment. These forces are

detailed further in section  2.2 . Equilibrating forces at the internal node yields:

n∑
i=1

TiT i = 0. (2.20)

These nodal equations  2.19 and  2.20 form a system of 2(n+1) = 42 equations for each RBC.

They describe the balance of forces at each node and produce equations that are linear in

terms of the unknowns in the system that include velocities, {un
i=0}, at each node and nearby

fluid velocities and pressures.

The equations are also coupled to the surrounding fluid by enforcing no-slip boundary

conditions at the cell membrane. The velocity of the membrane along the ith external

segment, um(s), is estimated using linear interpolation and the unknown membrane nodal

velocities:

um(s) = li − s

li
ui + s

li
ui+1 (2.21)

The fluid velocities along the membrane are required to match these interpolated membrane

velocities which produce boundary conditions for the fluid on the cell boundary that involve

the 2(n + 1) unknown membrane nodal velocities.

The resulting coupled fluid-nodal equations involve both unknown membrane nodal ve-

locities and unknown fluid velocities and pressures. These coupled equations are solved

numerically to obtain estimates for all unknown velocities at that particular time step. The

membrane nodal velocities that are found in this way can then be used to obtain the long-

term motion of the RBCs.
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2.2 Numerical Method

The coupled system of equations describing the motion of RBCs and the surrounding

plasma is solved using the finite element package FlexPDE [  44 ]. FlexPDE uses a variational

formulation. Each of the variables in the system is approximated by a linear combination

of cubic basis functions making the spatial solution third order accurate. Adding such

sums into the equations, multiplying by a test function (also cubic), and integrating by

parts produces the corresponding variational formulation for the problem. The underlying

equation involving a stiffness matrix and its load vector is solved using Lanczos iteration

[ 47 ]. The solvers utilized by FlexPDE are structured in such a way that the incompressibility

condition ∇ · u = 0 cannot be specified exactly. Instead, the following condition is used:

∇2p = K∇ · u. (2.22)

The penalty coefficient is chosen so that K = µ/L2
char = 1 × 10−2/(1 × 10−5)2 = 1 × 108

dyn·s/cm4, where Lchar = 1 × 10−5 cm = 0.1 µm is the approximate length scale of incom-

pressibility resolution. This value was found to sufficiently approximate the incompressibility

of the fluid when the nodes and segments comprising the RBCs were a distance on the order

of 0.1 µm from each other and the vessel wall [ 15 ], [ 42 ].

However, during simulations, RBCs may be forced into close proximity with each other

and, in the cases considered with no ESL or impermeable ESL, to the boundary of the

domain. When a porous ESL region is present, RBCs are never within approximately 0.1

µm of the vessel walls, as the hydraulic resistivity and osmotic pressure difference in the ESL

are sufficient to prevent such penetration into the layer (see section  3.3 ). The adaptive mesh

generator utilized by FlexPDE helps better resolve flow when cells are in close proximity with

other rigid objects by creating an increasingly refined mesh in the narrow channels between

RBCs and other objects. The adaptive meshing also automatically refines the mesh near

the ESL’s diffuse boundary where the hydraulic resistivity and osmotic pressure difference

values change rapidly. In particular, the mesh is refined until estimated local relative errors

are less than 1 × 10−3.
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In extreme cases where RBCs are within 0.01 µm of each other or the vessel wall, or

� Lchar = 0.1 µm, the penalty condition is unable to appropriately enforce incompressibility

in the fluid. This results in cells that unrealistically collide in finite time with each other or

the vessel wall. In fact, when RBCs and endothelial cells are close enough to each other, the

surface roughness on the cells begin to produce solid-solid interactions with each other that

limit how close those cells can be. For instance, the surface roughness of the RBCs includes

the presence of a glycocalyx that protrudes from the membrane approximately 0.01 µm [ 48 ].

To prevent unrealistic collisions, lubrication theory is used to derive correction forces that

are used at nodes in close proximity to other objects, as described in section  2.3 .

Given the cell node positions, yn
i , at the nth time step at time tn, the finite-element

package is used to find the instantaneous velocity un
i of the ith cell node at that time. The

velocities are used to predict the nodal positions, ỹi, at time tn + dtp using a forward Euler

estimate:

ỹn+1
i (tn + dtp) = yn

i + dtpun
i , (2.23)

where dtp is the predictor time step that can vary as the simulation progresses. The finite

element program is then used with these new positions to estimate the corresponding in-

stantaneous velocities at time tn + dtp, denoted by ũn
i (tn + dtp). The corrected estimate of

the nodal position at time tn+1 = tn + dtc is given by:

yn+1
i (tn + dtc) = yn

i + dtc

2dtp

[(2dtp − dtc)un
i + dtcũ

n
i (tn + dtp)] , (2.24)

where dtc is the corrector time step that can vary as the simulation progresses. Note that

if the predictor and corrector time steps are equal to each other, this method is the same

as Heun’s method. However, the time steps are adaptive and so are usually different sizes.

In this case, the method has O(dt2
c) + O(dtpdtc) global accuracy, and has the same stability

region in terms of dtc as Heun’s method.

Using a constant time step frequently produces unrealistic and nonphysiological scenarios

where cell and/or domain boundaries may overlap. The integration with respect to time is

therefore performed using an adaptive second order Runge-Kutta scheme where the time step
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is chosen so that the minimum distance between any two objects (e.g. between two RBCs

or between a RBC and the wall) changes by no more than a set percentage. In addition,

to better resolve motion in and through the ESL, that percentage is chosen to depend on

RBC proximity to the ESL. In particular, when a portion of a cell is within w = 1 µm of the

vessel wall (where hydraulic resistivity and osmotic pressure differences are at 50%), the cell

is considered to be in the “ESL region”. Otherwise, it is outside the region. When the ESL is

present, the time step is chosen so that minimum relative distance changes by no more than

10% when the cells are not in the ESL region and 1% when they are. When the ESL is not

present, minimum relative distance changes are limited to 10% throughout the domain. The

time steps were additionally limited so that no single time step never exceeded 1 ms. These

adaptive additions improve numerical accuracy and sufficiently reduce the size of time steps

so that simulations do not change significantly when the time steps are reduced in size even

further.

At the center of implementing two discrete adaptive time integration rules in the domain,

10% in the free flowing plasma region and 1% in the ESL region, is finding the distance from

a cell to the vessel wall. The distance to the vessel wall is the minimum distance from any

point on the cell membrane, parametrized by the curve RBC(tRBC), to any point on the

vessel wall, parametrized by the curve V W (tV W ): min
tV W ,tRBC

||V W (tV W ) − RBC(tRBC)||2.

In general, the function ||V W (tV W )−RBC(tRBC)||2 can have multiple local minima corre-

sponding to more than one location on the cell being close to the vessel wall (for an example

of this, see Figure  4.9 ). In addition, the problem is made more difficult because the goal is to

find the minimum distance to all of three disparate sections of the vessel wall. While there are

many ways to proceed, we solved the minimization problem using a program that finds the

distance from a polygon (cell) to a point in space, a program that finds minimums (Matlab’s

fminbnd), and a partitioning of parametrized curves into much smaller curve segments.

The first program finds the minimum distance from a point, P , in space to a particular

polygon by taking the minimum of all minimum distances from P to each of the lines that

pass through the edges of the polygon by using a dot product projection. If the projected

point on the line, S, lies on the edge, this is also the minimum distance to that edge. However,

if S does not lie on the edge, the distance from P to the nearest endpoint of the edge is used
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instead. This distance program can be thought of as a function that returns the distance

from the cell to any point in space, including points on the ESL boundary or vessel wall:

Dcell(x, y). Before continuing, we note that there are three distinct sections of the border

between the free flowing plasma region and the ESL region, as seen in the bifurcation domain

pictured in  2.2 a, one for the top, bottom, and rightmost vessel wall. These are parameterized

in terms of ti and denoted by V W i(ti) = 〈x(ti), y(ti)〉 for i = 1, 2, 3. Matlab’s fminbnd is

first used to find an estimate for typical local minimum values, m̃i, along each of these three

boundaries:

m̃i = min
ti∈[ti,min,ti,max]

Dcell(V W i(ti)). (2.25)

When m̃i is less than 1.1 µm away from the vessel wall or less than 2 µm away from the wall

while also being one of the two walls closest to the cell, more care is taken in finding the

distance. In such cases the boundaries were broken into smaller pieces no longer than half

the minimum external segment length, lmin. Matlab’s fminbnd is again used to find local

minimums on each of those smaller segments. On such small intervals when only one cell

node is close (within lmin/2) to any given small segment, all possible local minima on the

portion of wall being tested are found. Each of the local minimums found as solutions to

these minimization problems are compared and the smallest value yields the global minimum.

Note that technically if cells become twisted enough, the preceding algorithm may fail to

find all local minima and the correct corresponding global minima. All simulations, however,

were checked by eye to ensure no such abnormal situations occurred.

In a previous study by Barber and Zhu [  49 ] regarding cancer cells, a similarly adaptive

time integration technique was employed and produced good results. But rather than using a

second order Runge-Kutta method, a second order Adams-Bashforth method was used in the

study. However, applied to the scenarios involving RBCs in diverging bifurcations described

here, preliminary tests showed a relatively high number of simulations breaking before a

branching determination could be made. Upon closer inspection, a possible explanation for

these breakages could be an increased tendency for segments to exhibit unstable buckling

behavior when in bifurcations. Segments and nodes in series would develop a zig-zag pattern

along a cell membrane and then oscillate back and forth in consecutive time steps. This could
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be due to the reliance of the Adams-Bashforth method upon velocity information from two

previous time steps versus the Runge-Kutta method’s reliance on only one. Overall, better

results were obtained using the Runge-Kutta method described here, and breakages in the

simulations were reduced to such a degree that branching determinations were able to be

made in more than 99% of simulations.

Another addition to the modeling approach is exact prescription of the location of mul-

tiple finite element nodes. In particular, FlexPDE allows inclusion of “features” which are

user-defined curves along which FlexPDE makes the finite element triangle edges align. By

defining the ESL boundary (where w = 1 µm) as a feature, FlexPDE meshes so that triangle

edges and corresponding nodes along those edges fall along that boundary (see Figure  2.4 ).

When RBCs are farther from the ESL boundary, this strategy improves both the speed and

accuracy of the finite element solutions. When RBCs get close to or cross over these features,

however, this can result in multiple very small triangles in the gaps between the RBC and

ESL boundaries leading to poorly conditioned matrices and slow converging iterative meth-

ods. To alleviate this issue, portions of the boundary that are near the RBC are excluded

from being prescribed as features. In those scenarios, multiple features are still used as they

still help improve FlexPDE’s mesh construction and corresponding numerical results but

only portions of the ESL boundary that are farther than 0.1 µm away from the RBC are

used.

Cutting the features up requires finding where the cell intersects the ESL boundary (akin

to collision detection). A cell can actually cross the boundary in multiple locations, so in

order to only include portions of the ESL boundary that are not within 0.1 µm of the cell, we

must first find all points on the ESL boundary that are 0.1 µm away from the RBCs. This is

done by first finding the points on the vessel wall that are closest to the RBC, as described

previously. After finding those local minima, we search to the left and right of the left and

rightmost minima, respectively, in order to find where the ESL boundary is exactly 0.1 µm

away from the cell. ESL boundary points between those two locations (and effectively close

to the cell) are omitted from the ESL boundary features created in FlexPDE.
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a b

10 μm

Figure 2.4. Mesh construction and ESL boundary feature, shown in red, for
a typical simulation. (a) Mesh construction for a time step with no ESL pene-
tration. Triangle edges and corresponding nodes fall along the ESL boundary
feature. (b) Mesh construction with an RBC impinging upon the ESL. The
feature at the far wall is broken into two sections no less than 0.1 µm from the
cell.

2.3 Lubrication Forces

The external nodes and segments of the discretized RBCs often come into close proximity

to each other and to the solid domain boundaries representing the vessel walls. The geometry

of such situations are not realistic in a physiological sense due to the discretized nature of

the cell. In reality, there are no sharp corners formed by linear segments in a cell membrane.

Thus, when two surfaces come into close proximity with one another, the rate at which they

approach each other may be overestimated if the narrow gap between them contains a corner.

To account for the smooth edges of a real RBC, an external node that is in close proximity

to another object is replaced by a linear segment of length l = 0.1 µm and set parallel to

the other object, as shown in Figure  2.5 . We will refer to this segment as the lubrication

segment. Methods involving lubrication segments are employed to handle multiple close

proximity scenarios that are described below.
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While one could replace the node with such a segment by altering the cell’s boundary in

the finite element program, this is not the best option for obtaining accurate force calculations

on these nodes. In fact, to accurately calculate the incompressibility of the fluid in a small

(less than w = 0.01 µm wide) gap between a lubrication segment and an external segment,

the penalty constant K, normally set at K = 1 × 108 dyn·s/cm4, must be increased to

a value on the order of K = 1 × 1012 dyn·s/cm4. This is even greater than the value

predicted by a characteristic length scale of 0.01 µm, which indicates shortcomings in the

finite element approach and corresponding pressure penalty method when using such extreme

values. While one could replace the node with a segment and use this much higher value

of K, the computational time required is approximately ∝ K making this an unfeasible

solution. Instead, to better estimate the forces when cell nodes approach other objects, we

also calculate and incorporate lubrication forces into the nodal equations.

In order to estimate appropriate lubrication forces that arise when an external node

approaches another segment (whether that of another cell or a domain boundary segment),

we solve the simplified steady Stokes equations in the narrow gap between the lubrication

segment and the opposite segment. These equations may be simplified due to the assumption

that the width of the gap, w, is much smaller than l, the length of the lubrication segment.

This assumption is valid since these lubrication forces are only introduced in the model when

w ≤ 0.01 µm, and as mentioned above, l is taken to be 0.1 µm in typical situations. Thus,

assuming without loss of generality that the lubrication segment is positioned in the x − y

plane vertically, as in Figure  2.5 , we arrive at the following equation for fluid velocity in the

gap:

µ
∂2v(x, y)

∂x2 = dp(y)
dy

, (2.26)

where u = (u(x, y), v(x, y)). The goal is to calculate an equation for the total force acting

upon the lubrication segment. To do so, we must first integrate the above equation with

respect to x with the following boundary conditions for the velocities at the approaching node

and the lubrication segment in place: v(0, y) = vn, v(w, y) = vs, u(0, y) = un, u(w, y) = us.

In addition, we assume negligible p at the top and bottom (in particular, significantly smaller
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Figure 2.5. An external node of an RBC (left) approaching another segment
of an RBC or vessel wall (right). Pictured is the temporary lubrication segment
of length l parallel to the segment being approached. The width of the gap,
always at least 10 times smaller than the length of the lubrication segment
is denoted by w. Important vectors used in the equations calculating the
lubrication forces arising from such a situation include un and us, the velocity
vectors of the external node and opposite segment, respectively, as well as
ns and ts, the vectors normal and tangential to the approached segment,
respectively.
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than the typically very high and low pressures generated within such gaps). Then, after

applying the incompressibility condition, making rigid body assumptions, and integrating

the force acting upon the lubrication segment as a result of its motion relative to the opposite

segment, we have:

h = −µ

( l

w

)3

n̂sn̂
T
s +

(
l

w

)
t̂st̂

T

s

ud, (2.27)

where h is the force acting upon the lubrication segment. Here ud = un − us where un is

the velocity of the node/lubrication segment and us is the velocity of the opposite segment.

Also, n̂s and t̂s are the unit normal and tangent vectors. Note that the unit vectors would

be the same in relation to the lubrication segment as opposed to the opposite segment since

these segments are constructed to be parallel to one another.

The motion of the cells are corrected using lubrication forces by introducing them to the

nodal equations  2.19 . Notice that the geometry used in the finite element solver is unaltered.

As previously explained, altering the cell’s boundary by including lubrication segments does

not significantly improve results/performance. Instead, at the nodes, lubrication forces are

introduced using a force of the form f i,lub = rh:

ti(0)ti − ti−1(li−1)ti−1 − qi(0)ni + qi−1(li−1)ni−1 + TiT i + rh = 0. (2.28)

r = max(0, 1−w/0.01) is a linear ramping function added to gradually introduce the lubrica-

tion forces to the equations. Including such a function avoids abrupt changes in forces which

may introduce instability to the system. In a case where the segment opposite the lubrica-

tion segment is part of another RBC, an equal and opposite force is applied. This force is

distributed to the nodes connected to the opposite segment in proportion to their proximity

to the location on the segment nearest the approaching external node. This is accomplished

by incorporating the forces into the fluid forces acting upon this opposite segment, as follows:

gi,lub = tT
i (σni + δ(s0)rh); fi,lub = nT

i (σni + δ(s0)rh) + pint − posm, (2.29)

where s0 is the distance from the beginning of the opposite segment to the point on the

opposite segment closest to the approaching node. Using these updated external forces, we
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can update the nodal equations and incorporate the lubrication forces. For example, for

ti(0.1) we get:

ti(0.1) = t̄i + 1
li

∫ li

0
(li − s)gi,lub(s)ds

= t̄i + 1
li

∫ li

0
(li − s)gi(s)ds + µr

(
li − 0.1

li

)(
l

w

)
tT

i · ud.

(2.30)

When a single cell approaches (distance < δlub = 0.01 µm) a vessel wall, or when two cells

approach each other, or when a cell is deformed in such a way that its membrane approaches

its opposite side (a squeezed cell), the scenario usually occurs as outlined above: a single

node approaches a single segment. However, other scenarios arise with sufficient frequency

during simulations to warrant special consideration.

A typical less straightforward scenario is illustrated in Figure  2.6 , a case where a node

is within δlub of not just one, but two segments of another RBC. Here We considered only

cases where the two segments in question are adjacent to each other as cases where two non-

adjacent segments both approach the same node were not seen in our simulations. Other

scenarios, such as a node being in close proximity to three segments, do take place during

simulations, but are exceedingly rare. In such rare cases, even though the simulation was

stopped, we were still able to examine the results and assess the partitioning, deformation,

and penetration behavior up to that point.

When a node (right node in Figure  3.4 ) is within δlub of two adjacent external segments,

it falls into one of three categories when considering the angle between the two segments, α,

associated with each node:

1. Equal but opposite normal vectors for the approaching node and the nearest node on

the approached object. In this case, both α’s are greater than 0 and the nearest point on

the nearest segment to the approaching node is another node ( 2.6 a).

2. Different normal vectors for the approaching node and the nearest node on the ap-

proached object. This can happen in two different ways. In one, both α’s are greater than 0

but the nearest point on the nearest segment to the approaching node is not another node,

as illustrated in  2.6 b. In the other, both α’s are less than 0 and will produce a similar set of
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a

b

c

Figure 2.6. Applying lubrication forces in three special cases. The normal
vectors associated with the node approaching on the right are labeled with a
subscript 1 and point from the approached object to the approaching node.
Similarly, the normal vectors associated with the node on the left are labeled
with a subscript 2 and point from the approached object to the approaching
node. The normal vectors ns are those used to calculate lubrication force
estimates in equation  2.27 . (a) A node approaching two segments where the
shortest distance between them is another node. (b) A node approaching two
segments where the shortest distance between them is not another node. (c)
A node approaching two segments where there are effectively two “shortest”
distances. 42



two distinct normal vectors. (Note that when both α’s are less than zero, the nearest point

on the nearest segment to the approaching node cannot be another node, and so two distinct

normal vectors will always occur in that situation.)

3. Two normal vectors for “closest points” on each segment. This occurs When one α is

greater than 0 while the other is less, as illustrated in  2.6 c.

Before discussing how these cases are handled, it is important to mention that these

three cases are easily generalized to cases where a node is approaching a segment from the

same cell through its interior. For example, if we instead think of Figure  2.6 a as a cell being

squeezed, α is less than 0 at the two encroaching nodes, instead of greater than 0. Despite

this switch, the scenarios are treated exactly the same as those whose nodes and segments

are from two different cells, except for a small adjustment to the viscosity of the cytoplasm.

As mentioned above, the viscosity of the interior fluid of the cell is modeled through viscous

interior segments. These segments stretch from the external nodes to a single interior node.

This approximation of the effects of the interior viscosity is no longer accurate when those

viscous interior segments lie approximately parallel to the sections of the cell membrane

that approach each other. This is due to the viscous resistance acting only parallel to the

membrane, not perpendicular to it, which is needed to accurately represent resistance to

cell squeezing that is typically seen in cells. When a node of a cell approaches a segment

from the same cell through its interior, this is exactly the situation that arises. This issue

is alleviated by increasing the dynamic fluid viscosity of the plasma µ in the lubrication

equation  2.27 to five times its original value. This matches experimental estimates of the

value of the viscosity of cytoplasm [ 50 ].

In the three scenarios outlined above, one must take care to apply the lubrication forces

carefully to the approaching nodes. This is done as follows:

1. The lubrication force of the approaching node is calculated by adjusting the normal

vector ns in equation  2.27 to be the vector connecting the approaching node to the node

between the segments being approached, as seen in Figure  2.6 a. Note that in such a scenario

the node receives double the force, a direct contribution from the rh term (force due to it

being near another object) and an indirect contribution from the delta function term in the
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fluid equations (force due to it being the part of an object that is close to another node).

Because of this only 0.5 of the calculated force is used for each node in question.

2. The lubrication force of the approaching node is calculated by taking ns in equation

 2.27 to be the normal vector pointing from the nearer of the two opposite segments to the

approaching node, as seen in Figure  2.6 b. This case has been previously handled by Barber

[ 51 ] by adjusting l to take into account the proximity of the approaching node to the end of

the opposite segment. However, this has lead to complications in regards to continuity with

respect to the forces applied across multiple time steps as a node is dragged along multiple

segments of another cell. Thus, the values are halved as before.

3. The lubrication force of the approaching node is calculated by taking ns in equation

 2.27 to be the normal vector pointing from the first opposite segment, as well as the second

opposite segment and taking the average of the resulting forces. The node in between the

opposite segments is omitted from lubrication force calculations to avoid a doubling of the

resultant forces.

With multiple approximations made for these additional lubrication terms, it is important

to note that the addition of these terms are not to accurately resolve forces and motion when

nodes approach objects. Instead, the goal is to preserve the qualitatively correct behavior

experienced by such nodes especially including elimination of unrealistic collisions of nodes

with other objects. This additionally allows the dynamics of other nodes to continue evolving

(compared to resulting in a crashed simulation) as the approaching nodes approach and

retreat from objects in a qualitatively correct fashion. Finally, it should be mentioned that

in the case of a node coming into close proximity to a curved portion of a vessel wall, it

is observed that l is significantly smaller than the radius of curvature of the wall, and so

the arc of the curvature of the wall may be reasonably ignored and the wall assumed to be

straight for the purposes of calculating lubrication forces.

2.4 Parameter Values and Initial Conditions

Experimentally produced material parameter values of RBCs have been determined pre-

viously, specifically for the shear elastic modulus, shear viscosity, and the bending resistance
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Table 2.1.
Parameters used in the model and their values.

Parameter Description Value Units

kp Strength with which approximate area
conservation is enforced

50 dyn/cm2

kt Membrane shear elasticity 1.2 × 10−2 dyn/cm

kb Membrane bending modulus 9 × 10−12 dyn·cm

µext External segment viscosity 2 × 10−4 dyn·s/cm

µint Internal segment viscosity 1 × 10−4 dyn·s/cm

µ Dynamic viscosity of the surrounding fluid 1 × 10−2 dyn·s/cm2

l0 Reference length of the external membrane
segments

0.97 µm

Aref Reference area for the cross-sectional area
of an RBC

22.2 µm2

K Penalty constant for enforcing incompress-
ibility

1 × 108 dyn·s/cm4

δlub Threshold below which lubrication forces
are calculated

1 × 10−2 µm

κ Maximum hydraulic resistivity in the ESL Various dyn·s/cm4

∆πp Maximum osmotic pressure difference be-
tween the ESL and the vessel lumen

Various dyn/cm2

of the membrane [  52 ]. These values are not readily applicable to the two-dimensional dis-

cretization, however, and so parameters were selected such that RBC shapes and motions

matched qualitatively with experimental results of continuous cell rotations observed in

RBCs that are placed in dilute suspension in a high viscosity medium subjected to simple

shear flow. [  42 ]. These parameters were validated by comparing model predictions with

corresponding experimental observations made both in vitro and in vivo. The resulting pa-

rameters are detailed in Table  2.1 , and are used in every simulation described in subsequent

chapters.
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2.5 Reasons for Premature Simulation Termination

Due to the close interactions of RBCs with one another, with the vessel wall, or with

the ESL region, it is occasionally necessary to terminate simulations before the criteria used

to automatically determine a RBC’s partitioning choice are met (section  3.2 ). Through the

adaptive methods described above ( 2.2 ), physiologically unrealistic scenarios such as cell

membrane segments intersecting one another are entirely avoided, which greatly reduces the

number of failed simulations. In fact, in the vast majority of simulations (greater than 99%),

the information required from the simulation, such as branching behavior, was successfully

collected even in the situations where an automatic determination could not be made before

simulation termination. However, the occasional simulations were, in fact, terminated before

pertinent data could be collected.

Reasons for simulation failures generally fall under two categories. First, if the adaptive

time step size is reduced to smaller than a rolling average of 1 × 10−7 ms over 10 time steps,

the simulation cannot be expected to complete in a reasonable amount of computation time.

And second, if a cell is in a situation requiring the calculation of lubrication forces that is

not described above (  2.3 ), the simulation is unable to proceed with accurate approximations

of nodal velocities. An example situation would be if a cell node is within the lubrication

threshold of more than two cell or vessel wall segments. In total, the number of such failing

simulations was small enough as to have no significant effect on the results described in

subsequent chapters.

2.6 Primary Mathematical and Numerical Challenges

The primary challenge of developing this model was to include an explicitly modeled ESL,

resistant to both compression and flow, capable of interacting directly with flexible RBCs.

In order to accurately represent RBC dynamics in a diverging microvessel bifurcation, this

RBC-ESL interaction feature was vital. A sharp ESL boundary between the ESL region and

the free flowing plasma was originally chosen. However, a relatively high rate of premature

simulation termination for the sharp ESL boundary ultimately led to the implementation of

a diffuse ESL boundary which produced similar, though more smooth, results.
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To achieve greater numerical accuracy near the ESL boundary where the parameters

associated with the ESL vary widely in a small amount of space, adjustments were made to

the adaptive mesh generator. A “feature” boundary was created to ensure that the edges

of the finite element triangles that form the mesh would align along the median of the ESL

boundary. Greater mesh refinement was prescribed along the feature as well. However,

as cells cross over this feature, very small triangles may arise in the resulting mesh. To

prevent this, portions of the ESL boundary median are excluded from being defined as

part of the feature. Making these exclusions requires determining exactly where the cell

intersects with the ESL boundary median, which is akin to collision detection. Collision

detection is also necessary when determining the ideal time step size in part to prevent RBC

membranes from crossing over one another as they interact closely in the bifurcation. Close

interactions between RBCs (and vessel walls in scenarios without an ESL) also necessitated

the addition of lubrication elements. The proper application of these in myriad configurations

of the positions of the segments and nodes that comprise the discretized cell membranes also

presented a key mathematical challenge.
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3. ISOLATED RED BLOOD CELL PARTITIONING,

DEFORMATION, AND ESL PENETRATION IN DIVERGING

CAPILLARY BIFURCATIONS

3.1 Introduction

The model developed in Chapter 2 is used here to consider red blood cells (RBCs) passing

one at a time (isolated) through a microvessel bifurcation lined with an explicitly modeled

endothelial surface layer (ESL). By removing the complexity of cell-cell interactions, the

influence of the ESL on RBC dynamics may be studied more closely. In particular, the two

ESL parameters of hydraulic resistivity and osmotic pressure difference are seen to have a

significant impact on RBC dynamics in bifurcations. The effect of varying these param-

eters across physiological and pathological ranges is analyzed in relation to three primary

aspects of RBC dynamics: RBC partitioning, RBC shape deformation, and the penetration

of the RBC into the ESL region. In general, increasing hydraulic resistivity and/or osmotic

pressure difference in the ESL increases uniform partitioning and deformation but decreases

penetration. Possible mechanical explanations for these phenomena are explored, including

the effect of these ESL properties on the centralization of fluid flow, cell migration effects,

obstruction effects, and the time to recover from significant ESL penetration.

3.2 Methods

The initial shape of the RBCs for every simulation is taken to be a circle with radius

Rcell = 2.66 µm. The three-dimensional equilibrium shape of an RBC is a biconcave disc.

However, in vivo, the cross-section of the cell membrane, which our two-dimensional model is

made to mimic, is constantly changing. Rather than choosing one of the many different cross-

sectional shapes observed in vivo as the two-dimensional reference shape and potentially

producing biased results, a circular shape is chosen. To encourage cells to quickly evolve

into more realistic RBC cross-sections as simulations develop, the reference perimeter nl0 =

20 × 0.97 = 19.4 µm is set larger than the initial circular diameter 2πRcell ≈ 16.7 µm. The

center of the cell is initialized in the fluid at location (x, y) = (−15 µm, y0). y0 is contained
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in the interval [yb, yt] = [ − (w0/2 − w − Rcell − ε), w0/2 − w − Rcell − ε] = [-1.29 µm,1.29 µm]

where w0 is the width of the mother vessel, and w is the usual width of the ESL layer, as

illustrated in Figure  2.2 a. This corresponds to the initial cell shape being at least ε = 0.05

µm away from the middle of the diffuse boundary of the ESL. For comparison’s sake, the

same interval is used in κ = 0 and κ → ∞ scenarios.

The branching domain considered here is as seen in Figure  2.2 a, and is representative of

a diverging vessel bifurcation in a capillary network. The mother branch is taken to have a

width of w0 = 10 µm, or 8 µm not including the width of the ESL. It has been shown that

arteriolar vessel diameters approximately follow the equation w3
mother = w3

daughter1
+ w3

daughter2

[ 53 ]. Using this equation on the non-ESL portions of the vessels in our bifurcation along

with the assumption that the two daughter branches have equal widths yields an estimate

for the diameters of the non-ESL portion of the daughter branches of 6.35 µm or 8.35 µm

when the ESL is included. Equal branching angles of 45◦ are considered. Past studies have

suggested that the branching angle does not significantly affect cell partitioning [ 2 ], [ 15 ].

Changing ESL properties in a given microvascular system can affect flow at all levels

from larger to smaller vessels with altered pressured drops and resistances in larger vessels

affecting smaller vessel flows and vice versa. It is not immediately obvious, in general, how

changing ESL properties may affect flow in capillaries. Hence, to better understand how to

prescribe the total flow rate Q0 in our system as ESL properties are varied, we calculated

flow estimates by using a modified version of a portion of the compartmental model of Zhao

et al. [  11 ]. The model was modified to include an explicitly defined uniform porous layer in

the vessels. The model includes compartments of identical large arterioles, small arterioles,

capillaries, small venules, and large venules. The vessel lengths, diameters, dynamic fluid

viscosities, and vessel counts were chosen in that model to match typical flow behavior in

the rat hindlimb. To calculate the corresponding flow in such a system, one can use Ohm’s

Law applied to fluid flow which says that the flux of fluid through a vessel compartment is

equal to the pressure drop across that compartment divided by the resistance to flow in that
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compartment. Combining this with Kirchoff’s Law applied to fluid flow, which says that

fluid flux must be conserved across compartments, we get the following expression:

Pdistal − P1

RLA

= P1 − P2

RSA

= P2 − P3

RC

= P3 − P4

RSV

= P4 − PV

RLV

(3.1)

where RLA, RSA, RC , RSV , and RLV are the resistance to flow in each compartment and

Pdistal, P1, ...P4, and PV are the pressures at either end of each corresponding compartment.

The following pressure values were used by Arciero et al. [  54 ]: Pdistal = 1.68 × 105 dyn/cm2,

which corresponds to 90% of the aortal pressure of 140 mmHg, and PV = 0 dyn/cm2.

Resistance values are calculated for various values of κ, the hydraulic resistivity in the

ESL, as described below, resulting in a system of linear equations that can be solved for

the unknown pressures. These are then used to calculate average fluid flow rates in the

capillaries:

ūcap = P2 − P3

RCnCAcap

(3.2)

where nC is the number of capillaries in the compartment and Acap = π(w0/2 − w)2 is the

area of a circular cross section of the three-dimensional version of the standard capillary used

in the simulations described in this chapter.

To calculate the resistance to flow in each compartment in equation  3.1 , we begin with

an equation for three-dimensional unidirectional flow in a cylinder of length Lcyl analogous

to equation  2.6 used to model two-dimensional unidirectional flow:

µ

r

∂

∂r

(
r

∂u

∂r

)
− ∆p

Lcyl

= κcylu, (3.3)

where κcyl = κ in the porous layer and 0 elsewhere (a “sharp ESL boundary”). Solving for

the fluid velocity, we obtain the solution (following techniques of Damiano et al. [  55 ]):

u(r) =


∆p

κLcyl
+ c1J0

(
i r
δ

)
+ c2Y0

(
−i r

δ

)
in the porous layer

− ∆p
4κδ2Lcyl

r2 + c3 ln r + c4 in the free flowing region
(3.4)
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where J0 and Y0 are Bessel functions of the first and second type, respectively, i denotes the

imaginary unit, and δ =
√

µ/κ. Note that c3 must equal zero to ensure a finite solution as

r → 0. The remaining unknown constants of integration c1, c2, and c4 are determined by

the following boundary conditions:

upor(Rcyl) = 0;

upor(Rcyl − w) = ufree(Rcyl − w);
dupor

dr
(Rcyl − w) = dufree

dr
(Rcyl − w),

(3.5)

where upor and ufree denote u(r) in the porous layer and in the free flowing region, respec-

tively. The constants Rcyl and w denote the radius of the cylindrical vessel and the width

of the porous layer (non-ESL region’s radius is Rcyl − w). The first of these expressions

corresponds to a no-slip boundary condition at the vessel wall, and the second and third to

boundary conditions enforcing a continuous, differentiable transition of the flow profile from

the porous layer to the free flowing region.

Before integrating u(r) to calculate fluid flux, an adjustment was made to the values for

the dynamic viscosity µ provided by Zhao et al. [  11 ]. The values in that study used an

empirically derived function for in vivo vessels from Pries et al. [  43 ] that included the ESL

implicitly. We, however, are explicitly including the ESL and so instead use an empirically

derived function for the dynamic viscosity in glass tubes, also from [  43 ]. Calculation of the

average fluid flow rates in the capillaries produced differences of no more than 25% across

the range of κ values used in this study.

The rescaling property of the Stokes flow equations says that if u and p solve the Stokes

flow equations then so do ku and kp for any constant k, when boundary conditions are

also appropriately rescaled. This leads to the predicted dynamics of the system, including

partitioning behavior, deformation, and ESL penetration, remaining exactly the same only

at a different time scale. This holds true for cells in vessels modeled as drops of higher

viscosity liquid. However, this is not true in our case because the elements that comprise

the RBCs contain not only viscous components but also elastic components. The elasticity

voids the rescaling property. For example, an elastic element immersed in steady viscous flow
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twice as strong will stretch much farther introducing zero fluid velocities (no-slip) along its

additional length where the fluid velocities were not necessarily zero before. To investigate

the rescalability properties of the model and how important the overall flow rate in the

system is, a representative sample of simulations were run at both the fluxes listed above

and fluxes increased by 50%. These produced no significant differences in resulting dynamics.

This indicates that the 25% estimated spread among realistic average fluid flow rates in the

capillaries can be safely ignored.

Q0 was thus chosen to give average fluid velocities of approximately 0.1 cm/s, which is

realistic physiologically [  56 ]: Q0 = 8 × 10−3 cm2/s for cases including an ESL, and Q0 =

10 × 10−3 cm2/s when κv was set to zero, which corresponds to a vessel completely stripped

of any ESL and effectively 10 µm wide. The fraction of bulk blood flow into the upper

daughter branch, also referred to as the flow split of the upper daughter branch, is given by

Ψ1 = Q1/Q0, where Q1 is the flux at the outlet of the upper daughter branch.

Five cases are considered in regards to the maximum hydraulic resistivity of the ESL, κ:

1. 0; ESL completely permeable, equivalent to an effective vessel width of 10 µm

2. 1 × 106 dyn·s/cm4; low in comparison to normal physiological conditions, but

observed experimentally due to certain pathological conditions [ 57 ]

3. 1 × 107 dyn·s/cm4; lower bound of the normal physiological range [ 23 ]

4. 1 × 108 dyn·s/cm4; upper bound of the normal physiological range [ 23 ]

5. ∞; impermeable ESL, equivalent to an effective vessel width of 8 µm

In the first and fifth cases, the osmotic pressure difference is set to ∆πp = 0 and ∞,

respectively. These values correspond to the two extremes of a completely missing ESL

((κ,∆πp) = (0,0)) and a completely impermeable and rigid ESL ((κ,∆πp)→(∞,∞)). For each

of the second through fourth cases, two values are considered in regards to the maximum

osmotic pressure difference, 20 and 200 dyn/cm2, which correspond to estimates for the

lower and upper bounds of the normal physiological range, respectively [  58 ]. These values

are equivalent to an osmotic pressure difference of < 1% when comparing the ESL to the

free flowing plasma region.

52



To estimate cell partitioning behavior, we follow the precedent set by Barber [  26 ]. An

RBC is determined to have transitioned from the mother vessel to a specific daughter branch

if all three of the following conditions hold:

1. It has crossed the middle of the diffuse ESL boundary or is within 0.1 µm of the vessel

wall if no ESL is present.

2. All of the nodal velocities of the cell membrane point towards that daughter branch.

3. The y-value of the centroid of the cell lies on a background fluid streamline that enters

that daughter branch.

The background fluid streamlines are the streamlines for the flow that occur when the cell is

not present. If these criteria are not met due to a numerical failure causing the simulation to

stop before a determination has been made, the simulation is examined by hand to determine

which daughter branch the cell enters. There were no cases where a determination could not

be made.

The RBC flux into the top or first daughter branch as a fraction of the total RBC flux

into both daughter branches, Φ1 , can be estimated for a prescribed flow split, Ψ1 , as follows:

Φ1(Ψ1) =
∫ yt

yb

p1(y0)b1(Ψ1, y0)dy0. (3.6)

The density function p1(y0) describes the probability that the center of a cell passes through

y = y0 when the center of the cell passes through x = x0 = −15 µm, and is calculated as

follows:

p1(y0) = ud(y0)∫ yt

yb

ud(y)dy
. (3.7)

The distribution of the velocities upstream of the bifurcation, ud(y), is estimated by first

measuring the instantaneous velocities of circular cells whose centers, (x0 = −15 µm, y0),

are placed at nine locations distributed uniformly on the interval [yb, yt]. The average nodal

velocities of the external nodes are fitted with a fourth order polynomial which is used as an
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estimate for ud(y). This polynomial fit has an R2 value of > 0.98. The piecewise function

b1(Ψ1, y) is defined as follows:

b1(Ψ1, y0) =


1 if the RBC enters the upper branch

0 if the RBC enters the lower branch
(3.8)

The initial y-value y0 = yc over which the cell will enter the upper branch and below which

the cell will enter the lower branch is found using a bisection algorithm that iterates until

the interval bounding yc is no larger than 0.041 µm. yc is estimated by averaging the upper

and lower bound on yc obtained from the bisection algorithm.

Also considered is the effect of hydraulic resistivity and osmotic pressure difference on

RBC deformations in diverging vessel bifurcations. For simulations involving a single RBC,

this can be measured by calculating the dissimilarity in cell membrane shape for two sim-

ulated cells initialized at the same cell center coordinates (x0 = −15 µm,y0). The shape

disagreement in the cell membrane for two different simulated cells can be expressed using

the equation:

SD(y0, dc) = 1 −
(

overlapping cell area
average cell area

)
, (3.9)

where shape disagreement, SD(y0, dc), is a function of the common distance traveled by the

centroids of both cell membranes. A similar equation was employed by Barber and Zhu [ 49 ]

in regards to the deformation of cancer cells in a microfluidic channel.

Higher values of κ will produce more centralized flow profiles and faster traveling RBCs.

To better isolate effects due to deformation versus translation, we compare the shapes of

cells that have traveled the same distance instead of the same time. Because an adaptive

time-stepper is used, the discrete times and distances at which cell shapes are calculated are

not necessarily the same across different simulations. To find the shape of each compared

cell after it has traveled dc µm, linear interpolation with respect to the distance traveled by

the centroid of the cell is used. The shape disagreement at dc µm between cell shapes can

then be calculated using the formula above. In addition, we can calculate an “average shape
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disagreement” between different (κ,∆πp) sets by averaging with respect to the initial cell

center y-value location, y0, and distance traveled (dc = 0 to 30 µm):

SD = 1
30(yt − yb)

∫ yt

yb

∫ 30

0
SD(y0, dc)ddcdy0. (3.10)

High sensitivity to the hydraulic resistivity or osmotic pressure difference in the ESL corre-

sponds to a high percentage disagreement between cell membrane shapes, as this indicates

a large differential effect on deformation of the cell.

Finally, how deeply an RBC penetrates into the ESL region is considered. This is mea-

sured at any given time, t, for a cell whose center is initialized at y-value y0 by calculating

the penetration of the RBC, δ, as follows:

δ(t, y0) = w − min
sB ,sC

‖B(sB) − C(sC)‖2 , (3.11)

where B(sB) is a parametrization of the boundary curve corresponding to the vessel wall

and C(sC) is a parametrization of the cell membrane curve of the discretized RBC. This

produces a positive value for RBCs penetrating past the middle of the diffuse boundary of the

ESL and a negative value for RBCs before that midpoint. The methods used for obtaining

the minimum distance to the vessel wall during the adaptive time integration process are

also used to calculate the minimum distance and subsequent penetration (see section  2.2 for

more details).

In order to better compare simulations across different (κ,∆πp) sets for a given flow split,

“average passing time”, t̄p, and “average maximum penetration distance”, δ̄max are defined

as follows. Passing time, tp, is a function of the initial center center y-value, y0, and is defined

as the time it takes for cells to travel 30 µm, which is the approximate time RBCs take to

fully navigate the bifurcation and travel down one of the daughter branches (see Figure  3.3 ).

Average passing time is given by:

t̄p = 1
yt − yb

∫ yt

yb

tp(y0)dy0. (3.12)

55



The maximum penetration distance, δmax, for a given initial cell center y-value, y0, is found

by taking the maximum of the penetration distance, δ, over the entire simulation time:

δmax(y0) = max
t

(δ(t, y0)). The average maximum penetration distance is then found by

averaging the maximum penetration distance for all cells that significantly penetrate the ESL

over y0. This corresponds to cells that penetrate past the middle of the diffuse boundary of

the ESL region, or δ > 0. Therefore, we have the following definition.

δ̄max =

∫ yt

yb

δmax(y0)H(δmax(y0))dy0∫ yt

yb

H(δmax(y0))dy0

, (3.13)

where H is a Heaviside function that is 0 when δmax < 0 and 1 otherwise.

3.3 Results

In Figure  3.1 a, the critical initial y-value of the RBC center, yc, is plotted as a function

of the fraction of bulk blood flow entering the upper daughter branch, Ψ1. yc is the value

over which the cell would enter the upper branch, and below which the cell would enter the

lower branch. Using equation  3.6 gives Figure  3.1 b which shows the fraction of cells entering

the upper branch, Φ1, plotted as a function of Ψ1. Results are plotted for a low hydraulic

resistivity of κ = 106 and a high hydraulic resistivity of 108 dyn·s/cm4 in solid red and blue,

respectively, for a high osmotic pressure difference of ∆πp = 200 dyn/cm2. The dashed red

curves correspond to scenarios with a low hydraulic resistivity of κ = 106 dyn·s/cm4 for a low

osmotic pressure difference of ∆πp = 20 dyn/cm2. The case of high hydraulic resistivity and

low osmotic pressure difference in the ESL is not shown, as it coincides with the solid blue

line already plotted. This indicates that the osmotic pressure difference does not significantly

affect partitioning at high levels of hydraulic resistivity. The other cases plotted, however,

show subtle trends.

Note that uniform partitioning of cells corresponds to the diagonal line Φ1 = Ψ1, which

corresponds to the fraction of cells entering the upper branch equaling the fraction of bulk

blood flow entering that branch. This indicates that the farther a curve is from this diagonal

line, the more nonuniform the partitioning becomes. It can be seen then that lowering the

56



hydraulic resistivity in the ESL results in more nonuniform partitioning, and that lowering

the osmotic pressure difference increases this nonuniformity even further. However, these

trends are small when compared to other factors that may affect partitioning behavior such

as RBC flexibility or vessel size [ 2 ], [ 15 ].

An example of cells that are partitioned differently due solely to ESL property differences

is observed in Figure  3.2 . Plotted in blue is a cell from a simulation using a high hydraulic

resistivity of κ = 108 dyn·s/cm4, and plotted in red is a cell from a simulation using a low

hydraulic resistivity of κ = 106 dyn·s/cm4. A high osmotic pressure difference of ∆πp = 200

dyn/cm2 is used in both cases. Both cells are initialized at the same center point, (x0, y0) =

(−15, 1.048), at a flow split of Ψ1 = 0.3125. In Figure  3.2 a, snapshots of the cells are shown

after 0, 10, 20, and 30 µm distance traveled. Also included are cell streamlines for each cell

which are comprised of the paths that the centroid of each cell follows. Initially, the cell in

the case of high hydraulic resistivity in the ESL deforms more than the other cell which leads

to more migration towards the mother vessel centerline. The streamline of this cell remains

below that of the low hydraulic resistivity case until both cells have traveled approximately

17.9 µm. From this point on, however, the streamlines cross over each other and the cell

in the high hydraulic resistivity case enters the upper branch while the other cell enters the

lower branch.

To understand the mechanisms at work behind the streamlines of these cells crossing

over one another, in Figure  3.2 b and c is shown in closer detail the velocities of the fluid and

nodes of the cells. A snapshot of the cells is shown after 18.5 µm were traveled. Velocity

profiles of the bulk blood flow in each of the two hydraulic resistivity cases are shown in the

mother and daughter vessels. For high hydraulic resistivity, little flow is possible through the

ESL, and so to conserve flux, higher velocities occur near the vessel centerlines than occur

in the low hydraulic resistivity case. This leads to higher shear rates which gives rise to

greater RBC deformations, as previously observed. This also leads to a greater obstruction

effect, which is described by Barber et al. [  15 ] as the effect of a cell blocking a daughter

branch being more likely to enter that branch. By entering the branch, the cell makes up

for a decreased plasma flow directly into the branch and preserves the downstream flow split

and the conservation of volume flux. Increasing hydraulic resistivity in the ESL reduces flow
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Figure 3.1. The effects of ESL properties on RBC partitioning at a microves-
sel bifurcation. Results are plotted for κ = 106 and 108 dyn·s/cm4 in solid red
and blue curves, respectively, for ∆πp = 200 dyn/cm2. The dashed red curves
correspond to κ = 106 dyn·s/cm4 for ∆πp = 20 dyn/cm2. (a) The critical
initial y-value of the cell center, yc, and (b), the fraction of RBCs entering the
upper branch, Φ1, as a function of bulk blood entering the upper branch, Ψ1.
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through the ESL which effectively narrows the gaps between the obstructing cell and the

walls at the opening of the vessel. This leads to an overall increase in the strength of the

obstruction effect as less plasma flow is able to enter the obstructed branch, as seen in the

velocities plotted at the opening of the upper daughter branch.

It should be noted that the two primary effects of an increased hydraulic resistivity for

isolated cell partitioning described above have opposing effects. Higher hydraulic resistivity

in the ESL increases migration towards the mother vessel centerline which increases the

number of cells entering the high flow branch. This leads to more nonuniform partitioning.

However, higher hydraulic resistivity in the ESL also increases the strength of the obstruction

effect experienced by cells traveling through the bifurcation which increases the number of

cells entering the low flow branch. This leads to less uniform partitioning. Overall, the

obstruction effect is the stronger of the two and so increasing hydraulic resistivity in the

ESL leads to more uniform partitioning, as seen in Figure  3.1 .

When decreasing osmotic pressure difference at a low level of hydraulic resistivity in the

ESL, cells in the mother vessel remain relatively unaffected by the forces due to the osmotic

pressure difference. Hence decreasing the osmotic pressure difference has a negligible effect

on cell migration. However, at the bifurcation, the cell is able to significantly penetrate into

the ESL region which reduces the level of obstruction they cause at the daughter branches.

ESL penetration is plotted in Figure  3.6 . As described above, reduced obstruction leads to

more nonuniform partitioning.

Figure  3.3 compares simulations with two different levels of hydraulic resistivity, κ = 108

and 106 dyn·s/cm4, plotted in blue and red, respectively. The osmotic pressure difference for

both is set at ∆πp = 200 dyn/cm2, and the flow split for both is Ψ1=0.375. Cell center y-

values are initialized at y0 = 0.726 µm above the mother vessel centerline in Figures  3.3 a and

c and at y0 = 0.645 µm in Figures  3.3 b and d. Given the level of refinement in simulations

predicting the critical initial cell center y-value at the flow split of Ψ1 = 0.375, these are

the initial y-values closest, above and below, to the predicted value of yc = 0.685, which

for both levels of hydraulic resistivity is the same. However, due to the discrete nature of

the bisection algorithm used to make the prediction, these values are likely not precisely

equidistant from the critical value. Rather, they were chosen such that they are as close to
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Figure 3.2. An example of distinct partitioning behavior between scenarios
with differing levels of hydraulic resistivity in the ESL for Ψ1=0.3125. Blue
represents κ = 108 dyn·s/cm4 and red represents κ = 106 dyn·s/cm4, both for
∆πp = 200 dyn/cm2. (a) Snapshots of RBCs at 0, 10, 20, and 30 µm traveled
plotted with the cell streamlines. (b) Velocity profiles of the bulk blood flow,
as well as nodal velocities of the RBCs at a 18.5 µm snapshot. The region
enclosed in the grey box is magnified in (c). (c) The velocity profiles of the
bulk blood flow at the mouth of the low flow daughter branch from the cell
membrane to the vessel wall, including the ESL.
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equidistant as possible in this study. At y0 = 0.726 µm, both cells enter the upper branch,

and at y0 = 0.645 µm, both cells enter the lower daughter branch. The trajectories of the

centroid of each cell is also plotted. In general, cells in the higher hydraulic resistivity cases

appear to undergo more deformation and elongation while navigating the bifurcation.

In Figure  3.3 c, shape disagreement between the cells in the high and low hydraulic

resistivity cases from Figures  3.3 a and b is plotted as a function of the distance traveled

by the cells for both y0 = 0.726 and 0.645 µm in solid and dashed curves, respectively.

The cells entering the lower branch see a larger shape disagreement as they pass through the

bifurcation than those entering the upper branch. However, before the cells interact with the

ESL at the bifurcation, the opposite is true. Figure  3.3 d shows the distance the cell travels

through the bifurcation as a function of the time the cell has traveled for each simulation.

As before, high and low hydraulic resistivity is plotted in blue and red, respectively, and

solid and dashed curves correspond to the initialized cell center y-values of y0 = 0.726 µm

and y0 = 0.645 µm, respectively. In general, higher hydraulic resistivity in the ESL leads to

a cell traveling faster.

Both increased deformation and increased speed for higher hydraulic resistivity in the

ESL can be explained by increased flow centralization, as was seen in Figure  3.2 . For higher

hydraulic resistivity in the ESL, fluid is effectively forced to flow through more narrow gaps

between cells and vessel walls. This leads to higher fluid flow rates as cells pass through

the vessels, as well as higher forces allowing the fluid to stretch and compress the cell more

vigorously than in scenarios with lower hydraulic resistivity in the ESL.

Figure  3.4 a shows how cell shape disagreement between cells depends on the initial cell

center location. Cell shape disagreement between high and low hydraulic resistivities of

κ = 108 dyn·s/cm4 and κ = 106 dyn·s/cm4, respectively, is plotted as a function of the

entire range of possible initial cell center y-values, [yb, yt] = [ − 1.29, 1.29]. For both, the

osmotic pressure difference is ∆πp = 200 dyn/cm2 and the flow split is Ψ1=0.375. Upon

traveling 10 µm, plotted in red in Figure  3.4 b, before reaching the bifurcation, higher shape

disagreement is observed in cells initialized nearer the walls of the mother vessel, where the

shear rate is generally higher. At 20 µm, after interaction with the ESL at the bifurcation,

an additional spike of shape disagreement just below the predicted critical value yc develops.
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Figure 3.3. The effects of hydraulic resistivity in the ESL on cell shape and
speed for Ψ1 = 0.375. Blue represents κ = 108 dyn·s/cm4 and red represents
κ = 106 dyn·s/cm4, both for ∆πp = 200 dyn/cm2. Snapshots of RBCs at 0,
10, 20, and 30 µm traveled are plotted with the cell streamlines, initialized at
(a) y0 = 0.726 µm and (b) y0 = 0.645 µm. Solid curves represent simulations
entering the upper branch, dashed curves represent simulations entering the
lower branch. (c) Shape disagreement percentages between cells in (a) and (b)
are plotted with solid and dashed curves, respectively. (d) Distance traveled
by each cell as a function of the time spent traversing the bifurcation.

y0 = yc is included in the figure as a dashed black line. A similar spike is not seen just

above the predicted critical value as cells tend to act more alike when both enter the low

flow branch. For an example of this, see Figure  3.3 a where the cells entering the low flow

branch look much more similar than those entering the high flow branch in Figure  3.3 b. At

30 µm, after cells have entered their respective daughter branches, the shape disagreements

increase further with the exception of the spike just below yc which decreases slightly. Note
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that yc is only predicted to be the same for both the high and low hydraulic resistivity

cases for high osmotic pressure differences due to the refinement of the bisection algorithm

used. In actuality, the critical values for these scenarios are most likely slightly different,

with the critical value in the low hydraulic resistivity case probably the higher of the two, in

agreement with dynamics for low osmotic pressure differences. Figure  3.4 b shows the actual

cell center locations for the cell after they have traveled 0, 10, 20, and 30 µm. In this panel,

a slight constriction of cell center trajectories due to cell migration may be observed before

the distribution of cells widen farther downstream.

For the flow split Ψ1 = 0.375, Tables  3.1 and  3.2 give the average shape disagreement per-

centages for a range of hydraulic resistances at low and high osmotic pressure differences, re-

spectively. For example, the cells in Figure  3.4 are comparing (κ,∆πp) = (108 dyn·s/cm4,200

dyn/cm2) to (106 dyn·s/cm4,200 dyn/cm2). The corresponding average shape disagreement

percentage, found in Table  3.2 , is 9.06%. In general, comparing more disparate levels of

hydraulic resistivity leads to a higher shape disagreement percentage, regardless of osmotic

pressure difference. Also, lower osmotic pressure differences lead to higher shape disagree-

ment percentages. The special cases involving a vessel without an ESL, where κ = 0 and

∆πp = 0, and a vessel with an impenetrable ESL, where κ → ∞ and ∆πp → ∞, were

included to be able to compare to those extreme physiological cases.

Figure  3.5 compares simulations with two different levels of osmotic pressure difference,

∆πp = 200 dyn/cm2 and ∆πp = 20 dyn/cm2, plotted in blue and red, respectively. The flow

split for both is Ψ1 = 0.375. As seen in Figures  3.3 and  3.4 , comparisons of cells initialized

near and below the mother vessel centerline lead to greater shape disagreement percentages

than those near and above the centerline. To focus on the greater disagreement percentages,

the cell center y-values for both were initialized at y0 = 0.645 µm above the centerline and

were chosen so that they are close to and below the predicted critical values of yc = 0.685

and 0.766 µm for ∆πp = 200 dyn/cm2 and ∆πp = 20 dyn/cm2, respectively. The trajectories

of the centroid of each cell are also plotted. These are represented by solid curves when

corresponding to a low hydraulic resistivity of κ = 106 dyn·s/cm4, as in Figure  3.5 a, and

dashed curves when corresponding to a high hydraulic resistivity of κ = 108 dyn·s/cm4, as

in Figure  3.5 b.
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Figure 3.4. Dependence of cell shape disagreement between simulations run
at κ = 106 and 108 dyn·s/cm4 on initial cell center location for Ψ1 = 0.375
and ∆πp = 200 dyn/cm2. Cells are compared after 0, 10, 20, and 30 µm, and
are plotted as black, red, magenta, and blue curves, respectively. (a) Cell
shape disagreement percentage as a function of initial cell center y-values, y0.
The black dashed line is located at y0 = yc = 0.685 µm. (b) The cell center
locations after traveling 0, 10, 20, and 30 µm. The black dashed curve is the
predicted separating cell streamline that begins at yc.
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Table 3.1.
Average shape disagreement percentages when comparing simulations with
different hydraulic resistivities in the ESL at a low osmotic pressure difference
of ∆πp = 20 dyn/cm2 (unless otherwise noted) and a flow split of Ψ1 = 0.375.

κ (dyn·s/cm4) 0, ∆πp = 0 106 107 108

∞, ∆πp → ∞ 20.35 14.20 10.02 4.11

108 17.72 11.52 6.70

107 13.21 5.88

106 8.77

Table 3.2.
Average shape disagreement percentage when comparing simulations with dif-
ferent hydraulic resistivities in the ESL at a high osmotic pressure difference
of ∆πp = 200 dyn/cm2 (unless otherwise noted) and a flow split of Ψ1 = 0.375.

κ (dyn·s/cm4) 0, ∆πp = 0 106 107 108

∞, ∆πp → ∞ 20.35 10.31 7.43 3.23

108 18.06 9.06 5.62

107 15.37 4.29

106 14.17

Upstream of the bifurcation, there is very little difference in shape for both comparisons.

This is due to cells remaining far from the ESL region where forces due to osmotic pressure

difference are small. Also, as each comparison is made at a single level of hydraulic resistivity,

the fluid flow field is exactly equal when cell shapes are equal as osmotic pressure difference

does not affect it. At the bifurcation in Figure  3.5 a, the cell in the simulation with lower

osmotic pressure difference penetrates into the ESL region significantly more than the other

cell. This leads to a significant shape disagreement between the two, as well as a more

rounded shape. Similar dynamics may be observed for high hydraulic resistivity in Figure

 3.5 b, diminished as they are when compared to the case of low hydraulic resistivity.
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In Figure  3.5 c, shape disagreement percentage between cells in simulations with the two

different osmotic pressure differences for both the low and high hydraulic resistivity cases

are plotted as functions of distance traveled in solid and dashed curves, respectively. At its

peak, upon reaching the ESL at the bifurcation, more cell shape disagreement is seen for

low hydraulic resistivity compared to that of the high hydraulic resistivity case. Prior to

interaction with the ESL, there is practically no shape disagreement. After traveling into a

daughter branch, shape disagreement begins to decrease in both cases. Figure  3.5 d plots the

distance traveled by each of the cells as a function of time. Higher hydraulic resistivity in the

ESL leads to cells traveling faster than those in low hydraulic resistivity simulations. Also,

higher osmotic pressure difference in the ESL leads to cells traveling slower upon initial

interaction with the ESL than those in low osmotic pressure difference simulations that

readily and more quickly sink into the layer. However, due to more shallow penetration into

the layer, the higher osmotic pressure difference cells travel more quickly than their cohorts

thereafter. This can be seen most clearly in the low hydraulic resistivity simulations though

the same trend does occur for higher hydraulic resistivity as well in a diminished capacity.

Plotted against the entire range of possible initial cell center y-value locations y0 for a

flow split of Ψ1 = 0.375, Figure  3.6 a shows the maximum distance a cell penetrates into the

ESL for low, medium, and high hydraulic resistivities of κ = 106, 107, and 108 dyn·s/cm4

as red, green, and blue curves, respectively. For each of these, both low and high osmotic

pressure difference cases of ∆πp = 20 and 200 dyn/cm2 are shown as dashed and solid curves,

respectively. Cells penetrate farther into the ESL if initialized closer to the separating cell

streamline that begins at y0 = yc. However, >50% of cells in low osmotic pressure difference

simulations, regardless of hydraulic resistivity level, penetrated beyond the midpoint of the

diffuse boundary of the ESL region which indicates that close proximity to the separating cell

streamline is not required for significant penetration. In general, lower hydraulic resistivity

and lower osmotic pressure difference in the ESL result in higher penetration distances of

cells into the ESL. Osmotic pressure difference appears to impact penetration distances more

than hydraulic resistivity. Lowering hydraulic resistivity from physiological to pathological

values increased maximum penetration distance two-fold, while lowering osmotic pressure

difference increased the same fifteen-fold. A maximum penetration distance of 3.7% of the
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Figure 3.5. The effects of osmotic pressure difference in the ESL on cell
shape and speed for Ψ1 = 0.375. Blue represents ∆πp = 200 dyn/cm2 and red
represents ∆πp = 20 dyn/cm2. Snapshots of RBCs at 0, 10, 20, and 30 µm
traveled are plotted with the cell streamlines, initialized at y0 = 0.645 µm for
(a) κ = 106 dyn·s/cm4 as solid curves and (b) κ = 108 dyn·s/cm4 as dashed
curves. (c) Shape disagreement percentage between the cells in (a) and (b)
are plotted with solid and dashed curves, respectively. (d) Distance traveled
by each cell as a function of the time spent traversing the bifurcation.

width of the ESL, w, is seen for the high osmotic pressure difference and high hydraulic

resistivity case, while 92.1% is seen for the low osmotic pressure difference and low hydraulic

resistivity case, an increase of thirty-fold.

Figure  3.6 b shows ESL penetration as a function of time for multiple simulations with cells

initialized at cell center y-values of y0 = 0.645 µm, which was chosen to be near and below

yc for all cases. The plot is representative of behavior seen in simulations where a significant

amount of penetration occurs. In cases of low osmotic pressure difference, penetration is not
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localized in time, as once a maximum penetration distance is reached by the cell, it tends

to remain near that penetration distance for a significant amount of time. For cases of high

osmotic pressure difference, the time a cell spends near the maximum penetration distance

is shortened.

For the flow split Ψ1 = 0.375, Table  3.3 gives the average time a cell takes to travel 30

µm and navigate the bifurcation, t̄p, the average maximum penetration distance into the

ESL, δ̄max, and the critical initial cell center y-value, yc, for a range of hydraulic resistivities

at both low and high osmotic pressure differences. For example, the cell that penetrates the

ESL most in Figure  3.5 a corresponds to the lowest nonzero values of hydraulic resistivity

and osmotic pressure differences. The corresponding average penetration distance into the

ESL for such cases can be found in Table  3.3 as 0.526 µm. As before, the extreme cases of

κ = 0, ∆πp = 0 and κ → ∞, ∆πp → ∞ are included for comparison.

In general, a lower hydraulic resistivity in the ESL leads to longer average passage times

as the background fluid flow is less centralized, as noted in Figure  3.2 . Lowering osmotic

pressure difference also increases average passages times as cells are able to penetrate farther

in the ESL. The hydraulic resistivity into the ESL also affects penetration distances. For

lower levels, when cells approach the ESL at the bifurcation, the fluid in between the cell and

the ESL is able to flow not only along the ESL boundary, but through the ESL as well. This

allows for cells to more quickly and deeply penetrate into the ESL region. For the extreme

cases when no ESL, or an impermeable ESL, is present, cells travel through the bifurcation

more quickly.

3.4 Discussion

Though by a relatively small margin, the partitioning behavior of RBCs is influenced

by the hydraulic resistivity and osmotic pressure difference in the ESL. This effect may be

explained by an increased obstruction effect taking place, as described by Barber et al. [ 26 ].

At lower osmotic pressure differences, the ESL resists compression less and allows the cell to

penetrate the ESL more deeply. This moves it away from the main flow region allowing it to

obstruct the low flow branch less in general. This is in contrast to the effects of higher osmotic
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Figure 3.6. The effects of hydraulic resistivity and osmotic pressure difference
on RBC penetration distance into the ESL for Ψ1 = 0.375. Red, green, and
blue curves represent κ = 106, 107, and 108 dyn·s/cm4, respectively. Dashed
and solid curves represent ∆πp = 20 and 200 dyn/cm2, respectively. (a)
Maximum penetration distance into the ESL as a function of initial cell center
y-values. (b) Penetration distance into the ESL as a function of time. Each
RBC was initialized at y0 = 0.645 µm.
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Table 3.3.
Average passage times, t̄p, average maximum penetration distances, δ̄max, and
critical y-values, yc, at multiple combinations of hydraulic resistivity and os-
motic pressure difference for Ψ1 = 0.375. Low and high osmotic pressure
differences correspond to ∆πp = 20 and 200 dyn/cm2, respectively, unless
otherwise noted.

κ (dyn·s/cm4) 0, ∆πp = 0 106 107 108 ∞, ∆πp → ∞

t̄p,low (ms) 26.43 31.43 29.05 27.43 26.88

t̄p,high (ms) 26.43 30.91 28.70 27.26 26.88

δ̄max,low (µm) 0 0.526 0.426 0.208 0

δ̄max,high (µm) 0 0.041 0.039 0.025 0

yc,low (µm) 0.766 0.766 0.685 0.685 0.685

yc,high (µm) 0.766 0.685 0.685 0.685 0.685

pressure difference where the ESL resists compression from the cell much more and penetrates

the ESL much less. This increases the relative amount that the cell tends to obstruct low

flow branches and tends to pull cells into the low flow branch. Higher resistance in the ESL

prevents fluid from flowing through it as quickly which leads to cells at the mouth of the low

flow daughter branch more completely blocking the flow at that branch when compared to a

case with lower resistance in the ESL. At the same time, cells deform slightly less for lower

hydraulic resistivities and their rounder shapes tend to obstruct downstream branches more.

The net result of these factors, as seen in Figure  3.2 b, is enhanced obstruction in the higher

hydraulic resistance cases. At the same time, at higher hydraulic resistivity, more shear force

is felt by the cell. This is due to a more centralized flow profile, which is a consequence of

the lower flow through the ESL in the more resistive case, as can be seen by the flow profiles

pictured in Figure  3.2 b. In the same figure, it can be seen that a higher shear rate leads

to more deformation in the cell shape, which agrees with previous studies [ 59 ]. Generally

speaking, more cell deformation leads to a greater rate of cell migration towards the center of

the mother vessel upstream of the bifurcation and away from the low flow branch. However,

the migration effect, in general, is not as strong as the obstruction effect.
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Outside of partitioning effects, the strength of the hydraulic resistivity in the ESL can

produce differences in the shape and speed of RBCs. Higher hydraulic resistivity in the ESL

results in a greater shear rate in the non-ESL region near the ESL boundary. As can be

seen in Figure  3.3 c even in the mother vessel before the bifurcation, the shapes of the cells

in the low and high hydraulic resistivity cases differ, with the differences increasing when

cells are initialized closer to the ESL. When the cell comes into contact with the ESL at

the far end of the bifurcation however, much larger shape disagreements are seen especially

when cells travel down the high flow daughter branch. Since more cells wind up traveling

down the high flow branch, cells initialized near the critical initial y-value will travel farther

in close contact with the ESL than those traveling down the low flow daughter branch. This

can also be seen in Figure  3.4 , as after contact with the ESL in the bifurcation at 20 and

30 µm traveled, shape disagreement spikes for the initial y-values close to the critical initial

y-value on the high flow daughter branch side. A similar spike is not seen however, on the

low flow daughter branch side of the graph. This indicates that greater interaction with the

ESL correlates with higher deformation in RBCs. After initial contact with the ESL, shape

disagreements level off slightly, but remain at a significant level as the cell travels farther

down a daughter branch. Higher hydraulic resistivity in the ESL also results in faster RBCs

in bifurcations, as seen in Figure  3.3 d. Before reaching the bifurcation, faster speeds in the

high hydraulic resistivity case can be explained by greater fluid velocity in the free flowing

region that compensates for the lower fluid velocity in the ESL region. Once reaching the

bifurcation however, the gap in speed between the two levels of hydraulic resistivity in the

ESL is slightly increased at the bifurcation especially in the case of the cells traveling down

the low flow daughter branch. This has to do with the fact that cells with lower hydraulic

resistivity are able to penetrate and flatten against the ESL more easily due to increased

circulation in the ESL region underneath such cells. It takes time for cells to penetrate

and then recover from an ESL incursion. Table  3.3 confirms the general trend in terms of

hydraulic resistivity travel speed with lower hydraulic resistivity simulations experiencing

approximately 4 ms greater passage times than higher hydraulic resistivity simulations.

Similar results hold for osmotic pressure differences in the ESL. When only comparing

differences of osmotic pressure difference in the ESL, there will be no shape disagreement
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before the bifurcation, as osmotic pressure differences in the ESL have no impact on fluid

flow, and so does not have an effect on shear. After coming into contact with the ESL in the

bifurcation however, there is significant shape disagreement especially in the case of lower

hydraulic resistivity, as plotted in Figure  3.5 c. While shape disagreement peaks immediately

after the cells come into contact with the ESL at the bifurcation, note how in Figure  3.5 a

the reduction and leveling off of shape disagreement corresponds to a gradual repelling of

the RBC from the ESL. This indicates that greater interaction with the ESL produced by a

lower osmotic pressure difference or lower hydraulic resistivity in the ESL can lead to greater

deformation of RBCs when in bifurcations. Lower osmotic pressure difference in the ESL

also results in slower RBCs in bifurcations, as seen in Figure  3.5 d. When impacting the

ESL at the bifurcation, a clear and sustained slowing of the RBCs occurs in the low osmotic

pressure difference cases at both low and high hydraulic resistivity. This indicates that lower

osmotic pressure differences in the ESL impedes the progress of RBCs at bifurcations when

compared to higher osmotic pressure differences.

Based on these results, it is clear that greater interaction between the ESL and RBCs

occurs in scenarios involving lower values of the parameters of hydraulic resistivity and

osmotic pressure difference in the ESL leading to the increased deformation and decreased

speed of RBCs. The RBCs increased interaction in these scenarios is intrinsically tied to their

ability to penetrate into the ESL region. Reducing either or both the hydraulic resistivity and

osmotic pressure difference in the ESL results in a dramatic increase in an RBCs maximum

penetration distance into the ESL as seen in Figure  3.6 a, as well as the length of time an RBC

spends impinging upon the ESL as seen in Figure  3.6 b. Lower osmotic pressure difference

especially allows the RBC to penetrate more deeply into the ESL, as seen clearly in Table

 3.3 . At low osmotic pressure difference, the ESL is on average penetrated from 20-52% of

its width across the full range of hydraulic resistivities considered here. This is in contrast

to high osmotic pressure difference where the ESL is on average penetrated from 2-4% of its

width across the same range of hydraulic resistivities. These differences in ESL penetration

could explain the effects interaction with the ESL at bifurcations have on RBC deformation

and speed.
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Throughout this chapter, cell-to-cell interactions have been neglected, corresponding to a

low hematocrit. Isolated RBCs tend to migrate towards the centerline of the mother vessel,

indicating that the distribution upstream of the bifurcation of these RBCs depends on the

distance they have traveled. By including cell-cell interactions, as is the case in the follow-

ing chapter, these effects are mitigated which expands the upstream distribution of RBCs.

Higher hematocrit levels have also been observed to promote more uniform partitioning [ 16 ].

There are also other limitations such as the use of a two-dimensional model, a set geometry,

and a set upstream distribution (see Chapter 5 for more details).

In summary, the partitioning, deformation and ESL penetration of RBCs is affected by

the hydraulic resistivity and osmotic pressure difference in the ESL. Increased obstruction

effects for increased hydraulic resistivity promote uniform partitioning, but only by a rela-

tively small margin. Increased flow centralization and an increased resistance to compression

correspond to increased levels of hydraulic resistivity and osmotic pressure difference, respec-

tively, which correlates with increased deformation. An increased resistance to compression

also correlates with decreased ESL penetration, which helps to explain deformation effects

as well as the increased speed at which cells in such scenarios traverse bifurcations.
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4. THE EFFECT OF CELL TO CELL INTERACTIONS ON

THE BEHAVIOR OF RED BLOOD CELLS IN ESL-LINED

DIVERGING CAPILLARY BIFURCATIONS

4.1 Introduction

Forty to forty-five percent of blood is composed of red blood cells (RBCs) making cell-

cell interactions very important during the partitioning process. In fact, past experimental

studies have found significant dependence of RBC partitioning on discharge hematocrit [ 16 ].

Combining this with the increasingly recognized importance of the endothelial surface layer

(ESL) and the correlation of ESL pathologies with other diseases, discussed in Chapter 1,

suggests investigating how partitioning and overall RBC dynamics at nonzero hematocrits

may be affected by changes in ESL properties. To better understand how cell-cell interac-

tions may vary as ESL properties change, the model developed in Chapter 2 is used here

to consider RBCs moving two at a time through a microvessel bifurcation lined with an

explicitly modeled ESL. As in the simulations of isolated RBCs studied in Chapter 3, the

study considers the effects of hydraulic resistivity and osmotic pressure difference on RBC

partitioning, deformation, and ESL penetration.

Possible mechanical explanations for the observed trends are identified by comparing

the results with corresponding results for isolated cells, as well as past studies on RBC

interactions in vessels without an explicitly modeled ESL region. Barber et al. [  26 ] identified

three primary interactions between cells that led to changes in RBC partitioning behavior

when compared to isolated cells. The trade-off effect occurs when the leading cell entering

a daughter branch influences the following cell to enter the opposite branch. The herding

effect occurs when the following cell entering a daughter branch causes the leading cell to

enter that same branch. The following effect occurs when the leading cell entering a daughter

branch causes the following cell to enter that same branch. Considering these three effects

allow us to discuss and classify the underlying mechanical effects through which the ESL

influences RBC partitioning in paired cell scenarios.
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4.2 Methods

The initial shape of the RBCs for every simulation is taken to be a circle with radius

Rcell = 2.66 µm. The center of the leading or front cell is initialized in the fluid at location

(x, y) = (−15 µm, y0,f ). The motion of this cell is integrated by itself for either a prescribed

time ∆t0 or a prescribed distance ∆d0 before the center of the following or back cell is

initialized in the fluid at location (x, y) = (−15 µm, y0,b). Both y0,f and y0,b are contained in

the interval [yb, yt] = [ − 1.29, 1.29]. The motion of both cells are then integrated until their

partitioning behavior can be determined. Time delayed release (∆t0) was used in portions of

the study because the method for estimating partitioning, taken from [  26 ], uses probability

distributions that are easiest to define in terms of time. Distance delayed release (∆d0)

was used in other portions of the study to allow for more consistent comparisons between

simulations with various flow profiles due to the hydraulic resistivity in the ESL.

The branching domain considered here is as seen in Figure  2.2 a, and is representative

of a diverging vessel bifurcation in a capillary network. The mother branch has a width

of w0 = 10 µm, including a w = 1 µm wide ESL. The daughter branches have widths of

w1 = w2 = 8.35 µm, including the w = 1 µm wide ESL. Equal branching angles of 45◦ are

considered. The total flow rate is Q0 = 8 × 10−3 cm2/s for cases including an ESL, and

Q0 = 10 × 10−3 cm2/s for the no-ESL/10 µm wide scenario. The flow split or fraction of

bulk blood flow into the upper daughter branch is given by Ψ1 = Q1/Q0, where Q1 is the

flux at the outlet of the upper daughter branch.

The same values for the maximum hydraulic resistivity and osmotic pressure differences

used for isolated cells in Chapter 3 are used here: κ = 0, 1 × 106 dyn·s/cm4, 1 × 107

dyn·s/cm4, 1 × 108 dyn·s/cm4, and ∞ and ∆πp = 20 dyn/cm2, 200 dyn/cm2. To estimate

cell partitioning behavior, the same criteria are used as in the single cell simulations to

determine if an RBC has transitioning from the mother vessel to a specific daughter branch,

as described in section  3.2 . If these criteria are not met due to a numerical failure causing

the simulation to stop before a determination has been made, the simulation is examined

by hand to determine which daughter branch the cell enters. There were no cases where a

determination could not be made.
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As noted in section  3.2 , a branch function for single cells initialized at fluid location

(x, y) = (−15 µm, y0) traveling through a bifurcation can be defined by the following:

b1(Ψ1, y0) =


1 if the RBC enters the top branch

0 if the RBC enters the bottom branch
. (4.1)

Similarly, branch functions can be defined for two cells traveling through a bifurcation. For

two cells whose initialization corresponds to (y0,f , y0,b, ∆t0), they are defined by the following:

b2,f (Ψ1, y0,f , y0,b, ∆t0) =


1 if the leading cell enters the top branch

0 if the leading cell enters the bottom branch
, (4.2)

b2,b(Ψ1, y0,f , y0,b, ∆t0) =


1 if the following cell enters the top branch

0 if the following cell enters the bottom branch
. (4.3)

Similar branch functions may be defined for ∆d0. For each combination of flow split Ψ1 and

either time delay ∆t0 or distance delay ∆d0, the curves Γf (for b2,f ) and Γb (for b2,b) separate

the branch function values of 1 and 0 from each other in the y0,f − y0,b plane.

For a given flow split Ψ1 and either time delay ∆t0 or distance delay ∆d0, the value of a

branch function in the y0,f −y0,b plane is estimated using a simple interface-finding algorithm.

To start the algorithm, we first test the 2×2 grid of corner points of (yb, yb), (yb, yt), (yt, yb),

and (yt, yt). We then repeatedly refine the grid in two nested stages. The first stage tests all

points in the center of the smallest squares of previously tested points. These newly tested

points are then added to the grid creating a grid of diamonds except along the edges where

we have half diamonds or triangles. The second stage tests the centers of the diamonds.

Along the edges, points on the edge halfway between existing edge points are tested. The

newly tested points added to the old points form a new grid of squares once again. These

two stages are repeated until the desired level of refinement is reached, which in these studies

culminates in a 17×17 grid of tested points.

To “test” points, we can run simulations for a specific (y0,f , y0,b), see which branch each

cell enters, and then set b22, f and b2,b to 0 or 1, as is appropriate. Testing every point in
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this fashion, however, is computationally expensive. To more efficiently obtain the branching

function, we assume that if the points nearest to a point of interest, (y0,f , y0,b), have all been

tested and found to have the exact same partitioning behavior, then the point inside of

the enclosed square/diamond/triangle probably has the same behavior. That point is then

assigned the corresponding b2,f and b2,b without the need to run a simulation.

The separating curves Γf and Γb are assumed to be halfway between places where the

branching function values are known to be 0 and 1. In particular, we look at each row and

column and find when two adjacent grid points in the row or column are 0 on one side and

1 on the other. We then assume that the Γ curve passes through the point halfway between

the two grid points. All such points are connected by line segments to provide the estimated

separating curves Γf and Γb for the leading and following cell, respectively.

The minimum time delay between the initialization of the leading and following cells,

∆t0,min(y0,f , y0,b), such that the minimum distance between the cells is exactly 0.01 µm, is

uniquely determined for each pair of initial cell center y-values (y0,f , y0,b). To calculate this

minimum time delay, the motion of the leading cell is first integrated for a time greater

than the minimum time delay. Next, the following cell is initialized in the fluid as described

previously. Finally, the positions of the nodes of the leading cell are interpolated with respect

to time to locate the set of positions that lead to a minimum distance from the following

cell of exactly 0.01 µm. Any ∆t0 < ∆t0,min is not considered due to the unrealistic scenarios

it would produce in simulations. The maximum time delay between the initialization of the

leading and following cells considered in this study is chosen as ∆t0,max = 20 ms to match

the value used by Barber et al. [  26 ], which corresponds to a sufficient separation between

cells such that the cells have little to no significant influence on one another.

As noted in section  3.2 , the RBC flux into the top or first daughter branch as a fraction

of the total RBC flux into both daughter branches, Φ1, can be estimated for isolated RBCs

at a prescribed flow split, Ψ1, by the following:

Φ1(Ψ1) =
∫ yt

yb

p1(y0)b1(Ψ1, y0)dy0. (4.4)
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The density function p1(y0) describes the probability that the center of a cell passes through

y = y0 when the center of the cell passes through x = x0 = −15 µm, and is calculated as

follows:

p1(y0) = ud(y0)∫ yt

yb

ud(y)dy
. (4.5)

Here, ud(y) is the distribution of the velocities upstream of the bifurcation.

Similarly, the fractional flux of leading and following cells entering the top daughter

branch for a particular time delay ∆t0 at a prescribed flow split, Ψ1, may be defined by the

following:

Φ1,f (Ψ1, ∆t0) =
∫ yt

yb

∫ yt

yb

p1(y0,f )p1(y0,b)b1,f (Ψ1, y0,f , y0,b, ∆t0)dy0,fdy0,b;

Φ1,b(Ψ1, ∆t0) =
∫ yt

yb

∫ yt

yb

p1(y0,f )p1(y0,b)b1,b(Ψ1, y0,f , y0,b, ∆t0)dy0,fdy0,b.
(4.6)

Similar expressions may be written for Φ1,f (Ψ1, ∆d0) and Φ1,b(Ψ1, ∆d0).

Integrating over all possible time delays (∆t0,min(y0,f , y0,b) < ∆t0 < ∆t0,max), we have the

fractional flux of all paired leading and following cells entering the top daughter branch, as

follows:

Φ1,f (Ψ1) =

∫∫∫
Ω

p1(y0,f )p1(y0,b)b1,f (Ψ1, y0,f , y0,b, ∆t0)dΩ∫∫∫
Ω

p1(y0,f )p1(y0,b)dΩ
;

Φ1,b(Ψ1) =

∫∫∫
Ω

p1(y0,f )p1(y0,b)b1,b(Ψ1, y0,f , y0,b, ∆t0)dΩ∫∫∫
Ω

p1(y0,f )p1(y0,b)dΩ
,

(4.7)

where Ω is the set of all possible (y0,f , y0,b, ∆t0). We note that while explicit probability

distribution functions are included for y0,f and y0,b (p1), the effective probability distribution

for the time delay, ∆t0, is a constant/uniform distribution. The fractional flux of all paired

cells entering the top daughter branch is then the average the above two equations:

Φ1,2(Ψ1) = 1
2(Φ1,f (Ψ1) + Φ1,b(Ψ1)). (4.8)

Also considered is the effect of hydraulic resistivity and osmotic pressure difference on

RBC deformations in diverging vessel bifurcations. For simulations involving two RBCs,
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deformation magnitude is estimated using two deformation metrics. The first is the mean

linear strain of the external segments:

λs = 1
n

n∑
i=1

|li − l0|
l0

, (4.9)

where li is the length of the ith external segment, l0 is the reference length of the external

segment, and n is the number of external nodes in the discretized cell membrane. The second

is a measure of the mean bending angle:

λb = 1
n

n∑
i=1

|αi| , (4.10)

where αi is the exterior angle between adjacent external segments. This provides an estimate

for how much the membrane has been bent.

As noted in section  3.2 for single cell simulations, to best isolate effects due only to

deformation and not translation, we compare cells that have traveled the same distance

as opposed to comparing cells that have traveled for the same time. This requires linear

interpolation with respect to the distance traveled by the cells in question. For two cell

simulations, we perform similar comparisons between cells that have traveled the same dis-

tance. However, due to the increased complexity in such systems (two cells versus one),

results often depend on two (y0,f ,y0,b) not just one (y0) degree of freedom. Hence compar-

isons produce three-dimensional data in y0,f − y0,b space. While our testing strategy that is

used to estimate partitioning behavior provides estimates for branching function values at

all locations on a regular 17×17 grid, since simulations are run only when needed, deforma-

tion and penetration information is only known at a select few locations on that grid. In

particular, deformation and penetration information is known primarily at points near the

separating curves Γf and Γb. An exception to this is the 33 points tested along the level

surface y0,b = 0.968 to better compare penetration plots in Figure  4.8 . In a sense, this is

a reasonable sampling as it samples more points close to the separating curves where we

expect larger variations in deformation and penetration behaviors as cells take more time to
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negotiate the bifurcation. Nonetheless, the available locations for such behavioral data are

scattered and not on a regular grid.

To better visualize and provide estimates for deformation and penetration behavior across

the entire y0,f − y0,b space, we use radial basis function (RBF) interpolation. For N data

points f j
SIM(xj) collected from N locations xj, the interpolant takes the following form:

fRBF (x) =
N∑

i=1
wiφ(‖x − xi‖2), (4.11)

where φ(r) is a multiquadratic family of radial basis functions of the form:

φ(r) =
√

r2 − r2
0. (4.12)

The value of r0 is generally taken to be greater than the minimal distance between data

points, yet less than the maximal distance [  60 ], [  61 ]. In this case, the parameter is taken to

be r0 = 0.0806, or just above the minimum distance between data points. The weights, wi,

are precomputed by solving:

f j
SIM(xj) =

N∑
i=1

wiφ(‖xj − xi‖2). (4.13)

How deeply an RBC invades or penetrates into the ESL region is considered using the

same method for single cells described in section  3.2 . The penetration of the leading and

following cells is given by:

δf (t, y0,f ) = w − min
sB ,sC

‖B(sB) − Cf (sC)‖2 ;

δb(t, y0,b) = w − min
sB ,sC

‖B(sB) − Cb(sC)‖2 ,
(4.14)

where B(sB) is a parametrization of the boundary curve corresponding to the vessel wall

and Cf (sC) and Cb(sC) are parametrizations of the leading and following cells’ discretized

membrane curve. This produces a positive value for RBCs penetrating past the middle of

the diffuse boundary of the ESL and a negative value for RBCs before that midpoint.
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4.3 Results

Figure  4.1 illustrates the three primary effects initiated by changes in the hydraulic

resistivity that alter cell-cell interactions in a diverging microvessel bifurcation. These repre-

sentative simulations were produced using a flow split of Ψ1 = 0.375, a set distance interval

of ∆d0 = 7.5 µm between cells, a high osmotic pressure difference of ∆πp = 200 dyn/cm2,

and hydraulic resistivities ranging from κ = 106 − 108 dyn·s/cm4. In each snapshot, the

distances listed on the figure correspond to the distance traveled since the initialization in

the mother vessel of the cell whose partitioning behavior is affected. Throughout the figure,

the cells in red correspond to a simulation with the hydraulic resistivity of the ESL set at

κ = 106 dyn·s/cm4, those in green to κ = 107 dyn·s/cm4, and those in blue to κ = 108

dyn·s/cm4.

In Figure  4.1 a, the cells were initialized at (y0,f , y0,b) = (0.806, 0.484). The red cells

undergo a version of the trade-off interaction where the back cell enters the low flow branch

even though it would have entered the high flow branch if the front cell had not been there,

while the front cell enters the high flow branch even though it would have entered the low

flow branch if the back cell had not been there. For the green cells (higher ESL hydraulic

resistivity), however, the back cell exhibits a new partitioning behavior and instead travels

down the high flow branch due to the front cell blocking its entry into the low flow branch

more than in the other case. This is an example of a “blockage” effect.

In Figure  4.1 b, the cells were initialized at (y0,f , y0,b) = (0.161, −0.323). The green cells

exhibit standard partitioning behavior where the back cell enters the same branch it would

have if the front cell had not been there and vice versa. Raising the hydraulic resistivity,

however, causes the back cell to exhibit a new partitioning behavior as it travels down the

opposite branch. The higher resistivity enhances the obstruction effect in general and, in

this case, pulls the cell into the low flow branch. This is an example of an “obstruction”

effect for paired cells.

Finally, in Figure  4.1 c, the cells were initialized at (y0,f , y0,b) = (0.645, −1.29). The green

cells exhibit an interaction where the front cell enters the low flow branch even though it

would have entered the high flow branch if the back cell had not been in close proximity to
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it while entering the high flow branch itself. Increasing the hydraulic resistivity, however,

centralizes the flow and effectively narrows the vessels. In that case, as the back cell squeezes

through the narrower free flowing region into the bottom branch, it pulls the front cell with

it in a standard herding interaction. In herding interactions, the back cell pulls the front cell

into the high flow branch even though the front cell would have entered the low flow branch

if the back cell had not been there. This is an example of a “pseudo herding” effect.

The estimated separating curves Γf and Γb for a flow split of Ψ1 = 0.375, a high osmotic

pressure difference of ∆πp = 200 dyn/cm2, and a hydraulic resistivity in the ESL ranging

from κ = 106 − 108 dyn·s/cm4 are shown in Figure  4.2 . Again, red, green, and blue curves

correspond to low, medium, and high hydraulic resistivity in the ESL. Figures  4.2 a and

b illustrate the separating curves for the back cell in simulations with distance intervals

∆d0 = 7.5 and 10 µm between cells, respectively. Figures  4.2 c and d show the same for front

cells. For the back cell plots, above Γb we have that b2,b = 1 which corresponds to a cell

entering the upper branch. For the front cell plots, the same is true of b2,f to the right of Γf .

The dashed lines on each plot correspond to the critical initial y-value of a cell’s center above

or to the right of which a single cell will enter the upper branch and below or to the left of

which a single cell will enter the lower branch. Back cells are affected by the presence of an

additional cell more than front cells. The deviation between Γf or Γb and the dashed lines

decreases for higher ∆d0, especially for the front cell for which they nearly coincide. The

gaps that arise between the Γb curves when the higher hydraulic resistivity curve is below

the other in panel (a) represent obstruction behavior: the back cell enters the upper branch

for the higher hydraulic resistivity case as a result of its interaction with the front cell. The

more rare gaps that arise between the Γb curves when the higher hydraulic resistivity curve

is above the other represent blockage behavior: the back cell enters the opposite branch as

a result of its interaction with the front cell. The gaps that arise between the Γf curves in

panel (b) represent pseudo herding behavior: the front cell enters the opposite branch as a

result of its interaction with the back cell.

The overall effects of blockage, obstruction, and pseudo herding interactions on partition-

ing as a function of temporal cell spacing is shown in Figure  4.3 for a flow split of Ψ1 = 0.375,

a high osmotic pressure difference ∆πp = 200 dyn/cm2, and a hydraulic resistivity in the
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Figure 4.1. Effects of varying hydraulic resistivity on RBC interactions. Here
Ψ1 = 0.375, ∆d0 = 7.5 µm, and ∆πp = 200 dyn/cm2. Simulations using ESL
hydraulic resistivities of 106, 107, and 108 dyn·s/cm4 are pictured in red, green,
and blue, respectively. db and df are the distances traveled by the back and
front cells, respectively. (a) Example of a blockage effect on the back cell. (b)
Example of an obstruction effect on the back cell. (c) Example of a pseudo
herding effect on the front cell.
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Figure 4.2. The effects of the hydraulic resistivity in the ESL on RBC par-
titioning behavior at a bifurcation for Ψ1 = 0.375 and ∆πp = 200 dyn/cm2.
Cells from simulations with hydraulic resistivity in the ESL of 106, 107, and
108 dyn·s/cm4 are pictured in red, green, and blue, respectively. The dashed
lines on each plot correspond to the critical initial y-value of a cell’s center
above (back cell) or to the right (front cell) of which a single cell will enter
the upper branch and below or to the left of which a single cell will enter the
lower branch. (a) Γb for ∆d0 = 7.5 µm. (b) Γb for ∆d0 = 10 µm. (c) Γf for
∆d0 = 7.5 µm. (d) Γf for ∆d0 = 10 µm.
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ESL ranging from κ = 106 − 108 dyn·s/cm4. The percentage of front cells, back cells, and

both cells entering the upper branch are plotted as dash-dotted, dashed, and solid curves,

respectively. The dotted lines correspond to the percentage of cells entering the upper branch

in single cell simulations. Again, red, green, and blue curves correspond to low, medium,

and high hydraulic resistivity in the ESL. Data points along the curves with a filled symbol

correspond to a set of simulations run with a defined distance interval, ∆d0, between cells

instead of a time interval, ∆t0. The average time the front cell took to travel ∆d0 µm was

calculated for these simulations and used as the ∆t0 coordinate on Figure  4.3 . Simulations

run with ∆d0 = 7.5 and 10 µm were included. Back cells are affected by the presence of an

additional cell more than front cells. For smaller cell spacing, higher hydraulic resistivity in

the ESL produces the greatest differential between paired cell results and those for isolated

cells. However, for larger cell spacing, this trend reverses before approaching the isolated

cell behavior. This reversal is in part due to spacing effects as a result of increased flow

centralization for higher hydraulic resistivities, as discussed in more detail below.

Following Equation  4.7 , we may integrate Φ1,f , Φ1,b, and Φ1,2 over all possible y0,f , y0,b,

and ∆t0 to estimate the fraction of all paired cells entering the upper branch. The data for

a flow split of Ψ1 = 0.375 and a high osmotic pressure difference of ∆πp = 200 dyn/cm2 is

listed in Table  4.1 , as well as Φ1 for comparison to the partitioning behavior of single cell

simulations. Uniform partitioning would then correspond to Φ1 = 0.375. In general, the

addition of a second cell increases the uniformity of partitioning. However, varying the level

of hydraulic resistivity in the ESL has little effect on partitioning behavior overall.

The analysis of cell shape deformation as an RBC travels through a microvessel bifurca-

tion is complicated somewhat by simulation failure. Due to the close proximity of cells to one

another, certain situations arise which are not accounted for by the model (see section  2.3 

for more details), and the simulation must be terminated at that point. Therefore, complete

comparisons can only be made across all simulations up to the shortest distance traveled in

any particular simulation before termination is necessary. While partial comparisons using

only simulations that do not terminate early are possible, the fact is that the cells that tend

to experience early termination are also the cells that tend to be the most interesting as they

start closest to the separating curves.
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Figure 4.3. The overall effects of RBC interactions on partitioning as a func-
tion of ∆t0 for Ψ1 = 0.375 and ∆πp = 200 dyn/cm2. Cells from simulations
with hydraulic resistivity in the ESL of 106, 107, and 108 dyn·s/cm4 are pic-
tured in red, green, and blue, respectively. Data points along the curves with
a filled symbol correspond to a set of simulations run with a defined distance
interval, ∆d0, between cells instead of a time interval, ∆t0. Plotted are Φ1,f

(dash-dotted), Φ1,b (dashed), Φ1,2 (solid), and Φ1 (dotted).

86



Table 4.1.
The fraction of all paired cells entering the upper branch for Ψ1 = 0.375 and
∆πp = 200 dyn/cm2 at varying values of κ.

κ (dyn·s/cm4) Φ1,f (Ψ1) Φ1,b(Ψ1) Φ1,2(Ψ1) Φ1(Ψ1)

0 0.1935 0.2457 0.2196 0.1977

106 0.2047 0.2944 0.2496 0.2282

107 0.2036 0.3057 0.2547 0.2257

108 0.1998 0.3017 0.2507 0.2223

∞ 0.1962 0.3028 0.2495 0.2222

In Figure  4.4 , the average deformation over all possible coordinates (y0,f , y0,b) is shown

across all simulations of each type up to the maximum possible common simulation distance

for a flow split of Ψ1 = 0.375. For two cell simulations, the simulations already obtained

during the partitioning calculations were supplemented with more points from the 33×33

grid of y0,f -y0,b space. This made enough points to cover approximately 15% of that grid.

This data was used to create an interpolant using radial basis functions, as described above

in section  4.2 . This was then used to calculate the average deformation values used in Figure

 4.4 .

Figures  4.4 a and b show, over distance traveled by the front cell, the mean linear strain,

λs, at an external segment of the front cell and the mean bending angle, λb, at an external

node between two external segments of the front cell, respectively. Figures  4.4 c and d show

the same for the back cell. In all plots, red, green, and blue curves correspond to low, medium,

and high hydraulic resistivity in the ESL. Solid curves represent two cell simulations while

dotted curves represent single cell simulations, both of which are simulated at a high osmotic

pressure difference of ∆πp = 200 dyn/cm2. The blue dashed curve and the blue dash-dotted

curve represent high hydraulic resistivity in the ESL for a low osmotic pressure difference

of ∆πp = 20 dyn/cm2 for two cell and single cell simulations, respectively. All two cell

simulations are computed at a distance interval of ∆d0 = 7.5 µm between cells. It is clear
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that only two cell simulations computed at high hydraulic resistivity were able to run for long

enough to get a complete picture of the average effects of the ESL on cell shape deformation at

the microvessel bifurcation. In general, increased hydraulic resistivity enhanced deformations

in terms of both strain and bending. The addition of cell-cell interactions dramatically

increased both metrics compared to isolated cells at the bifurcation, especially for front

cells.

In Figure  4.5 , the same two deformation metrics, λs and λb, are plotted on the y0,f − y0,b

plane for a flow split of Ψ1 = 0.375, a high osmotic pressure difference of ∆πp = 200

dyn/cm2, a high hydraulic resistivity in the ESL of κ = 108 dyn·s/cm4, and a distance

interval of ∆d0 = 7.5 µm between cells. Figures  4.5 a and b show the plots for the cell shape

deformation of the front cell, and Figures  4.5 c and d show the same for the back cell. The red

circles on each plot correspond to actual simulated data points, while the rest of the surface

is comprised of interpolated points as described above. Each two cell surface is compared

to the corresponding single cell surface, which for the front cell plots is constant in the y0,b

direction and for the back cell plots is constant in the y0,f direction. All plots are shown at

the maximum distance traveled by all simulations involved, which for front cells is equal to

20.3 µm and for back cells is equal to 19.2 µm. For front cells, the presence of an additional

exaggerates the peaks in strain and bending along the separating cell curve, Γf , compared to

isolated cells, though not by the same magnitude along the entire curve. Peaks and troughs

in the topography for back cells mirror to some extent those seen for front cells.

To better understand how cell-cell interactions may affect deformation, simulations for

three data points from the surfaces in Figure  4.5 (filled pink circles) were run and compared

with isolated cell runs. The three data points were chosen to show a range of dynamics that

occur when high, medium, and low deformation levels are seen for the front and back cells.

Figure  4.6 illustrates comparisons of the front cell with isolated cell runs while Figure  4.7 

compares the back cell with isolated cell runs.

In Figure  4.6 a, the cells were initialized at (y0,f , y0,b) = (0.806, 1.29). After both cells had

traveled 20.3 µm, the mean strain, λs, increased from 0.060 for the single cell to 0.188 for

the front cell (213%) and the value of λb increased from 0.399 for the single cell to 0.462 for

the front cell (16%). In Figure  4.6 b, the cells were initialized at (y0,f , y0,b) = (0.645, −0.323).
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a Front cell deformation

d Back cell deformationc Back cell deformation

b Front cell deformation

Figure 4.4. The average effects of an RBC traveling through a microvessel
bifurcation on mean linear strain, λs, and mean bending, λb, for Ψ1 = 0.375.
Cells from simulations with hydraulic resistivity in the ESL of 106, 107, and
108 dyn·s/cm4 are pictured in red, green, and blue, respectively. Single and
two cell simulations are shown for ∆πp = 200 dyn/cm2 (dotted, solid) and
∆πp = 20 dyn/cm2 (dash-dotted, dashed). (a), (b) Deformation of front
cells. (c), (d) Deformation of back cells.
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Figure 4.5. RBC shape deformation, λs and λb, over all possible initial cell
center locations for Ψ1 = 0.375, ∆πp = 200 dyn/cm2, κ = 108 dyn·s/cm4,
and ∆d0 = 7.5 µm. The red circles on the two cell surfaces represent actual
simulated data points. The three filled pink circles in each panel represent the
points shown in Figures  4.6 and  4.7 . Single cell surfaces are included in each
plot for comparison. (a), (b) Deformation of front cells. (c), (d) Deformation
of back cells.
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Again, comparing single cell simulations to two cell simulations after 20.3 µm, λs increased

from 0.112 to 0.134 (20%) and λb increased from 0.422 to 0.438 (4%), much less than the first

example. Finally, in Figure  4.6 c, the cells were initialized at (y0,f , y0,b) = (0.645, −1.129).

From single to two cell simulations, λs increased from 0.112 to 0.227 (103%) and λb increased

from 0.422 to 0.465 (10%), in between the magnitude of change of the first two examples.

Figure  4.7 illustrates the same three data points as Figure  4.6 , but compares back cell

shapes with an isolated cell for the same set of distances traveled. In Figure  4.7 a, after both

cells had traveled 19.2 µm, λs and λb increased by 221% (0.052 to 0.167) and by 42% (0.328

to 0.465), respectively. In Figure  4.7 a, λs and λb increased 64% (0.075 to 0.123) and 20%

(0.314 to 0.378), respectively. And in Figure  4.7 a, λs and λb increased 163% (0.056 to 0.147)

and 27% (0.338 to 0.428), respectively. Each of these percentage increases is greater than

the corresponding increases for the front cell. Also, the peak deformation levels for the back

and front cells do not occur in the same locations on the y0,f − y0,b plane as the peak levels

for a single cell.

Also considered is the effect of hydraulic resistivity and osmotic pressure difference in

the ESL on how deeply an RBC penetrates into the ESL region. Figure  4.8 a shows the

maximum penetration distance into the ESL region as a function of the initial y-value of the

cell center for a flow split of Ψ1 = 0.375 and a distance interval of ∆d0 = 7.5 µm between

cells. Here, the initial cell center location of the back cell is fixed at (x0,b, y0,b) = (−15, 0.968).

This value was chosen because the peak penetration value of the three-dimensional plot on

the y0,f − y0,b plane lies on the y0,b = 0.968 level surface. Zero penetration, marked on the

plot with a dashed black line, corresponds to the center of the diffuse boundary of the ESL

region. For two cell simulations, denoted with a solid curve for a high osmotic pressure of

∆πp = 200 dyn/cm2 and a dashed curve for a low osmotic pressure of ∆πp = 20 dyn/cm2,

only the distance the front cell penetrates into the ESL region is considered. Again, red,

green, and blue curves correspond to low, medium, and high hydraulic resistivity in the ESL.

For comparison, a single cell simulation is included for high hydraulic resistivity at a high

osmotic pressure difference and is denoted with a dotted curve. The square symbols on the

curves indicate the simulations plotted in Figures  4.8 b and c at initial cell center y-values

of 0.564 and 0.968, respectively. These plots show the penetration distance into the ESL
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Figure 4.6. The effects of RBC interactions on front cell shape defor-
mation for Ψ1 = 0.375, ∆πp = 200 dyn/cm2, κ = 108 dyn·s/cm4, and
∆d0 = 7.5 µm. Blue and red cells represent single and two cell simula-
tions, respectively. In each snapshot, the distances listed on the figure cor-
respond to the distance traveled since the initialization in the mother vessel
of the front or single cell. (a) Cells initialized at (y0,f , y0,b) = (0.806, 1.29).
(b) Cells initialized at (y0,f , y0,b) = (0.645, −0.323). (c) Cells initialized at
(y0,f , y0,b) = (0.645, −1.129).
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Figure 4.7. The effects of RBC interactions on back cell shape deformation for
Ψ1 = 0.375, ∆πp = 200 dyn/cm2, κ = 108 dyn·s/cm4, and ∆d0 = 7.5 µm. Blue
and red cells represent single and two cell simulations, respectively. In each
snapshot, the distances listed on the figure correspond to the distance traveled
since the initialization in the mother vessel of the back or single cell. (a) Cells
initialized at (y0,f , y0,b) = (0.806, 1.29). (b) Cells initialized at (y0,f , y0,b) =
(0.645, −0.323). (c) Cells initialized at (y0,f , y0,b) = (0.645, −1.129).
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region over distance traveled by the front or single cell. The square symbols on the curves

in these plots indicate the peak penetration distances achieved for each simulation. The

black circular symbols on the curves representing single and two cell simulations for high

hydraulic resistivity at a high osmotic pressure difference correspond to the snapshot taken

in Figure  4.9 . The addition of cell-cell interactions produces an increased penetrative effect.

However, for paired front cells, penetration does not have a clear trend for varying hydraulic

resistivity in the ESL for RBCs that penetrate past the median of the diffuse ESL boundary

(dashed black line). However, decreased osmotic pressure difference has a clear correlation

to increased penetration distance.

Figure  4.9 a shows a snapshot of the simulations indicated with black circular symbols

on Figure  4.8 at 21 µm of distance traveled by the single or front cell. The single and two

cell simulations are shown in blue and red, respectively. Figure  4.9 b magnifies the region

of Figure  4.9 a in the grey box. This example clearly shows the increased RBC penetration

into the ESL when an additional cell is present and interacting with the original cell and is

typical of the penetration behavior seen in other simulations with significant penetration of

the ESL.

4.4 Discussion

Numerical simulations produced three types of effects that can alter partitioning behavior

when ESL properties are varied and thus, theoretically, downstream hematocrit.

The blockage effect occurs when an increase in hydraulic resistivity in the ESL causes

the front cell to block the entry of the back cell into a given branch and causes it to enter

the opposite branch. In this case the interaction between cells is relatively large as cells can

layer on top of each other, as seen in Figure  4.1 a. In this scenario, the majority of the front

cell area is entering the high flow branch, yet a significant portion is also entering the low

flow branch. This results in an RBC with a shape identified by two relatively large bulbous

regions entering separate daughter branches with a more narrow connecting region between

them. Increasing the hydraulic resistivity enhances the obstruction effect and encourages the

lead cell to enter the low flow branch. To balance flow conservation, when the lead cell moves
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Figure 4.8. The effects of hydraulic resistivity and osmotic pressure difference
in the ESL on front cell penetration into the ESL for Ψ1 = 0.375 and ∆d0 = 7.5
µm. Cells from simulations with hydraulic resistivity in the ESL of 106, 107,
and 108 dyn·s/cm4 are pictured in red, green, and blue, respectively. Single
and two cell simulations are shown for ∆πp = 200 dyn/cm2 (dotted, solid)
and two cell simulations are shown for ∆πp = 20 dyn/cm2 (dashed). (a)
Maximum penetration distance plotted over y0/y0,f . (b), (c) Penetration
distance plotted over distance traveled. Square symbols indicate peak values
corresponding to y0/y0,f in (a). Circular symbols correspond to snapshot taken
in Figure  4.9 .
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Figure 4.9. The effect of RBC interactions on RBC penetration into the ESL
region for Ψ1 = 0.375, ∆πp = 200 dyn/cm2, κ = 108 dyn·s/cm4, and ∆d0 = 7.5
µm. Blue and red cells represent single and two cell simulations, respectively.
Cell centers were initialized at y-values of y0 = y0,f = y0,b = 0.968. (a)
Snapshot at 21 µm of distance traveled by the single and front cells. Arrows
correspond to nodal velocities. (b) Magnification of the region enclosed in the
grey box from (a).

towards the low flow branch, the back cell moves towards the high flow branch. Whether

or not the front cell eventually enters the low flow branch entirely is immaterial in defining

this blockage effect as the trajectory of the back cell has already been sufficiently altered by

this effect produced by the front cell (akin to the mechanism behind trade-off interactions)

to alter its partitioning behavior. As seen in the figure, the blockage effect encourages more

cells to enter the same high flow branch as hydraulic resistivity is raised, which corresponds

to more nonuniform partitioning. The high flow branch in general claims most of the RBCs

and now claims even more.

The obstruction effect, referring to a two cell effect in this discussion, occurs when the

partitioning behavior of a cell is altered by being drawn into the low flow branch whereas

the same cell for lower hydraulic resistivity in the ESL would have entered the high flow

branch. This often occurs with only relatively long-distance interactions between cells. An
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example of this interaction is illustrated in Figure  4.1 b. In this scenario, the locations and

velocities of each cell node comprising the back cell membrane are not significantly impacted

by the difference in hydraulic resistivity in the ESL between the two cases until the back cell

is impeded by the ESL at the bifurcation at 19 µm of distance traveled. As seen in Chapter

3, raising the hydraulic resistivity sends more flow through the centers of the vessels causing

and enhancing the obstruction effect in general. This in turn causes the trajectory of the

back cell to diverge towards the low flow, or upper branch. This is opposed to what happens

in the lower hydraulic resistivity case where the obstruction effect is not strong enough to

pull in the back cell and the back cell instead enters the high flow, or lower branch. As seen

in the figure, raising the hydraulic resistivity causes the cells to go into separate branches,

which corresponds to more uniform partitioning.

The pseudo herding effect occurs when the partitioning behavior of a front cell is affected

through an interaction with the back cell facilitated by an increase in hydraulic resistivity in

the ESL. In these scenarios, higher hydraulic resistivity in the ESL produces more elongated

front cells as they negotiate the bifurcation. An example of this can be seen in Figure  4.1 c.

In this example, this elongated shape of the front cell allows the back cell to interact with a

larger portion of the membrane of the front cell. In addition, increased hydraulic resistivity

makes it so that flow can only enter the high flow branch through the non-ESL portion of

the high flow vessel. This creates a flow blockage that further encourages both cells to enter

the bottom branch. Both of these factors enable the back cell to pull the front cell into the

lower branch. Lower hydraulic resistivities do not elongate cells as much and allow flow to

go around cells blocking the high flow branch by traveling through the ESL. This enables

the back cell to pass by without sufficient interaction to pull the front cell into the lower

branch. As seen in the figure, raising the hydraulic resistivity causes more cells to enter the

same high flow branch, which generally corresponds to more nonuniform partitioning.

These three effects are the driving forces behind changes in partitioning behavior that

result when hydraulic resistivity is varied. Such changes can be seen in Figure  4.3 . There,

at a distance interval of ∆d0 = 7.5 µm between cells, increased hydraulic resistivity in the

ESL leads to more nonuniform partitioning behavior for back cells. In contrast, the points

at ∆d0 = 10 µm shows that the trend begins to break down. Looking at  4.2 shows a similar
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trend breakdown as distance is increased. There higher resistivities seem to correspond to a

greater departure from single cell dynamics for back cells when ∆d0 = 7.5 µm. At ∆d0 = 10

µm, however, there is no obvious trend regarding the curves’ distances from the single cell

yc dashed line. To explain the diminished trend, an additional boundary condition related

effect must be discussed.

Recall that constant boundary conditions for flux are prescribed for the inlet and outlet

flows of the bifurcation system (see section  2.1.2 for more details). A result of these conditions

is that increased hydraulic resistivity in the ESL leads to more flow resistance in the layer and

a higher fluid flow rate near the vessel center to compensate. Two competing mechanisms

arise from these changes. First, cells tend to travel more quickly near the center of the vessels

for comparatively higher hydraulic resistivity scenarios. If the front cell is held up at the

bifurcation, the back cell takes less time to reach that front cell when the hydraulic resistivity

is higher. This means that in scenarios with higher hydraulic resistivities, interactions will

take place more quickly and strongly. Second, cells tend not to sink into the ESL as deeply for

comparatively higher hydraulic resistivity scenarios and are able to traverse the bifurcation

more quickly as a result. This means that in scenarios with higher hydraulic resistivities,

interactions take place more slowly and weakly. Overall, the second of these mechanisms is

the more dominant, leading to weaker interactions and partitioning behavior more similar

to that of isolated cells. These spacing effects, however, are minimal for small ∆d0 values.

It should be noted that the blockage, obstruction, and pseudo herding effects are ob-

served regardless of whether low or high osmotic pressure differences are used in the ESL.

Simulations were run for both osmotic pressure difference values and produced near identical

results in terms of partitioning behavior.

The partitioning behavior for the various cases can be seen in Figure  4.3 . Initially, for

low initial distance between cells and as cell-cell interaction effects gain prominence, higher

hydraulic resistivity correlates with a greater fraction of cells entering the upper daughter

branch. As the initial distance between cells increases, the cell-cell interaction effects are

diminished, and the spacing effects described above lead to a reversal: now low hydraulic

resistivity correlates with a greater fraction of cells enter the upper branch. As the initial

distance between cells increases even further, to approximately ∆t0 = 10 ms for front cells
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and ∆t0 = 15 ms for back cells, partitioning behavior erodes to levels approaching those

of isolated cells. In the case of low hydraulic resistivity in the ESL of κ = 106 dyn·s/cm4,

the relatively slower speed of the cells near the mother vessel center prolongs the interval of

∆t0 in which cell-cell interactions occur, briefly making it so that back cell partitioning goes

below the levels for isolated cells.

Integrated over the full ∆t0 interval where paired RBC interactions occur, the fraction

of RBCs entering the low flow branch varies less than 2% across the levels of hydraulic

resistivity in the ESL studied, as listed in Table  4.1 . However, as hematocrit increases and

the distances between flowing RBCs decreases, it is likely that the effects on cell interactions

discussed above will have an increasing effect on overall partitioning.

Also considered is the effect of hydraulic resistivity and osmotic pressure in the ESL on

cell shape deformations. Mean linear strain is initially elevated in the cell membrane, and

mean bending angle is reduced, due to how the cells are initialized in the fluid in a com-

pressed circular state, as described in section  3.2 . As the cells travel along the mother vessel,

the strain decreases and bending increases as the cell shapes develop towards steady state

configurations. These changes are more pronounced for higher hydraulic resistivity in the

ESL due to the comparatively higher shear rate near the ESL which promotes deformation.

Figure  4.4 shows the average behavior of these metrics over distance traveled by both

front and back cells in two cell simulations as well as for isolated cells. Low, medium, and

high hydraulic resistivities and low and high osmotic pressure differences in the ESL are

considered. The front cell experiences a sharp increase in strain upon interaction with the

ESL at the bifurcation. On average, this increase is greater than that of an isolated cell for

the same ESL parameters due to the further impact of the back cell, sandwiching the front

cell between itself and the vessel bifurcation. The back cell experiences a similar increase,

but less sharply due to the cushioning effect the front cell provides. Comparing isolated cells,

high hydraulic resistivity in the ESL compresses the cell more as the RBC slides through the

bifurcation into a daughter branch, while lower hydraulic resistivities compress the cell less

in the same region. In fact, for a low hydraulic resistivity of κ = 106 dyn·s/cm4 in the ESL,

no increase in strain is seen, on average, at any point while traversing the bifurcation.
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The front cell also experiences a sharp increase in bending upon interaction with the

ESL at the bifurcation. On average, this increase is greater than that of an isolated cell for

the same ESL parameters due to the further impact of the back cell. A similar, though less

sharp, increase is seen in the back cell due to the cushioning effect provided by the front cell.

Comparing isolated cells, high hydraulic resistivity in the ESL bends the cell more as the

RBC slides through the bifurcation into a daughter branch, while lower hydraulic resistivities

bend the cell less in the same region. After the initial impact with the bifurcation, bending

decreases before increasing again as shear effects from the daughter branch wall deform the

RBC.

Given these observations from the data, it is reasonable to predict that for paired cell

deformations, the strain and bending in the front cell will be higher than the corresponding

isolated cell cases due to the additional force exerted upon it by the back cell, but also

decreasing in magnitude for decreasing levels of hydraulic resistivity in the ESL. The dif-

ferences in deformation produced by a lower magnitude of osmotic pressure difference in

the ESL would theoretically also decrease the magnitude of strain and bending due to the

increased compressibility of the layer. However, simulations for a low osmotic pressure differ-

ence in the ESL were not able to run for long enough to confirm this hypothesis absolutely,

though slight decreases were observed.

Deformation in front cells tend to be greatest for cells whose initial cell center locations

are near the separating curve for front cells, Γf . There, cells take the longest time to negotiate

the bifurcation, which also extends their interaction time with the back cells. This can be

seen in Figures  4.5 a and b. The same effects for back cells are also strongly impacted by Γf ,

indicating that close contact with the front cell is the primary cause of deformation for back

cells. This can be seen in Figures  4.5 c and d.

The typical deformation differences between single and paired cells are shown in the

examples plotted in Figures  4.6 for front cells and  4.7 for back cells. These plots illustrate

three points taken near Γf from Figure  4.5 , plotted there as filled pink circles. An increase in

deformation, in this context, refers to the comparative increase between isolated and paired

cells at 20.3 µm for front cells and 19.2 µm for back cells, the maximum distance traveled by

the cells in all simulations involved. The first point shows an example of a sharp increase in
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deformation due to a direct impact between the cells and the vessel wall at the bifurcation.

The second shows an example of a very small increase in deformation. This is due to the fact

that the cells have enough room to traverse the bifurcation without influencing the shape

of the other cell, especially in the case of the front cell. Finally, the third example shows a

sharp increase in deformation due to a herding type effect as the back cell first pushes the

front cell towards the opposite daughter branch but then pulls the front cell through the

same branch it enters. While partitioning of the front cell was not ultimately affected, the

deformation of the cell was.

Finally, how deeply an RBC penetrates into the ESL region is considered. Comparing

isolated cell penetration to the penetration of the front cell in a paired cell simulation, we

can see from the plotted data in Figure  4.8 a for high hydraulic resistivity in the ESL that for

the range of initial cell center locations that lead to significant RBC interactions, the front

cell penetrates into the ESL region significantly deeper. The example illustrated in Figure

 4.9 shows how a strong interaction with the back cell forces the front cell deeper into the

ESL region. However, when RBC interactions are minimal, the isolated cell travels nearer to

the vessel wall due to the absence of a back cell which would prevent fluid flow from pushing

the front cell as strongly towards the ESL region. When comparing paired cell simulations

at low and high osmotic pressure differences in the ESL, we see the most significant increase

in penetration distance, especially in the aforementioned range of initial cell center locations

that lead to more significant RBC interactions.

Comparisons between varying levels of hydraulic resistivity in the ESL for paired cell

simulations prove to be more complex than those seen between isolated cell simulations

in Figure  3.6 . The trend in isolated cells that lower hydraulic resistivity leads to a greater

penetration distance is true in the physiological range comparing κ = 108 to 107 dyn·s/cm4 for

paired cells. However, a pathologically low level of hydraulic resistivity in the ESL of κ = 106

dyn·s/cm4 leads to lower penetration distances for a range of y0,f values corresponding to

stronger RBC interactions.

There are three key factors leading to this result. First is the impact of the discretized

membrane. The discretized cell membrane used in simulations may produce membrane

segments oriented perpendicular to the ESL region that may be pushed into the layer. This
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may lead to physiologically unrealistic scenarios of cell corners penetrating deeply into the

ESL region. An example of this may be seen in Figure  4.8 c in the second, higher peaks in

the curves representing medium and high hydraulic resistivity for paired cell simulations.

However, even when ignoring these second, possibly unrealistic peaks, the low hydraulic

resistivity case still does not penetrate the ESL region as deeply as cases of comparatively

higher hydraulic resistivity.

This leads to the second factor, the impact of centerline fluid flow rates. As previously

discussed, for lower hydraulic resistivity in the ESL, the fluid flow rate near the vessel center

is comparatively low. This leads to a more gradual impact of the back cell into the front cell,

producing a lower penetration distance into the ESL. Finally, the third factor is related to

the second. The lower centerline fluid flow rate makes it so that it takes longer for back cells

to catch up to front cells impeded by the bifurcation. This allows the front cell to absorb

the impact of itself into the ESL at the bifurcation before feeling the additional impact of

the back cell. These last two factors help explain why lower hydraulic resistivity in the ESL

actually leads to lower maximum penetration into the ESL region when there is significant

RBC interaction.

Partitioning of hematocrit at microvessel bifurcations depends strongly on the upstream

hematocrit distribution. However, in this study, the distribution of upstream RBCs was

assumed to be uniform. In vivo, upstream hematocrit is determined by a number of factors

including cell migration towards the vessel centerline, cell-cell and cell-wall interactions, cell

deformation, vessel history (such as any upstream bifurcations encountered), and the length

of the upstream vessels. For any given upstream hematocrit distribution, p1, the partitioning

function Φ1,2(Ψ1) may be recalculated using the equations in section  4.2 . Also, the arrival

times and spacing of RBCs are assumed to be uniform and independently distributed. This

is not generally the case. RBCs traveling in capillaries tend to form clusters due to variations

in size, shape, and deformability [ 62 ] (nonuniform), and RBCs cannot overlap (nonindepen-

dent). There are also other limitations such as the use of a two-dimensional model and a set

geometry (see Chapter 5 for more details).

In summary, the inclusion of cell-cell interactions in the model produces additional ESL-

mediated effects that influence the partitioning, deformation and ESL penetration of RBCs.
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Increased hydraulic resistivity in the ESL leads to three key effects that influence partitioning

behavior. The blockage and pseudo herding effects promote more uniform partitioning,

while the obstruction effect promotes more nonuniform partitioning. For closer spacing

between cells, these interactions lead to more uniform partitioning, while farther spacing

leads to the opposite. Cell-cell interactions also enhance deformation, especially through a

sandwiching effect between front and back cells at bifurcations which is increased for high

hydraulic resistivity in the ESL. And while decreased osmotic pressure difference in the ESL

leads to significantly higher penetration by RBCs, decreased hydraulic resistivity produces

less intense cell-cell interactions due to lower flow centralization which, in general, has the

opposite effect.
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5. CONCLUSIONS

When vessel diameters become comparable to those of red blood cells (RBCs) in the mi-

crovasculature, the endothelial surface layer (ESL) has been seen to play a significant role in

blood flow dynamics in microvessel bifurcations [  43 ]. To better understand the significance

and scope of the ESL region on blood flow dynamics in the particular context of diverging

microvessel bifurcations, it is important to consider the ESL’s interaction with individual

RBCs and its impact on cell-cell interactions. To do this, we focused on two particular ESL

properties that have been shown to significantly affect general flow dynamics [ 3 ], [  29 ]. These

are the hydraulic resistivity in the ESL and the osmotic pressure difference between the

ESL region and the region of free flowing plasma. These parameters were explored across

a range of values corresponding to physiologically realistic scenarios for both healthy and

pathological vessels. Experimental studies have been performed to measure the structure of

the ESL region and its role in increasing flow resistance in the capillaries [  20 ], [  25 ]. However,

the mechanical effects between RBCs and the ESL that influence cell partitioning, defor-

mation, and penetration into the ESL layer are not fully understood. These three aspects

of RBC behavior have important implications for the distribution of oxygen, the release of

ATP, the adhesion of RBCs to vessel walls, and other biological processes (see Chapter 1 for

more details). The model described in this dissertation has been used to better understand

the mechanics underlying these aspects of RBC behavior and by extension, the biological

processes that rely on them.

In regards to the effect of the ESL on RBC partitioning, simulations were run for isolated

cells and paired cells. Very small differences were observed in partitioning for isolated cells,

though small trends were identified. In general, lower hydraulic resistivity and lower osmotic

pressure difference in the ESL produced more nonuniform partitioning behavior in RBCs.

This was observed to be due to the decreased obstruction of fluid flow produced by cells in

the case of lower hydraulic resistivity, and due to increased penetration into the ESL region,

which lowered the relative amount of obstruction of the downstream branches, in the case

of lower osmotic pressure difference.
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For paired cell simulations, however, more significant and complex changes in RBC parti-

tioning were observed. Three types of effects that arise when hydraulic resistivity in the ESL

is varied were observed to alter the distribution of hematocrit between the daughter branches

at diverging microvessel bifurcations. The “blockage” effect occurs when increasing the hy-

draulic resistivity causes a front cell to more fully block a particular branch which forces

the back cell to enter the unblocked branch instead of the other branch. The “obstruction”

effect occurs when increasing the hydraulic resistivity enhances obstruction which causes a

back cell to be pulled into the low, instead of the high, flow branch. The “pseudo herding”

effect occurs when increasing the hydraulic resistivity causes the back cell to pull the front

cell in such a way that it enters the same, instead of the opposite, branch. In this last effect,

the higher hydraulic resistivity elongates the front cells more and effectively narrows the free

flowing regions in the vessel both of which increase the effectiveness with which the back cell

pulls on the front cell. These effects are primarily seen for cells that are in close proximity

to one another when entering the bifurcation region and their net effect is to produce more

uniform partitioning as hydraulic resistivity is increased. Little change in partitioning was

observed for paired cell simulations when comparing relatively high and low levels of osmotic

pressure difference in the ESL.

The ESL also has a significant effect on RBC deformations in microvessel bifurcations.

Comparing simulations of isolated cells for different hydraulic resistivities and osmotic pres-

sure differences showed that changing ESL properties could significantly alter the shapes

of cells as they pass through the bifurcation. At high osmotic pressure difference, high hy-

draulic resistivity in the ESL produced more deformed shapes than low hydraulic resistivity,

especially for cells that both enter the high flow branch. While small amounts of deforma-

tion take place upstream and downstream of the bifurcation, most deformation takes place

when the cell is in the bifurcation region near or in the ESL. The more centralized flow

profile in the higher hydraulic resistivity scenarios have higher flow rates in the free flowing

regions that enhance deformation for cells near or in the ESL leading to more deformation

in general. For osmotic pressure differences, the low osmotic pressure difference allows cells

to penetrate the ESL more easily and keep their rounded/less deformed shape. The effect is

stronger when the hydraulic resistivity is lower. This is because when the ESL allows fluid
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to more readily flow through it, it is easier for the cell to displace that fluid out of the ESL

and easier for the cell to sink in.

Mean strain and bending angle in cell membranes were also considered as measures of

deformation. The addition of another RBC in simulations produced significant changes

in these metrics. Compared to isolated cell simulations, levels of strain and bending in

two cell simulations increased sharply, especially the front cell membranes in the case of

high hydraulic resistivity in the ESL. This is initially due to the front cell, impeded at

the bifurcation, being impacted by the back cell. However, the increase in deformation is

maintained and even increased as both cells slide against each other and the ESL through the

bifurcation region. Predictions for lower hydraulic resistivities were made based on isolated

cell data and how it compared to the data produced for two cell simulations for high hydraulic

resistivity in the ESL. Little difference in strain or bending was observed when comparing

high and low osmotic pressure differences.

Also considered was the effect of hydraulic resistivity and osmotic pressure difference in

the ESL on cell penetration into the ESL region for both isolated cell simulations and two

cell simulations. For isolated cells, a clear and consistent increase in maximum penetration

distance into the ESL region was observed when decreasing the hydraulic resistivity in the

ESL. This increase was especially prominent when decreasing the osmotic pressure differ-

ence in the ESL. In fact, the penetration distances observed were large enough to suggest

the possibility of cell adhesion to the vessel wall or interaction with deeper structures in

the glycocalyx [  7 ], [  41 ]. In two cell simulations, this trend continued for front cells in the

physiological range of hydraulic resistivities observed in the ESL. However, when interacting

strongly with the back cell, a decrease in hydraulic resistivity led to a decrease in maximum

penetration distance. This was due in part to the impact of centerline fluid flow rates. Due

to constant flux in and out of the bifurcation domain, lower hydraulic resistivity in the ESL

produces lower fluid flow rates near the center of the vessel. This leads to a more gradual

impact of the back cell into the front cell, producing lower penetration distances, instead of

the higher ones expected based on single cell simulations.

Two-dimensional models have inherent limitations when modeling three-dimensional sys-

tems. The cross-sectional size of an RBC is on the order of (Rcell/Rvessel)D−1, where D is the
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dimension of the model. This means that the cells in this model occupy a smaller proportion

of the vessel lumen than in reality, which leads to exaggerated obstruction and trade-off

effects in the two-dimensional model. Also in this study, the same configuration of vessels

have been used in every simulation. However, vessel diameter of the mother vessel and the

ratio of daughter branch diameters are known to affect deformation [  42 ] and partitioning

[ 43 ] of RBCs. For very small vessels, shape deformation in RBCs spike as they are forced

to squeeze through vessels whose diameters are smaller than the diameter of an RBC at

rest. At ratios of daughter branch vessel diameters other than 1, isolated RBCs are more

likely to travel down the branch with smaller diameter due to an increased obstruction effect.

Limitations regarding assumptions made about upstream cell distributions are discussed in

section  4.4 .

As described in section  2.1.2 , constant boundary conditions for flux are prescribed for the

inlet and outlet flows of the bifurcation system. As a result, increased hydraulic resistivity in

the ESL leads to more flow resistance in the layer and a higher fluid flow rate near the vessel

center to compensate. Measures have been taken to ensure clear results including comparing

cells at equal distances traveled versus time traveled in vessels. However, certain results

for paired cell simulations are nonetheless affected by these boundary condition effects. For

example, when increasing initial cell spacing from ∆d0 = 7.5 to 10 µm, a reversal of trends

is seen in Figure  4.2 .
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