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ABSTRACT

Many Engineering structures, including electronic component assemblies, are inherently

multi-scale in nature. These structures often experience complex local nonlinear behavior

such as plasticity, damage or fracture. These local behaviors eventually lead to the failure

at the macro length scale. Connecting the behavior across the length scales to develop an

understanding of the failure mechanism is important for developing reliable products.

To solve multi-scale problems in which the critical region is much smaller than the en-

tire structure, an iterative solution approach based on domain decomposition techniques is

proposed. Two independent models are constructed to model the global and local substruc-

tures respectively. The unbalanced force at the interface is iteratively reduced to ensure

force equilibrium of the overall structure in the final solution. The approach is non-intrusive

since only nodal values on the interface are transferred between the global and local models.

Solution acceleration using SR1 and BFGS updates is also demonstrated. Equally impor-

tantly, the two updates are applied in a non-intrusive manner, meaning that the technique is

implemented without needing access to the codes using which the sub-domains are analyzed.

Code- and mesh-agnostic solutions for problems with local nonlinear material behavior or

local crack growth are demonstrated. Analysis in which the global and local models are

solved using two different commercial codes is also demonstrated.

Engineering analysis using numerical models are helpful in providing insight into the

connection between the structure, loading history, behavior and failure. Specifically, Iso-

geometric analysis (IGA) is advantageous for engineering problems with evolving geome-

try compared to the traditional finite element method (FEM). IGA carries out analysis by

building behavioral approximations isoparametrically on the geometrical model (commonly

NURBS) and is thus a promising approach to integrating Computer-Aided Design (CAD)

with Computer-Aided Engineering (CAE).

In enriched isogeometric Analysis (EIGA), the solution is enriched with known behavior

on lower dimensional geometrical features such as crack tips or interfaces. In the present

research, enriched field approximation techniques are developed for the application of bound-
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ary conditions, coupling patches with non-matching discretizations and for modeling singular

stresses in the structure.

The first problem solution discussed is to apply Dirichlet and Neumann boundary condi-

tions on boundary representation (B-rep) CAD models immersed in an underlying domain

of regular grid points. The boundary conditions are applied on the degrees of freedom of

the lower dimensional B-rep part directly. The solution approach for the immersed analysis

uses signed algebraic level sets constructed from the B-rep surfaces to blend the enriched

field with the underlying field. The algebraic level sets provide a surrogate for distance, are

non-iteratively (or algebraically) computed and allow implicit Boolean compositions.

The methodology is also applied to couple solution approximations of decomposed patches

by smoothly blending incompatible geometries to an arbitrary degree of smoothness. A

parametrically described frame or interface is introduced to “stitch” the adjacent patches.

A hierarchical blending procedure is then developed to stitch multiple unstructured patches

including those with T-junctions or extraordinary vertices.

Finally, using the EIGA technique, a computational method for analyzing general multi-

material sharp corners that enables accurate estimations of the generalized stress intensity

factors is proposed. Explicitly modeled geometries of material junctions, crack tips and

deboned interfaces are isogeometrically and hierarchically enriched to construct approxima-

tions with the known local behavior. specifically, a vertex enrichment is used to approximate

the asymptotic field near the re-entrant corner or crack tip, Heaviside function is used to

approximate the discontinuous crack face and the parametric smooth stitching technique is

used to approximate the behavior across material interface. The developed method allows di-

rect extraction of generalized stress intensity factors without needing a posteriori evaluation

of path independent integrals for decisions on crack propagation. The numerical implemen-

tation is validated through analysis of a bi-material corner, interface crack and growth of an

inclined crack in a homogeneous solid. The developed procedure demonstrates rapid conver-

gence to the solution stress intensity factors with relatively fewer degrees of freedom, even

with uniformly coarse discretizations.
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1. INTRODUCTION

Local nonlinear behaviors (e.g., fracture, plasticity) are a critical concern for the reliability

of engineering structures. These behaviors usually occur at micro scale, but finally leads to

the failure of the whole structure. For example,The back end of line (BEOL) in semiconduc-

tor device, is susceptible to cracking. It is consisted of multiple layered material including

dieletrics, metal lines and over-coating passivation layer. The reliability of the device relies

on the structural integrity. However, during the manufacturing process or usage, different

types of local nonlinear behavior are often observed: singular stress at the re-entrant corner,

delamination of multi-layered structure, crack propagating and so on (Figure  1.1 ). To evalu-

ate and minimize the risk of failure, one needs to understand how severe stress concentrates

and how non-linearity evolves. Due to the complexity of the structure, an accurate and

efficient numeral tool is necessary to implement the analysis.

A common approach to model this kind of phenomenon is to use the classical finite ele-

ment method (FEM) with a dense mesh at the local region. However, single-scale solution to

a structure with refined mesh is computationally expensive when the behavior is nonlinear,

even if the nonlinearity is confined to a local region. One method to reduce the computa-

tional cost is global-local modeling (or submodeing). Global-local modeling applies computed

global solution as boundary condition on the refined local model. However, this method has

a significant challenge - lack of two-way communication between the global model and local

model. In other words, it ignores the effect of local stress evolution on the global structure

and thus leads to inaccuracy in prediction of stress state or crack path. A multi-scale model

that allows data transfer between different models will enable not only efficient analysis but

can also improve the accuracy of nonlinear simulation at the local scale.

In general, any finite element solution is hampered by the need to generate the mesh

when geometries evolve as CAD and CAE methods are poorly integrated at the present time.

Currently, most CAD system use Non-Uniform Rational B-Spline (NURBS) representations

while CAE commonly employs Lagrangian interpolations that are central to finite element

analysis. The idea to apply identical representations in both CAD and CAE can narrow the
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(a)

(b) (c)

Figure 1.1.  (a) crack at sharp corner in copper/low-κ dual damascene inte-
grated structures[  1 ], [ 2 ],  (b) Elamination in device layers of a die induced by
dicing [ 3 ]  (c) Delamination of chip pad from encapsulating epoxy resin[ 4 ].

gap between design and analysis[ 5 ], [ 6 ]. The use of such approximation is now referred to as

Isogeometric Analysis (IGA)[ 7 ].

The early IGA research was largely concerned with a single volumetric patch. But, most

current CAD modelers generate not a volumetric representation, but a boundary presentation

(B-rep). To make the model analysis suitable, it is necessary to convert the B-rep into a

volumetric NURBS model. This volumetric (or trivariate) NURBS is also a volumetric

discretization, and therefore vitiates the original intention of IGA. Converting the the B-rep

model into an analysis ready form is a key issue in current IGA research. One solution is the

so-called Immersed Boundary Method, in which the B-rep model is immersed into a regular

grid of NURBS background mesh. In the Immersed Boundary Method, applying boundary

conditions is a critical challenge.

In the B-rep solid modeling, it is difficult to represent a complex geometry with single

NURBS patch. B-rep CAD models generated by commercial CAD systems contain uncou-
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pled NURBS patches and are therefore not suitable for analysis directly. It is necessary to

couple adjacent patches in order to implement further analysis. C0 smoothness across the

interface between adjacent patches is a trivial task. However, It is challenging to realize C1

or higher smoothness across a shared edge of patches, which is desirable in both design and

analysis.

Another is to capture the accurate local field at multi-material corner and crack tip.

Due to the stress singularity at the sharp corner, large amounts of degrees of freedom are

required in the model for stress analysis if using the conventional FEM. As an alternative

approach, the local feature can be enriched with a priori knowledge using the Partition of

Unity Finite Element Method (PUFEM)[  8 ]. The PUFEM theory is the foundation of the

Generalized Finite Element Method (GFEM)[ 9 ] as well as the eXtended Finite Element

Method (XFEM)[ 10 ]. The idea of enrichment can be also applied on general sharp corners

and wedges as long as the there exists a priori known form to approximate the local field.

To evaluate the risk of failure, a posteriori evaluation of path independent integrals is often

needed to extract generalized stress intensity factors (SIFs) from the simulation result. Such

tedious task can be avoided if the SIFs are included in the solution directly.

1.1 Literature Review

1.1.1 Boundary Condition Application in IGA

In the original description of isogeometric analysis [ 7 ], the essential boundary conditions

were directly applied to the control variables. This approach is referred as direct imposition

of Dirichlet boundary conditions. A direct application of boundary conditions on control

points is reasonable if control points coincide with points of application of the essential

boundary condition on the domain.

In the immersed boundary method, the essential boundary conditions are often applied

using a weak form, in which the integral of the displacement constraint on the boundary is

set to zero. That is, the constraint is enforced in an averaged sense than on each point on the

boundary. The weak form constraint is most commonly enforced using Lagrange multipliers

[ 11 ]. However, the use of Lagrange multipliers to enforce the constraint may cause the
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solution matrix system to become ill-conditioned. The alternatives to Lagrange multipliers,

namely the penalty method [  12 ] and Nitsche’s method [ 13 ] require the selection of a scalar

parameter, but that value of the parameter is typically model-dependent. In the penalty

method, the selected parameter must be large enough to ensure the accurate enforcement of

the essential boundary conditions, while too large a value leads to ill-conditioned system of

equations. In comparison, Nitsche’s method does not suffer from ill-conditioning, however,

an empirical stabilization parameter is needed, so the implementation of Nitsche’s method

is not as trivial as the Lagrange multiplier method or the penalty method. The choice of the

stabilization parameter will depend on the problem at hand. In this study, a new method to

apply boundary conditions based on the theory of Enriched Isogeometric Analysis (EIGA)

is proposed. In EIGA, the boundaries are treated as lower-dimensional enrichments. Extra

degrees of freedom are added to the control points of the boundary. The field approximation

on the domain is enriched with an approximation near the enriching boundaries through a

blending function. The method also allows the direct application of the boundary condition

on the enrichment.

1.1.2 Smooth Coupling of Incompatible Subdomains with Extraordinary vertex

Stitching incompatible parametric subdomains is a critical research need in both CAD

and CAE. Due to the complexity of geometric models and the need for local refinement

to capture complex free-form shapes, it is necessary to use multiple trimmed patches to

construct the boundary representation (B-rep) of solid objects [ 14 ]. Consequently, trimmed

surfaces resulting from commercial CAD systems are rarely compatible or “watertight.”

In the CAD community, different new spline techniques are proposed to enable local

refinement without losing water-tightness. These approaches include sub-division surfaces

that enable the modeling of complex free-form surfaces [ 15 ]–[ 18 ]. HB-splines [ 19 ], T-splines

[ 20 ], [ 21 ], PHT-splines [ 22 ], THB-splines [ 23 ], LR B-splines [ 24 ] and the recently developed

U-splines [ 25 ]. The ability to perform local refinement allows the use of single patch to

represent a geometry that would be otherwise described by multiple incompatible NURBS
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patches. Due to the elimination of the need to use multiple patches, geometries represented

by these new spline methods naturally achieve watertightness without gaps and overlaps.

The aforementioned alternative spline methods provide an upstream solution that allow

seamless integration with downstream CAE operations (see for instance, [ 26 ]–[ 28 ]). Their

utility lies in enabling a single bi-variate or tri-variate spline patch to describe the geometry,

which in turn may be used directly for isogeometric analysis. However, such geometries need

to be analysis aware [ 29 ], [  30 ] or analysis-suitable [ 31 ]–[ 33 ]. Arguably, new spline technologies

would have greater impact if they are compatible with NURBS based B-rep paradigm that is

widely prevalent in commercial CAD software at the present time. While direct generation

of tri-variate spline subdomains from B-rep CAD models has been recently demonstrated

[ 34 ] and may hold a potential solution for the future, the coupling of volumetric spline

subdomains remains a critical unsolved need at the present time.

Similar to the application of boundary conditions, constraint enforcement strategies can

also be applied to couple subdomain discretizations. Penalty formulations, Lagrange mul-

tiplier methods [ 35 ], [ 36 ] as well as Nitsche’s method [ 37 ] are among the most common

approaches. These methods enforce weak coupling of behavioral field values such that com-

patibility and consistency conditions are satisfied in an average sense along the interface.

In domains assembled using multiple patches, C0 smoothness across the interface between

adjacent patches is easily achieved. However, C1 or higher smoothness across a shared edge of

patches is desirable during design as well as analysis, but is challenging to achieve. Towards

this end, recently, constructing C1 continuous smooth approximation spaces over geometri-

cally complex multi-patch domains has been an important focus in the isogeometric analysis

community. An early comparison of such approaches was provided by Nguyen et al. [  38 ].

The approaches are broadly aimed at assuring C1 continuity over the complex domain by

utilizing G1 continuity across the patches [ 39 ]–[ 42 ]. These methods are argued as providing

“full approximation power” even at extraordinary vertices, where subdivision methods’ con-

vergence rate is reduced. Their relative merits are often discussed in terms of their ability to

generate approximations that possess desirable properties such as non-negativity, smooth-

ness, partition of unity as well as local support that NURBS basis functions are known to

provide, and therefore are argued as being useful for isogeometric analysis [  41 ], [  43 ].
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1.1.3 Modeling Corner Singularities and Interface Crack

The simulation of sharp corner problem is a non-trivial task due to the complex stress

field near the tip. The traditional FEM needs very fine mesh near the corner to capture

the field accurately and thus makes analysis computationally expensive. The difficulty has

been discussed in the fracture mechanics literature for a long time and different approaches

have been proposed to approximate the singular field more efficiently. Malenk and Bubuska

proposed Partition of Unity Finite Element Method (PUFEM)[ 44 ] that enables one to en-

rich the approximation with the known singular behavior. The method was later extended

to generalized finite element method (GFEM)[ 45 ]. Based on the idea, Dolbow and Moes

et al.[ 10 ] further developed the technique for fracture problem termed the eXtended Finite

element method (XFEM). XFEM and GFEM have also been demonstrated in the context

isogeometric analysis. Benson et al. and De Luycker et al. [ 46 ], [ 47 ] developed a simi-

lar formulation using IGA. Ghorashi et al. focused on fracture modeling using a similar

formulation and termed the technique as eXtended Isogeometric Analysis (XIGA) [ 48 ].

The idea of integrating the asymptotic analytical solution into basis function has also

been applied for general problems with corner singularities. There are many theoretical

studies that provide the foundation for numerical solution development. Williams[ 49 ], [ 50 ]

was the first one to apply Eigenfunction Expansion Method to solve biharmonic equation by

describing the Airy stress function as a product of rλ+1 and a angular function f(θ). This

method was later extended by Seweryn and Molski [ 51 ] by proposing a general equation for

displacement. Luo and Subbarayan [ 52 ] extended the displacement method to bi-material

and multi-material wedges with de-bonded or bonded interfaces. Other relevant theoretical

studies can be found in the review of asymptotic analysis on wedge-shaped domain [ 53 ]. As a

special case for bi-material wedge, interface crack problem has received significant attention

over the past a couple of decades. Williams’s Eigenfunction Expansion Method [ 54 ] was

applied to the interface crack problem again to illustrate the complex singularity. He showed

that the singular field around the crack tip is composed of square-root singularity and an

oscillatory part. Later, Malyshev and Salganik[ 55 ] related energy release rate to a complex

SIF. Rice and Sih [ 56 ] solved the stress field for two typical interface crack problems and
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defined the complex SIF. There are also important discussions in the literature on contact

zone[ 57 ] and oscillatory field[ 58 ], [  59 ].

Despite the considerable theoretical understanding, it is still challenging to accurately

compute the asymptotic stress field for structures with complex geometries. Within the

framework of finite element method (FEM), specific singular parametric elements have been

developed to approximate singular field near the sharp corner or crack tip[ 60 ], [ 61 ]. In

general, for the bi-material wedge with an arbitrary wedge angle, there is no explicit form

of the singular solution. However, the analytical solution for the asymptotic stress may

be obtained by solving the eigenvalue and eigenvector problem, which then can be used to

enrich the finite element solution. Chen [ 62 ] developed an enriched element method, in which

the singular field with its oscillatory characteristic was embedded into the basis function at

the crack tip. A hybrid finite element analysis was also demonstrated to solve bi-material

wedge problems[ 63 ], in which both the theoretical solution of stress and displacement were

used in the basis function. Yi et al[ 64 ] carried out stress analysis on bi-material V-notch

using the XFEM framework. Eight or sixteen (denpending on real or complex singularity)

branch functions were employed to enrich the nodes surrounding the notch-tip. Chen et

al. [ 65 ] proposed a general, explicit geometry isogeometric analysis procedure for singular

enrichment at bi-material corner.

Another challenge to the analysis of corner singularities is the extraction of the gener-

alized stress intensity factor (SIF). In general, the SIF provide the far-field influence that

complements the asymptotic singular stress solution of the form σ(2πr)1−λ. Usually, the

far-field influence is estimated post analysis, that is, post-processing is needed to extract

SIFs. The common method used in FEM to determine the value of SIFs include i. stress and

strain correlation, ii, strain energy release rate, iii.virtual crack closure technique[  66 ], and

iv. J-integral[ 67 ]. For example, in [ 64 ], the SIF was evaluated using a conserved integral. To

avoid the post processing step of carrying out the contour integration, Liu et al. [ 68 ] used

stress intensity factors at the crack tip directly as the unknowns in FEA. Similar approach

was also implemented by Leung et al. [ 69 ], in which the degrees of freedom at the nodes are

condensed to unknowns associated with the crack tip in the nonlinear region. This approach

was extended to sharp notches with arbitrary opening angle by Treifi et al. [ 70 ]. In the
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enriched isogeometric analysis technique for multi-material wedges developed by Chen et al

[ 65 ], the SIFs were directly extracted from the unknowns associated with the bi-material

sharp corner.

1.1.4 Domain Decomposition Method

In many engineering applications, including in semiconductor chip assemblies, failures in

small local features occur due to forces applied far field. Also, many times, the nonlinear

material behavior or cracks are confined to local regions. Generally, the accurate modeling of

local phenomenon such as singularity at a material corner or crack tip requires refined mesh-

ing. However, a single finite element model domain with mesh spanning the local refined

region to the larger length scale far field region is computationally prohibitive. Commonly,

in engineering practice, these problems are modeled using a global-local (or sub-modeling)

strategy. The global-local finite element modeling procedure involves two steps. First, a

coarse, quasi-uniform global mesh is constructed to get a coarse (global) solution. Next,

sub-domains containing local features of interest such as cracks or other stress raisers are ex-

tracted from the global domain and analyzed while applying the global solution as boundary

condition on the local domain. A significant challenge in the above global-local modeling

strategy is the lack of two-way communication between the global model and the local model.

In other words, as the state of stress in the local model evolves due to material non-linearity

or crack propagation, the effect of this evolution is not communicated back to the global

model. As a result, the state of stress, the crack initiation site/path predicted in the local

model is often inaccurate. Alternative, iterative solution approach for these problems exists

in the literature [ 71 ], [ 72 ], but their application is limited to elastic problems, and often

requiring the mesh to match at the interface between the sub-domains.

In general, two types of methods have been proposed to improve the global-local pro-

cedure. The first one is based on the generalized finite element method (GFEM) [ 73 ]. In

the classical GFEM framework, apriori known field for lower dimensional features, usually

based on an analytical solution, is applied to expand the solution space. With the enrich-

ment of a carefully selected basis function, even a coarse mesh can capture complex local
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behavior. When an analytical solution is not readily available for local enrichment, the lo-

cal approximation is used as an enrichment function for the global problem. This enriched

solution method is termed GFEM with global-local enrichment functions (GFEM gl) [  74 ],

[ 75 ]. Numerical and mathematical analysis of the GFEM gl have shown that the solution of

GFEM glis as accurate as direct global simulation on a fine scale mesh. However, the above

described enrichment technique is generally intrusive since access to the FEM software is

needed. This need for access to the source code of the FE software limits the method’s wider

applicability.

The second type of global-local procedure relies on model coupling, in which the sub-

domain coupling is achieved through the Mortar method [ 76 ], Langrangian multiplier method

[ 77 ], or the Nitsche method [  78 ]. In general, these methods also require access to the FE

software. To alleviate the requirement for FE code access, a non-intrusive coupling method

was proposed by Gendre et al.[ 79 ]. Similar to the GFEM gl method, the local solution was

used to improve the global solution. But, instead of enriching the global domain, the non-

intrusive coupling updates the displacement at the common interface, applied as boundary

conditions on the coupled sub-domains. Since the application of the boundary condition

does not require access to the source code, the method is easy to implement. As long as the

interface nodal value is accessible, the method can be used to couple models constructed by

different codes. The non-intrusive coupling technique of Gendre et al. may be regarded as a

modification of the non-overlapping domain decomposition method (DDM) [ 80 ]–[ 82 ].

There are two fundamental issues that must be addressed in any efficient and robust non-

intrusive algorithm. The first one is the method to transfer data between two arbitrarily

discretized sub-models. In the original work of Gendre et al. [ 79 ], only coupling at an

interface with a matched mesh was demonstrated. Liu et al. [ 83 ] proposed data transfer

using radial basis functions (RBF) [ 84 ] for non-matching discretizations. Duval et al. [  85 ]

described a general interface projection like operator based on the Lagrangian multiplier

method. The second issue that must be addressed is global solution correction. At each

iteration, unbalanced force or mismatched displacement will be generated at the interface

between the coupled sub-domains. Essentially, the objective of the iterations is to reduce to

zero the unbalanced force or mismatched displacement. A critical advantage of non-intrusive
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coupling is the capability to couple a custom code with commercial software without inner

access to either code. As a result, the user can still take advantage of the efficiency and

robustness of commercial software to obtain the solution on the sub-domains. The custom

code may provide specialized failure modeling in the local region of interest.

1.2 Gaps in Existing Literature

Non-intrusive techniques in the literature for global-local analysis are relatively few. Gen-

erally, the prior studies have not demonstrated non-intrusive two-way coupling with acceler-

ation of the solution, on domains with mismatched meshes, using commercial finite element

codes. The solution presented in this thesis addresses these issues.

Direct application of boundary condition is an issue for mesh free approximation of

fields, specifically for the immersed boundary method. Weak imposition may lead to an

ill-conditioned matrix system. One goal of the current research is to develop a general

methodology for applying boundary conditions for immersed isogemetric analysis, or more

generally, for any mesh-free method.

The existing techniques for stitching NURBS patches are similar to boundary application;

they enforce the compatibility in a weak sense. Weakly enforcing compatibility condition

results in an ill-conditioned system or a need for method-specific parameters. The other

solution is to convert the NURBS geometry to new spline types. But this requires assessment

of analysis suitability and compibality with the current NURBS-based commercial CAD

systems. Clearly, there is a need for a novel technique to couple NURBS patches that have

the following characteristics. First, the technique should allow the geometry to be represented

in the original spline system, NURBS. Second, the technique should yield a system with an

acceptable condition number, yet without the need to determine method-specific parameters.

Another challenge is the modeling of stress singularity at multi-material wedges or cor-

ners. The enrichment strategies that currently exist do not provide a solution for arbitrary

wedge angles. It is also desired to develop a general and convenient approach to extract the

generalized stress intensity factors (SIF) without post-processing.
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1.3 Research Objectives

The goals of this research are to develop computational strategies for complex engineering

structure enabling stitching of non-matching discretizations, corner singularities and fracture.

The following topics are studied:

1. Non-intrusive iterative global-local model based on domain decomposition

2. General strategy for applying boundary conditions on immersed boundaries using en-

richment

3. Smooth coupling methodology for NURBS patches

4. Unified enriched isogeometric formulation for corner and crack singularity

5. Numerical procedure for local nonlinear analysis on heterogeneous structures

In general, the methodology proposed in the current work would provide more accurate

modeling methodology for complex structures containing heterogeneity and critical local

features.

1.4 Outline

The thesis document is organized as follows. In Chapter  2 , the mechanistic failure mech-

anism for ratcheting induced fracture in BEOL structures is studied by the conventional

global-local model. This is to show the effort needed by the traditional method to solve

complex engineering problems and propose potential improvements. Chapter  3 describes

iterative two way coupling methodology for multi-scale local nonlinear analysis.Chapter  4 

proposes a novel way to apply boundary conditions on immersed boundaries using the En-

riched Isogemtric Analysis (EIGA). Chapter  5 uses the same enriching strategy for stitching

two NURBS patches to an arbitrary degree of smoothness. The parametric stitching method

is then extended for multi- patches. Chapter  6 propose a general approach to evaluate the

singular stress for bi-material wedges. the work will be summarized in Chapter  7 with

discussion of novel contributions and potential future work.
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2. ANALYSIS OF PLASTIC RATCHETING-INDUCED

FRACTURE IN SEMICONDUCTOR DEVICES

Many engineering structures are inherently multi-scale with complex geometry and material

heterogeneity. Fracture initiates usually at a micro scale but leads eventually to observable

macroscale. One example in semiconductor industry is the Back End of Line (BEOL) struc-

tures on silicon chips encased in epoxy mold compounds that are in very wide spread use

at the present time. When metal lines plastically deform due to ratcheting, the passiva-

tion overcoat accumulates stress at the corner upon temperature cycling and is eventually

susceptible to fracture. Since packaging materials’ interaction with the silicon die is the

cause of the failure, the problem is inherently multiscale in nature requiring bridging from

package dimension to BEOL length scale. In this chapter, the mechanistic cause for the

stress accumulation is elucidated using the global-local finite element method. It reveals the

mechanical problem in such structures as well as the difficulties in modeling such multi-scale

structures.

2.1 Introduction

One failure mechanism observed in molded packages during accelerated thermal cycling

is the cracking of passivation films deposited on the BEOL metal lines. Specifically, cracking

occurs in the TEOS film at the die corner after hundreds or thousands of temperature cycles.

Figure  2.1 is a schematic of the observed fractures, and Figure  2.2 shows observations of such

failure in the literature.

Figure 2.1. Schematic of film cracking induced by thermal cycling.

The mechanism for the above described fracture has often been attributed to metal line

ratcheting [ 89 ]–[ 91 ]. The above literature largely relies on qualitative reasoning in proposing
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(a) (b)

(c) (d)

Figure 2.2. Observations of ratcheting-induced passivation cracking. Images
adapted from [ 86 ]–[ 88 ].

the failure mechanism, and therefore, questions of why passivation cracks initiate only upon

significant thermal cycling and the reason for the path they follow are not fully understood.

Thus, the details of the suggested mechanism have not been clearly explained in prior litera-

ture through predictive modeling. Numerical models are usually necessary for more detailed

understanding of failure phenomenon. Commercial finite element analysis (FEA) software,

such as ANSYS®and Abaqus®, have been used extensively to analyze stress in electronic

components. However, as the model needs to span length scales from a few micrometer

to a few mm to relate failure in BEOL structures due to package causes, computational

cost becomes significant. Therefore, multiscale modeling techniques such as the global-local
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modeling (also referred as sub-modeling) technique, with coarse global model and fine local

model, is popular in modeling microelectronic packages[ 92 ]–[ 94 ].

2.2 Background: Analytical Model for Plastic Ratcheting Induced Passivation
Cracking

Ratcheting plastic deformation occurs in devices when under thermal cycling, the metal

film monotonically accumulates a small amount of plastic strain with each cycle causing

the metal line to “crawl.” This metal line plastic deformation then transfers the load to the

passivation film causing its fracture. In reference [ 90 ], an idealized model was developed for

stress accumulation in the passivation film that is briefly reviewed below.

In Figure  2.3 , a schematic illustration of the modeled region of the metal line is shown.

The film is assumed to experience equi-biaxial stress in the plane and a shear stress on the

top surface.

σ11 = σ2 = σ, σ13 = τ0 (2.1)

αf and αs are the thermal expansion coefficients of film and the substrate with αf > αs.

Figure 2.3. A schematic illustration of the stress state in the film

Assuming that the material of the line has a constant yield strength, Y , a plot of the

normalized shear stress and the normalized temperature range may be constructed as shown
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Figure 2.4. The Bree diagram for an elastic and perfectly plastic film [  90 ]

in Figure  2.4 . Three regimes of deformation are identified in this plot: shake down, ratcheting

and plastic collapse.

If τ0/Y < 1√
3 and the temperature range is small enough, the metal only yields in the

first cycle and deforms elastically in the subsequent cycles. If (τ0/Y ) > (1/
√

3), excessive

shear stresses cause a plastic collapse.

The film will crawl if it satisfies the following three conditions: (i) the thermal expansion

mismatch causes the film to yield (ii) during yielding, the film gains a finite plastic shear

strain, as well as a finite plastic in-plane strain and (iii) the plastic shear strain is always in

the same direction as the shear stress.

In the crawling (ratcheting) regime in Figure  2.4 , at each thermal cycle, over a tempera-

ture excursion of dT , a small in-plane plastic strain increment is accumulated:

dεp = −(αf − αs)dT −
1− ν
E

dσ (2.2)

Applying the J2 plasticity theory, an increment in plastic shear strain may also be estimated

due to the temperature excursion:

dγp = −6τ0

σ
[(αf − αs)dT + 1− ν

E
dσ] (2.3)
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The accumulation of plastic strain leads to the yielding of the metal film and a change in

the stress state of the passivation layer. In their other related work [ 89 ], the authors propose

that after several thermal cycles, the metal film no longer sustains shear stress due to plastic

yielding and that all the shear load is transferred to the passivation film. The earlier model is

then updated as follows. Denoting σ0 as the magtitute of the normal stress in the passivation

film, W as the width of the metal line and t as the thickness of the passivation film, force

balance between the plastically yielded metal line and the passivation film yields

σ0 = τ0W

2t (2.4)

Thus, a large ratio of W/t is suggested to yield a significant increase in normal stress σ0 even

if the shear stress τ0 is small. The normal stress in the passivation film is predicted to vary

linearly with the position

σ(x) = −2σ0x/W (2.5)

where x is the distance from the center of the metal line, thus making the corners more

susceptible for fracture.

The above described model provides an idealization for metal line plastic ratcheting

induced stress accumulation in passivation films. However, a more quantitative explanation is

needed for the following reasons: the model does not take into account (i) complex geometry

of real devices (ii) complex temperature dependent thermal expansion coefficient and elastic

modulus of the mold compound (iii) complex load distribution in the passivation film (iv)

metal film-passivation corners that are potentially stress raisers and (v) precise mode of

fracture at the corner of the passivation film. Thus, while the idealized model provides some

insight to understand ratcheting induced fracture, its applicability for real devices needs

verification. In the present paper, detailed numerical models are used to explain the local

behavior leading to passivation film fracture.

2.3 Asymptotic Analysis of Metal Line-Passivation Corner Singularity

A schematic passivated BEOL structure as shown in Figure  2.5 . The interconnect struc-
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Figure 2.5. A schematic illustration of the BEOL structure showing susceptible corners.

ture shown in the figure is complex and contains many interfaces between dissimilar materials

and therefore, stress concentration under temperature change is expected. Singular stress

fields are known to arise at geometric discontinuities such as interfaces, corners, and free

edges. This may lead to failure during fabrication or test. In this section, we examine the

nature of stresses at the multimaterial corners, specifically under thermal excursion.

The stress fields at multi-material corners are known to exhibit a singular behavior (for

a linear elastic material) that is proportional to 1
r1−λ [ 95 ]–[ 97 ], where r is the distance from

the interface corner, and 1− λ is the strength of the singularity. The stresses near the edge

of an interface can be described asymptotically as:

σij =
N∑
n=1

Kn

r1−λn
fijn(θ) + σij0(θ) (2.6)

The above stress field arises from the general solution of the displacement in the neigh-

borhood of multi-material wedge [  52 ]:

ur = rλi [Aicos(1 + λ)θi +Bisin(1 + λ)θi

+ Cicos(1− λ)θi +Disin(1− λ)θi], (2.7)

uθ = rλi [Bi(κi − λ)cos(1 + λ)θi − Ai(κi − λ)sin(1 + λ)θi

+Di(κi + λ)cos(1− λ)θi

− Ci(κi + λ)sin(1− λ)θi]/(κi − λ) (2.8)
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where, the subscript i refers to the different materials present in the wedge. In general,

each loading mode is associated with a strength of singularity in a multi-material wedge.

The coefficients of the angular function are the eigenvectors associated with each order of

singularity. To accurately capture the stress near the interface, it is necessary to obtain the

order of the singularity λ. While it is known [ 52 ] that the singularity is determined by the

elastic moduli of the materials that form the corner, it is not clear whether thermal strains

influence the corner singularity. To study this question, the methodology described by Luo

and Subbarayan [ 52 ] is expanded here by applying the asymptotic analysis procedure to an

isotropic thermoelastic material described by the generalized Hooke’s law:

σij = 2µεij + [Λεkk − (3Λ + 2µ)α∆T ]δij (2.9)

We begin the analysis by considering the strain displacement relation, constitutive behavior

and equilibrium equation in polar coordinates (Eqs. ( 2.10 ) to ( 2.12 )):

εri = ∂uri
∂ri

εθi = 1
ri

∂uri
∂ri

+ uri
ri

(2.10)

εri = ∂uri
∂ri

σri = Λi(εri + εθi) + 2µiεri − (3Λi + 2µi)αi∆T

σθi = Λi(εri + εθi) + 2µiεθi − (3Λi + 2µi)αi∆T (2.11)

τrθi = µiεrθi
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∂σri
∂ri

+ 1
r

∂τrθi
∂θi

+ σri − σθi
ri

= 0 (2.12)

∂τri
∂ri

+ 1
r

∂σθi
∂θi

+ 2τrθi
ri

= 0

Substituting Eq. ( 2.11 ) into Eq. ( 2.12 ), we notice that the αi∆T term, which is not a

function of ri or θi, drops out in the expressions. Thus, the thermal strain has no influence on

the corner singularity, and the only source of singularity is the mismatch in elastic modulus

between Al metal line and the TEOS passivation layer. Combining the above three sets

of equations, the stress equilibrium equations may be written in terms of displacements as

follows:

(Λi+2µi)
∂

∂ri
(∂uri
∂ri

+ 1
ri

∂uθi
∂θi

+ uri
ri

)

− µi
∂

ri

∂

∂θi
(∂uθi
∂ri
− 1
ri

∂uri
∂θi

+ uθi
ri

) = 0 (2.13)

(Λi+2µi)
1
r

∂

∂θi
(∂uri
∂ri

+ 1
ri

∂uθi
∂θi

+ uri
ri

)

+ µi
∂

∂ri
(∂uθi
∂ri
− 1
ri

∂uri
∂θi

+ uθi
ri

) = 0 (2.14)

Assuming now displacement fields of the form:

uri = rλf(θ)uθi = rλg(θ) (2.15)

where, θ is the angle around the corner, the solution given in Eq. ( 2.7 ) results. With the

appropriate application of symmetric or anti-symmetric boundary conditions (as described

in [ 52 ]), solution for λ and the coefficients Ai, Bi, Ci and Di are obtained as the eigen-

value/eigenvector pair of the system. The coefficients representing the eigenvector are in

general determined to within a constant, which is the stress intensity factor obtained by

considering the far-field loading conditions.

There are in total six different geometric corners in the passivated BEOL structure as

shown in Figure  2.5 . The combinations of materials and associated angles in each wedge are
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Figure 2.6. The material sets constituting the six different corners identified
in the BEOL structure.

Table 2.1. The calculated strengths of singularities obtained through asymp-
totic analysis at the six corners of the BEOL structure for room temperature.

Corner λ1 λ2
1 0.000 0.000
2 0.150 0.017
3 0.163 0.159
4 0.120 0.028
5 0.277 0.053
6 0.000 0.000

illustrated in Figure  2.6 . The orders of singularities and their associated angular functions

are obtained by solving corresponding eigenvalue problem described in reference [  52 ]. The

asymptotic solution to all the singularities at the corners identified in Figure  2.6 are listed

in Table  2.1 . Material properties used to determine Table  2.1 are based on their value at

room temperature. Within the working temperature range of package, only mold compound

and die attach are regarded as temperature dependent. It is interesting to note that Corner

1 and Corner 6 do not exhibit singular behavior due to well matched elastic modulus of

TEOS and Aluminum. However, as mentioned earlier, cracks are often observed to initiate

at point 1 and propagate though the passivation layer. A possible explanation is that when

aluminum line begins to plastically yield, the material becomes soft and introduces a stress

concentration that was initially not present.
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2.4 Finite Element Model of BEOL Structure

2.4.1 Model Configuration

In packaged components, often, only a small region undergoes plastic behavior while most

of the structure behaves elastically. In the nonlinear finite element method that is commonly

applied to analyze packages, the whole domain is meshed and solved without any special

solution procedure that takes into account regions of plastic behavior. In the nonlinear

finite element method that is commonly applied to analyze packages, the whole domain is

meshed and solved without any special solution procedure that takes into account regions

of plastic behavior. During the nonlinear solution, the finite element solver applies the load

in several increments while iterating to convergence using the Newton Raphson method.

However, this methodology is computationally expensive for complex geometries, especially

when critical regions of nonlinear behavior are much smaller than the structure domain. One

way to alleviate this computational expense is to create a smaller sub-domain containing the

nonlinearly behaving materials that is meshed much finer than the remainder of the domain

that is elastic in behavior. This is called global-local modeling (or submoddeling).

In this section, the global-local model technique is used to explore the mechanism of

plastic ratcheting induced crack. The global model is analyzed first, following by a local

nonlinear “zoom” centered on the critical zone and driven by global displacement. For

simplicity, a plane strain model is used to model a cross-section of the half-package with a

single metal line Figure  2.9 .

Global modelCenter of die

𝑦

𝑥

Local model

Die attach Leadframe

Mold compoundMetal

PassivationSi

Figure 2.7. Cross Section of a 3D package model. Inserted figure shows the
region enclosing the BOEL structure that was analyzed in the local model .
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Aluminum lines with a thickness of 3 µm, and widths of 20, 35 and 50 µm were modeled.

The BEOL structure in the package contains passivation (composed of TEOS and SiN), Al,

and epoxy mold compound materials. In the present study, all the materials except the

Al line were treated as elastic. The yield strength of 100 MPa was used for Al. The Al

metal line’s temperature-independent yield strength, elastic modulus and CTE were based

on values reported in the literature [ 87 ], [  98 ].

As for the cyclic plastic response of aluminum, isotropic hardening model was assumed

upon yielding. The mold compound and die attach were modeled as temperature-dependent

elastic materials that were strain rate-independent. This assumption was felt to be rea-

sonable, and allowed one to capture the change due to glass transition of the epoxy mold

compound under a quasi-static thermal loading. The temperature dependent behavior of

mold compound was felt to be critical to the observed behavior, but the material’s strain

rate dependence was perceived to be not as important owing to the slower response in time

relative to the cycling time. The elastic behavior of die attach and mold compound materials

was described through three temperature-dependent transition steps as listed in Table  3.1 

and Table  3.2 , respectively. The mechanical properties of other material used in the model

may be found in Table  3.3 .

Table 2.2. Elastic and thermophysical properties of die attach material.
Temperature(◦C) E (GPa) ν α (ppm/◦C)

-65 10 0.35 50
75 10 0.35 50
125 0.5 0.35 100
260 0.5 0.35 100

Table 2.3. Elastic and thermophysical properties of mold compound.
Temperature(◦C) E (GPa) ν α (ppm/◦C)

-65 30 0.35 10
85 30 0.35 10
115 1 0.35 40
260 1 0.35 40
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Table 2.4. Temperature independent properties of other materials.
Mateiral E (GPa) ν α (ppm/◦C)
Leadframe 123 0.34 17.6

SiN 160 0.25 0.69
TEOS 68 0.18 0.54

Al 70 0.33 23
Si 131 0.28 2.61

The test structure was assumed stress-free at 175◦C, at which temperature the last step

of fabrication occurred. Complete thermal cycles of the package from -65◦C to 150◦C (Fig-

ure  2.8 ) up to five hundred cycles were simulated. Such elaborate simulations were necessary

to accurately account for the accumulation of plastic strains in the metal lines due to ratch-

eting.

Figure 2.8. Thermal loading history.

The global finite element model used to identify the most critical loading mode and to

extract displacement was based on commercial tool ABAQUS/Standard&CAE [ 99 ]. The

model was discretized using plane strain elements since the out of plane deformation was

expected to be constrained by the geometry. Figure  2.9 demonstrates the discretizations of

the overall package model as well as the submodel at the BEOL level to more accurately

characterize the local state of stress. The densities of mesh were carefully selected such

that simulation of five hundred thermal cycles is within computational and temporal limits

using available resources. Overall, the global model used 11,783 nodes and the submodel

used 10,744 nodes. The minimum element size was 1 µm and 0.3 µm for global model and

submodel, respectively.

42



Figure 2.9. Finite element discretization of the simplified two-dimensional model.

2.5 Mechanastic understanding of failure in BEOL

From the previous section, it is clear that shear of the BEOL structure is the likely cause

of cracking in the passivated structures. In this section, further insights from the global-local

simulation is discussed to shed light on the mechanism causing the fracture of the passivation

layer.

2.5.1 Unreversed Shear Direction

During the thermal cycling, it is observed that the shear stresses on the die surface are

always directed towards the die center, and do not reverse direction (Figure  2.10 ) when the

temperature excursion reverses from cooling to heating.

Figure 2.10. Local deformation in passivation (20 times amplified).

This can be explained by the fact that the stress-free temperature for the package, at the

application of the mold compound, is 175◦C. During thermal cycling, the temperature varies

between 150 ◦C to -65◦C. During the whole temperature cycle, stress state in the package
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is dominated by the contraction of the die, mold compound and leadframe, which possess

significantly larger stiffness compared to the BEOL structure. Considering the thickness t,

Young’s modulus E and thermal expansion coefficient α of the Si, mold compound and the

lead frame, let the Ēt̄ᾱ represent the relative effective shear rigidity when compared to Si.

The corresponding value of Ēt̄ᾱ for the three materials at different temperatures are listed

in table  2.5 .

Table 2.5. Relative shear rigidity Ēt̄ᾱ at different temperatures.
-65◦C 25◦C 150◦C

Mold compound 1.709 2.071 5.528
Si 1.000 1.000 1.000

Leadframe 4.690 4.690 4.690

The mold compound as well as the leadframe contract more than silicon on account of

their larger cofficient of thermal expansion. Thus the top surface of silicon will experience

shear towards the die center as will the thin layer of BEOL between silicon and mold com-

pound. The effect of relative difference in shear deformation between mold compound, Si and

lead frame is illustrated in Figure  2.11 . Since the deformation in the local model is driven

by the stiffer mold compound, lead frame and Si interfacing with it, the BEOL structure in

the local model experiences the net shear indicated in Figure  2.11 .

Figure 2.11. Schematic illustration of shear stress existing at mold
compound-BEOL and Si-BEOL interfaces.
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2.5.2 Ratcheting-Induced Stress Accumulation

It is clear from the results of the previous section that the BEOL structure is under overall

shear stress that does not change direction. If the shear stress exceeds the yield strength of

aluminum, the metal will experience shakedown (accumulates plastic strain only in the first

cycle and deforms elastically thereafter) or ratcheting (plastic strain accumulates in every

cycle). The results of the modeling in the present study show that temperature-dependent

expansion of the mold compound as well as the rigidity of the mold compound and the

lead frame are critical to the observed failure mechanism. As a result, aluminum metal

line experiences ratcheting and accumulates plastic strain during each temperature cycling.

Due to the geometrical complexity of the BEOL structure, the stress is not uniform. In

Figure  2.12 it is seen that the plastic strain accumulates near the metal line corner after the

50th cycle. Irreversible plastic deformation accumulates in the aluminum line every cycle.

Figure  2.13 shows the corresponding accumulation of plastic strain at the metal line corner

away from the die center.

The global-local model results show that the shear plastic strain on the upper right

corner of metal line increases rapidly in the first several cycles and the increment is smaller

(Figure  2.13 ) during each cycle afterwards. After the first few cycles, all of the metal line

yields and begins to gain a constant increment of plastic strain during each cycle. Figure  2.14 

shows the principal stress value and direction at the corner of interest. The principal stress

contour clearly indicates that the stress direction has the potential to cause opening mode

fracture along the 45 degree line. Figure  2.15 shows a steady increase in principal stress as

the temperature cycles continue. When the appropriate measure of strength of the brittle

passivation layer is exceeded, crack will initiate. Thus, the risk of ratcheting-induced fracture

does not occur immediately after fabrication, but increases with cyclic thermal loading.

2.5.3 Influence of Metal Line Width

The magnitude of principal stress at the corner of TEOS film is also positively correlated

to the width of the aluminum line as shown in Figure  2.15 . The stress in the passivation

layer builds up at a higher rate when the aluminum line is wider in dimension. This may
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Figure 2.12. Contours of accumulated plastic strain during different cycles
in the aluminum line.

Figure 2.13. Accumulated shear plastic strain vs. number of cycles on the
upper right corner of the aluminum metal line.

be explained by the fact that metal is softer than other surrounding materials and a wider

line causes larger local shear deformation which in turn manifests as higher corner principal

stress. As can be seen in Figure  2.16 , the initial corner angle is 90 ◦C. In the first cycle at

-65◦C, but this angle increases to 91.88◦C for a metal line width of 100 µm. While for metal

line width of 20 µm, the angle is 91.27◦ after deformation.
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Figure 2.14. Principal stress and deformation in the passivation corner.

2.6 Structure improvement

Several useful rules for improved design are evident from the present study. First, one

should aim to avoid metal layer ratcheting altogether. Under thermal cycling, the metal

layer deforms elastically only with in a specific temperature range. If the temperature range

exceeds a threshold, ratcheting occurs and stress increases until reaching a steady state.

Preventing the failure before reaching the steady state is important

Shear displacement driven by mismatch of CTE between mold compound and silicon is

the major source of ratcheting. The difference in CTE between these two materials can be

as high as 19 to 38 ×10−6 ◦C−1 (Table  3.2 and Table  3.3 ). Replacing mold compound with

other material (e.g., ceramic) which has closer CTE to silicon or higher stiffness may be a

potential direction, but the high cost limits its application.

One may also reduce stress concentration in passivation layer. [  91 ] proposes a design for

metal layer geometry such that the passivation layer can sustain the steady state. But it is

hard to manipulate perforated metal line at such a small scale and of course such modification

will influence the electrical properties.

An alternative approach is to adding a polymer layer between mold compound and pas-

sivation layer.The property of the polymer is as follow in Table  2.6 
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(a)

(b)

Figure 2.15. Evolution of the first principal stress against the number of
cycles  (a) in the TEOS films, and  (b) in the silicon nitride films.

Figure 2.16. Corner opening of different metal width at -65◦C in the first
cycle (displacement 50 times amplified)

The influence of thickness of polymer layer is studied: the thickness of polymer is denoted

as h, is used to replace mold compound just above the passivation layer(Figure  2.17 ). The

principle stress in the TEOS after
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Table 2.6. Properties of Polymer at room temperature.
Mateiral E (GPa) ν α (ppm/◦C) σY (MPa)
Polymer 5 0.3 2.1 -

Figure 2.17. 2D package model with inserted polymer layer

Figure  2.18 shows the influence of polymer thickness on the principal stress in the TEOS

film. The thickness ranges from 2µm to 10µm. The principal stress with thin polymer layer

(2µm) leads to higher principal stress than that without polymer layer. It may caused by the

singular stress at the corner between polymer and mold compound. But with the increase of

polymer thickness, the principal stress in TEOS film is decreasing.This is because polymer

layer is less thermal sensitive than mold compound and provide a buffer zone to reduce the

shear load directly applied on passivation.

2.7 Summary

This chapter explored the mechanism of ratcheting induced crack in passivation layer

during temperature cycling. The study demonstrates that thermal excursion has no influence

on the corner singularity and that mechanical stress concentration at the multi-material

junction is not the reason for the observed fractures. Based on the global-local finite element

model, it is observed that mismatch of thermal expansion between substrate and silicon

causes repeating (non-reversed) shear stress in the BEOL structure. Ratcheting in aluminum

line causes plastic strain accumulation and finally results in high corner stress in passivation
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Figure 2.18. Principal Stress the silicon nitride films with different thickness
of polymer layer

layer. During the entire thermal cycle, shear remains the loading mode most correlated with

the observed cracks.
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3. NON-INTRUSIVE TWO-WAY COUPLING MODEL

Global, coarse mesh and local, refined mesh modeling strategy is a common solution approach

for domains spanning many orders in length scale. However, a single finite element model

domain with mesh spanning the local refined region to the larger length scale far field region is

computationally prohibitive. Commonly, in engineering practice, these problems are modeled

using a global-local (or sub-modeling) strategy. A significant challenge in the above global-

local modeling strategy is the lack of two-way communication between the global model and

the local model. In other words, as the state of stress in the local model evolves due to

material non-linearity or crack propagation, the effect of this evolution is not communicated

back to the global model. As a result, the state of stress, the crack initiation site/path

predicted in the local model is often inaccurate.

In this chapter, a non-intrusive computational strategy for iterative solution to the non-

linear behavior in the sub-domains is proposed. This method uses quasi-Newton iterative

updates to correct displacements on the interface connecting the different sub-domains until

equilibrium is reached. The developed method is suitable for the modular construction of sub-

models with non-matching discretizations, and even allows coupling between sub-domains

analyzed using different (commercial or custom) codes. A Symmetric Rank 1 update as

well as the BFGS update are considered for accelerating the solution convergence. To es-

timate the residual force on the interface connecting the sub-domains with non-matching

discretizations, variational principles with an intermediate framework is proposed to trans-

fer nodal force from one mesh to the other. Both global Lagrangian multiplier (GLM) and

local Lagrangian multiplier (LLM) methods are discussed. The iterative global-local cou-

pling strategy is validated on several examples including an L-shaped domain with local

non-linearity and a rectangular plate with a propagating crack. Another example illustrat-

ing the coupling of domains independently analyzed using commercial finite element codes

ANSYS and ABAQUS is next demonstrated. Finally, the method is demonstrated to ana-

lyze semiconductor chip assemblies where plastic ratcheting of the interconnect line causes

passivation coating fracture, and thermal cycling causes fatigue fracture in solder joints.
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3.1 Overview Methodology for Iterative Two-Way Coupling

The non-intrusive coupling allows two-way data transfer, that is to say, the local solution

is used to correct the global field and in turn it updates the local boundary condition. The

core idea of the proposed iterative two-way coupling is as follows:

Consider a global model with purely linear elastic behavior in the domain Ω = ΩG ∪ΩG̃.

Local features such as cracks, inclusions, re-entrant corners are not included in this global

model although they may exist in the local refined model. The detailed local model is then

built on ΩL, whose boundary geometry coincides with that of ΩG̃, namely Γ. The objective

of the method is to replace global solution on ΩG̃ by the one on local region ΩL without

changing or modifying the global linear system K on Ω. The final solution obtained by the

method is:

u =

 uG in ΩG

uL in ΩL

(3.1)

The two models are also discretized independently as illustrated in Figure  3.1 . The sub-

models can even use approximations other than finite element interpolations, such as iso-

geometric approximations or even finite differences, as long as the the field is explicitly

represented on the interface.

Figure 3.1. Problem overview: iterative two-way coupling global-local. model
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As can be seen in Figure  3.1 , two distinct models corresponding to the two regions ΩG

and ΩL are constructed based on domain decomposition methods (DDM) [ 80 ]–[ 82 ]. But the

two sub-models may differ in interior geometrical details, mesh refinement, as well as the

material constitutive behavior. Displacement boundary conditions are iteratively updated

on the interface Γ between the two models until static equilibrium is achieved. The solution

in region ΩG̃ is not used but is used to update the interface displacement as elaborated later.

In the present study, beginning with an initial guess of a global elastic solution on Ω, the

following iterative procedure is applied:

• Local Analysis: Dirichlet boundary conditions corresponding to a guessed displacement

solution are applied at the interface to carryout a full nonlinear analysis on the local

model.

• Residual Computation: The nodal force at the interface resulting from the analysis of

the local model is then mapped to the global mesh to compute the unbalanced force

vector at the interface. The iterations will terminate when the unbalanced force is

smaller than the chosen convergence criterion.

• Global Correction: The unbalanced force will be applied on the global model as an

additional load. Since the global model is linear elastic in behavior, all degrees of

freedom except for those of the interface are “condensed” out to reduce the stiffness

matrix. The displacement corresponding to the unbalanced force is then used to update

the guessed displacement. The process is repeated until convergence.

In the next section, the theory behind the proposed method and its detailed implementation

is discussed.

3.2 Interface Data Transfer between Sub-Domains with Mismatched Mesh

We begin with the governing equations for the domain, which is followed by a discussion

of variational principles for decomposed domains. The discretized solution strategy is then

discussed.
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3.2.1 Governing Equations

As stated earlier, the domain Ω is divided in to a local sub-domain ΩL that may behave

nonlinearly or possess a crack, and a global, elastically behaving domain ΩG. The problem

to be solved is as follows:

∇ · σ + f̄ = 0 in Ω (3.2)

u = ud on Γd (3.3)

σ · n = t̄ on Γn (3.4)

(3.5)

where f̄ , ud and t̄ are body force, prescribed displacement and surface traction with n being

the outward normal direction. Γd and Γn are boundaries over which Dirichlet and Neumann

conditions are applied.

3.2.2 Variational Principles for Interfaces

Two variational principles are derived in this section for coupling nonlinearly behaving

sub-domains. Following the terminology common in mechanics (see for instance, Park and

Felippa [ 100 ]), the first of the two methods is termed the Global Lagrange Multiplier (GLM)

method, while the second is termed the Local Lagrange Multiplier (LLM) method.

Global Lagrange Multiplier Method

To link the two domains, Lagrange multipliers can be introduced on the interface between

the two domains, leading to the Global Lagrange Multiplier method ([  100 ]), or the Mortar

method [ 101 ]. The multiplier may be physically interpreted as traction on the interface

computed on the boundary of either the domain ΩG̃ or the domain ΩL with their shared

boundary Γ.
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Posing virtual work statements on the global domain, we get the following:

δIG(uG) =
∫

ΩG
σG : δεGdΩ−

∫
ΩG
f̄GδuGdΩ−

∫
∂ΩG

t̄GδuGdS (3.6)

where, f̄G and t̄G are body force and external traction respectively. Similarly, the virtual

work on the local domain yields:

δIL(uL) =
∫

ΩL
σL : δεLdΩ−

∫
ΩL
f̄LδuLdΩ−

∫
∂ΩL

t̄LδuLdS (3.7)

Introducing Lagrangian multiplier λ on the interface of global and local models, the variation

of the constraint on the displacements at the interface Γ yields:

δIΓ(λ) =
∫

Γ
λ(δuG − δuL)dΓ +

∫
Γ
δλ(uG − uL)dΓ (3.8)

where, the sign on λ is arbitrary. The variational principle that must be satisfied for the

coupled problem is

δI ≡ δIG + δIL + δIΓ = 0 (3.9)

Thus, integrating by parts and applying the divergence theorem on the global and local

domains, the governing condition becomes:

δI(uG, uL, λ) = 0 =−
∫

ΩG
(∇ · σG + f̄G)δuGdΩ +

∫
∂ΩG\Γ

(
σG · n− t̄G

)
δuGd∂Ω

−
∫

ΩL
(∇ · σL + f̄L)δuLdΩ +

∫
∂ΩL\Γ

(
σL · n− t̄L

)
δuLd∂Ω

+
∫

Γ
(uG − uL)δλdΓ

+
∫

Γ
(σG · n+ λ)δuGdΓ +

∫
Γ
(σL · n− λ)δuLdΓ

(3.10)

At the coupling interface Γ, if displacements are imposed, then δuG = δuL = 0 on Γ. It is

important to note here that integrals on Γ involve fields from both sub-domains requiring

them to be carried out on one of the sub-domains with fields communicated from the other.

Thus, it is necessary to identify master and slave interfaces.
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The stationary of δI with respect to the independent variables δuG, δuL and δλ yields

the following conditions:

∇ · σ + f̄ = 0 on ΩG ∪ ΩL (3.11)

σ · n = t̄ on Γn (3.12)

uL = uG on Γ (3.13)

λ = −σG · n or δuG = 0 on Γ (3.14)

λ = σL · n or δuL = 0 on Γ (3.15)

Eq. ( 3.11 ) ensures stress equilibrium, Eq. ( 3.12 ) is the Neumann boundary condition,

Eq. ( 3.13 ) represents the interface compatibility, Eqs. ( 3.14 ) and ( 3.15 ) relate the Lagrange

multiplier to tractions on the sub-domains.

Local Lagrangian Multiplier Method

In contrast to the global lagrange multiplier method, more flexibility is achieved by

introducing an intermediate frame and constraining the frame displacements with those of

the sub-domains on both sides. Such an approach is termed Local Lagrangian Method [  100 ].

An appealing feature of the LLM method is that a virtual frame is introduced between two

neighboring meshes, which dissociates (from each other) details of the sub-domain meshes

such as element shape functions. The hiding of sub-domain mesh details from each other

makes LLM convenient for non-intrusive coupling.

Using Eq. (  3.6 ) and Eq. ( 3.7 ) as global and local model virtual work statements, we

introduce Lagrange multipliers λG and λL to constrain the displacements on the sub-domains

to that of the frame displacement field uB on Γ. Analogous to Eq. ( 3.9 ), the virtual work

statement now becomes Ω is:

δI ≡ (uG, uL, uB, λG, λL) ≡ δIG + δIL + δIB = 0 (3.16)
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where,

δIB =
∫
∂ΩG

λG(δuG − δuB)dΓ +
∫
∂ΩL

λL(δuL − δuB)dΓ (3.17)

+
∫
∂ΩG

δλG(uG − uB)dΓ +
∫
∂ΩL

δλL(uL − uB)dΓ (3.18)

As with the GLM, integrating by parts and applying the divergence theorem, the sta-

tionary condition is derived as:

δI(uG, uL, uB, λG, λL) = 0 =−
∫

ΩG
(∇ · σG + f̄G)δuGdΩ +

∫
∂ΩG\Γ

(
σG · n− t̄G

)
d∂Ω

−
∫

ΩL
(∇ · σG + f̄G)δuGdΩ +

∫
∂ΩL\Γ

(
σG · n− t̄L

)
d∂Ω

+
∫

Γ
(uG − uB)δλGdΓ +

∫
Γ
(uL − uB)δλLdΓ

+
∫

Γ
(σG · n+ λG)δuGdΓ +

∫
Γ
(σL · n− λL)δuLdΓ

−
∫

Γ
(λG + λL)δuBdΓ

(3.19)

The above stationary principle yields the necessary conditions:

∇ · σ + f̄ = 0 on ΩG ∪ ΩL (3.20)

σ · n = t̄ on Γn (3.21)

uL = uG = uB on Γ (3.22)

λG = −σG · n or δuG = 0 on Γ (3.23)

λL = σL · n or δuL = 0 on Γ (3.24)

λG + λL = 0 on Γ (3.25)

As before, Eq. ( 3.20 ) ensures stress equilibrium, Eq. ( 3.21 ) is the Neumann boundary con-

dition, Eq. (  3.22 ) represents the interface compatibility, Eqs. (  3.23 ) and ( 3.24 ) relate the

Lagrange multipliers to tractions on the sub-domains and Eq. ( 3.25 ) provides the compati-

bility of tractions across the interface.
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3.2.3 Derivation of Local-Global Displacement and Force Projection Matrix

In this section, the unknown fields in the governing principles of Eqs. ( 3.10 ) and ( 3.19 )

are discretized to develop a force projection matrix that allows transfer of fields between

mismatched meshes of the two sub-domains.

Global Lagrange Multiplier method

The displacement on the interface Γ is approximated using its discretized values on the

sub-domains:
uL = NLuL

uG = NGuG
(3.26)

where ξ is the parametric description of the element edges along the boundary, NG and NL

are row vectors containing the shape functions of the discretization in the global and local

models respectively. In the present paper, N quantities alone are assumed to be row vectors

in keeping with the common finite element convention; all other vectors are column vectors.

To relate the nodal displacement values between the sub-domains, λ needs to be discretized

as well:

δλ = Nλuλ (3.27)

We next substitute the above discretization into the interface compatibility condition

∫
Γ
(uG − uL)δλdΓ = 0 (3.28)

along with the displacement approximations at the interface to obtain a relation between

nodal quantities uL and uG:

uL = PuG (3.29)

where, the mapping matrix is

P = CL+
CG (3.30)
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where, + denotes the general Moore–Penrose inverse, and the matrices on the right hand

side are defined as

CL =
∫

Γ
NλTNLdΓ (3.31)

CG =
∫

Γ
NλTNGdΓ (3.32)

where, NL, NG denote the shape functions of local and global models at the interface,

respectively.

We note that satisfaction of Eq. (  3.10 ) requires the following two conditions to hold:

∫
Γ
(λ+ σG · n)δuGdΓ = 0 (3.33)∫

Γ
(λ− σL · n)δuLdΓ = 0 (3.34)

Summing the above two equations yields the condition:

∫
Γ

[(
σG · n

)
δuG +

(
σL · n

)
δuL

]
dΓ =

∫
Γ
λ(−δuG + δuL)dΓ (3.35)

Now, substituting the discretized fields into the above condition gives,

∫
Γ

(
σG · n

) (
NGδuG

)
+
(
σL · n

) (
NLδuL

)
dΓ =

∫
Γ

(
λTNλT

) (
−NGδuG +NLδuL

)
dΓ

(3.36)

The validity of Eq. ( 3.29 ) implies that

δuL = P δuG (3.37)

Thus, the right hand side of Eq. ( 3.36 ) vanishes due to the definition of the mapping matrix

in Eq. ( 3.30 ). Now, denoting

FG =
∫

Γ
NGT

(
σG · n

)
dΓ (3.38)

F L =
∫

Γ
NLT

(
σL · n

)
dΓ (3.39)
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where, FG and F L represent the nodal force on the interface of global and local models.

Thus, Eq. ( 3.36 ) reduces to

δuL
T

F L + δuG
T

FG = 0 (3.40)

Using Eq. ( 3.37 ), the above equation yields the relation between local and global nodal forces

on the interface

FG = −P TF L (3.41)

with P T = CGTCL+T .

Local Lagrange Multiplier Method

The stationary principle of Eq. ( 3.19 ) yields the following condition:

∫
Γ

[
(uL − uB)δλL + (uG − uB)δλG

]
dΓ = 0 (3.42)∫

Γ
(λG + λL)δuBdΓ = 0 (3.43)

We next dicretize the displacement fields as before:

uL = NLuL

uG = NGuG

uB = NBuB

(3.44)

where, NB is the row vector containing the shape functions associated with the frame, and

uB are its associated nodal degrees of freedom.

To derive the relation between nodal unknowns on the sub-domains, one needs to dis-

cretize λG and λL. By a special choice of discretization of the Lagrange multipliers λG and
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λL integration in Eq. ( 3.43 ) may be avoided as shown by Park and Felippa [ 100 ]. The specific

choice for the approximation is to use the Dirac-delta function δ as shown below:

λL =
nL∑
i=1

δ(ξ − ξi)λLi

λG =
nG∑
i=1

δ(ξ − ξi)λGi

(3.45)

Thus, the multiplier becomes a point force applied at the sub-domain displacement nodes

(see Figure  3.2 ). Also, the discretizations of the variations δλL and δλG follow those of λL

and λG.

Figure 3.2. Connection for non-matched mesh interface by LLM

Substituting the discretization of the variation of the multipliers, the terms in Eq. ( 3.43 )

become ∫
Γ
uLδλLdΓ = δλL

T
uL∫

Γ
uGδλGdΓ = δλG

T
uG

(3.46)

Similarly, the terms associated with the frame displacement field are obtained as:

∫
Γ
δλLuB = δλL

T
LBLuB∫

Γ
δλGuB = δλG

T
LBGuB

(3.47)
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where,
LBLij =

∫
Γ
δ(ξ − ξi)NB

j dγ = NB
j (ξi)

LBGij =
∫

Γ
δ(ξ − ξi)NB

j dγ = NB
j (ξi)

(3.48)

Substituting Eq. ( 3.46 ) and Eq. ( 3.47 ) into Eq. ( 3.42 ), we get:

[
δλL

T
δλG

T
]

 uL

uG

−
 LBL

LBG

uB
 = 0 (3.49)

which leads to the condition
 uL

uG

−
 LBL

LBG

uB = 0 (3.50)

Similarly, discretizing Eq. ( 3.43 ) yields

[
λL

T
λG

T
]

 δuL

δuG

−
 LBL

LBG

 δuB
 = 0 (3.51)

The above equation can be simplified by substituting the variation of displacement relation

obtained in Eq. ( 3.50 ) [
LBLT LBGT

] λL

λG

 = 0 (3.52)

Finally, using Eqs. ( 3.50 ) and ( 3.52 ), one can relate the nodal unknowns at the sub-

domainn interface to obtain:

uL = PuG (3.53)

and

λG = P TλL (3.54)

where, P = LBL(LBG)+ is the mapping matrix, with + denoting the general Moore-Penrose

inverse. Note that in LLM, local Lagrangian field is discretized by collocation on the dis-

placement nodes, and the nodal values λG and λL in Eq. (  3.54 ) are the same as nodal force.
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L matrix is also determined by collocation on the basis function of uB. The discretiza-

tion of uB in Eq. ( 3.44 ) can be through finite element or other approximations including

isogeometric spline approximations.

3.2.4 Comments on GLM and LLM

The advantages and disadvantages of the GLM and LLM methods are briefly discussed.

1. The GLM method has two unknown fields corresponding to the displacement fields

of the two partitioned sub-domains and that of the connecting Lagrange multiplier

field on the boundary Γ, and is therefore a two-field method. LLM on the other hand

adds a third independently varied displacement field at the interface – that of the

frame. Thus, the LLM will require higher number of degrees of freedom as compared

to GLM method, but the method eliminates the need for master-slave sub-domain

identification.

2. The calculation of the mapping matrix P is computationally less expensive in LLM

because integration in Eq. ( 3.48 ) reduces to evaluating the frame displacement shape

functions at interface nodes. Computing the mapping matrix in Eq. (  3.30 ) requires in-

tegration along the boundary. Since LLM does not need to evaluate the shape functions

of elements of the sub-domains along the interface to compute the mapping matrix, it is

more flexible. GLM, on the other hand, requires the shape functions of the sub-domain

element shape functions to compute P .

3. In general, GLM yields more accurate solution because of the quadrature over the

boundary.

3.3 Iterative Solution to Interfacial Unknowns

In Section  3.2 , two variational formulations and the discretized form for transferring

displacements across the interface were discussed. The described methods are valid even

when the meshes of the local and global domains do not match at the interface. Once the

mapping matrix P is computed, the nodal force on the local mesh can be transferred to the
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equivalent nodal force on the global mesh to calculate the unbalanced force at any iteration:

r = P TF L + FG (3.55)

Since uG and uL are connected by P , finding the equilibrium state is equivalent to solving

the following optimization problem for variable uG

min f(uG) =
∥∥∥r∥∥∥ (3.56)

The above minimization problem problem is generally solved using a direct search algorithm

that updates the solution guess iteratively until convergence:

uGi+1 = uGi + αi∆uGi (3.57)

where, the increment ∆uGi is typically a quasi-Newton direction of descent for the objective

and αi is a step length along the search direction. The gradient of the objective function

with respect to the unknown displacements uG is

∇f = ∇r r∥∥∥r∥∥∥ (3.58)

A general quasi-Newton search direction for the unconstrained optimization problem of

Eq. (  3.56 ) is [ 102 ]:

∆uG = −A−1∇f = −A−1∇r r∥∥∥r∥∥∥ (3.59)

where, A is a symmetric positive definite matrix. The simplest choice for A is an identity

matrix, which yields the steepest descent search direction, but choosing A to be the Hessian

of the objective, one obtains the Newton search direction. Since computing the gradient ∇r

is in general non-trivial and requires access to the internals of the analysis codes used for the

sub-domains, we choose an alternative search direction dependent only on the unbalanced

force:

∆uG = −A−1 r∥∥∥r∥∥∥ (3.60)
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Here, beginning with an identity matrix Quasi-Newton updates to A are constructed using

Symmetric Rank 1 and BFGS formulae [ 102 ]. For the above-chosen search direction, the

first order change in the objective is:

∆uGT∇f = −r
T (A−1∇r)r∥∥∥r∥∥∥2

(3.61)

Therefore, the chosen search direction is a direction of descent (∆uT∇f < 0) provided

A−1∇r is a symmetric positive definite matrix.

3.3.1 Algorithm for Iterative Solution

To solve the problem with additive global displacement correction, the following two-way

iterative algorithm is proposed:

Initialization: An admissible initial guess of uG is generated. This step can be easily

implemented through an elastic analysis of the domain ΩG ∪ ΩG̃:

KG+G̃u = f (3.62)

Where KG+G̃ is the stiffness matrix of the whole coarse model. Only the displacement and

nodal force on the global interface uG0 and FG
0 are extracted and used as the initial guess

for the start of the iterations.

Step 1: The global displacement field is mapped to the local interface:

uL = PuG (3.63)

uL is imported as boundary condition for the nonlinear local problem. The local model

solution may be obtained using a commercial finite element software or a custom solver.

The nodal force on the local interface, F L, is obtained through the local analysis.

Step 2: The residual force at the interface is defined as:

r = −
∫

Γ
NT [σL · nL + σG · nG]dΓ (3.64)
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where, σG and σL are the stress states on the interface of global and local model, nL and

nG are the normal vectors and N is the finite element shape function. The local nodal force

on the interface is projected to the global interface through matrix P T . The residual nodal

force is:

r = P TF L + FG (3.65)

The iteration will be terminated if magnitude of ‖r‖ is small as defined by the following

convergence criterion:

ferr = ‖ri‖
‖FG

i ‖
< tol (3.66)

where, ferr is the relative residual and tol is the user specified tolerance.

Step 3: The quantity ∆uG = [S]−1r is estimated as the global correction, where S is

the Schur complement of the initial elastic model of domain Ω condensed on the interface

Γ. This can be done non-intrusively using the initial elastic model of the domain ΩG ∪ ΩG̃

as follows. The homogeneous Dirichlet boundary condition is retained on the domain while

the residual force r is applied on the corresponding nodes on the interface as the Neumann

boundary condition. The output nodal displacement of the interface will be [S]−1r. At the

ith iteration, the global update is:

uGi+1 = uGi + αi [S]−1 ri (3.67)

If convergence criterion Eq. (  3.66 ) is not met, the procedure will repeat from Step 1. αi

is the step length that should be small enough to guarantee convergence. In Step 2, it is

desired that ri < ri−1, which provides the “globalization” [ 102 ] to assure convergence, given

a descent direction. If not, the value of αi should be adjusted until the residual force in the

search direction is lower than its current value.

3.3.2 Step Length Determination: Bisection Method

Eq. ( 3.67 ) is the line search form for updating global displacement. [S]−1 rGi denotes the

direction for line search, though it naturally represents displacement. With little stiffness

reduction, αi = 1 should be a proper value. However, when the gap of stiffness between
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global and local model increased, it no longer guarantees convergence without an appropriate

globalization strategy. Usually, the step length is determined by the so call Goldstein-Armijo

condition[ 103 ]. This condition assures “sufficient decrease” through iterations:

f(xk + αsk) = f(xk+1) ≤ f(xk) + cα∇fT (xk)sk (3.68)

where xk is the variable value at kth iteration, sk is the search direction, α is the step length

and c is chosen to be a small value (c is chosen to be 10−4 in [ 103 ]). The Goldstein-Arjimo

condition guarantees that the search algorithm will converge to a local monimum while a

fixed step does not assure such convergence.

However, Eq. ( 3.68 ) only gurantees local minimum. The function f , which is the relative

residual, may not be a strict convex function. In the present algorithm, the condition is

slightly relaxed so that the algorithm will not get stuck in the local minimum. A small

coefficient β (0.01 is used in the current study) is introduced and the residual of adjacent

iteration should satisfy:

‖ri+1‖ < (1 + β)‖ri‖ (3.69)

This means the norm of residual is allowed to increase but within a small amount. If the

condition Eq. ( 3.69 ) is not satisfied, set αi+1 = 0.5αi+1 and the current iteration is computed

again.

3.4 Acceleration Technique and Non-intrusive implementation

As described in the algorithm of the previous section, the nodal displacement on the

interface of the global mesh is sequentially updated as follows:

uGi+1 → uGi + αiA
−1
i
rGi∥∥∥rGi ∥∥∥ (3.70)

where, rGi is the unbalanced force mapped on the global mesh, Ai is a symmetric positive

definite matrix, which is the Schur complement of the global stiffness matrix condensed

on the interface in Section  3.3.1 , and αi is the step length ranging from 0 to 1. A good
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approximation of the Hessian of
∥∥∥r∥∥∥ should be constructed to replace Ai. As discussed

in Section  3.3.1 , the Schur complement S of the global elastic structure condensed on the

interface is used as the approximation for Ai. This is elaborated below.

Consider purely elastic behavior of the global structure. In general, the discretized stiff-

ness matrices on the sub-domains are such that the unbalanced force may be defined in terms

of the Schur complements:

r = P TF L + FG = (P TSLP + SG)uG (3.71)

where SG, SL are the primal Schur complements on the interface of the global and local

models. Therefore,

∇r = P TSLP + SG (3.72)

Now, since SG, SL are the primal Schur complements on the interface, they are symmetric

and positive definite. Extending the idea, let SG, SG̃ and SL be the primal Schur comple-

ments on the interface corresponding to region ΩG, ΩG̃ and ΩL. Then,

∇r = SG + SG̃ + (P TSLP − SG̃) (3.73)

If the local behavior is purely elastic, then the condensed stiffness on the interface from both

sides are nearly the same, and SG̃ + SG is a good approximation to ∇r. However, as the

local non-linearity evolves, the local stiffness degenerates and the use of a constant Ai = S

in Eq. ( 3.70 ) will lead to slow convergence. Therefore, it is necessary to apply acceleration

techniques to improve the convergence rate. The most commonly used technique is the Quasi-

Newton method of which symmetric rank one update and Broyden-Fletcher-Goldfarb-Shanno

(BFGS) update are two well-known examples [ 102 ].
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3.4.1 Symmetric Rank One Update

The classical symmetric rank one (SR1) update formula is :

Ai+1 = Ai −
rir

T
i

rTi ∆ui
(3.74)

where ∆ui is the global correction of Eq. ( 3.67 ). In the current step, A−1
i+1 is computed to

update global correction in next iteration. Applying Sherman-Morrison formula and right

multiplying residual force ri, we get:

A−1
i+1 = A−1

i +A−1
i ri

rTi A
−1
i

rTi (∆ui −A−1
i ri)

(3.75)

3.4.2 BFGS Update

Another popular quasi-Newton update is that by Broyden-Fletcher-Goldfarb-Shanno

(BFGS). It uses the information of global correction and residual from last iteration. The

update formula is:

Ai+1 = Ai + ∆ri∆rTi
∆rTi ∆ri

− Ai∆ri∆rTi Ai

∆uTi Ai∆ui
(3.76)

Where ∆ri = ri+1 − ri and ∆ui is the displacement update. This update is a rank two

update and guarantees a symmetric positive definite matrix. Applying Sherman-Morrison

formula again to Eq. ( 3.76 ), one gets

A−1
i+1 = A−1

i + (∆uTi ∆rTi + ∆rTi A−1
i ∆ri)(∆ui∆uTi )

(∆uTi ∆ri)2 −A
−1
i ∆ri∆uTi + ∆ui∆rTi A−1

i
∆uTi ∆ri

(3.77)

3.4.3 Non-Intrusive Implementation

In general, to compute the updates discussed above, one needs access to the sub-domain

stiffness matrices. However, accessing the sitffness matrix is non-trivial in commercial finite

element software. For example, in ANSYS, three different node numbering schemes are used

to optimize the solution. It is therefore necessary to map the internal-order to user-order to be

able manipulate any nodal quantity including the stiffness matrix. A non-intrusive strategy
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does not need access to the sub-domain stiffness matrices and uses the finite element model

directly to compute the displacement correction. Such an non-intrusive implementation

inspired by [ 79 ] is explained below using the SR1 update as an example. To carryout a

non-intrusive update, we note that Ai is the current estimate of the Schur complement at

the interface. We multiply Eq. (  3.75 ) by the residual rn to get:

∀n ≥ 1,∀k ≤ n,K−1
k+1rn = K−1

k rn +K−1
k−1rk

rTk (K−1
k−1rn)

rTk (∆uk −K−1
k−1)rk

(3.78)

Notice that K−1
k rn presents the displacement response when a force rn is applied on the

interface. Therefore, the global elastic finite element model can be used to replace K−1
k

with the displacement solution at the interface corresponding to nodal force rn. Therefore,

Eq. (  3.78 ) results in purely vector manipulation operations.

At iteration n, it is assumed that for any k ≤ n, rk, uk and K−1
k−1rk have been stored

from prior steps. At the first iteration, the residual force r1 is applied on the interface

of model to get K−1
0 r1 and then the formula is applied once to get K−1

1 r1, which is the

displacement update for the first iteration. At the second iteration, K−1
0 r2 is obtained from

the FE model and K−1
1 r2 and K−1

2 r2 are obtained using Eq. (  3.78 ) recursively. In general,

K−1
0 rk is firstly obtained by solving the intact FE model, and then the formula is applied

k times to get final displacement update for the current iteration. The advantage of such

recursive technique is that no access to FE matrix system is necessary, which makes the

algorithm non-intrusive.

3.5 Numerical Examples

3.5.1 L-Shaped Domain

The procedure is validated first using the example of a perforated L-shape domain under

uniform traction of 30 MPa. ABAQUS® is used to construct the global and local models

(Figure  3.3a ).The global model had 533 nodes and 156 quadratic elements while the local

model, with three holes, contained 10043 nodes and 3253 quadratic elements. The global

model was purely elastic and without the local void feature in the region ΩG̃. The local
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model accounted for the plastic material behavior and included the voids that were left out

of the global model. The local model solution captured the complex stress state of the

critical region. The Young’s modulus of global model was 300 GPa and the Poisson’s ratio

was 0.3. The local domain ΩL was elastic-perfectly plastic, with the same elastic behavior

as the global model but with a yield stress of 300 MPa. As a reference, a refined full model

with plasticity and local feature was built with 110581 nodes and 36523 quadratic elements.

The coupling framework was implemented in the Matlab environment. In the iterative

coupling procedure, the global model was computed first and then the displacement on the

interface Γ was interpolated and applied on the boundary nodes of the local model. The

residual on the interface was then used to update the interfacial displacement. The detailed

procedure is illustrated in Figure  3.4 . It should be noted that ΩG̃ did not contribute to the

final solution; it was an auxiliary domain to roughly approximate the stiffness matrix at

the interface. The model over the domain ΩG̃ had the same geometry and discretization as

the global model but different boundary conditions. The homogeneous Dirichlet boundary

condition was retained in this model while the external oads are not included. In the global

model, displacement on the interface Γ was applied, while in the correction model the residual

force was applied on the interface and the output displacement was used to update the

corresponding global displacement.

(a) (b)

Figure 3.3. Dicretization of  (a) global and local model  (b) refined full model
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Figure 3.4. Flow of data transfer during iterative solution.

The initial displacement guess at the interface was from an elastic analysis of the global

structure, and the convergence criterion was set as 10−5. The Von Mises Stress from the

initial iterate and final solution are shown in Figure  3.5 .

As can be seen from Figure  3.5 , even though the initial guess does not match the reference

solution, the iterative two-way coupling method will drive it towards the correct solution.

The results also show that the conventional global-local model is inaccurate especially when

the local region has nonlinear behavior. We argue that the iterative two-way coupling yields

a solution as accurate as the refined full model, but requires fewer degrees of freedom for

the same accuracy and thus needs less memory during computation. Figure  3.6 shows the
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(a) (b) (c)

Figure 3.5. Von Mises Stress in the local region  (a) Initial guess (global-local
solution)  (b) final solution (iterative two-way coupling)  (c) reference solution
(refined full model).

convergence of relative residual force using different acceleration schemes. SR1 is better than

BFGS, and both and are faster than iterations using a constant Schur complement.

Figure 3.6. Convergence of residual force

3.5.2 Fracture Propagation using XFEM

A simple fracture propagation example is demonstrated using the iterative two-way cou-

pling technique with the analysis being performed in ABAQUS. This example demonstrates

that local evolution of fracture changes global behavior. Consider a linear elastic homoge-

neous plate (E = 100GPa, ν = 0.3) of size 100mm × 200mm under quasi-static displace-

ment control. A total of six quasi-static crack propagation steps were carried out, with
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displacement control step along the direction that uy = 2ux and an constant increment of

∆uy = 0.02mm at each step. A pre-existing crack with a length of 5mm was introduced

perpendicular to the left edge in the middle as shown in Figure  3.7a . To investigate crack

propagation using the two-way coupling method, the model was partitioned into two regions

ΩG and ΩG̃. The global model and local model mesh are illustrated in Figure  3.7b . The

crack was only included in the local model. The global mesh size was set to 10mm and local

mesh was set to 0.5mm. Both global are local model were discretized using regular square

element as shown in Figure  3.7 .

(a) (b)

Figure 3.7. Test case for crack propagation using XFEM  (a) Boundary con-
ditions  (b) Global and local mesh.

To simulate crack propagation, eXtended Finite Element Method (XFEM)[  104 ] imple-

mentation in ABAQUS was used in the local model. Both SR1 and BFGS updates were

used along with iterations using a constant stiffness matrix. A convergence tolerance of 10−3

was chosen and a constant α = 0.1 was used.

Figure  3.8 shows the main property of two-way coupling method and compares different

acceleration techniques. Figure  3.8a illustrates the relation between crack propagation length

and iteration numbers at each load step. It can be seen that the unmodified method needed

more iteration to achieve equilibrium with load increasing, that is to say unmodified method

was very sensitive to crack length. This is because the stiffness gap between local frac-
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ture model and global model becomes larger as crack propagates. While the quasi-Newton

acceleration was much less sensitive, iteration numbers for SR1 were almost unchanged.

Figure  3.8b shows the iteration numbers in the last load step. It is obvious the iteration

number using unmodified method was much larger than that using quasi-newton update. It

took 112 iterations for unmodified method to reduce relative error below 10−3, while it took

15 iterations for SR1 update and 22 iterations for BFGS update. In later examples, we will

only use SR1 acceleration since it performs the best. Figure  3.9 compares the crack propa-

gation length using different method. Crack initiated in load step 4. It propagated through

3 elements for unmodified global-local model method, 4 elements for both the presented

non-intrusive coupling method and refined full model. In the last step, crack propagated

only 8 elements for global-local model method, while it propagates 25 elements for two-way

coupling and refined full model. Two-way coupling method is as accurate as full model be-

cause the local solution is commuted back to correct the global solution. The global-local

model method only has one-way data transfer, since the global model could not capture

the crack behavior, the local displacement is more conservative so the crack propagation is

underestimated.

(a) (b)

Figure 3.8. Crack growth simulation: acceleration techniques comparison.
 (a) Crack spreading: dependence between crack length and convergence  (b) 

Final crack propagation step: residual evolution.

It has been discussed that αi needs to be reduced as nonlinearity evolves. In the current

case, α = 1 leads to divergence and a smaller value is needed. This is because as nonlinearity

evolves, the composed Schur complements [Ai]−1 = SG + SG̃ on the interface of the initial
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Figure 3.9. Comparison of crack propagation.

model is no longer a good estimate of ∇r. Reducing αi can eliminate this issue. Even though

alpha = 0.1 led to convergence in the current case, it is not a general value. The bisection

method discussed in Section  3.3.2 is the simplest approach for adaptive step length line

search. It can automatically find better step length instead of using an arbitrary fixed step.

The convergence study by choosing different α was conducted Figure  3.10 . The adaptive

step length converged faster than fixed step length with α = 0.1. Moreover, it generated

nearly monotonic decreasing of residual force.

Figure 3.10. Convergence of relative residual by using different step length.
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3.5.3 Plastic ratcheting in BEOL

Even though local non-linearity evolution may have great influence on the global field, it

is not always the case. If the non-linear behavior is concentrated within a small region, the

traditional global-local model technique will be accurate enough.

One failure mechanism observed in molded packages during accelerated thermal cycling

is the cracking of passivation films deposited on the BEOL metal lines. When metal lines

plastically deform due to ratcheting, the passivation overcoat accumulates stress at the corner

upon temperature cycling and is eventually susceptible to fracture. This kind of failure is

usually simulated using conventional global-local model method[ 105 ]. The problem was

investigated using the proposed iterative two-way coupling.

A plane strain model was used to model a cross-section of the half-package shown in

Figure  3.15 . The size of the global model is 4000µm × 900µm. Aluminum lines with a

thickness of 3 µm, and widths of 100 µm were modeled.

Figure 3.11. Cross section of the Package model. Insert figure shows the
region enclosing the BEOL structure ΩL that was analyzed in the local model.

The BEOL structure in the package contained passivation (composed of TEOS and SiN),

aluminum, and epoxy mold compound materials. In the present study, all the materials

except the aluminum line were treated as elastic. The yield strength of 100 MPa was used
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for aluminum. The elastic behavior of die attach and mold compound materials was described

through three temperature-dependent transition steps as listed in Table  3.1 and Table  3.2 ,

respectively. The mechanical properties of other material used in the model may be found

in Table  3.3 .

Table 3.1. Elastic properties of die attach material.
Temperature(◦C) E (GPa) ν α (ppm/◦C)

-65 10 0.35 50
75 10 0.35 50
125 0.5 0.35 100
260 0.5 0.35 100

Table 3.2. Elastic properties of mold compound.
Temperature(◦C) E (GPa) ν α (ppm/◦C)

-65 30 0.35 10
85 30 0.35 10
115 1 0.35 10
260 1 0.35 10

Table 3.3. Temperature independent properties of other materials.
Mateiral E (GPa) ν α (ppm/◦C)
Leadframe 123 0.34 17.6

Passivation 130 0.25 1.8
Al 70 0.33 23
Si 131 0.28 2.61

The global model was imported from a CAD geometrical model. It contained seven

different materials. The global model contained 69,632 nodes defined on 23,159 quadratic

elements with refined mesh around the BEOL (local) structure (Figure  3.12a ). The dis-

placements on the local region of the global model were extracted and applied as Dirichlet

boundary conditions. For simplicity, structured quadrilateral mesh was adopted in meshing

the local model containing 25,200 elements and 76,561 nodes. A local refined full model with

532049 nodes and 177184 elements is also computed as a reference solution(Figure  3.12b ).

The test structure was assumed stress-free at 175◦C, which is the temperature at which

mold compound is applied. 20 thermal cycles from -65◦C to 150◦C were simulated. To
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(a)

(b)

Figure 3.12. Discretization for  (a) Global and local model  (b) Refined full model

ensure equilibrium during the all process, each temperature reversal is divided into four load

steps.

The relative residual tolerance is chosen to be 10−2. Figure  3.13 shows the maximum

principal stress on the right corner of passivation layer at the end of 20th cycle. It is obvious

that one-way global-local method, two-way coupling model, as well as the refined full model

generated almost identical solutions. Figure  3.14 illustrated the magnitude of maximum

principal stress at each step on the same corner. The three curves coincided for all practical

considerations. For the current example, the conventional global-local model was already

accurate enough because the local non-linear behavior was only the plasticity in aluminum

within a very small region, which did not have much influence on the global behavior.

3.5.4 Ductile fracture in solder joint using Maximum Entropy Fracture Model

Fatigue fracture is one of the major failure of solder joints in package structure under

thermal cycling. However, modeling crack propagation of solder joints in electronic package is
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(a)

(b)

(c)

Figure 3.13. Maximum Principal Stress in the Passivation Corner at 150◦ C
(left) and -65◦C (right) of  (a) One-way global local model  (b) Two-way coupling
and ?? Refined full model.

Figure 3.14. Comparison of principal stress at passivation corner

not a trivial task. The maximum entropy fracture model (MEFM) is a thermodynamically

consistent and information theory inspired damage model for ductile solids. The model
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uses a single damage accumulation parameter to relate the damage leading to fracture with

accumulated entropic dissipation. It is a promising tool to predict the fatigue life of solder

joints under cycling loading.

In MEFM, damage is correlated to plastic dissipation using the simplified form:

D = 1− exp( Wt

ρkφT
) (3.79)

where Wt denotes plastic dissipation, ρ is density and T is temperature. kφ is called damage

parameter, which is material property needs to be calibrated with experiment. At each step,

Modulus of solder is updated with current damage state:

E = (1−D)E0 (3.80)

Where E0 is the initial modulus. In this method fracture path is represented by highly

damage element, say D > 0.95. However, it is prohibitive to compute the plastic dissipation

at each cycle due to computational cost.To accelerate the computational speed, inelastic

dissipation is extrapolated using Taylor series expansion:

Wn+1 ≈ Wn + ∂W

∂N
(∆N) (3.81)

For every pair of adjacent cycles, the increment of inelastic dissipation is computed and it

is assumed to remain the same for the next ∆N cycles. For more details of the method, one

can refer to the corresponding paper [ 106 ] .

To accurately capture the fracture initiation and growth, the mesh on a single solder

joint needs to be sufficiently refined. However, refining the mesh of every single solder joint

makes the computational cost of package-level model prohibitive.

The traditional strategy to reduce the modeling cost is to use a global-local model tech-

nique in which a coarse global package model is run to extract boundary conditions for a

refined local model of the critical solder joint. This procedure is known to result in inaccurate

fatigue crack because the crack growth in the solder joints influences the global behavior,
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but they are not captured in the global model since the local damage is not communicated

back to the global model in the sub-modeling procedure.

To consider the local influence on the global model, the two-way coupling method was

applied. Consider the section of simplified package structure as shown in Figure  3.15 . It

was under thermal cycling ranging from 398K to 233K. The initial temperature is assumed

to be 398K. Due to the mismatch of CTE between Si and PCB, solder joints was under

shear during thermal cycling. Damage parameter kφ is assumed to be 120J/(kgK) with

∆N = 100.

The rightmost solder joint was the most critical since it underwent the largest relative

shear displacement. However, local damage evolution occurred in every single joint and

they all should have influenced the global behavior. To explore the influence of local non-

linearity, three local models were constructed with the one, two and three rightmost solder

joints respectively. The discretizaiton for global and local model of single solder joint is

shown in Figure  3.16a . The global model contained 4145 nodes and 3980 elements. While

the local model contained 7773 nodes and 7605 elements. A refined full model was also built

with 22353 nodes and 22098 elements (Figure  3.16b ).

Figure  3.17 compares the propagation of crack at 1001th cycle and 2201th for global-local

model, two-way coupling model and full model . Fracture propagation was demonstrated by

highly damage element (d > 0.95) marked in red. Crack initiates 1001th cycle for all the three

cases . However, the one-way global-local model underestimated the crack length compared

to the full model at the 2201th cycle. The two-way coupling was much closer to the full model

solution in this case. This is because the global model failed to consider stiffness reduction

of solder joints and thus the local displacement is underestimated as thermal cycles goes on.

At the initial stage, there was little accumulated damage and therefore, the three methods

give almost identical results for crack initiation. However, as damage accumulated, one-way

global-local model failed to consider the stiffness reduction on all the solder joints and thus

the relative shear displacement on the local model is underestimated. As thermal cycling

went on, the gap between global-local model solution and reference solution (full model)

became larger. The two way coupling method considered the local stiffness reduction and

gave feedback to the global model. But there was still gap between full model and two-way
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coupling method. This is because two-way coupling fails to consider the feedback from the

other four solder joints, where stiffness reduction also happens. Extracting a larger local

model with more solder joints can fill this gap but it is more computationally expensive.

The crack propagation on the rightmost is then compared with global-local model and

full model in Figure  3.18 (two-way1, two-way2 ,two-way3 represents local models with 1, 2, 3

joints respectively). It can be seen that the relative crack length on the rightmost solder joint

was highly underestimated when using global-local model, even though it was applied on the

most critical solder joint. The iterative two-way coupling method, which allows feedback of

nonlinear evolution from the local models with different number of solder joints, improved

the accuracy by increasing the span of local model. This is because damage evolution in

every solder joint contributes to the global behavior and reduce the shear stiffness between

substrate and PCB. This reduction, in turn, results in more plastic dissipation and thus

more damage during thermal cycling. Increasing the region of local model can mitigate this

phenomenon. As can be seen in Figure  3.18 , When local model includes three solder joints,

the result was very close to the full model. What can be learned from this example is that

when nonlinearity is spread over larger part of the domain, only considering the most critical

region is not enough, because the nonlinear evolution over entire domain affects the global

behavior. The iterative two-way coupling method therefore has no advantage over refined

full model.

Table 3.4. properties of materials
Mateiral E (GPa) ν α(ppm/K)

Si 5 0.4 2.61
Solder mask 14 0.24 20

Cu 117 0.37 16.7
PCB 5 15 0.11 14.5

Solder 32 46 0.33 23
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Figure 3.15. Boundary condition for two-dimensional solder joints under thermal cycling

(a)

(b)

Figure 3.16. Dicretization for  (a) Global and local model  (b) Refined full model

3.5.5 Two-way Coupling through mixed computational platform: Copper Bump
shear

The proposed method is also applicable for data transfer between different computational

platform. We here demonstrate a copper bump shear example using both ABAQUS®and

ANSYS®.

The structure is shown in Figure  3.19 . A silicon pad of 1000µm × 275µm is fixed at

the bottom. The BEOL layer, redistribution layer(RDL) and polymer covered above it with

thickness of 5µm, 2µm and 1µm respectively. The size of Copper pillar is 80µm× 50µm. A
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(a)

(b)

(c)

Figure 3.17. Crack propagation at 1001th cycle (left) and 2201th cycle (right)
for  (a) One-way global local model  (b) Two-way coupling and  (c) Refined full
model.

Figure 3.18. Comparison of relative crack length

85



diamond probe was used to shear the copper pillar. The magnitude of shear displacement

was 0.2µm. Under shear, crack initiated at the connection of copper and polymer and finally

propagates into BEOL. The region near the connection was partitioned as the local model.

The global model was built in ANSYS®with 1988 elements and 2069 nodes. While the

local model, with pre-existing crack, was simulated by XFEM module in ABAQUS®with

8862 elements and 8547 nodes. A local refined full model was also built in ABAQUS with

18333 elements and 18475 nodes as a reference (Figure  3.20a ). A pre-existing crack inserted

through the polymer and RDL. The material property is listed in Table  3.5 . BEOL was

assumed to be homogeneous with critical maximum principal stress (maxps) to be 60MPa.

Damage evolution was displacement based and the displacement at failure was set to be

1µm.

Table 3.5. properties of materials
Mateiral E (GPa) ν

Polymer 5 0.4
RDL 9 0.2
Cu 117 0.34

BEOL 100 0.25
Si 131 0.28

Diamond 1000 0.1

Figure 3.19. Bump shear: model setup

The displacement solution for both global and local model are illustrated in Figure  3.21 .

The solution of the entire structure will be the composition of global solution in ΩG and

local solution in ΩG.
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(a)

(b)

Figure 3.20. Discretization of  (a) Global model in ANSYS and Local model
using ABAQUS  (b) Refined full model in ABAQUS

(a) (b)

Figure 3.21. Displacement field of  (a) Global model using ANSYS and  (b) 

Local model using ABAQUS

Figure  3.22 compares the crack propagation length using different models. Crack prop-

agated only 16 elements for global-local model method, while it propagated 35 elements for

two-way coupling and 37 elements for refined full model. As explained before, this is because

the one-way global model fails to consider global influence from the local model. The iter-
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ative two-way coupling highly improved the accuracy with considering feedback from local

model on the global region.

(a) (b) (c)

Figure 3.22. Crack propagation for  (a) One-way global local model  (b) Two-
way coupling and  (c) Refined full model.

3.6 Summary

In this chapter, a non-intrusive computational strategy for iterative solution to nonlinear

behavior in a decomposed domain was proposed. Since the method is non-intrusive, no access

to the stiffness matrix is necessary, and only the displacement at the sub-domain interface is

necessary. The method allows global-local domain subdivision with the non-linearity confined

to a small local region. The code- and mesh-agnostic nature of the developed method allows

one to couple models with different discretizations that may be analyzed on either commercial

finite element or custom solvers. In the developed method, the interfacial displacement is

iteratively modified using quasi-Newton updates until convergence. The two aspects of the

iterative displacement correction are (1) evaluating the unbalanced force (2) reducing the

unbalance force and updating the displacement field. To calculate the unbalanced force,

two methods were proposed based on variational principle with intermediate framework:

global Lagrange multiplier (GLM) method and the local Lagrange multiplier (LLM) method.

Overall, GLM is more accurate but since it requires integration, it is computationally more

expensive. LLM is relatively less expensive but is also relatively inaccurate, especially for

sub-domains with non-matching mesh. To reduce, the unbalanced force, the initial stiffness

of the global model is used to approximate the Jacobian matrix, and the residual force

is applied as a force input on the intact model to solve for displacement update at the
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interface. In this manner, the need for access to the internals of a commercial finite element

code are obviated. To accelerate the convergence, SR1 update and BFGS updates were

used. Numerical examples indicated that SR1 was more efficient than the BFGS update.

An adaptive step-length procedure based on the bisection method was used in the present

study.

Numerical examples were solved to illustrate analysis of engineering structures. The

method was first validated on several examples including an L-shaped domain with local

non-linearity and a rectangular plate with a propagating crack. Plastic ratcheting in BEOL

structures in a semiconductor chip as well as fatigue fracture in solder joints under thermal

cycling were simulated using the developed method. It was observed that when the non-linear

region is very small, a one-way global-local model is accurate enough relative to the two-way

coupled solution. However, when the non-linear region nearly covers the entire domain, there

is no significant advantage to domain sub-division. Finally, A bump shear example was used

to demonstrate the coupling of domains analyzed using different commercial finite element

software.
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4. IMMERSED ISOGEOMETRIC ANALYSIS WITH DIRECT

BOUNDARY CONDITION IMPOSITION

In engineering analysis, the task of Computer Aided Design (CAD) is to accurately capture

the geometry of the modeled objects, while the task for Computer Aided Engineering (CAE)

is to estimate numerical solutions to the partial differential equations (PDEs) that govern

the behavior. Historically, the two phases of engineering analysis used different mathemat-

ical representations. Most CAD systems adopt Non-Uniform Rational B-Spline (NURBS)

representation, while CAE commonly employs Lagrangian interpolations that are central to

finite element analysis. Therefore, using identical mathematical representation for geometry

and behavior would enable efficient CAD-CAE integration. Building behavioral approxima-

tions using the same parametric spline basis as geometry was proposed early by Subbarayan

and co-workers among others [  107 ]–[ 110 ]. The use of such approximations for analysis is at

present popularly referred as Isogeometric Analysis (IGA) [ 7 ].

4.1 Immersed B-rep Analysis using Enriched

Currently, most CAD systems utilize boundary representation (B-rep) models constructed

from trimmed Non-Uniform Rational B-Splines (NURBS) patches. The IGA models, on the

other hand, commonly assume the availability of volumetric tensor product splines that

‘mesh’ the domain. The mesh generation process typically replaces the original B-rep model

with a volumetric spline representation [ 111 ]–[ 113 ]. In this sense, volumetric discretization

in IGA plays the same role as mesh generation in finite element analysis. Thus, although

the original motivation of IGA is to narrow the gap between CAD and CAE, in practice,

considerable intermediate steps remain between B-rep CAD models and analysis suitable

IGA models.

An alternative approach to constructing analysis suitable tri-variate splines is to immerse

the B-rep model within a regular grid in space containing analysis unknowns. This idea orig-

inates from the finite element community and is called immersed boundary method [ 114 ] (or

finite cell method, fictitious domain method, embedded domain method). The fundamental
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strategy is to extend the physical domain of interest beyond its complex parametric bound-

aries into a larger embedding domain of a simpler geometry, thus allowing for a simpler

structured grid. In the immersed boundary method, the mesh does not conform to the B-

rep model boundary. The challenge of generating analysis suitable mesh is converted to one

of accurately representing the physical fields and carrying out numerical quadrature precisely

in the immersed domain.

When the analysis grid does not conform to the B-rep model boundary, no behavioral

degree of freedom exists directly on the essential boundary of the physical domain for one

to apply the boundary condition directly. This challenge, common to nearly all meshfree

approximations including moving least square [ 115 ] and reproducing kernel [ 116 ] methods,

necessitates weak imposition of boundary conditions through one of many possible tech-

niques including the penalty functions [ 12 ], Lagrange multipliers method [ 11 ], Augmented

Lagrangian [ 117 ], or Nitsche’s method [ 13 ]. The challenge of applying boundary conditions

is not restricted to immersed boundaries, but also exists when volumetric NURBS patches

are used for analysis since the behavioral degrees of freedom are associated with the control

points and not the geometrical boundary. Similar to other mesh free method basis functions,

the NURBS basis does not interpolate the control or nodal points. The non-interpolatory

nature of the basis functions necessitates the earlier mentioned approaches to the application

of the essential boundary conditions.

In general, direct application of boundary condition is an issue for mesh free approxima-

tion of fields, specifically, immersed boundary method. Furthermore, the point classification

is tedious and computational expensive. Both task are not efficiently addressed in prior

literature. So they are the goal of this paper.

In the current research, a new approach to analyze complex B-rep models immersed in

regular grids is proposed. A specific form for direct boundary condition application based on

Enriched Isogeometric Analysis (EIGA [  118 ]) is proposed. In EIGA, the boundaries as well

interfaces are explicitly represented by lower-dimensional NURBS entities with additional

degrees of freedom directly specified on the control points of the interface geometry. Further-

more, the field approximation on the continuous domain is enriched with an approximation

with known characteristics defined on the enriching boundaries. For instance, the enriching
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boundary may correspond to a crack, in which case the enrichment must possess the known

physical behavior such as displacement discontinuity on the boundary. The influence of any

enrichment, behavioral or otherwise, is generally expected to decrease with distance (see for

instance heterogeneous material modeling using distance fields [ 119 ]). Thus, the composi-

tion of the enriching boundary is restricted to a local region as dictated by a weight function

that varies monotonically with respect to distance from the boundary. In our prior work, a

monotonic measure of approximate distance was constructed using algebraic level sets [ 120 ],

[ 121 ]. Furthermore, the sign of the algebraic level sets constructed on bounded solids enables

the point membership query for CAD/CAE applications.

4.2 Boundary Condition Application

In the original description of isogeometric analysis [ 7 ], the essential boundary conditions

were directly applied to the control variables. We refer to this approach is as direct imposition

of Dirichlet boundary conditions. A direct application of boundary conditions on control

points is reasonable if control points don’t coincide with points of application of the essential

boundary condition on the domain.

In the immersed boundary method, the essential boundary conditions are often applied

using a weak form, in which the integral of the displacement constraint on the boundary is

set to zero. That is, the constraint is enforced in an averaged sense than point by point. The

weak form constraint is most commonly enforced using Lagrange multipliers [  11 ]. However,

the use of Lagrange multipliers to enforce the constraint may cause the solution matrix

system to lose its positive definiteness. On the other hand, the penalty method [ 12 ] and

Nitsche’s method [ 13 ] require only the selection of one scalar parameter. In the penalty

method, the selected parameter must be large enough to ensure the accurate enforcement of

the essential boundary conditions, while too large a value leads to ill-conditioned system of

equations. In comparison, Nitsche’s method does not suffer from ill-conditioning. However,

an empirical stabilization parameter is needed, so the implementation of Nitsche’s method

is not as trivial as the Lagrange multiplier method or the penalty method; the choice of the

stabilization parameter will depend on the problem at hand. In this paper, we propose a new
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method to apply boundary conditions based on the theory of Enriched Isogeometric Analysis

(EIGA). In EIGA, the boundaries are treated as lower-dimensional enrichments. Extra

degrees of freedom are added to the control points of the boundary. The field approximation

on the domain is enriched with an approximation near the enriching boundaries through a

blending function. The method also allows the direct application of the boundary condition

on the enrichment.

4.2.1 Enriched Isogeometric analysis

The concept of enriched field approximations is enabled by Partition of Unity Finite El-

ement Method (PUFEM) [  122 ] and the Generalized Finite Element Method(GFEM) [ 123 ].

In GFEM, the underlying finite element approximation is generalized by adding degrees of

freedom representing complex local behavior. Convergence of the approximations is ensured

by the partition of unity property of the finite element shape functions. In other words, the

FE approximation space is ”enriched” by the known local behavior. As demonstrated by

Strouboulis [ 123 ], the concept of GFEM can be applied to problems with known behaviors

including boundary conditions, displacement discontinuity at a crack face, and asymptotic

behavior near reentrant corners. Tambat and Subbarayan [ 118 ] proposed the so called En-

riched Isogeometric Analysis wherein they enriched known behavior on the explicitly defined

lower-dimensional geometric features. The base approximations are ”enriched” isogeometri-

cally on parametrically defined lower-dimensional geometrical features and by constructing

distance fields from them. Both the underlying domain and the lower-dimensional geometry

are represented by Non-Uniform Rational B-Splines (NURBS). The EIGA blending function

for an arbitrary field is:

f(x) = (1−
ne∑
i=1

wi)fΩ(x) +
ne∑
i=1

wifΓi(P(x)) (4.1)

where, Ω is the underlying domain and fΩ is the associated continuous field, Γi is the ith

lower dimensional geometry (internal/external boundary) with fΓi being the corresponding

enriching approximation. To compute fΓi at a spatial point x in Ω, it is necessary to project
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the point onto the boundary uf = P(x) to map x to the parametric space of the lower-

dimensional geometry C(u). A general illustration of EIGA with single enrichment is shown

in Figure  4.1 . wi is the weight function, which represents the contribution of ith enrichment

Figure 4.1. Graphical illustration of constructing Enriched Isogeometric approximation

to the blending function. It is a monotonically decreasing function of distance. There are

multiple choices for the form of w(d) including exponential, cubic and quartic among others,

but they must satisfy the following conditions:

The weight functions used in the present paper are listed below and illustrated in Fig-

ure  4.1 : Cubic

w(d̄) =


1− 3d̄2 + 2d̄3 0 ≤ d̄ < 1

0 d̄ ≥ 1
(4.2)

Quartic

w(d̄) =


1− 6d̄2 + 8d̄3 − 3d̄4 0 ≤ d̄ < 1

0 d̄ ≥ 1
(4.3)
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Exponential [ 124 ]

w(d̄) =


1− 1−e−(d̄/α)p

1−e−|1/α|)p 0 ≤ d̄ < 1

0 d̄ ≥ 1
(4.4)

where d̄ = d/dmax, dmax is the cutoff distance distance of the blending region from the

enriching entity.

Figure 4.2. Possible mathematical forms of the weight functions

4.2.2 Boundary Conditions as Enrichments

The blending strategy of EIGA can be easily applied to enforce boundary conditions. This

is especially useful when a parametric boundary is immersed into a regular analysis grid, since

one can apply the boundary conditions directly on the control points of the NURBS geometry

rather than weakly enforce them over the surface. To accurately capture the behavior near

the boundary, an isogeometric approximation with hybrid function/derivative enrichment is

proposed in the present paper. This enriched approximation is a smooth blending of C1

or higher order continuous isogeometric approximation of underlying domain enriched with

a C0 continuous local approximation. (Eq. (  4.5 )) illustrates the mathematical form of the

enrichment and its associated extra degrees of freedom.

u(x) = (1− we(d))uc(x) + we(d) ∗ (ue(P(x)) + d ∗Ge(P(x))) (4.5)
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The uc term in (Eq. (  4.5 )) corresponds to the contribution of the approximation in the under-

lying domain, while the second part is from the enrichment. ue represents the motion of the

boundary while Ge represents the normal derivative of the displacement on the enrichment.

The discretization of uc, ue and Ge are as follows:

uc =
nc∑
n=1

Ni
cui

c (4.6)

ue =
ne∑
n=1

Ni
eui

e (4.7)

Ge =
ne∑
n=1

Ni
eGi

e (4.8)

where, uc, ue, Ge are the fields to be solved, and uci , ue
i , Ge

i are the discrete unknown values

at the ith control point, N c
i and N e

i are the rational NURBS basis functions corresponding

to the underlying domain and the boundary respectively.

The matrix form of Eq. ( 4.5 ) is:

u =
[
(1−W e)Nc W eN e W edN e

]

uc

ue

Ge


(4.9)

The corresponding strain field is

ε = ∇su =
[
B
] {

u
}

(4.10)

with

∇s =


∂
∂x

0

0 ∂
∂y

∂
∂y

∂
∂x

 (4.11)

[
B
]

=
[
Bc Be BG

]
(4.12)
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where

Bc = (1− we)∇sN
c −∇sw

eN c

Be = ∇sw
eN e + we∇sN

e

BG = ∇sdw
eN e + d∇sw

eN e + dwe∇sN
e

(4.13)

The linear equation system resulting from the discretization that needs to be solved has the

form: 
Kcc Kce KcG

Kec Kee 0

KGc 0 KGG




uc

ue

G


=


0

fe

0


(4.14)

where, [
KIJ

]
=
∫

Ω
BITDBJdΩ (4.15)

with I,J representing c, e and G.

4.2.3 Dirichlet Boundary Conditions

In the immersed boundary method, the boundary in general does not coincide with the

edge of the element. In the present study, the Dirichlet boundary conditions are enforced

point-wise on the enrichment boundary as described below.The boundary is represented by

a closed curve Γ, the Dirichlet and Neumann boundary condition are applied on part of Γ,

which are marked as Γd and Γn in Figure  4.3 . To apply the boundary condition, Γd and

Γn are extracted from the B-rep CAD model and reparametrized as two NURBS entities

Γd(t) and Γn(t) varying with parameter t. The boundary conditions are now applied on the

control points of the above NURBS entities.

97



Figure 4.3. Boundary reparametrization (The subregions of the bound-
ary where Dirichlet or Neumann conditions are applied are extracted and
reparametrized so boundary conditions may be directly imposed on the newly
generated control points)

The homogeneous boundary conditions (ue = 0) can be easily applied by setting ue
i = 0

in Eq. ( 4.7 )). Similarly, if the value of Dirichlet boundary conditions is a non-zero constant,

every ue
i in Eq. ( 4.7 )) is set to the constant value; the partition of unity property of the

basis function will ensure a constant displacement on the whole enrichment boundary. In

the general case of inhomogeneous Dirichlet boundary condition, the varying value may

only be enforced approximately. In the present study, a least squares solution is used to

determine the value ui to be enforced on each control point of the Dirichlet boundary. Let

the distribution of the displacement vector field u(x) on the boundary be of an arbitrary

form u(x(t)), where, t is the parametric description of the reparametrized region Γd, on

which the condition is applied, and x are the cartesian coordinates corresponding to the

parametric location. The problem now is to minimize the function:

f(ui) =
∫ [

u(x(t))−
n∑

i=0
Ni(t)ui

]2

dt (4.16)
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and the optimality condition is:

∂f

∂uj
= −2

∫
Nj

[
u(t)−

n∑
i=0

NT
i (t)ui

]
dt = 0 (4.17)

This will yield the following linear system for the unknown control point values of the vector

ui: [∫
Nj(t)NT

i (t)dt
]
ui =

∫
Nju(t)dt (4.18)

The solution to the linear system is then enforced as the appropriate control point quantities

ue in Eq. ( 4.7 )).

4.2.4 Neumann Boundary Conditions

Let the distributed load on the boundary be of the form f(x) applied on the reparametrized

region Γn on which the Neumann condition is applied, and x is the physical coordinate. Here,

we seek a work equivalent force fi of the form:

∫
f(x)δudx =

∑
i

fiδui (4.19)

where, δu(x) is a virtual displacement applied on the boundary Γn, and δui are the control

point values of the discretized virtual displacement δu(x). The control points here corre-

spond to the reparametrized curve shown in Figure  4.3 . Since a work equivalent force is

to be defined on the control points of the boundary surface parametrized by t, a change of

variables from x to t is necessary to apply the Neumann condition

fi =
∫
Ni(x)f(x)dx =

∫
Ni(t)f(x(t))

∣∣∣∣∣dxdt
∣∣∣∣∣dt =

∫
Nif(t)|J |dt (4.20)

where, J is the Jacobian associated with the variable change:

Jpq = ∂xp
∂tq

(4.21)
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where, xp is the pth component of x. This is very similar to Neumann boundary application

in FEM, where equivalent force is applied on the corresponding nodes on the Neumann

boundary. Using Eq. (  4.20 )), the value of fe is enforced in Eq. (  4.14 )).

4.2.5 Illustration with a One-Dimensional Example

To illustrate the boundary condition application, as shown in Figure  4.4 , a one-dimensional

bar under tension is immersed in either a domain fitting discretization (conforming bound-

ary) or in a larger domain (non-conforming boundary). In this problem, the two end points

of the bar represent the boundary. The bar is immersed in a background B-spline mesh.

The background is discretized into 5 knot spans using 7 control points. The corresponding

basis functions are shown in Figure  4.5 , where Ni,2 refers to the ith basis function of degree

2. When the immersed geometry conforms to the background discretization, homogeneous

Dirichlet boundary condition at point P0 is enforced by constraining the end control point

P0. The Neumann boundary condition, on the other hand, is applied as an enrichment.

(a)

(b)

Figure 4.4. A one-dimensional immersed boundary example  (a) Case 1: Im-
mersed domain conforming to background discretization  (b) Case 2: Immersed
domain not conforming to background discretization
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Figure 4.5. B-spline basis functions of the background domain

In the first case, the enrichment is conformal with the boundary of the cell (Figure  4.4a ).

The location of the enrichment is coincident with control point P6. Two degrees of freedom,

ue and uG associated with the enrichment will now be added to the system. We can then

rewrite Eq. ( 4.9 ) as

u =
[
N̂i N̂e N̂G

]

uc

ue

Ge


(4.22)

where, N̂i = (1 − W e)Nc
i , N̂e = W eN e, N̂G = W eN ed are the modified basis functions

corresponding to each degree of freedom. The influence of enrichment does not extend outside

of cell5. Therefore, the influence of Ne and NG also do not extend outside of cell5. Due to

the blending of the enrichment, the basis functions N4, N5, and N6 in cell5 are modified as

shown in Figure  4.6a . In the second case, the immersed domain does not conform to the

background discretization as shown in Figure  4.4b . The right end of the immersed bar is

located in the middle of cell5. In this case, it is not possible to apply the boundary condition

directly on the end control point. The underlying domain is now enriched at the end point

of the immersed bar. The basis function value at points outside the immersed domain are

set to equal to zero as shown in Figure  4.6b . In this example, the blending region covers

both cell4 and cell5, and so N3 to N6 require to be modified in the immersed domain. The

modification ensures that the partition of unity property still holds.
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(a) (b)

Figure 4.6. Basis functions of the enriched approximations  (a) Immersed
boundary conforming to the background discretization  (b) Immersed boundary
not conforming to the background discretization

4.2.6 Patch Test

To validate the developed method, a ‘patch’ test for both Dirichlet and Neumann condi-

tions is conducted. The patch test is intended to verify that the blended numerical approx-

imation is able to reproduce uniform displacement derivative or stress values. The chosen

immersed region is of size 1 × 1 with a Young’s modulus value of 1 and Poisson’s ratio of

0.3. The bottom edge is fixed and the top edge is under tension as shown in Section  4.2.6 . A

homogeneous Dirichlet condition is applied at the bottom. On the top, a Dirichlet condition

of constant displacement uy = 1 (Figure  4.7a ) or a Neumann condition of uniform stress of

fy = 1 (Figure  4.7b ) are applied. The patch is immersed in a B-spline discretization with

regularly spaced control points. A convergence study is also conducted with different cell

sizes. Elasticity theory dictates identical solution with a linearly varying displacement in the

vertical direction in both cases.

In the study, two error norms - energy norm (Eq. ( 4.23 )) and displacement norm (Eq. (  4.24 ))

- are defined to measure the error between the exact solution and numerical solution. In

addition, the influence of the weight functions listed in Eq. ( 4.2 )-(Eq. ( 4.4 ) are also evaluated.

errore =
{

1
2

∫
(εnum − εexact) : D : (εnum − εexact)dΩ

}1/2

(4.23)
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errord =
{∫

(unum − uexact) · (unum − uexact)dΩ
}1/2

(4.24)

where unum is the numerical result of displacement and uexact is the exact solution. Three

weight functions (Eq. ( 4.2 )-Eq. ( 4.4 )) are compared in the patch test. The blending cutoff

distance is chosen to be the size of one cell. The background mesh uses uniform knot

spacing on a degree-2 NURBS discretization with a regularly spaced grid of control points.

The result for patch test convergence study is shown in Figure  4.8 and Figure  4.9 .The cubic

and quartic spline weight functions yield solutions that are accurate to machine precision

even when coarse mesh is used due the exact integration of polynomials through Gaussian

quadrature. Exponential weight function causes less error as cell size decreases.
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(a) (b)

Figure 4.7. Illustration of boundary
condition application  (a) Dirichlet condi-
tion  (b) Neumann condition

Figure 4.8. Convergence study for the Dirichlet condition
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Figure 4.9. Convergence study for the Neumann condition

4.3 Algebraic Level Sets for Distance Measures And Point Classification

In the last section, an enrichment based technique for applying boundary conditions is

proposed for immersed boundaries (Eq. ( 4.5 )). In this problem, distance from the boundary

or interface serves as a measure of influence of the behavior on the boundary at a point in the

underlying domain. Therefore, inexpensive distance calculations from parametric boundaries

are critical to the developed procedure. The need for distance measure in the present study

is illustrated in Figure  4.10 . An arbitrary closed boundary is immersed in the spline mesh,

with the the red crosses representing the quadrature points outside the domain while the

blue crosses are quadrature points inside the domain. Γd and Γn denote the Dirichlet and

Neumann boundary.

While the use of Newton-Raphson iterations to estimate distance to a parametric bound-

ary is most common [ 125 ], [ 126 ], the numerical iterations need to be carried out at every

quadrature point. In addition, the Newton-Raphson iterations may also be non-robust in

that more than one point on the immersed surface may be equidistant from a quadrature

point. An alternative idea is to construct a polytope approximation to the boundary to esti-

mate distance [ 127 ], [ 128 ]. However, a polytope approximation will not retain the parametric

details of the boundary that enables computation of normals and curvatures that are critical

to the evolution of the boundary under physical forces. In this study, we build on the recent

work of the corresponding author and colleagues [ 120 ], [ 121 ] to construct signed algebraic

level sets that provide both distance measures as well as point classification. The algebraic
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level sets preserve the exact geometry of low-degree (2 or 3) NURBS curves/surface and

avoid iteration. Specifically, in the present study, the algebraic level sets provide a measure

of distance to the enrichment at each quadrature point.

Figure 4.10. Role of algebraic level sets in CAD-CAE integration

The main idea behind the algebraic distance field is to implicitize the parametric entity

and use the level sets of the implicitized function as a measure of distance. The implicitization

of parametric entities is based on the resultant theory, which is described in the seminal

research of Sederberg [ 129 ]. The resultant of a parametric entity is the determinant of a

matrix of the form det(MB(x)) = 0, which gives the implicit representation of the parametric

entity. Furthermore, for any point x that is not on the curve, Γ = det(MB(x)) is a measure

of distance from the curve. Upreti and Subbarayan [  120 ], [ 121 ] utilized the resultant to

construct signed algebraic level sets. We describe the procedure pictorially in Figure  4.11 ,

Figure  4.12 and Figure  4.13 .
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Figure 4.11. Procedure to construct algebraic distance field for Bezier curves

Figure 4.12. Procedure to construct algebraic distance field for NURBS curves

Figure 4.13. Procedure to construct signed algebraic level sets
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Once the signed algebraic level sets are constructed, the sign is used for point membership

classification. For a multiply connected domain, R-functions [ 130 ] are used to compose signed

algebraic level sets.

4.4 Numerical Examples

Figure  4.14 describes the general procedure to implement the developed methodology.

First, the B-rep model is generated in the CAD system. The geometry of the enriching

boundary should also be constructed with the appropriate lower dimensional NURBS rep-

resentation. This can be done by trimming the B-rep model and extracting the trimmed

region where the boundary condition is to be applied. Immersing the B-rep model in the

NUBRS background mesh, for each quadrature point, the signed distance field is utilized

to classify the point relative to the boundary. If the quadrature point is inside, then the

solid’s material property is assigned to it. If not, a numerically small value α is used as the

elastic modulus so that the contribution of the point is numerically insignificant. Ruess et

al. [  131 ] point out that for lower order splines, the resulting stiffness matrices are sufficiently

well conditioned to allow the application of standard preconditioned iterative solvers. But,

for higher order splines, the penalization leads to strongly ill-conditioned matrices that re-

quire the application of direct solvers. In our study, we used a direct solver and chose α

to be 10−6. The boundary condition is assigned to the corresponding degree of freedom of

the enrichment: Dirichlet bounday on u and Neumann on G. The next step is to assem-

ble the system following the procedure outlined in Section Section  4.2 . Finally, solving the

assembled matrix system, we obtain the displacement solution at each control point of the

underlying domain. In the following subsections, several numerical examples are illustrated.

For simplicity, all parameters are dimensionless, the size of computational region is 1 × 1,

Young’s modulus is 1 and Poisson’s ratio is 0.3.

4.4.1 Plate with a Single Hole

The first example is of a plate with single hole under uniform tension.The geometry,

loading, and boundary conditions are described in Figure  4.15a and the CAD model is shown
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Figure 4.14. CAD-EIGA integration: flow of control during analysis

in Figure  4.15b . The B-rep model is immersed in the NURBS background grid shown in

Figure  4.15c . In this example, we construct the NURBS grids such that the outer boundary

of the CAD geometry conforms to the boundary of the grid cell. Thus, the cells in the brown

region lie outside the domain of interest and may be discarded. The algebraic distance field is

as shown in Figure  4.15d and the sign of algebraic distance field enables point classification.

In Figure  4.15e , the red region represents the domain of interest. The weight field shown

in Figure  4.15f describes the influence of the boundary condition on the underlying domain.

The closer the point is to the boundary, the higher its weight. The cutoff distance for the

blending region is set to two times of the element size. The Von Mises stress resulting from

the analysis is shown in Figure  4.15g . The results clearly capture the stress concentration

in the periphery of the hole.
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 4.15. Example 1: Plate with a single hole  (a) Problem description  (b) 

Problem domain and boundaries that are enriched  (c) Immersed geometry  (d) 

Algebraic distance field  (e) Point classification  (f) Weight field  (g) Von Mises
stress

Figure  4.16a shows the distribution of σ22 in the plate. We next carried out a con-

vergence study by varying the spacing of the background NURBS grid and compared the

solution convergence against the known analytical solution for the problem [ 132 ]. The stress

concentration factor in the plot is defined as SCF = σmax
σnom

, where σnom is the nominal stress

due to a uniform load that one would expect on the section if there were no stress concen-

tration. As can be seen from Figure  4.16b , with the decrease of the grid spacing or cell size,

the stress concentration factor converges to the analytical result of 2.8.
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Figure 4.16. Convergence of σ22

 (a) σ22  (b) Convergence of stress concentration factor

4.4.2 Plate with Multiple Holes

This example builds on the first one by increasing the number of holes in the domain.

The external geometry, material and boundary conditions are the same as before. Interior to

the plate is however different; it now contains nine holes instead of a single one. The details

of this example are shown in Figure  4.17 . The background NURBS grid used is 200 × 200.

As before, the blending region is twice the grid spacing. Now, each hole causes the stress to

concentrate.
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(a) (b)

(c) (d)

Figure 4.17. Example 2: Plate with multiple holes  (a) Problem description
 (b) Problem domain and boundaries that are enriched  (c) Point classification
 (d) Von Mises stress

4.4.3 Curved T-structure

In this example, a curved T-shape under uniform compressive load on the top is analyzed.

Figure  4.18b shows the model geometry. The boundary of the geometry is not coincident

with the edge of the background grid. Figure  4.18c shows the T-geomentry immersed in the

NURBS background mesh. The signed algebraic level set that enables point classification

is shown in Figure  4.18d . The weight field constructed on the boundaries is shown in Fig-

ure  4.18e . The background grid is 200×200 and the the blending region is twice the NURBS

grid spacing as before. The Von mises stress generated through the analysis is shown in Fig-

ure  4.18f . It is clear that even though the applied pressure is uniform, the sharp corner is a

source of significant stress concentration.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.18. Example 3: Curved T-shape  (a) Problem description (b) Problem
domain and boundaries that are enriched  (c) Immersed geometry  (d) Point clas-
sification (e) Weight field  (f) Von Mises stress on deformed shape

4.4.4 Loaded wheel

The fourth example is that of a wheel under compression. The diameter of the wheel is

0.9 units and the applied pressure on top is 1. The length of the boundary on which the

pressure is applied is 0.02 units. A region of the same size is fixed on the bottom of the

geometry. The background mesh is again 200 × 200 and the blending region is again twice

the grid size. As can be seen in Fig.  4.19f , the applied load is transferred to the hub by the
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nearest spokes. The deformation is consistent with the expectation that the wheel will be

flattened under the load.

(a) (b)

(c) (d)

(e) (f)

Figure 4.19. Example 4: Curved T-shape  (a) Problem description (b) Problem
domain and boundaries that are enriched  (c) Immersed geometry  (d) Point clas-
sification (e) Weight field  (f) Von Mises stress on deformed shape

4.5 Summary

In this chapter, a CAD-CAE integration method that relies on immersing the CAD B-rep

model into a regular NURBS analysis grid is proposed. Unlike the common weak imposition

114



of boundary conditions in mesh free method, the approach described here enables direct

application on the degree of freedom associated with the boundary.

The analysis methodology utilizes Enriched Isogeometric Analysis, which utilizes extra

degrees of freedom defined on the enriching boundary to blend fields with known behavior

with those defined on the underlying analysis grid. This method avoids weak imposition of

the boundary condition that is known to lead to poor numerical conditioning of the matrix

system.

The proposed CAD-CAE integration approach eliminates mesh generation, retains a

geometric representation of the boundaries that are exact to the CAD model, and enables

exact to CAD point containment queries during analysis. The accuracy of the proposed

method was demonstrated through both patch test as well as convergence analysis on a

benchmark problem. In the patch test, decreasing the cell size leads to less error when using

exponential weight function, while the cubic or quartic weight function yields solutions that

are accurate to machine precision. In another benchmark test of a plate with hole under

tension, the stress intensity factor was shown to converge to the theoretical solution with

decreasing cell size. Several numerical examples were also provided to demonstrate the

application and power of the developed method.
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5. PARAMETRIC STITCHING FOR SMOOTH COUPLING OF

SUB-DOMAINS

In this chapter, a new application of EIGA, termed parametric stitching, is proposed for

smooth coupling of sub-domains with non-matching discretizations. The proposed technique

couples NURBS patches by enforcing compatibility on the field approximations directly with

a coupling interface along the shared boundary of adjacent NURBS patches. Essentially, this

method uses a lower dimensional NURBS entity to join two or more NURBS patches adjacent

to each other, and so it is termed parametric stitching or stitched NURBS (SNURBS).

When multiple rational spline patches combine at an T-junctions or an extraordinary

vertex, interaction between multiple edge enrichments is unavoidable. To assure smoothness

at such points, a vertex enrichment is used to couple two or more edges that intersect at the

point. An enrichment on the intersecting edges is then used to pairwise couple patches. In

general, when stitching together multiple patches, a single patch may be enriched by more

than one edge, therefore a hierarchical enriching procedure is necessary and is also developed

in this chapter.

The developed methodology enables a unified, isoparametric representation of geometry

and behavior that closes the gaps between geometric subdomains as well as smoothly couples

the fields on the (composed or) decomposed subdomains. It enables localized gradients of

fields that assure arbitrary smoothness at the interface between coupled subdomains. These

attributes automatically allow modular construction of coupling subdomains with arbitrary

smoothness.

5.1 Methodology for Smooth Field Coupling

In this section, the basic methodology for stitching two patches is first described. The

methodology is next extended to smoothly couple multiple patches. The continuity condi-

tions on the fields for the coupling of multiple patches are also derived.
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5.1.1 Construction of Enriched Field Appoximations

The coupling procedure is illustrated in Figure  5.1 : Γi is the coupling interface of each

patch that are part of the boundary of the associated patch ∂Ωi. It is assumed that the two

patches share a compatible interface geometry denoted by Γe, i.e., Γe ≡ Γi.

Figure 5.1. Illustration of non-matching parametric domains. The interfaces
are shown separated for clarity, but Γe ≡ Γi.

The enriching approximation is constructed from the coupling interface Γe over the sub-

domain Ωi. The enriched field approximation (Eq. ( 5.1 )) is constructed as a function of

the normal distance from the boundary Γe. Thus, at a parametric location (ξ, η) on the

enriching boundary, in the direction normal to the boundary, The enriching approximation

can be expressed through a generalized Taylor’s series expansion of the form:

fΓe(ξ, η, d) = f 0(ξ, η) +
∞∑
m=1

1
m!f

m(ξ, η) dm (5.1)

where, f 0 is the constant term and fm = ∂mf
∂nm

is the mth directional derivative of the field in

the normal direction at the parametric location (ξ, η) of the boundary, and d is the distance

in the normal direction at the point on the boundary. When constructing the approximation,

the term f 0 and the derivatives fm are in turn isoparametrically approximated as described

in Eq. ( 5.2 ). Thus,

f 0(ξ, η) =
nk∑
k=1

nl∑
l=1

Rkl(ξ, η)f̄ 0
kl (5.2)

fm(ξ, η) =
nk∑
k=1

nl∑
l=1

Rkl(ξ, η)f̄mkl (5.3)
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with f̄ 0
kl, f̄

m

kl being the unknowns that are obtained during the solution process.

Now, the coupling of the two subdomains at the interface is achieved by defining the func-

tion fΓe in Eq. ( 5.1 ) as corresponding to the interface geometry Γe. Thus, the approximate

blended field within each subdomain Ωi is

fi(x) = [1− w(di(x))] fΩi(x) + w(di(x))fΓe(ξ, η, di(x)) (5.4)

where, di(x) and w(di(x)) denote the distance from the boundary Γe to a point in the

domain Ωi, and the weight value that provides the influence of the field approximation on the

boundary Γe as a function distance, respectively. fΩi(x) is the underlying field approximation

in the domain Ωi, fΓe is the enrichment intended for subdomain Ωi, and fi(x) is the resulting

blended approximation in Ωi. In general, using identical values of f̄ 0
kl and f̄

m

kl in Eqs. (  5.2 )

and ( 5.3 ) in both domains ensures the continuity of the field across the interface. However,

one may choose to keep the value of f̄ 0
kl the same between the two subdomains but keep

two distinct values of f̄kl to allow derivative discontinuity as at a material interface. The

advantage of this formulation is that it may be expanded to arbitrary order to achieve the

desired smoothness across the boundary. The constructed approximation allows arbitrary

smoothness, but additional unknowns are introduced at the control points of the enriching

interface Γe as defined in Eqs. (  5.2 ) and ( 5.3 ).

While the NURBS approximation for fΓe(x) in Eq. ( 5.1 ) is arbitrary, it may be convenient

to use the approximation corresponding to the underlying approximation on Γi, that is, fΓe is

the value of fΩi along the patch boundary Γi. In this study, we chose fΓe as corresponding to

the boundary with the coarser discretization (for example, Γ1 in the illustration of Figure  5.1 ).

This choice along with enforcement of derivative continuity leads to the value of the field

at the interface being captured by a set of unknowns representing the interface, namely, f̄ 0
kl

and f̄
m

kl. Since the normal derivatives are defined independent of the underlying subdomain

approximations, the interacting physical forces are fully described by the unknowns f̄ 0
kl and

f̄
m

kl in each subdomain. Therefore, no interaction between the subdomains needs to be

considered when constructing the system stiffness matrix – the interfacial unknowns fully
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describe the coupling. Thus, the proposed methodology enables parallel assembly as well as

a modular procedure to construct the coupling problem.

5.1.2 Construction of Hierarchically Enriched Approximations

In this section, we extend the above described procedure to a domain constructed from

multiple rational spline patches. In the developed approach, an enrichment at a vertex is

used to couple one or more edges that intersect at the point, an enrichment at the intersecting

edge is used to couple one or more surfaces and so on. In general, when stitching together

multiple patches, a single patch may be enriched by more than one edge (see Section  5.1.2 ).

It is thus necessary to assign weights for each enrichment so that partition of unity is not

violated. The procedure to construct the fields in a hierarchical manner is elaborated below.

Figure 5.2. A domain decomposed into multiple patches with pairwise edge enrichments.

In a multi-patch domain approximation, the field approximated by each edge is blended

sequentially in a patch. Without loss of generality, we consider an enriching scalar field

blended with the underlying patch approximation as:

f(x) = (1−
n∑

i=1
w̄i(x))fΩ(x) +

n∑
i=1

w̄i(x)fΓi(P(x)) (5.5)
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where, fΓi is the enriching approximation from the ith enrichment defined in Eq. ( 5.1 ), w̄ is

the composite weight function for the ith enrichment constructed as:

w̄i(x) = wi(x)Πi−1
j=1(1− wj(x)) (5.6)

Here, wi(x) ≡ w(di(x)) is the weight function based on normal distance from the enriching

geometric entity Γi.

Eq. ( 5.6 ) isogeometrically blends weights from multiple enriching edges at a point in the

domain. However, the above expression does not construct a smooth field at the intersection

of the edges surrounding the vertex (Section  5.1.2 ).

To achieve smoothness at these intersection points, a hierarchical enriching methodology

is developed here. The core idea is to use lower dimensional enrichment to stitch higher

dimensional domain. Specifically, a vertex is used to stitch edges, the composed enrichment

of edges is applied to stitch faces and the composed enrichment of faces is then used to stitch

bodies and so on.

The blending procedure is as follows. The scalar field at a vertex can be defined in any

direction by its directional derivative as:

fV (dV ) = f̄ 0
V +

∞∑
m=1

1
m! f̄

′m
V dmV (5.7)

where, dV ≡ dV (x) is the distance to the vertex from the spatial location x, f̄ 0
V is the

(unknown) value at the vertex, and f̄ ′mV is the unknown mth directional derivative at the

vertex.

Next, the field approximation at the vertex is applied to enrich the edges:

f 0V
Ei (ξ) = (1− wV (dV ))f 0

Ei(ξ) + wV (dV )fV (dV ) (5.8)

where, ξ is the parametric inverse of x on the edge curve, wV (dV ) is the value of the weight

associated with the vertex at the point on the edge, and f 0
Ei(ξ) is the approximation to the
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constant term on the ith edge (Eq. (  5.2 )). f 0V
Ei (x) is the vertex enriched field for a point on

the edge.

Following the above process, the approximated field near the ith edge can thus be ex-

panded as:

fEi(dEi) = f 0V
Ei (P(x)) +

∞∑
m=1

1
m!f

′m
Ei (P(x))dmEi (5.9)

where, dEi ≡ dEi(x) is the distance to the edge from x. Continuing similarly, assuming that

nE edges enrich the face, the edge enriched constant term for a face is:

f 0E
Fj (ξ, η) = (1−

nE∑
i=1

w̄Ei(dEi))f 0
Fj(ξ, η) +

nE∑
i=1

w̄Ei(dEi)fEi(dEi) (5.10)

where, as before, dEi ≡ dEi(x(ξ, η)), f 0
Fj(ξ, η) is the approximation to the constant term on

the jth face, and w̄Ei(x) is the composite weight function introduced in Eq. ( 5.6 ) with respect

to the edge i. Thus, the approximated field expanded from the surface is:

fFj(dFj) = f 0E
Fj (P(x)) +

∞∑
m=1

1
m!f

′m
Fj (P(x))dmFj (5.11)

where, dFj ≡ dFj(x) is the distance to the jth face. Eq. ( 5.11 ) is then used to enrich the

body. Assume that there are nF faces enriching the body. The field within the body is

approximated as :

f 0F
B (ξ, η, ζ) = (1−

nF∑
j=1

w̄Fj(dFj))f 0
B(ξ, η, ζ) +

nF∑
j=1

w̄Fj(dFj)fFj (5.12)

where, dFj ≡ dFj(x(ξ, η, ζ)) is the distance to the face, w̄Fj is the composite weight function

with respect to jth face, f 0
B is the approximation to the constant term in the body.

5.1.3 Continuity Conditions for Enriched Field Approximations

The continuity conditions are first derived across an edge that is used to blend two

subdomains. These conditions are then used to derive the continuity conditions within a

subdomain at the edge of the blending region.
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Continuity Across a Stitching Edge Connecting Two Patches

The continuity condition will be discussed for both across interfaces and within patches.

In Figure  5.3a , the two subdomains Ω1 and Ω2 are connected by the interface Γ. In the

blending region Ωei, the field is approximated as:

fi = (1− w)fΩi + wfΓ (5.13)

where, i = 1, 2. In the above expression, the arguments of the scalar field and the weight field

are left out for ease of reading. Its directional derivative along the normal to the interface

is:

f ′i = (1− w)f ′Ωi − w
′fΩi + wf ′Γ + w′fΓ (5.14)

Similarly, the mth directional derivative f ′mi can be derived as:

f ′mi = f ′mΩi +
m∑

i=0

(
m

i

)
(f ′iΓ − f ′iΩi)w

′m−i (5.15)

The continuity of the mth derivative across the interface Γ requires that the left and right

limits be equal, that is:

f ′m1 = f ′m2 on Γ (5.16)

Thus, function continuity across Γ is assured by either of the following two conditions:

fΩ1 = fΩ2 on Γ (5.17)

or

w = 1 on Γ (5.18)

Generalizing, there are two sets of condition that lead to Cm smoothness across the interface:

fΩ1 = fΩ2 , f
′
Ω1 = f ′Ω2 , ..., f

′m
Ω1 = f ′mΩ2 , on Γ (5.19)
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or

w = 1, w′ = 0, ...w′m = 0, on Γ (5.20)

(a)

(b)

Figure 5.3.  (a) Weight function of adjacet patches  (b) weight function within one patch

In general, it is either difficult or not desirable to constrain the fields as required in

Eq. ( 5.19 ). However, it is relatively easy to satisfy the required smoothness condition across

the interface by choosing the weight field such that Eq. ( 5.20 ) is satisfied.

Continuity Across Blending Edges within a Patch

The continuity within the domains requires consideration in three parts. The first is the

region over which blending occurs between the underlying domain and any one enrichment(Ωi

in Figure  5.3a ); the second region is the intersection between any one enriched region and

other enriched regions (Ωe1 ∩ Ωe2 in Figure  5.3b ); the third part that requires attention is

the vertex. The domain Ωi is divided into the blended region Ωei and the non-blended region
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Ωi/Ωei . The field outside of the blended region Ωei is clearly fΩi . Inside the blending region,

the field is constructed as:

fei = (1− w)fΩi + wfΓ (5.21)

Thus, the mth directional derivative in the blended region is the same as given in Eq. ( 5.15 ).

The condition for Cm smoothness on the boundary Γei between Ωi/Ωei is either

fΩi = fei , f
′
Ωi = f ′ei , ..., f

′m
Ωi = f ′mei on Γei (5.22)

or

w = 0, w′ = 0, ..., w′m = 0, on Γei (5.23)

Now consider the continuity condition across the blending regions in Figure  5.3b . Ωe1/Ωe2

and Ωe1 ∩Ωe2 . Outside of the intersection region Ωe1 ∩Ωe2 , the field is only enriched by one

edge:

fei = (1− w)fΩ + wfΓi (5.24)

Inside Ωe1 ∩ Ωe2 , the field is enriched by two edges:

fe12 = (1− wΓ2) [(1− wΓ1)fΩ + wΓ1fΓ1 ] + wΓ2fΓ2 (5.25)

The above blending is dependent on the sequence by which the two enrichments are blended

with the underlying domain. In the above expression, the underlying field is enriched with

the field fΓ1 first. By comparing the mth directional derivative at the boundary of this region,

we get the two sets of conditions as before:

fΓ1 = fΓ2 , f
′
Γ1 = f ′Γ2 , ..., f

′m
Γ1 = f ′mΓ2 , on Γe12 (5.26)

or

wΓ2 = 0, w′mΓ2 = 0, ..., w′mΓ2 = 0, on Γe12 (5.27)
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If the sequence of blending operations is reversed so the underlying field is enriched with fΓ2

first, then the condition in Eq. ( 5.27 ) becomes:

wΓ1 = 0, w′mΓ1 = 0, ..., w′mΓ1 = 0, on Γe21 (5.28)

The final location that needs discussion is the vertex. The continuity condition requires

that the limit of the function exits at the vertex. In the neighborhood of vertex V in domain

Ω, the field is:

f = (1−
n∑

i=1
w̄Ei)fΩ +

n∑
i=1

w̄EifEi (5.29)

The mth directional derivative of the above expression is

f ′m = f ′mΩ −
n∑
p=0

(
m

p

)
f ′pΩ w̄

′m−p
Ei +

n∑
p=0

(
m

p

)
f ′pEiw̄

′m−p
Ei (5.30)

From the earlier-described hierarchical blending procedure, the limit of Eq. ( 5.30 ) tends to

f ′mV if either of the following conditions hold:

fΩ = fEi = fV , f
′
Ω = f ′Ei = f ′V , ..., f

′m
Ω = f ′mEi = f ′mV at V (5.31)

or

wEi = 1, w′Ei = 0, ...w′mEi = 0, wV = 1, w′V = 0, ..., w′mV = 0 at V (5.32)

As with continuity across the interface between two subdomains, in general, it is either

difficult or not desirable to constrain the fields as required in Eqs. (  5.22 ), ( 5.26 ) and (  5.31 ).

However, it is relatively easy to satisfy the required smoothness condition by choosing the

weight field such that Eqs. ( 5.23 ), ( 5.27 ), ( 5.28 ) and ( 5.32 ) are satisfied.

The basic idea is to construct the weight function such that, the weight is 1 on the inter-

face and 0 at the edge of blending region. To ensure greater smoothness, the corresponding

directional derivative should also be 0 at both the enrichment and the edge of blending

region.

125



5.2 P-Stitching Formulation for Elasto-Static Problems

The proposed general formulation for coupling fields is specialized for elasto-static prob-

lems in this section. Consider an elastic body with subdomains as illustrated in Section  5.2 .

The body is subjected to Dirichlet boundary conditions ū on Γu and traction t̄ is enforced on

Γt with Γu ∩ Γt = ∅. While the developed procedure is generally valid for stitching overlap-

ping domains, for simplicity, the domain illustrated here is composed of two non-overlapping

subdomains Ω1 and Ω2 such that ⋃2
α=1 Ωα = Ω, with Γe as the coupling interface.

Ω"

Ω#

Γ%

𝑥

𝑦

Γ(

Γ)

�̅�	

𝒖.	

Figure 5.4. Problem domain consisting two subdomains that need to be
smoothly coupled.

With displacement compatibility and traction reciprocity conditions enforced along the

coupling interface, the elasticity problem is written as follows:

∇ · σ + b = 0 in Ω (5.33a)

u = ū on Γu (5.33b)

t = t̄ on Γt (5.33c)

u(1) − u(2) = 0 on Γe (5.33d)

t(1) + t(2) = 0 on Γe (5.33e)

For analyzing the elastic behavior, we consider the expansion of the coupling field to the

first order in Eq. (  5.1 ). The displacement field u(x) is the unknown that is required to be

compatible along the coupling interface. The gradients of the displacements may or may
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not be compatible depending on the nature of the materials in the two subdomains. Thus,

a first-order reduction of Eq. ( 5.4 ), specialized for the current elasticity problem is:

ui(x) = (1− w(di))uΩi(x) + w(di)(u0
Γe(P(x)) + uΓe(P(x)) d) (5.34)

where, the subscript i denotes the subdomain, uΩi is the displacement approximation on

Ωi, u0
Γe is the displacement approximation on the coupling boundary Γe, and uΓe is the

approximation of the displacement gradient normal to the coupling interface, that is, uΓe =

∂u/∂n.

Over the support region of the associated weight field w(di), the composed displacement

is a blending of the displacement associated with neighboring domains and the first-order

approximated displacement associated with the coupling boundary. For points outside of

the support region, the displacement field is fully resolved by the approximation on the

associated parametric domains.

Since the size of the blending region (that is, the support region of w(di)) is arbitrary,

one choice is to make the support edge coincide with the Euclidean locations corresponding

to the knots of the underlying domain. However, this leads to a non-uniform dmax in ?? over

the blending region. Therefore, in the present study, dmax is held fixed while the integration

is carried out over the first non-zero knot span of the domain, as illustrated in Section  5.2 .

Figure 5.5. Integration cell in the parametric space (left) and in Euclidean
space (right). In general, the integration cell corresponding to the first non-
zero knot-span does not coincide with the edge of the blending region.

127



5.2.1 Discretization for Blending of Two Patches

The discretized form of the coupling approximation Eq. ( 5.34 ) is:

ui(x) =
[
(1− w(di))RΩi(x) w(di)RΓe(P(x)) w(di)diRΓe(P(x))

]

ūΩi

ū0
Γe

ūΓe


(5.35a)

= [RΩi R
0
Γe RΓe ]{ū} (5.35b)

= [R]{ū} (5.35c)

where, RΩi and RΓe are the basis function matrices associated with the subdomains and the

coupling interface, respectively. ūΩi , ū
0
Γe , ūΓe are the degrees of freedom corresponding to

the nodal unknowns of the fields uΩ, u0
Γe and uΓe , respectively.

The strain field approximation is now obtained in the standard manner as:

ε = ∇su = [B]{ū} (5.36)

where, ∇s is the symmetric gradient operator and for the three-dimensional problem it is

defined as

∇s =



∂/∂x 0 0

0 ∂/∂y 0

0 0 ∂/∂z

0 ∂/∂z ∂/∂y

∂/∂z ∂/∂x 0

∂/∂y ∂/∂x 0
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The strain-displacement matrix [B] takes the following form:

[B] = [BΩi B
0
Γe BΓe ] (5.37a)

=


−[RΩi ]T [∇w]T + (1− w)[∇RΩi ]T

[RΓe ]T [∇w]T + w[∇RΓe ]T

di[RΓe ]T [∇w]T + w[RΓe ]T [∇di]T + wdi[∇RΓe ]T


T

(5.37b)

The discretized weak form of Eq. ( 5.33 ) may be expressed as [K]{ū} = {f}, which could

be further expanded into block matrices as follows.



KΩ1Ω1 0 KΩ1Γ0
e KΩ1Γ′e1

0

0 KΩ2Ω2 KΩ2Γ0
e 0 KΩ2Γ0

e

KT
Ω1Γ0

e
KT

Ω2Γ0
e

KΓ0
eΓ0

e KΓ0
eΓ′e1

KΓ0
eΓ′e2

KT
Ω1Γ′e1

0 KT
Γ0

eΓ′e1
KΓ′e1Γ′e1

0

0 KT
Ω2Γ′e2

KT
Γ0

eΓ′e2
0 KΓ′e2Γ′e2





ūΩ1

ūΩ2

ū0
Γe

ū′Γe1

ū′Γe2


=



fΩ1

fΩ2

0

0

0


(5.38)

where, KIJ =
∫

Ω [BI ]T [D][BJ ]dΩ with I, J = Ωi,Γ0
e,Γ′ei for i = 1, 2 and [D] is the constitutive

matrix. The discrete force vector fΩi associated with the subdomains is

{fΩi} =
∫

Ω
[R]T{b̄}dΩ +

∫
Γt

[R]T{t̄}dΓ (5.39)

where , b̄ is the prescribed body force per unit volume, and t̄ is the prescribed traction over

the Neumann boundary Γt.

5.2.2 Discretization for Hierarchical Blending of Multiple Patches

The hierarchical blending procedure for elasto-static problem is illustrated in Section  5.2.2 .

A new vertex enrichment is introduced at the intersection of the edges. Four extra degrees of

freedom are associated with the vertex, uvx, uvy, Gvx, Gvy, corresponding to the displacement

and gradient at the vertex in x and y direction.
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Figure 5.6. Illustration of Hierarchical Blending

A quadrature point is first projected to each enrichment Γi with the associated distance

to each enrichment being denoted as dΓi . The blending field is now expressed as:

u = (1− wΓ2(dΓ2))[(1− wΓ1(dΓ1))uΩ + wΓ1(dΓ1)uΓ1 ] + wΓ2(dΓ2)uΓ2 (5.40)

where uΩ, is the field associated with the underlying domain,uΓi is the field expanded from

Γi. Using first order expansion, the approximation of the field in the neighborhood of the

edge is:

uΓi = u0V
Γi +GΓidΓi (5.41)

where, u0V
Γi is the vertex-enriched displacement field on the ith interface, GΓi is the directional

gradient of the field and dΓi is the distance. Notice that the term u0V
Γi arises out of hierarchical

blending described earlier in Eq. ( 5.8 ):

u0V
Γi = [1− wV (dV )]u0

Γi + wV (dV )(uV +GV dV ) (5.42)

where GV is a diagonal matrix of non-zero entries Gvx and Gvy.
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For multi-patch stitching with vertex enrichment, the discretized form on any given patch

is:

u =



(1− wΓ1 − wΓ2 + wΓ1wΓ2)RΩ

wΓ1(1− wΓ2)(1− wv1)RΓ1

(1− wΓ2)wΓ1dΓ1RΓ1

wΓ2(1− wv2)RΓ2

wΓ2dΓ2RΓ2

[wΓ1(1− wΓ2)wv1 + wΓ2wv2 ]I

wΓ1(1− wΓ2)wv1dv1 + wΓ1wv1dv2



T 

ūΩ

ū0
Γ1

ūΓ1

ū0
Γ2

ūΓ2

ū0
v

ūv



= [N ]T{d} (5.43)

The corresponding strain-displacement [B] matrix takes the following form:

B =



−[RΩ]T ([∇wΓ1 ]T + [∇wΓ2 ]T ) + (1− wΓ1 − wΓ2 + wΓ1wΓ2)[∇RΩ]T

+(wΓ1 [∇wΓ2 ]T + wΓ2 [∇wΓ1 ]T )[RΩ]T

[∇wΓ1 ]T (1− wΓ2)(1− wv1)[RΓ1 ]T − wΓ1 [∇wΓ2 ]T (1− wv1)[RΓ1 ]T

−wΓ1(1− wΓ2)[∇wv1 ]T [RΓ1 ]T + wΓ1(1− wΓ2)(1− wv1)[∇RΓ1 ]T

[∇wΓ1 ]T (1− wΓ1)− wΓ1 [∇wΓ2 ]T [RΓ2 ]T + wΓ1(1− wΓ2)[∇RΓ1 ]T )dΓ1

+[∇dΓ1 ]TwΓ1(1− wΓ2)RΓ2 ]T

[∇wΓ2 ]T (1− wv2)[RΓ2 ]T − wΓ2 [∇wv2 ]T [RΓ2 ]T + wΓ2(1− wv2)[∇RΓ2 ]T

[∇wΓ2 ]TdΓ2 [RΓ2 ]T + wΓ2 [∇dΓ2 ]T [RΓ2 ]T + wΓ2dΓ2 [∇RΓ2 ]T

{[∇wΓ1 ]T (1− wΓ2)wv1 − wΓ1∇wΓ2wv1 + wΓ1((1− wΓ2)∇wv1 +∇wΓ2wv2 +∇wv2wΓ2)}I

[∇dv1]TwΓ1(1− wΓ2)wv1 + dv1{[∇wΓ1 ]T (1− wΓ2)wv1 − wΓ1 [∇wΓ2 ]Twv1 + wΓ1(1− wΓ2)[∇wv1 ]T}

+[∇dv2]TwΓ2wv2 + dv2{[∇wΓ2 ]Twv2 + wΓ2 [∇wv2 ]T}



T

(5.44)

Note that in terms corresponding to the vertex, I is identity matrix, dvi is a vector whose com-

ponents are the distance to the projected point on the edges from the vertex (Section  5.2.2 ).

5.3 Patch Tests

The developed methodology was first validated through two-dimensional and three-

dimensional patch tests in which unit traction was applied as illustrated in Figure  5.7 . The
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non-overlapping subdomains, Ω1 and Ω2, were coupled through a stitching interface Γe along

the shared boundary using the above-described methodology. Subdomains with identical as

well as dissimilar materials were considered to test the ability to reproduce discontinuities

in the displacement derivatives across the stitching interface. Elastic modulus of E = 1

and Poisson’s ratio of ν = 0.3 were assumed when modeling homogeneous domains. The

degrees of the NURBS basis functions used to approximate the subdomains, either linear or

quadratic, were kept identical for both subdomains as well as the coupling interface in all

the tests. Standard 3-point Legendre-Gauss numerical integration was used as the baseline

quadrature scheme, but the order of quadrature depended on the chosen weight function

form. Six and eight point quadrature were used when the weight function was of exponential

form.

5.3.1 Two-Patch Domains

First we describe patch tests on coupled two-patch NURBS domains. Three types of

discretization schemes including matching, hierarchical and non-matching were considered.

The matching scheme assumes a conforming discretization for both subdomains with the

size of h1 = h2 = 1/3i with i taking on sequential values that produced refined meshes. The

hierarchical scheme had a periodically matching discretization for Ω1 and Ω2 with h1 = 1/3i

and h2 = 1/6i, respectively. In the non-matching refinement, the two subdomains had a

non-conforming discretization of h1 = 1/(4i− 1) and h2 = 1/(8i− 1).

To judge convergence rate, The relative L2 norm of the error in displacement and strain

energy as defined below:

ēL2 = ‖u
ex − uh‖L2

‖uex‖L2

=

{ ∫
(uh − uex)T (uh − uex)dΩ

}1/2

{ ∫
(uex)T (uex)dΩ

}1/2 (5.45a)

ēen = ‖u
ex − uh‖en

‖uex‖en
=

{
1
2
∫

(εh − εex)TD(εh − εex)dΩ
}1/2

{
1
2
∫

(εex)TD(εex)dΩ
}1/2 (5.45b)
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Figure 5.7.  (a) Patch test setup and  (b) expanded view of the individual
subdomains and the coupling interface.

(a) (b)

Figure 5.8.  (a) uy solution and  (b) σyy solution on two-patches with regular edges

The u2 displacement and σyy stress field in the patch test are shown in Figure  5.8 for the

coarsest mesh. The convergence test result in Figure  5.9 shows that for two sub-domains

with regular edge, machine precision is achieved even with the coarsest mesh.

5.3.2 Generalization to Patches with Curved Edges

In general, if the edges of the patches are arbitrary in shape, two issues arise: accuracy

of projecting a domain point to the edge and accuracy of carrying out quadrature. These
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(a) (b) (c)

Figure 5.9.  (a) The relative L2 norm of error in displacement on a two-patch
domain with a regular edge  (a) The relative energy norm of error on a two-
patch domain with a regular edge  (c) Illustration of the coarsest mesh used in
the study.

issues are elaborated below. Isogeometric blended field approximation was described earlier

in Eq. ( 5.4 ):

fi(x) = [1− w(di(x))] fΩi(x) + w(di(x))fΓe(ξ, η, di(x)) (5.46)

In the above representation, to evaluate the enriching field at a spatial location x, fΓe(ξ, η, di(x)),

knowledge of the parametric location and distance to the parametric surface (ξ, η, di(x)) is

necessary. That is, the spatial location x needs to be projected to the enriching surface.

Such a projection is challenged near regions of large curvature as illustrated in Figure  5.10 .

These errors can be minimized when the size of the blending region is minimized so the

projection is smooth.

The second issue relates to quadrature. The integration cell in Figure  5.11 is divided into

two: the region blended with the enrichment Ωe and the region defined by the underlying

field Ωc. The continuity condition (Section  5.1.3 ) guarantees the smoothness of the blended

field across the edge of the enriching region. However, the field within the cell is a piece-

wise function: This piece-wise function requires either subdivision of the integration cell or

increased order of quadrature. For geometrical simplicity, the latter strategy of increased

quadrature order is employed in this study.
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(a) (b)

Figure 5.10. Point projection near regions of high curvature  (a) Regularly
spaced spatial points project to a narrow range of parametric values  (b) Pro-
jected points are discontinuous.

f =


fc in Ωc

(1− we)fc + wefe in Ωe

(5.47)

Figure 5.11. Issue of integration over a cell with a piece-wise function description.

We illustrate the above challenges on a two-patch geometry. Figure  5.12 shows the

results of a patch test on a two-patch geometry with curved interface. In the example (and

in other examples with curved edges described in this study), knots were inserted at 1%

of the regular knot span close to the interface to generate the new blending region over
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(a) (b) (c) (d)

Figure 5.12.  (a) uy solution on two-patches with curved edges estimated
with 6-point qudrature in the cells,  (d) σyy solution estimated with 6-point
qudrature in the cells,  (a) uy solution estimated with 21-point qudrature in
the cells, and  (b) σyy solution estimated with 21-point qudrature in the cells.
The grid of knot spans were not overlaid on the displacement contour plots to
enable easier reading of the contours.

which integration was carried out. The example illustrates use of 6-point (Figure  5.12b ) and

21-point (Figure  5.12d ) quadrature in the blending knot span. In general, beginning with

6-point quadrature, the order of quadrature was increased by five until the relative error in

stress decreased to below 10−3.

To quantify the influence curvature, a convergence study was carried out with edges of

higher/lower curvature. The effect of using either quadratic or cubic basis functions on the

patches was also studied. In Figure  5.13 , the convergence of two-patch domains with a

curved edge is quantified. An edge with lower curvature leads to smaller error, while the

degree of the basis function has little influence on the error or the convergence rate. This is

because the main source of error in the test is the projection from a domain point onto the

curved edge, which depends only on the curvature of the edge. As indicated in the figure,

the error decreases with curvature. When the edge is straight, the error is less than function

precision as was shown earlier in Figure  5.9 .
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(a) (b)

Figure 5.13.  (a) The relative L2 norm of error in displacement on a two-patch
domain with a curved edge  (b) Illustration of the coarsest mesh used in the
study.

5.3.3 Three- and Four-Patch Domains

We next carryout patch tests on domains composed of three and four patches with non-

matching discretizations on which unit traction was applied as illustrated in Figure  5.14 .

Similar to the two-patch test, the non-overlapping subdomains Ωi were coupled through

stitching interfaces Γei along the shared boundary. Intersecting interfaces Γei were coupled

at the vertex V1.

In Figure  5.15 , the contours of displacement uy and the normal stress σyy are shown on the

coarsest mesh. Sequential refinement by doubling the mesh density was carried out for the

convergence study. The reduction in error with refinement is plotted in Figure  5.16 for both

three- and four-patch domains approximated using either linear (degree=1) or quadratic

(degree=2) NURBS basis functions. The error fluctuates in the range of 10−10 to 10−13,

which is accurate to function precision.

Figure  5.17 shows the results of the patch test on a geometry constructed with four

patches coupled along curved edges. While this solution was not accurate to function pre-

cision, the displacement and stress distribution solutions were as expected. As explained
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(a) (b) (c)

Figure 5.14.  (a) Three- and four-patch test setup  (b) expanded view of the
individual subdomains and the coupling interfaces of the four patch domain

 (c) expanded view of the individual subdomains and the coupling interface of
three patch domain.

in Section  5.3.2 , a curved edge introduces two issues: inaccurate quadrature and inaccurate

projection to the enriching entity. Here, 21-point quadrature was used in the knot span ad-

joining the coupling edge to mitigate the quadrature error. Both quadratic (degree=2) and

cubic (degree=3) NURBS basis were used to approximate the underlying domain. Conver-

gence on the four-patch domain is plotted in Figure  5.18 , where, as before, h1 is the knot span

on patch Ω1. While the refinement reduces the error, the mangitude of the error is larger

than that obtained on domains with orthogonal, straight edges. As discussed earlier on the

two-patch domain coupled along a curved edge, both the solution error and the convergence

rate is unaffected by the degree of the NURBS basis function used in the patches.

5.3.4 Multi-Patch Domains with Extraordinary Vertices

Generally, an unstructured arrangement of quadrilateral patches leads to generation of

extraordinary vertices as illustrated in Figure  5.19a . In the developed method, enrichment at

vertices overcomes the loss of smoothness experienced at extraordinary points in subdivision

surfaces. The geometry shown in Figure  5.19a contained 15 patches, 25 edge enrichments

and 11 vertex enrichments (see Figure  5.19b ). In this example, multiple edges enrich a given

patch, but the weight field construction described in Eq. ( 5.6 ) still applies. However, the
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(a) (b)

(c) (d)

Figure 5.15.  (a) uy solution on three-patches with orthogonal, straight edges,
 (b) σyy on the three-patch geometry,  (c) uy on the four-patch geometry with
orthogonal straight edges, and  (d) σyy solution on the four-patch geometry.
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(a) (b) (c)

Figure 5.16.  (a) Relative L2 norm of error in displacement and  (b) strain
energy for patch tests on a domain with three or four patches coupled along
orthogonal, straight edges  (c) Illustration of the coarsest mesh of three- and
four-patch domains.

enriching region needs to be decomposed into three sub-regions as shown in Figure  5.20 :

regions I and II are enriched by their corresponding edges E1 and E2 respectively, and

region III is enriched sequentially by the two edges. The displacement uy and stress field

σyy are shown in Figure  5.19c and Figure  5.19d . The solution generated by the enriched

approximation exhibits the expected smoothness in the stress.

5.4 Boundary Condition Application

We only consider boundary condition applied on the exterior boundary of the stitched

structure. The boundary is composed of multiple patch edges as well as enrichments. Similar

to boundary application in Chapter  4 , Neumann boundary condition is applied by setting

the corresponding value on the right hand side. Dirichlet boundary is applied by forcing the

corresponding degree of freedom in the solution. In Section  5.4 , which illustrates the the

boundary condition application, the whole structure is composed of nine patches. The top of

the structure is under distributed load f(x) or displacement function u(x), and it is necessary

to determine the equivalent nodal value of the degree of freedom on the top. Due to the

existence of boundary condition enrichment, the basis function for each control point on the

top needs to be modified to Ñi(x) = (1 − we(x))Ni(x), where we(x) is the weight function
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(a) (b)

(c) (d)

Figure 5.17.  (a) uy contours on the three-patch geometry with curved edges,
 (b) σyy on the three-patches,  (c) uy solution on the four-patch geometry with
curved edges, and  (d) σyy solution on the four-patch geometry. The grid of
knot spans were not overlaid on the displacement contour plots to enable easier
reading of the contours.
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(a) (b)

Figure 5.18.  (a) Relative L2 norm of error in displacement and  (b) The
coarsest mesh used in the patch test.

(a) (b)

(c) (d)

Figure 5.19.  (a) Fifteen patch NURBS geometry with extraordinary vertices
 (b) edge enrichments and vertex enrichments used to build the approximation
 (c) uy solution and  (d) σyy solution.
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(a) (b)

Figure 5.20. Enrichment of a patch by two edges joined at a vertex. Edges
joined at an  (a) acute angle  (b) obtuse angle

corresponding to the enrichment and Ni(x) is the original basis function along the boundary.

The basis functions corresponding to the boundary condition enrichment are Ñe = we and

ÑG = dewe. The modified basis functions for NURBS patches of degree two are shown in

Section  5.4 .

Figure 5.21. Illustration of the application of the boundary conditions.

5.4.1 Neumann Boundary Conditions

Determining the equivalent nodal force requires integrating along a one-dimensional

stitched parametric curve. The technique is similar to the Neumann boundary condition

application in Section  4.2.4 . Since a work equivalent force is to be defined on the con-
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Figure 5.22. Modified basis functions on the boundary of the geometry illus-
trated in Section  5.4 .

trol points of the boundary surface parametrized by t, a change of variables from x to t is

necessary to apply the Neumann condition

fi =
∫
Ni(x)f(x)dx =

∫
Ni(t)f(x(t))

∣∣∣∣∣dxdt
∣∣∣∣∣dt =

∫
Nif(t)|J |dt (5.48)

where, J is the Jacobian associated with the variable change:

Jpq = ∂xp
∂tq

(5.49)

where, xp is the pth component of x.

5.4.2 Dirichlet Boundary Conditions

The Dirichlet boundary condition is applied by enforcing the corresponding degree of

freedom by using least square approximation introduced in Section  4.2.3 . The Dirichlet

boundary is composed of different segments as well as nodes on the enrichments. If the value

of Dirichlet boundary conditions is a non-zero constant, every ui on the corresponding edge

is set to the constant value. A point to note is that in the stitching enrichment, the DOF

on the edge evolves both the displacement and its normal derivative.
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To apply the boundary condition, we let the distribution of the displacement vector field

u(x) on the boundary be of an arbitrary form u(x(t)), where, t is the parametric description

of the reparametrized region Γd, on which the condition is applied, and x are the cartesian

coordinates corresponding to the parametric location. The problem now is to minimize the

function:

f(ui) =
∫ [

u(x(t))−
n∑

i=0
Ni(t)ui

]2

dt (5.50)

and the optimality condition is:

∂f

∂uj
= −2

∫
Nj

[
u(t)−

n∑
i=0

NT
i (t)ui

]
dt = 0 (5.51)

This will yield the following linear system for the unknown control point values of the vector

ui: [∫
Nj(t)NT

i (t)dt
]
ui =

∫
Nju(t)dt (5.52)

5.5 Numerical Examples

Several two-dimensional and three-dimensional examples are solved using the developed

p-stitching procedure in the following.

5.5.1 Bi-quadratic Geometry Representation

The developed method is demonstrated to represent a two pre-defined quadratic surfaces

in this section. The 15-patch NURBS discretization shown in Figure  5.19a is used again

here. The enrichments described in Eq. ( 5.7 ) and Eq. (  5.9 ) are used up to the quadratic

term to capture the geometry:

fV (dV ) = f̄ 0
V + f̄ ′V d

m
V + 1

2 f̄
′
V d

2
V (5.53)

fEi(dEi) = f 0V
Ei (P(x)) + f ′Ei(P(x))dEi + 1

2f
′
Ei(P(x))d2

Ei (5.54)
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The composed field on the patch resulting from the blended enrichments is:

fFj(ξ, η) = (1−
nE∑
i=1

w̄Ei(dEi))f 0
Fj(ξ, η) +

nE∑
i=1

w̄Ei(dEi)fEi(dEi) (5.55)

The values of the unknowns at the control points of the patches as well as the enrichments

were obtained through a least square fit. Thus, given the field f(x), the following function

was minimized to solve for the values at the control points:

F (fi) =
∫∫ [

f(x(ξ, η))−
n∑

i=0
Ni(ξ, η)fi

]2

dξdη (5.56)

The optimality condition for the above minimization problem yields the following linear

system for the unknown control point values fi:

[∫
Nj(ξ, η)NT

i (ξ, η)dξdη
]
fi =

∫
Njf(x(ξ, η))dξdη (5.57)

The enrichment at a vertex is obtained directly by evaluating the function and its deriva-

tives at the vertex location. The edge enrichments are dependent on three sets of control

point quantities: the field value, the first order directional derivative and the second order

directional derivative. The directional derivatives in turn need the first and second deriva-

tive with respect to x and y. Thus, for a given edge enrichment, the first and second order

directional derivatives f ′ and f ′ are defined as:

f ′ = ∂f

∂n
= n ·G, f ′ = ∂2f

∂n2 = n ·H · n (5.58)

where,

G =


∂f
∂x

∂f
∂y

 , H =

 ∂2f
∂x2

∂2f
∂x∂y

∂2f
∂x∂y

∂2f
∂y2

 (5.59)

Two quadratic surfaces were modeled using the above described procedure:

f(x, y) = y2 (5.60)
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and

f(x, y) = −(x2 − x)(y2 − y + 1) (5.61)

The relative error in the composed field obtained through the blending process was calculated

as:

ε(x, y) = |f(x, y)− fF (x, y)|
|f(x, y)| (5.62)

The solution for Eq. ( 5.60 ) is shown in Figure  5.23 ; the solution is accurate to within machine

precision. For Eq. ( 5.61 ), two different discretizations of the NURBS patches was attempted:

5× 5 knot span as well as a knot span of 20× 20. The fitted function, and the error due to

coarser/finer discretizations are shown in Figures  5.24a to  5.24c . The relative error reduces

from 10−3 to 10−6 with refinement suggesting that the error is due to the accuracy of the

least-squares fit and not due to the enrichment procedure.

(a) (b)

Figure 5.23. Solution to f(x, y) = y2
 (a) geometry - the color contours repre-

sent the function values  (b) error distribution. The fit was accurate to within
machine precision.

5.5.2 Quadratically Loaded Patch

Quadratic distributed load is applied on a domain to demonstrate the effect of the vertex

enrichment. The domain size is also 1 by 1 and it is decomposed into nine patches as shown

in Section  5.4 . The distributed load is described as f(x) = 4(x−1/2)2 (using the coordinate
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(a)

(b) (c)

Figure 5.24. Solution to f(x, y) = −(x2 − x)(y2 − y + 1)  (a) geometry - the
color contours represent the function values  (b) error distribution on coarser
discretization  (c) error distribution reduces with finer discretization.

system shown in Section  5.4 ). Two models are build for the problem: in the first one, all

patches are stitched with adjacent ones through the common interface, while in the second,

the interfaces are first enriched by vertexes and then the stitched interfaces are applied

to stitch faces. It can seen in Figure  5.25a that gaps exist between patches if no vertex

enrichment is applied. If one checks the deformation of interfaces carefully Figure  5.26a , the

nodal field on the interfaces are not compatible at the intersection. Essentially, the vertices

are used to construct compatible field on the incident edges, and the edges are applied to

stitch adjacent patches (Figure  5.25b and Figure  5.26b ).
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Figure 5.25. Deformation of quadratically loaded domain  (a) without vertex
enrichment  (b) with vertex enrichment
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Figure 5.26. Deformation of interfaces  (a) in Figure  5.25a without vertex
enrichment  (b) in Figure  5.25b with vertex enrichment.

5.5.3 Timoshenko Beam

Consider a beam with dimensions L by D, and of unit thickness, subjected to parabolic-

cally distributed shear traction ty along the free end given by:

ty = −P2I (D
2

4 − y
2) (5.63)

where, P is the resultant load and I = D3/12 is the cross-sectional moment of inertia.

Along the boundary, Γu = {x = 0,−D/2 ≤ y ≤ D/2}, the x-displacements were set to zero.

The y-displacement was also restrained at x = 0, y = 0. The beam was decomposed into

two equal sized halves represented by two bi-cubic NURBS patches. A coupling interface

defined by Γe = {x = L/2,−D/2 ≤ y ≤ D/2} was introduced between the two patches.

The two subdomains were discretized into 10×10 and 21×21 uniform “elements” (non-zero

knot spans), respectively. Figure  5.27 shows the geometric dimensions, boundary conditions,

decomposed subdomains as well as their discretizations.
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Figure 5.27.  (a) Dimensions, boundary conditions, and  (a) NURBS dis-
cretization of Timoshenko beam.

The analytical solution to this problem is [  133 ]:

ux = Py

6EI [(6L− 3x)x+ (2 + ν)(y2 − D2

4 )] (5.64a)

uy = −P6EI [3νy2(L− x) + (4 + 5ν)D
2

4 x+ (3L− x)x2] (5.64b)

σxx = P (L− x)y
I

(5.64c)

σyy = 0 (5.64d)

σxy = −P2I (D
2

4 − y
2) (5.64e)

For the purposes of numerical computation, the elastic properties of the two subdomains

were chosen to be identical and equal to E = 1000 and ν = 0.25. The specific value of

dimensions were L = 100 and D = 20, and the tip load value was P = 8.

Figure  5.28 shows the vertical displacement and its relative error with respect to absolute

values of the maximum deflection umax = max|uy|. Overall, the error introduced by the

enforcement of non-homogeneous essential boundary conditions was larger than the error

near the coupling field. Only smooth variations about the expected value of the field were

observed near the coupling interface. The same analysis was also carried out using three

patch with a T-junction. The solution shown in Figure  5.28 .

5.5.4 L-shaped Domain

Consider an L-shaped domain decomposed into three patches. The geometric dimensions,

boundary conditions and discretizations are described in Figure  5.29a and Figure  5.29b . In
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(a) (b)

Figure 5.28.  (a) Vertical displacements uy and  (b) its relative error uy/|umax|
in the Timoshenko beam using three patches

total, the model contained 2400 NURBS “elements” (non-zero knot spans) that resulted in

6784 degrees of freedom. The problem was also solved using the commercial finite element

code ABAQUS for comparison. The finite element sizes vary from 0.002 at the corner

to 0.03 far away from the corner. The mesh contains a total of 3834 quadratic elements,

resulting in 14590 degrees of freedom (Figure  5.29c ). The finite element model does not have

decomposed sub-domains or a coupling interface. The simulation results are compared in

Figure  5.30 . Since p-stitching naturally assures compatibility at the interface, displacements

are continuous across the coupling interfaces as expected. Since the singular stress at the

corner is sensitive to mesh size. It is not accurate to compare the stress solution unless

a convergence study is carried. Overall, the displacement and stress distribution contours

show consistency with the finite element solution.

(a) (b) (c)

Figure 5.29.  (a) Geometry and boundary condition  (b) NURBS descretiza-
tion  (c) FEM mesh in ABAQUS
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(a) (b)

(c) (d)

(e) (f)

Figure 5.30. Simulation result: uy obtained by  (a) the present method  (b) 

ABAQUS; σxx obtained by  (c) the present method  (d) ABAQUS; σyy obtained
by  (e) the present method  (f) ABAQUS

5.6 Summary

In this chapter, a technique to couple parametric subdomains with non-matching dis-

cretizations was developed. Explicit edge enrichments were used to stitch two adjacent

patches. It was then extended to problems in which multiple patches join at T-junctions or
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extraordinary vertices. A hierarchical enriching strategy over vertex, edge, face and body

was developed.

The condition to ensure arbitrary smoothness was derived. By choosing proper weight

function to blend the enrichment, one can achieve the expected smoothness. The weights

need to satisfy: a value of 1 on the interface and 0 at the edge of blending region. For higher

smoothness, the corresponding directional derivative should be 0 at both the enrichment and

at the edge of blending region.

Patch tests were conducted on two-patch, three-patch, four-patch and multi-patch do-

mains with extraordinary vertices. convergence studies on with both straight and curved

edges were carried out. In general, solutions accurate to function precision are achieved

when coupling patches with orthogonal straight edges, but the accuracy degrades with in-

creased curvature of the coupling edges. Also, the solution error does depend on the accuracy

of quadrature near curved boundaries, but the overall solution was in very good agreement

with the reference one.

Lastly, the patch test solution on a generalized multi-patch domain with extraordinary

vertices was demonstrated. The p-stitching procedure enables one to construct efficient

discretizations for problems with large local gradients in the solution. It also provides a

viable approach to stitching B-rep solid models for isogeometric analysis, without having to

generate alternative single-patch spline approximations.
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6. ENRICHED ISOGEOMETRIC ANALYSIS FOR CORNER

SINGULARITIES

Singular stress is often observed at re-entrant corners and at the tips of cracks. They are

critical concerns for the reliability of engineering structures. There are many theoretical

studies on sharp corner singularity. Existing theories have shown that stress field at sharp

corners is proportional to r1−λ, where r represents the distance to the sharp corner and 1−λ

indicates the strength of the singularity. As a special case, crack has a singularity of λ = 1/2.

To numerically model the singular field, one needs large numbers of DOFs using FEM.

Enriched analysis is a promising tool since it makes use of knowledge of a priori form as

the basis function, which is a good approximation of the near field. When using the EIGA

form to represent the singular stress field near the sharp corner, the theoretical solution

near the sharp corner is needed. For general bi-material corner with one or two surface

bonded, there is no explicit form of solution. Fortunately, the general solution form contains

an angular function, whose coefficients can be determined easily by solving a eigenvector

problem. Starting with Seweryn’s general displacement solution [ 51 ], the stress field can be

represented with an unknown constant, which can be used to explicitly represent generalized

stress intensity factors (SIFs).

In this chapter, a computational framework of enriched isogeometric analysis for corner

singularity is proposed. The framework is applied on three different types of singularities:

homogeneous angular corner, bi-material wedge with two surface bonded and interface crack.

The proposed method takes advantage of a priori known field and thus needs relatively

fewer degrees of freedom to get accurate fields. The developed method also allows direct

extraction of generalized stress intensity factors without needing a posteriori evaluation of

path independent integrals for decisions on crack propagation.

6.1 Isogeometric Enrichments for Singular Fields

Due to the singular stress near the re-entrant corner or crack tip, large numbers of

degrees of freedom are required to capture the near field using FEM. Besides, post-processing
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technique is often necessary to extract stress intensity factor. To reduce the computational

cost and avoid post-processing, Chen et al [  65 ] proposed a general approach that enables

accurate estimation of stress intensity factor with relatively coarse and uniform mesh by

using the analytical asymptotic solution around the notch/crack tip.

Following the idea of The enriched isogemetric Analysis (EIGA)[ 134 ], the field near sharp

corner is used to construct a hierarchical compositional field. In general, the singular field

around the material re-entrant corner or crack tip is captured by a vertex enrichment.

For elasto-static analysis, the enriched displacement field is approximated by the following

form:

u = (1− wt(d))uc(x) + wt(d)[ut + Ψs(r, θ)K̄] (6.1)

in which uc is the continuous displacement field of the underlying domain, ut is the displace-

ment associated with the multi-material junction and Ψs(r, θ)K̄ is the enriching field from

the asymptotic solution.

The value of Ψs(r, θ) depends on the angle θ with respect to a reference axis. The detailed

form of Ψs(r, θ) will be discussed later. The θ = 0 line is usually chosen to be the x′ axis

for local coordinates. As shown in Figure  6.1 , the local x′ axis is chosen to coincide with the

symmetry axis of the material. In the case of fracture, x′ is usually set to be parallel to the

crack surface. Point P has local polar coordinates (θ, r), while φ denotes the angle between

global and local systems. The displacement field in the local polar coordinate can expressed

by the following matrix-vector product:


ur

uθ

 = [Ψ′s]
[
K̄I , K̄II , ...K̄nλ

]
(6.2)

where,

[Ψ′s(r, θ)] =
[
Ψ′s1 ,Ψ

′
sII
, · · · ,Ψ′snλ

]
=

 rλIf(θ), rλIIf(θ), · · · , rλnλf(θ)

rλIg(θ), rλIIg(θ), · · · , rλnλg(θ)

 (6.3)
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Figure 6.1. Illustration of conversion from local polar coordinates to global
cartesian coordinate

Here, K̄J is the unknown vector associated with the vertex, which is proportional to

the generalized stress intensity factor (SIF) relating to the J -th mode of stress singularity,

and nλ is the number of non-trivial singularities. The prime symbol signifies the local

displacement field evaluated in the polar coordinate system. To evaluate the displacement

in global Cartesian coordinate, a rotational transformation matrix is used, which is defined

as:

T (θ) =

 cos θ sin θ

− sin θ cos θ

 (6.4)

T is an orthogonal matrix. Any displacement field in polar coordinate can be converted to

global Cartesian coordinate by:


ux

uy

 = [T (θ + φ)]T


ur′

uθ′

 (6.5)

Comparing the displacement in polar coordinates and global Cartesian coordinates, [Ψs] can

be represented by:

[Ψs] = [T ]T [Ψ′s] (6.6)
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The values of K̄J are obtained by solving the boundary value problem with the applied

far-field loading. The discretized equations are developed below for numerical analysis. The

discretization of each component of displacement fields uc,ut are discretized as:

uc =
nc∑
i
Rciqci = [Rc]{qc}, (6.7a)

ut =
nt∑
i
Rtiqti = [Rt]{qt} (6.7b)

where, Rci and Rti are the NURBS basis functions of the underlying domain and the vertex

enrichment.

The asymptotic displacement corresponding to the vertex enrichment is represented by:

Ψsus =
nt∑
i=1

RtiΨsi(r, θ)qsi = [Rt][Ψs(r, θ)]{qs} (6.8)

Combining the above equations, the displacement can be expressed in matrix form as

u = Nq in which N and q are

N =
[
(1− wt)Rc, wtRt, wtRtΨs

]
, (6.9a)

q = [qc, qt, qs]T (6.9b)

The corresponding strain field is given by

ε = Bq (6.10)

The matrix B takes the following form:

B =


(1− wt)[∇Rc]T − [Rc]T [∇wt]T

wt[∇Rt]T + [Rt]T [∇wt]T

wt[Ψs]T [∇Rt]T + wt[∇Ψs]T [Rt]T + [Ψs]T [Rt]T [∇wt]T



T

(6.11)
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Usually the vertex enrichment is on a point and [Rt] = I, [∇Rt] = O. It should be noted that

even though strain is stored as a vector, it is a second-order tensor. Therefore, transformation

of strain needs to follow tensor transformation rules. The transformation is denoted as

∇Ψs = T−1
ε Ψ′s.

The transformation equations from Cartesian coordinates to polar coordinates for strain

is:
εx′ = εx cos2 θ + εy sin2 θ + γxy sin θ cos θ

εy′ = εx sin2 θ + εy cos2 θ − γxy sin θ cos θ

γx′y′ = 2 (εy − εx) sin θ cos θ + γxy
(
cos2 θ − sin2 θ

) (6.12)

From this relation, the transformation matrix for strain is defined as:

Tε =


c2 s2 2sc

s2 c2 −2sc

−sc sc c2 − s2

 (6.13)

with c denoting cos(θ) and s denoting sin(θ). The above equations are substituted into the

discretized form of governing equation:

Kq = f (6.14)

where
K =

∫
Ω

[B]T [D][B]dΩ,

f =
∫

Ω
[N]T{b}dΩ +

∫
Γt

[N]T{t}dΓ
(6.15)

The results include the qs, which can be used to compute the generalized stress intensity

factor (SIF) explicitly. Moreover, the enriched field takes advantage of a priori known solution

and thus needs relatively fewer degrees of freedom to capture the singular field. In this

chapter, three different types of corner singularities- homogeneous sharp corner, bi-material

corner and interface crack will be analyzed using enriched isogeometric analysis.
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6.2 Stress analysis for homogeneous sharp corner

Similar to fracture, stress singularity is also observed at the vicinity of sharp corners.

The analysis of stress singularity for sharp corners dates back to Brahtz[ 135 ]. Williams[ 49 ]

applied airy stress function method to the singular stress problem for notches with arbitrary

angles. Based on Williams’ work, further exploration was developed by Vasilopoulos[ 136 ],

Rosel[ 137 ]. All of the above work utilize Airy stress functions, from which displacement

field is obtained by integration and through compatibility condition. Instead, Seweryn and

Molski[ 51 ] developed an analysis procedure from general solution of displacement field, which

is more convenient than Williams’ method since it only needs differentiation while integration

in Williams’ method will introduce constants of integration to be resolved through boundary

conditions.

The strain displacement relation in polar coordinates is as follows:

εrr = ∂ur
∂r

εθθ = ur
r

+ 1
r
∂uθ
∂θ

γrθ = 1
r
∂ur
∂θ

+ ∂uθ
∂r
− uθ

r

(6.16)

The stress components for plane strain conditions are obtained by

σrr = µ
(κ−1) [(1 + κ)εrr + (3− κ)εθθ]

σθθ = µ
(κ−1) [(1 + κ)εθθ + (3− κ)εrr]

τrθ = µγrθ

(6.17)

The equilibrium equations in polar coordinates are

∂σrri

∂ri
+ 1
ri

∂τrθi

∂θi
+ σrri − σθθi

ri
= 0, (6.18a)

∂τrθi

∂ri
+ 1
ri

∂σθθi

∂θi
+ 2τrθi

ri
= 0 (6.18b)

160



Combing all the three equations above, the equilibrium equation can be written in terms of

displacements as:

(κ− 1) f ′′ (θ) + (κ+ 1) (λ2 − 1) f (θ) + 2 (λ− κ) g′ (θ) = 0

(κ+ 1) g′′ (θ) + (κ− 1) (λ2 − 1) g (θ) + 2 (λ+ κ) f ′ (θ) = 0
(6.19)

Assume that the components of displacement have the following form:

ur(r, θ) = rλf(θ), uθ(r, θ) = rλg(θ) (6.20)

The angular functions f and g are given by the following general expression:

f(θ) = A cos(1 + λ)θ +B sin(1 + λ)θ + C cos(1− λ)θ +D sin(1− λ)θ (6.21)

g(θ) = B cos(1 + λ)θ − A sin(1 + λ)θ + κ+ λ

κ− λ
D cos(1− λ)θ − κ+ λ

κ− λ
C sin(1− λ)θ (6.22)

The general solution for the stress field is:

σr =2λrλ−1µ [(κ− λ)A cos(1 + λ)θ + (κ− λ)B sin(1 + λ)θ

+(3− λ)C cos(1− λ)θ + (3− λ)D sin(1− λ)θ] / (κ− λ)

σθ =2λrλ−1µ [− (κ− λ)A cos(1 + λ)θ − (κ− λ)B sin(1 + λ)θ

+(1 + λ)C cos(1− λ)θ + (1 + λ)D sin(1− λ)θ] / (κ− λ)

τrθ =2λrλ−1µ [− (κ− λ)A sin(1 + λ)θ + (κ− λ)B cos(1 + λ)θ

+(1− λ)C sin(1− λ)θ − (1− λ)D cos(1− λ)θ] / (κ− λ)

(6.23)

where, κ is the Kolosov constant with a value of (3 − ν)/(1 + ν) under plane stress

condition and 3−4ν under plane strain condition, and µ = E
2(1+ν) is the shear modulus, with

E being the elastic modulus and ν the Poisson ratio of material.

In the above derivation, the exponent λ on the displacement field solution determines

the strength of singularity 1 − λ on the stress fields. The constants associated with the
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displacement field (A,B,C,D) are in general to be determined from the solution to the

boundary value problem.

However, in the usual solution process, these constants are first obtained as the eigenvec-

tor to a local asymptotic problem and are therefore determined only to within a constant.

This in turn implies that the coefficients may, in general, be expressed as:

{A,B,C,D} = K̄{Ā, B̄, C̄, D̄} (6.24)

where, K̄ is an unknown coefficient that is related to the generalized stress intensity factor

as elaborated later, and {Ā, B̄, C̄, D̄} result as the eigenvector of the asymptotic solution.

Figure 6.2. Sharp corner with opening angle 2β in polar coordinates (r,θ).

Figure  6.2 shows a homogeneous sharp corner with opening angle 2β. Usually, two

singularities are expected due to symmetric and anti-symmetric loading conditions. Let λI

and λII denote for symmetric and anti-symmetric modes respectively. Besides, two sets

of coefficients and unknowns in Eq. ( 6.24 ) are necessary to represent the field. It should

be noted that stress singularity only exists when 0 < λ < 1, which equals α > 90o for

symmetric mode, and α > 128.73o for anti-symmetric mode. It is also worth pointing out

that the singularity of strength is 1− λ, and therefore, higher λ implies weaker singularity,
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which is different from that in Williams’ definition. The value of λ depends on the opening

angle β within the range [0, π). The value of λ should be determined by the boundary

condition at the local region.

For symmetric case, the boundary condition is:

uθ = τrθ = 0 for θ = 0

σθ = τrθ = 0 for θ = α
(6.25)

the singularity is determined by the following characteristic equation:

λsin(2α) + sin(2λα) = 0 (6.26)

For the anti-symmetric case, the boundary condition is:

ur = σθ = 0 for θ = 0

σθ = τrθ = 0 for θ = α
(6.27)

the corresponding characteristic equation is:

λsin(2α)− sin(2λα) = 0 (6.28)

The unknown K̄J is proportional to the generalized stress intensity factor. For an arbi-

trary angle wedge, the generalized stress intensity factor (SIF) can be used to assess the risk

of failure. For instance, Seweryn[ 138 ] proposed a brittle fracture criterion for sharp notches.

Here, the generalized stress intensity factors are obtained by multiplying the unknowns K̄J

by a predetermined constant. Following [ 138 ], the SIF for Material 1 in Figure  6.6 is defined

as:

KI = lim
r→0

[(2πr)1−λIσθ(r, θ)](θ = 0)

KII = lim
r→0

[(2πr)1−λIIτrθ(r, θ)](θ = 0)
(6.29)

Based on Eq. ( 6.23 ) and Eq. ( 6.24 ), the stresses σθ and τrθ can be derived as:
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σθ = 1
r1−λ

2λµ
κ− λ

FθθK̄I

τrθ = 1
r1−λ

2λµ
κ− λ

FrθK̄II

(6.30)

where

Fθθ = −(κ− λ)Ā cos(1 + λ)θ − (κ− λ)B̄ sin(1 + λ)θ + (1 + λ)C̄ cos(1− λ)θ + (1 + λ)D̄ sin(1− λ)θ

Frθ = [− (κ− λ)Ā sin(1 + λ)θ + (κ− λ)B̄ cos(1 + λ)θ + (1− λ)C̄ sin(1− λ)θ − (1− λ)D̄ cos(1− λ)θ
(6.31)

By comparing Eq. ( 6.29 ) and Eq. ( 6.30 ), the generalized SIF may be obtained from the

unknowns K̄ as follows:
KI = (2π)1−λ 2λµ

κ−λFθθ
∣∣∣
θ=0

K̄I

KII = (2π)1−λ 2λµ
κ−λFrθ

∣∣∣
θ=0

K̄II

(6.32)

Thus, the SIF is directly obtained by scaling the solution by a predetermined constant

without needing any post-processing step.

The above definition of stress intensity factor can be compared with a critical value to

assess the risk of fracture. For mode I Load condition, similar to Irwin’s fracture criterion,

a general fracture criterion for a sharp notch is given as:

KI ≥ KIc(λI) (6.33)

where the exponent λI depends on both the Possion’s ratio and the vertex angle α. Deter-

mining the values of the KIc of different α by experiment is too expensive. Fortunately, they

can be related to fracture toughness KI0c and material strength σc. One relation proposed

by Seweryn[ 138 ] is:

KIc = (1− λ)σc(
2KI0c

σc
)2λI (6.34)

The form of the theoretical solution was applied on a notched plate under symmetric

tension (Section  6.2 ). Only half of the structure was modeled for simplicity. The notch tip

was enriched by the EIGA form. Section  6.2 shows the distribution of Von Mises stress with

the coarsest mesh. The singular stress was captured near the sharp corner. By doubling
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the mesh density, the convergence of the generalized SIF was also studied. Since the load

was symmetric, only KI existed. The generalized SIFs converged to values of KI = 3.12.

Although no physical units were used in this specific example, the SIFs have units of [Stress]·

[Length]1−λ in a general problem.

Figure 6.3. Notched plate subject to mode I load

Figure 6.4. Von-Mises stress distribution in the plate with V-shaped Notch

6.3 Stress Analysis of Bi-Material Corner with Two Bonded Interfaces

In engineering structures, bi-material or even multi-material wedges are common. Luo

and Subbarayn [ 52 ] extended the theory in [ 51 ] for multi-material corners. Figure  6.6 shows
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Figure 6.5. Convergence of generalized stress intensity factor for V-shaped notch.

two materials bonded perfectly. Eq. ( 6.20 ) are still applied to each material, but with

different coefficients Ai, Bi, Ci, Di(i = 1, 2):

uri(r, θi) = rλ[Āi cos(1 + λ)θi + B̄i sin(1 + λ)θi + C̄i cos(1− λ)θi + D̄i sin(1− λ)θi]K̄

uθi(r, θi) = rλ[B̄i cos(1 + λ)θi − Āi sin(1 + λ)θi

+ κi + λ

κi − λ
D̄i cos(1− λ)θi −

κi + λ

κi − λ
C̄i sin(1− λ)θi]K̄

(6.35)

where (Āi, B̄i, C̄i, D̄i) and λ are predetermined and K̄ is the unknown that is determined by

solving the global boundary value problem.

The x axis of the local coordinates are set to be the same as the symmetry axis of the

material x-axis. Similar to homogeneous sharp corners, both symmetric and anti-loading

loading modes are studied respectively.

For symmetric (opening) loading mode, the following conditions need to be satisfied:

uθ1 = τrθ1 = 0 for θ = 0

uθ2 = τrθ2 = 0 for θ = π

(6.36)
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While for anti-symmetric (shear) loading mode, the conditions become:

ur1 = σθ1 = 0 for θ = 0

ur2 = σθ2 = 0 for θ = π

(6.37)

For both modes, continuity conditions are required at the bonded interface.

ur1 = ur2, uθ1 = uθ2, σθ1 = σθ2, τrθ1 = τrθ2 at θ = α (6.38)

Figure 6.6. Sharp corner with opening angle 2β in polar coordinate (r,θ)

The value of λ is again obtained by forcing the determinant of coefficient matrix of

characteristic equation to be zero, and the coefficients are the corresponding eigenvectors.

Noting that there are nine unknowns but only eight equations, a scaling factor is necessary

to represent the real field. Similar to homogeneous sharp notch, the following relation is

defined:

{Ai, Bi, Ci, Di} = K̄{Āi, B̄i, C̄i, D̄i} (6.39)

where i = 1, 2 represents the two materials. For each material, there are two sets of coef-

ficients {Ai, Bi, Ci, Di} corresponding to symmetric and anti-symmetric loading condition.
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Compared with the homogeneous sharp notch, bi-material with bonded interface exhibits

weaker singularity.

Each of the above modes (symmetric or anti-symmetric) results in a set of eight equations

in the constants (Āi, B̄i, C̄i, D̄i), i = 1, 2 as well as λ upon application of the continuity and

load conditions. To ensure a non-trivial solution to the constants (Āi, B̄i, C̄i, D̄i), i = 1, 2,

the determinant of the eigenvalue problem must be zero, which leads to a set of transcen-

dental equations in λ. Values of the strength of singularity λ are the eigenvalues that are

then numerically determined by solving the transcendental equations. Correspondingly, the

constants (Āi, B̄i, C̄i, D̄i) are the components of the associated eigenvector. For a bonded

interfacial corner with more than two materials (N > 2), the above description is easily

extended - the continuity conditions at all the interfaces result in 4N equations, and the

eigenvalue-eigenvector problem needs to be similarly solved.

An example of bi-material corner with bonded interface is next illustrated. A hetero-

geneous square plate of size l = 1 is loaded with uniform tensile tractions under plane

strain condition. The two materials are elastic with the property: E1 = 100, ν1 = 0.3 and

E2 = 1, ν1 = 0.3.

The underlying domain is approximated by a bi-cubic NURBS patch and the vertex

enrichment at the material corner has two singularity modes: λI = 0.4416 for symmetric

mode and λII = 0.08832 for anti-symmetric mode. The coefficients corresponding to each

material are obtained by solving the eigenvector problem and listed in Table  6.1 

Table 6.1. Coefficients of angular function associated with bi-material corner
with bonded interface obtained through asymptotic analysis.

Material Mode Ā B̄ C̄ D̄

1 I -0.025995 0.140303 0.037942 0.204783
II 0.075719 0.265855 0.163379 -0.573638

2 I -0.806594 0 0.534479 0
II 0 0.437278 0 -0.613696

The boundary value problem was solved with uniformly refined discretization having 342,

726, 1,926, 6,054 and 21,222 degrees of freedom. As shown in Section  6.3 , using the relation
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Figure 6.7. Boundary condtions on the structure with bi-material corner.

in Eq. ( 6.53 ), the generalized stress intensity factors converged to values of KI = 2.7120

and KII = 0.3984 with units of [Stress] · [Length]1−λ . As can be seen from the figure, the

convergence to the solution is very rapid and achieved even under coarse discretizations.

Figure 6.8. Von-Mises stress distribution near the bi-material corner.

6.4 Stress analysis for interface crack

Interface crack is another important problem in engineering application. It is a special

case of the bi-material wedge, but with only one interface bonded Figure  6.10 . When α = π

and β = π, it becomes a problem of interfacial crack. This problem often results in a complex

singularity with oscillation in the field near the crack tip.
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Figure 6.9. Convergence of generalized stress intensity factor for bi-material
corner with bonded interface.

Figure 6.10. Bi-material corner with one bonded interface

In this section, the displacement approximation proposed by [ 51 ] is applied to determine

the singularity and angular function. The approach used in Section  6.3 is applied but with

different boundary conditions: continuity condition across the common interface and traction

free condition at the free surfaces.

ů1 = ů2, uθ1 = uθ2 at θ = 0

σθ1 = σθ2, τrθ1 = τrθ2 at θ = 0
(6.40)
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and

σθ1 = τ1 = 0, at θ = α

σθ2 = τ2 = 0, at θ = β
(6.41)

For the special case of interface crack, substituting the above conditions for displacement

and stress equation of each material results in eight equations. By solving the eigenvector

problem, the following characteristic equation is obtained.

cot2 λπ +
 µ1
µ2

(1 + κ2)− (1 + κ1)− 2
(
µ1
µ2
− 1

)
µ1
µ2

(1 + κ2) + (1 + κ1)

2

= 0 (6.42)

which is the same equation obtained using Wiliams’s Airy function method. Further simpli-

fication leads to

cot(πλ) = ±i[
µ1
µ2(1− κ2− 1 + κ1)
µ1
µ2(1 + κ2 + 1 + κ1)

] (6.43)

It is obvious that the equation only has complex solution except when µ1 = µ2, κ1 = κ2. In

other words, any imhomogeneity leads to a complex singularity. Assuming

λ = λR + iλI (6.44)

Then the real and imaginary part of Eq. ( 6.43 ) result in two equations:

(tan2 λRπ + 1) tanhλIπ
tan2 λRπ + tanh2 λIπ

= ±
µ1
µ2

(1 + κ2)− (1 + κ1)− 2
(
µ1
µ2
− 1

)
µ1
µ2

(1 + κ2) + (1 + κ1) (6.45)

tanλRπ

(
1− tanh2 λIπ

)
tan2 λRπ + tanh2 λIπ

= 0 (6.46)

There could be two sets of conditions to satisfy Eq. ( 6.46 ):
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The first one is based on the condition that tan(λRπ) = 0.

λR = n, n = 0, 1, 2, . . .

λI = ±1
π

coth−1

 µ1
µ2

(1+κ2)−(1+κ1)−2
(
µ1
µ2
−1
)

µ1
µ2

(1+κ2)+|(1+κ1)

 (6.47)

Only when n = 0, singular stress will be produced at the crack tip. However, under such a

condition, the stress near the crack tip is expressed as:

σrr, σθθ, σrθ ∼
1
r

 sin

cos

 (λI ln r) (6.48)

This stress field will lead to infinite strain energy within any small region close to the tip,

which is not admissible physically.

The second set is based on the condition that λRπ = ∞, under which Eq. ( 6.46 ) is also

satisfied.

λR = 2n−1
2 , n = 1, 2, 3, . . .

λI = ±1
π

tanh−1

 µ1
µ2

(1+κ2)−(1+κ1)−2
(
µ1
µ2
−1
)

µ1
µ2

(1+κ2)+(1+κ1)

 (6.49)

notice that

tanh−1x

b
= 1

2 ln
b+ x

b− x
(6.50)

the singularity is expressed by

λ = (n− 1
2)± iε, n = 1, 2... (6.51)

where

ε = 1
2π
ln[

κ1
µ1 + 1

µ2
κ2
µ2 + 1

µ1
] (6.52)

It is obvious that n = 1 leads to singularity λ = 1/2 + iε. The ± sign does not matter

since it flips if material 1 and 2 switch.
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Substituting λ into the matrix and solving the corresponding eigenvectors, one also gets

complex values for complex eigen-function fr and fθ. The displacement field is thus repre-

sented as :

ur = rλ(frR + ifrI)(K̄R + iK̄I)

uθ = rλ(gθR + igθI)(K̄R + iK̄I)
(6.53)

where, the subscript R and I represents the real and imaginary parts respectively. K̄ =

K̄r + iK̄i is the complex unknown from which the generalized stress intensity factor (SIF)

can be explicitly obtained. It is worth noting that the contact zone due to oscillation is

ignored here.

The complex field has no physical meaning. As suggested by [ 51 ] and [  139 ], the solution

can be represented by a linear combination of real and imaginary part. Therefore, two

coefficients b1 and b2 can be used to represent the field.

uik = b1 Re [K̄rλfik] + b2 Im [K̄rλfik], i = r, θ k = 1, 2 (6.54)

It can be expanded as:

uik = rλR(MI(Re(fik)cos(ε ln(r))− Im(fik)sin(ε ln(r))

+MII [ Re(fik)cos(ε ln(r))− Im(fik)sin(ε ln(r)])
(6.55)

where MI = b1K̄1 + b2K̄2, MII = −b1K̄2 + b2K̄1, and fik is the eigenfunction associated

with the displacement. The unknowns MI and MII can be used to explicitly represent

the generalized SIF. Note that the value of coefficient b1 and b2 can be arbitrarily selected

regardless of geometry and loading condition (e.g., b1 = 1, b2 = 0, or b1 = 0.5, b2 = 0.5). The

genralized SIF K = KI + iKII is defined in [ 97 ]:

(σθθ + iτrθ)|θ=0 = Kriε

(2πr)1/2 = KI + iKII

(2πr)1/2 riε (6.56)

173



The value of K can be obtained from MI + iMII by amplification and rotation [ 139 ], and

thus the values of b1 and b2 are not important.

When α = π and β = π, by choosing b1 = 1 and b2 = 0, the solution is identical to that

given in [  62 ]:

ux =
√
r

2π

1
4Gj

[KI (Dj + 2δj sin θ sin Θ)−KII (Ej − 2δj sin θ cos θ)]

uy =
√
r

2π

1
4Gj

[−KI (Ej + 2δj sin θ cos Θ)−KII (Dj − 2δj sin θ sin Θ)]
(6.57)

where
δ1 = e−(π+θ)ε

δ2 = e(π+θ)ε

Θ = ε log r + 1
2θ

Dj = βγj cos 1
2θ + β′γ′j sin 1

2θ

Ej = β′γj cos 1
2θ − βγ

′
j sin 1

2θ

(6.58)

the quantitiesβ, β′, γj and γ′jare given below:

β = 0.5 cos(ε log r)+ε sin(ε log r)
0.25+ε2

β′ = 0.5 sin(ε log r)−ε cos(ε log r)
0.25+ε2

γj = κjδj − 1
δj

γ′j = κjδj + 1
δj

(6.59)

In the displacement field, KI and KII are the generalized SIFs, which are the unknowns in

the EIGA form. The remaining part in Eq. ( 6.57 ) is the corresponding basis function.

If a crack face exists, the discontinuity needs to be included in the enriched field. In [  65 ],

The enriched field approximation of the displacement field takes the following form

u = (1− we)uc(x) + (we − wt)[ue(P(x)) +H(x)uH(P(x))] + wt[ut + Ψs(r, θ)us] (6.60)

174



where, ue is the displacement of the explicitly represented crack face, HuH is the discontin-

uous displacement of the crack opening, with H being Heaviside function, we and wt are the

weight field associated with the edge enrichment and vertex enrichment.

This form can be also be applied for interface crack. However, for general multi-material

wedge with arbitrary opening angle, it is not suitable. Therefore, the p-stitching technique

introduced in Chapter  5 is used to enrich the region close to the bonded interface. The

enriching entity is illustrated in Figure  6.11 . The enriched displacement field is approximated

as:

ui = (1− we)uc(x) + (we − wt)[ue(P(x)) + dGi(P(x))] + wt[ut + Ψs(r, θ)us] (6.61)

Where index i = 1, 2 denotes different materials, d is the signed distance to the stitching

interface and Gi is the associated gradient on either side. This form provides more flexibility

for bonded materials with an arbitrary wedge angle. Also, interface crack propagation can

be easily modeled by shrinking the stitching interface.

Figure 6.11. Illustration of enrichment for bi-material problem.

An interfacial crack example is illustrated in Figure  6.12 for a structure with the material

property E1 = 200, µ1 = 0.3 and E2 = 200, µ2 = 0.3. The asymptotic solution Eq. ( 6.57 )

was used to enrich the displacement field near the tip.
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The boundary value problem was also solved with uniformly refined discretization having

342, 726, 1,926, 6,054 and 21,222 degrees of freedom similar to that in Section  6.3 . The

generalized stress intensity factors converged to values of KI = 0.41 and KII = −0.06 with

unit of [Stress] · [Length]1−λ . In the interface crack case, KI and KII are coupled with

the same conjugate complex singularity. Figure  6.13 is the Mises stress distribution, which

captures the singular stress at the crack tip. It can be seen from Figure  6.14 , that the

convergence to the solution is very rapid and achieved even under coarse discretizations.

Figure 6.12. Boundary condition on the structure containing an interfacial crack.

Once KI and KII are determined, they can be used to evaluate the energy release rate

as described in [ 55 ]:

G = 1
16

(
κ1 + 1
µ1

+ κ2 + 1
µ2

)(
K2

1 +K2
2

)
(6.62)

The critical value Gc, which depends on the mode mixty (KII/KI), needs to be determined

by experiment.
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Figure 6.13. Von Mises Stress around the interface crack.

Figure 6.14. Convergence of generalized stress intensity factor for interface crack.

6.5 Numerical example: Iteraitve Global-local Analysis on BEOL Structure

The proposed method is a promising tool to model corner singularity. However, for a

large scale problem, commercial codes are preferred due to their robustness and efficiency.

If the singular behavior is local, the non-intrusive two-way coupling model in Chapter  3 can

be used. The global model, without the specific nonlinear behavior, can be modeled using

commercial software while the critical local region is modeled using the EIGA code.

The back end of line (BEOL) structure described in Section  3.5.3 was considered again. In

reference [ 105 ], it was proposed that the displacement boundary conditions on the local region
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may be decomposed into tension, bending, or shear, and considered one at a time in isolation.

Through such an analysis, in the structure described in Section  3.5.3 , shear displacements

were observed to correlate most with cracks emanating from the passivation corner. To

simulate such cracks, in this example, the local region described in Section  3.5.3 is now used as

the global model with the bottom fixed, and the top was under displacement controlled shear

load of 50µm. The TEOS region above the upper right corner of aluminum was extracted as

the local model (Figure  6.15 ). The local region was isogeometrically described using Non-

Uniform Rational B-Spline (NURBS, [ 140 ]) representation with 1845 control points and 1440

integration cells. The red dot in Figure  6.15 represents the enrichment corresponding to the

bi-material corner singularity, whose enriched form was given in Eq. ( 6.35 ). During analysis,

integration was carried out cell-by-cell (each cell corresponded to the non-zero knot span).

To map nodal values between the finite element mesh and the NURBS description of the local

model, the projection matrix in Section  3.2.3 was calculated as before with the difference

that the shape function of the local model was replaced by the NURBS basis function.

Figure 6.15. Corner singularity: model setup.

The global model was first run in Abaqus and the displacement on the interface was then

mapped to the local model. Iterative coupling method was used to update the displacement

until relative residual was below 1%. Figure  6.16a shows the nodal force vectors on the

interface, where GF indicates the global model force, LFmap indicates the nodal force in

local mesh mapped to global mesh through the mapping matrix. It is clear that the global

and local forces are not balanced. After 20 iterations, equilibrium is nearly achieved as

shown in Figure  6.16b . The relative residual decreases steadily at each iteration as shown

in Figure  6.16c . The final distribution of principal stress is shown in Figure  6.16d . The

178



singular stress at the corner junction aluminum and TEOS was captured well by the corner

enrichment.

(a) (b)

(c) (d)

Figure 6.16. FE-IGA coupled analysis  (a) Nodal force at the 1st iteration
 (b) Nodal force at the 20th iteration (c) Convergence of relative residual  (d) 

Maximum principal stress distribution in the local model.

Figure  6.17 demonstrates the convergence of solution unknowns K̄I and K̄II , which are

proportional to the generalized stress intensity factors. In other words, higher K̄I and K̄II

imply greater susceptibility to cracking. In the present example, mode I was dominant. The

results show that K̄I increased as iteration went on converging eventually. Since the initial

stress intensity factors are lower than the converged values, a one-way global local model

will underestimate the stress-intensity factors. Such an analysis will not be conservative on

the potential for catastrophic fracture. The reason for this underestimation is the “stiff”

behavior of the global model that could not capture the effect of the stress singularity at the

corner. The mapped displacement in the local region was thus underestimated due to the

“stiff” global model.
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Figure 6.17. Convergence of the generalized stress intensity factors obtained
directly using the EIGA procedure.

6.6 Summary

In this chapter, an isogeometric enriching approximation technique for modeling stress

singularities at sharp corners was proposed. The displacement field given by Seweryn and

Molski was extended to multi-material corners. The solution was applied to enrich corner

singularities with predetermined angular functions. Combined with parametric stitching

technique, singular enrichment was also used to solve interface crack problem. By taking

advantage of the theoretical solution, the resulting solution system enables direct and efficient

extraction of generalized stress intensity factors without post-solution evaluation of path-

independent integrals. The proposed method was demonstrated by solving a homogeneous

sharp corner problem, a bi-material problem with two interfaces bonded and an interface

crack problem. Also, the technique is applied on a local model of BEOL structure using the

iterative global-local model method. In conclusion, the numerical examples show that the

method is capable of rapid convergence to the solution SIFs with relatively fewer degrees of

freedom even with uniform and coarse discretizations.
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7. CLOSURE

The focus of the thesis was on developing computational strategies for nonlinear multi-scale

problems composed of multiple patches, with application to corner singularities. There are

in total four topics relating to the theme that were described in the thesis.

7.1 Summary and Novel Contributions

The thesis research was first motivated with a multi-scale problem of importance to the

microelectronics industry: plastic ratcheting-induced fracture in back end line (BEOL) struc-

ture. It was initially speculated that the singular stress at the local region on re-entrant

corner may be the main cause of passivation fracture. A global-local analysis without a

change in boundary conditions (one-way coupled model) may not be sufficient to capture

the local field accurately due to lack of feedback to the global model, particularly when the

local model response is nonlinear. An iterative computational strategy for code- and mesh-

agnostic global-local analysis was then developed. Variational principles with intermediate

framework were proposed to transfer nodal force between the sub-domains. Two different

mapping techniques, namely global Lagrange multiplier (GLM) method and local Lagrange

multiplier (LLM) method were studied. Overall, GLM was more accurate due to integra-

tion over the interface, but the need for integration made the technique computationally

more expensive. The mapping of forces between the sub-domains allowed the calculation

of the unbalanced force at the interface. The unbalance force was reduced iteratively until

equilibrium was achieved. A procedure was developed to correct the displacement in a non-

intrusive manner to allow the sub-domains to be modeled using commercial finite element

software that may not provide access to the stiffness matrices. To accelerate the convergence,

SR1 update and BFGS updates were applied. Several numerical examples were solved to

demonstrate solutions over subdomains with different discretizations and even solved using

different commercial finite element analysis codes.

Chapters 4–6 were applications of the Enriched Isogeometric Analysis (EIGA) technique.

The first application of EIGA was to boundary condition application during immersed anal-

ysis. A direct and strong imposition of boundary conditions was proposed by using en-
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richments with known function of gradient values. The enriching boundary contained extra

degrees of freedom that were isoparametrically added to the enriching geometry and blended

with the underlying domain approximation. The use of algebraic level sets enabled both

the construction of the weight field and point classification. The former is necessary to cap-

ture the influence of boundaries on the underlying domain, while the latter helps classify

quadrature points as being inside or outside the physical domain during analysis.

The proposed CAD-CAE integration approach eliminates the need for mesh generation,

retains a geometric representation of the boundaries that are exact to the CAD model,

and enables exact to CAD point containment queries during analysis. The accuracy of

the proposed method was demonstrated through both patch tests as well as convergence

analysis on a benchmark problem. In the patch test, decreasing the cell size lead to less

error when using exponential weight function, while the cubic or quartic weight function

yielded solutions that were accurate to machine precision. Optimal convergence was also

observed in a perforated plate example.

Solid models generated by CAD systems consist of trimmed, disjoint patches. Therefore,

the patches need to be stitched prior to their use directly for isogeometric analysis. A

technique to couple multiple parametric subdomains with non-matching discretizations was

proposed in Chapter 5. Explicit edge enrichments were used to stitch two adjacent patches.

The strategy was then extended to stitching multiple patches that join at a T-junction or

extraordinary vertex. A hierarchy of vertex, edge, face and body enrichments were proposed

to achieve multi-patch stitching. The different patches were blended with weight functions

that assured the satisfaction of partition of unity property of the approximations over the

domain. It was shown that with appropriate conditions on the weight functions used for

blending the enrichments, one can achieve the required smoothness in the fields between the

patches. Patch tests were conducted on two-patch, three-patch, four-patch and multi-patch

domains with extraordinary vertices. Convergence studies were conducted on patches with

both straight and curved edges. In general, solutions accurate to function precision were

achieved when coupling patches with orthogonal straight edges, but the accuracy degrades

with increased curvature of the coupling edges. Also, the solution error does depend on the
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accuracy of quadrature near curved boundaries, but the overall solution was in very good

agreement with the reference one.

Finally, an isogeometric enriching approximation technique for modeling stress singular-

ities in multi-material corners was described. The analytical solution method developed by

Seweryn and Molski was extended to multi-material corners. A general approach to deter-

mine eigen-function for arbitrary bi-material corner was proposed. Cracks were then defined

as partially stitched patches and the parametric stitching technique together with singular

enrichments were used to analyze the singular stresses. The enriched solution enabled direct

and efficient extraction of generalized stress intensity factors without the need for an a pos-

teriori evaluation of path-independent integrals. The proposed method was demonstrated on

a homogeneous sharp corner problem, a bi-material problem with two surfaces bonded and

on an interface crack problem. Also, the developed technique was applied to a local model

of BEOL structure using the iterative global-local analysis.

7.2 Recommendationa for Future Work

7.2.1 Non-Intrusive Coupling Algorithm on Multiple Geometrically Identical
Sub-Structures using Machine Learning

Generally, the non-intrusive iterative global-local analysis developed in this thesis is not

efficient when the non-linear region is large. A refined full model is more appropriate in

this case. However, the computational cost will increase with a refined nonlinear analysis.

For example, when modeling semiconductor packages with thousands of solder interconnects,

millions or even tens of millions DOFs are needed to model the fracture propagation in solder

joints. This computational cost is prohibitive for analysis on a desktop computer. However,

fortunately, each solder joint (which forms the local model) is a repeated sub-structure.

Every solder joint has identical geometry and material behavior. Therefore, the solder joint

can be regarded as a non-linear super-element. Machine learning can thus be applied to

capture the behavior of the solder joint to various applied loads.

Applying neural networks Zhang et al.[ 141 ] proposed a response surface model for pre-

dicting the fatigue life of solder joints in package structures. This is a potential approach
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to improve the efficiency of solution for multi-scale problem with repeated local structures.

The behavior of a representative local model could be captured by machine learning and

later used to model the behavior of every solder joint. Even though the fitting process may

be computationally expensive, it could help speed the analysis process, especially when the

same local structure is repeated thousands of times.

7.2.2 Complex Solution for Arbitrary Wedge Angle Corners using EIGA

The asymptotic analysis of general angular corners yieds complex strengths of singularity.

Seweryn[ 51 ] points out that both real and imaginary parts of the solution should satisfy the

boundary condition and thus the solution may be represented by a linear combination of

the both parts. Pageau[ 139 ] argues that in the complex case, the asymptotic field can be

determined to within a multiplicative complex constant (amplification and rotation). The

authors also proposed an approach to evaluate the general SIFs. The complex numerical

solution to the angular corner of a multimaterial wedge is left as a future exercise.

For the complex case, the stress and displacement fields are determined to within a

multiplicative complex constant (amplification plus rotation). However, there exits infinite

number of ways to express the angular variations (eigenfunctions) of the stress and displace-

ment fields with a complex scaling factor. Therefore, it is necessary to extract the generalized

stress intensity factors from the arbitrary complex scaling factor. The proposed computa-

tional framework could also be extended for n-material wedges to evaluate generalized SIFs

using EIGA.

7.2.3 Unified Failure Mechanism and Crack Propagation Simulation

The crack initiation condition at bi-material wedges or sharp corners is more complex

than similar analysis of cracks. The wedge angle, material combination, interface property

all are important to predictions of crack initiation.

For a structure containing sharp notches made of a homogeneous material, the critical

energy state lies between fracture toughness of the material and the static strength[ 142 ]. The

calculation of energy to advance a crack relies on the accurate description of stress, strain or

184



strain energy density distribution near the defect tip. Usually the fracture criterion involves

both material strength and a characteristic length. Leguillon[ 142 ] proposed a criterion for

v-shape notch, which combines the Griffith energy criterion for a crack, and the strength

criterion for a straight edge. He also argued that the crack increment length for a wedge

can not be infinitely small. Its lower bound is controlled by the wedge opening angle. The

bound becomes zero for fracture problem. Strain energy density based criterion have also

been proposed for propagation of cracks, either point-wise[ 143 ] or in an average sense[ 144 ].

Using enriched singular analysis for a sharp corner, the generalized stress intensity factor

can be used to characterize the probability of crack advancement. However, there is little

research on predicting the crack propagation direction at a sharp corner. When multiple

materials join at a corner, there exists competition between crack penetration vs. deflection

into an Interface. Tambat and Subbarayan [ 145 ] applied EIGA to simulate the path of a

crack near an interface in layered strucutrus. However, this approach needs to evaluate the

energy release rate of all possible new crack configurations to determine the likely path and

is thus computationally expensive.

Configurational force (also termed material force) [ 146 ] may be a potential criterion to

unify and predict the risk of crack initiation and the path of propagation. It is a thermo-

dynamically consistent measure, which can unify crack initiation, risk of propagation and

direction of propagation. Configurational force is a vector, whose direction is opposite to

potential crack propagation direction while its amplitude may be used to determine crack ini-

tiation. However, the physical meaning of the critical configurational force that is proposed

in [  146 ] is unclear.

From a microscopic perspective, fracture is the result of microcracks or microvoids leading

to microscopic damage that eventually form a macroscopic crack. The process should be

governed by thermodynamic principles as well as statistical mechanics. [ 147 ] showed that

the probability of nucleation depends on a theoretical estimate of critical volumetric energy

density, which is directly related to the surface stress. The formation of new crack can be

regarded as the accumulation of nucleated microscale defects. This provides a potential

theoretical basis to connect configurational force with nucleation theory. In this manner,

crack initiation criterion at any sharp corner may be unified using configurational force.
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[37] J. Nitsche, “Über ein Variationsprinzip zur Lösung von Dirichlet-Problemen bei Ver-
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[78] J. Nitsche, “Über ein variationsprinzip zur lösung von dirichlet-problemen bei ver-
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A. MULTI-SCALE ANALYSIS OF PACKAGE AND SOLDER

JOINT FRACTURE SIMULATION

Fatigue fracture is one of the major failures of solder joints in semiconductor assemblies.

Under thermal cycling, solder joints undergo cyclic loading due the coefficient of thermal

expansion (CTE) mismatch. Among various kind of fatigue fracture models, Coffin-Manson

model may be the most frequently used one. It is an empirical model with little physical

basis. It is based on an observed correlation to predict the life of an intact joint without

tracking the crack initiation and propagation process. Generally, assumptions in linear elastic

fracture mechanics (LEFM), such as isotropy, small-scale yielding are often unrealistic for

solder joints. The microstructural uncertainties, especially the heterogeneous constituents,

brings more difficulties in simulating the behavior of solder joints.

The maximum entropy fracture model (MEFM) is a thermodynamically consistent and

information theory inspired (non-empirical) damage accumulation theory for ductile solids.

The model uses a single damage accumulation parameter to relate the damage leading to

fracture to accumulated entropic dissipation. It is a promising tool to predict the fatigue

damage in solder joints under cycling loading.

A.1 The Maximum Entropy Fracture Model

The model is based on Shannon’s idea of Information entropy [ 148 ] and Jaynes’ work

on maximum entropy principle [ 149 ]. An expression for damage is derived, which accounts

for the uncertainties at the lower length scales. Dissipation of energy in the form of crack

propagation is related to damage using continuum thermodynamics and J2 plasticity theory.

For the sake of completeness, the maximum entropy fracture model[  150 ] is briefly described

below:

The notion of entropy in Shannon’s theory is abstract. He argues that to be able to

measure uncertainty, a function must satisfy three conditions: continuity, montonicity and

composition. The only function which satisfies all the three condition is :

H = −kΣn
i pilnpi (A.1)
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with n being the number of possible events and pi the probability of an event occurring.

It is worth noting that Shannon’s function has similar form to Boltzmann’s H-function and

the Gibbs entropy function.

s = −kBΣn
i pilnpi (A.2)

where s is entropy, and kB is the Boltzmann’s constant. Gibbs’ equation has a physical

significance to it, whereas Shannon’s derivation is purely a mathematical argument with no

connection to any physical behavior. Jaynes[ 149 ] used information entropy as a starting

point to derive well known relations in statistical mechanics without the need for physically

limiting assumptions. He argues that given a system with a probabilistically defined state,

the maximum entropy method should be used to find the probability distribution. To this

extent a solder joint may be in any one of its n possible microstructural states xi with a

probability of pi of being in that particular microstructural state. Here, microstructural

states refer to a thermodynamic ensemble. The discrete probabilities will sum to unity.

n∑
i
pi = 1 (A.3)

Assume that damage is only associated with energy, the expected energy measure at any

point xi is:

ψ(x) =
n∑
i
piψi (A.4)

The probability pi can be obtained by minimizing the entropy function with constraint

Eq. (  A.3 ) and Eq. ( A.4 ):

pi = exp(−µψi − λ− k
k

) (A.5)
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where µ and λ are the Lagrangian multipliers corresponding to the two constraints. By

choosing the appropriate quantity ψ, which could be the plastic dissipation, total damage is

defined as the accumulative function:

D =
∫ t

o
f(0)exp(−

∫ t

0

Wt

ρkψT
dτ)dt) (A.6)

Finally, by assuming constant inelastic dissipation rate, and using the condition D(inf) =

1 the damage has a simplified mathematical form

D = 1− exp(− Wt

ρkψT
) (A.7)

where, kψ is a parameter associated with damage, Wt is the inelastic dissipation, ρ is the

density of the material, and T is temperature.

The above form is very similar to the damage estimated by equivalent inelastic strain in

[ 151 ]:

D = 1− exp[− ( ξ
ξc

)β] (A.8)

where, ξ is the inelastic strain with ξc being a characteristic value.

A.2 Numerical Implementation

A user defined field (USDFLD) subroutine in FORTRAN was written and linked with

ABAQUS® to calculate the damage. Eq. (  A.7 ) is used to evaluate damage at any time

by extracting inelastic strain energy density. In ABAQUS, two variables EPDDEN and

ECDDEN, which represent energy dissipated per unit volume in the element by plastic de-

formation and creep respectively, are extracted. However, evaluating the inelastic dissipation

at each cycle is computationally very expensive. A linear extrapolation scheme to accelerate

the process was thus developed. Two sequential thermal cycles were simulated using Abaqus.

The increment in inelastic dissipation from the first to the second cycle was tracked. The
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change in dissipation was then extrapolated using a single term Taylor series expansion to a

predetermined number ∆N = Nn+1 −Nn of cycles using the following equation:

Wn+1Wn + ∂W

∂N
|n(∆N) (A.9)

Wn+1 is then substituted into Eq. (  A.7 ) to evaluate the probability of failure D at every

material point using the maximum entropy fracture model. As D increased, linear decrease

of modulus was imposed on the solder. The crack path is represented by the loci of critically

damaged elements. The modulus is linearly decreased with D:

E = (1−D)E0 (A.10)

where E0 is the initial modulus for the intact material. To avoid singular system during

computation, the stiffness is reduced to 1% of the initial value when D is 1. The critical

damage was set to be D > 0.95 in the current study.

A.3 Mesh Dependence Mitigation

The MEFM described above can be used to simulate fatigue fracture propagation. In the

method, fracture propagation is represented by sequence of elements with critical damage.

In this approach, the crack is not necessary to be defined a priori. There is no necessity to

insert pre-existing crack either.

However, such a smeared crack model suffers from mesh dependence issues[ 152 ]. That

is, the extent of crack propagation and energy release varies with element size. As damage

occurs, strain softening tends to localize within a small band whose width is sensitive to the

FE mesh size. The width of the band is small so sometimes the volumetric energy released in

this band due to local damage is referred to surface energy. The band width, as an internal

characteristic length of the material, is determined by the ratio of volumetric energy and

surface energy.

From the perspective of numerical simulation, the potential energy stored in the whole

element is released as a result of damage. In the model, energy dissipation is proportional
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to the element size. Since the crack is represented by damaged elements, smaller element

leads to faster fracture propagation due to less stored energy release. Ideally, the size of

the element should be the same as the intrinsic characteristic length of the the material.

However, this length scale is not readily known.

To mitigate the mesh dependence in strain-softening model, a characteristic length is usu-

ally introduced[ 153 ], [ 154 ]. Bazant and Oh [ 155 ], [ 156 ] proposed a crack band model with

an intrinsic material property embedded into numerical method to mitigate mesh depen-

dence issue. Usually, the characteristic length parameter is either intrinsic to material and

connected to the fracture process zone, or a characteristic of the effective stress distribution

within a specific volume[ 157 ].

A brief illustration of process zone and charateritic length is shown in Appendix  A.3 . Let

Ω represent the volume of process zone and Γ represent the surface area of crack. W̄Omega

denotes the average inelastic dissipation per volume in the process zone, and W̄Γ is average

dissipation density per area on the fictitious crack surface Γ.

The energy dissipated through the newly generated crack surface should be equivalent to

the energy stored in the process zone.

W̄ΩΩ ≈ W̄ΓΓ (A.11)

The above quantity can be further simplified to:

W̄Γ ≈ W̄Ω
Ω
Γ = W̄Ωlc (A.12)

with lc being the characteristic length, which connects volumetric energy density and

surface energy density.

From the perspective of numerical simulation, damage is localized in one layer of elements

and thus the energy dissipation relates to the element size. To mitigate this effect, the mesh

size is incorporated into the damage equation. It is assumed that the energy dissipated
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Figure A.1. Illustration of process zone and crack surface.

within the contiguous damaged elements should be equivalent to that dissipated through the

crack surface:

W̄ΓelemΓ = W̄Ωelem (A.13)

W̄Γ ≈ W̄
Ωelem

Γelem
(A.14)

Comparing Eq. ( A.14 ) and Eq. ( A.12 ), the relation between inelastic dissipation density

in the process zone and critical element is:

W̄ lelem = W̄Ωlc (A.15)

W̄Ω ≈ W̄
lelem
lc

(A.16)

In finite element implementation, the maximum entropy model is:

D = 1− exp(− lelemW
lcρkT

) = 1− exp(− cW
ρkT

) (A.17)
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where c = lelem
lc

is a normalized element size. lc is the characteristic length of the fracture,

with lelem being the equivalent element size, which is defined as cube root of a element volume

for 3D elements, square root of the area for 2D elements.

A simplified 2D test example is demonstrated to show the mesh dependence of the current

method. The material property is as shown below: It is assumed that solder has a yield

Table A.1. Properties of materials.
Mateiral E (GPa) ν α(ppm/K)

Si 5 0.4 2.61
Cu 117 0.37 16.7

PCB 5 15 0.11 14.5
Solder 32 46 0.33 23

stress of 22MPa and ultimate stress of 35 MPa and under thermal cycling between 398K and

233K. At the lowest temperature, it can be seen that the solder joint is under shear with the

maximum stress on the upper right corner. As thermal cycling goes on, plastic accumulation

finally leads to crack.

(a) (b)

Figure A.2.  (a) Simplified 2D test setup and  (b) Von Mises Stress Distribu-
tion (Deformation 50 times amplified).

The problem is modeled by three levels of mesh size 5µm, 10µm, 20µm. For simplicity,

the chracteristic length is assumed to be lc = 5µm. The results without mitigation technique

in Appendix  A.3 shows that cracks finer mesh propagates faster than in coarser mesh. This is
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because crack generation is the result of energy dissipation within the bulk element. Larger

element needs more energy dissipation to damage and thus needs more cycles to crack.

The mitigation technique introduced a scaling factor to remedy this effect, as can be

seen in Appendix  A.3 . The mesh dependence is significantly reduced. To quantitatively

evaluate the improvement, the relative crack length is defined as the ratio of number cracked

elements (D > 0.95) over the total number of elements in the row. Appendix  A.3 clearly

demonstrates the effect of the mitigation technique. The case of h = 5µm is used as a

reference, by choosing lc = 5µm, The result is identical whether using mitigation or not.

But, for h = 10µm and h = 20µm, without mitigation, the crack initiation time has an error

of 70% and 230% respectively. By using the mitigation technique, the errors are reduced to

0% and −10%. It can also seen that the the curves diverge at the later stage of crack, but

the mitigation technique still works well when the relative crack length is below 0.7.

Figure A.3. Comparison of crack propagation without mitigation.

A.4 Extrapolation to accelerate

Different ∆N were used to test the acceleration technique. It could be seen in Ap-

pendix  A.4 that higher ∆N may result in faster crack propagation. But, the difference in
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Figure A.4. Comparison of crack propagation with different mesh sizes.

crack length for ∆N = 20, ∆N = 50,∆N = 100 are small. Especially when relative crack

length is below 0.6, the three curves are almost identical.
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Figure A.5. Comparison of relative crack length with different mesh sizes.

Figure A.6. Comparison of crack propagation with different acceleration time step.
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