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ABSTRACT 

As the most used dosage form in the world, tablets are widely used for the mass production of 

drugs. The disintegration and dissolution kinetics of tablets play a vital role in the 

pharmacokinetics and pharmacodynamics of drugs. It is also critical for evaluating the quality of 

drug formulations. This thesis reports a modeling and simulation approach of tablet disintegration 

and dissolution processes in a dissolution test device. By coupling the lattice Boltzmann method 

with the discrete element method, we simulate the hydrodynamics as well as the particle dynamics 

in the dissolution test device. Our computational methods could model the tablet structure, 

disintegration of the tablet in the dissolution device, and dissolution of particles under the influence 

of hydrodynamics. The simulation results show that our computational methods can reproduce 

experimental results. Our methods pave the path toward an in-silico platform for tablet formulation 

design and verification. 
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 INTRODUCTION 

Tablets are the most popular oral dosage form. The disintegration of a given tablet and the 

subsequent release kinetics of the active pharmaceutical ingredient (API) are facilitated by 

utilizing swelling polymers as excipients. The disintegration process governs drug release kinetics 

and plays a crucial role in determining drug absorption and eventual bioavailability. Thus, it is 

essential to fully understand and predict the disintegration and dissolution process in order to better 

inform the rational design of tablet formulation. 

Several research efforts have been reported in the literature for developing physical models 

of tablet disintegration and dissolution, such as the finite element method (FEM) [1, 2], the discrete 

element model (DEM) [3-6], a hybrid of FEM and DEM [7, 8] and the cellular automata method 

[9]. The DEM approach is promising as it treats particles individually and could easily describe 

the non-uniform distribution of API and its excipients. However, all of the above methods neglect 

the fluid dynamics around the tablet. The liquid flow significantly influences the disintegration 

(and dissolution) of the tablet [10]. The local interactions between liquid and tablet can, therefore, 

significantly impact the disintegration and dissolution kinetics of the tablet. 

Therefore, we aim in this project to develop a physical simulation method for tablet 

disintegration and dissolution. We will consider and model three basic processes, including 

particle dissembling, fluid dynamics, and fluid–solid interactions. Unlike what is reported in the 

literature, our method considers both particle–particle interactions within the tablet and the 

interaction of liquids flowing onto and around the tablet. For this purpose, the lattice Boltzmann 

method (LBM) is the general framework used to integrate with the DEM. More specifically, the 

hydrodynamic condition will be simulated with the LBM, while the structure of the tablet will be 

represented with DEM particles. The DEM and LBM models will be coupled together to simulate 

the fluid–solid interaction between liquid and tablet particles. 

1.1 Significance of this study 

Measurement of the disintegration and dissolution kinetics of tablets has been widely 

adopted by industry and regulatory agencies for drug development. Several compendial standards, 

such as USP-NP <701> and <711>, have been established and applied for decades as a way to 
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measure drug product release [11, 12]. Slight variations in disintegration and/or dissolution 

kinetics of a limited number of tablets are commonly accepted as the criterion of content 

uniformity. Granted, these methods play a critical role in ensuring the quality of tablet products, 

but the test methodology itself offers no direct insight into tablet formulation and formation. This 

makes it challenging to achieve the Quality by Design (QbD) goal of tablet products. As 

continuous manufacturing of solid dosage forms is becoming a reality through wide adaptions of 

process analytical technologies [13, 14], using the disintegration and dissolution test methods in 

bulk solution as a “black-box” tool presents a hindrance to the effective development and 

manufacturing of tablet products. 

The overarching goal of our research is to mechanistically connect the disintegration and 

dissolution kinetics of a tablet with its microstructure, including—but not limited to—the 

composition of the drug (API) and its disintegrants (and other excipients), their distribution in the 

tablet, particle size, size distribution, inter-particulate bonding, or other interactions. These factors 

are well known to control or influence the disintegration and dissolution of a tablet. However, few 

efforts have been made to investigate their influence on kinetic behaviors mechanistically. This 

proposed project aims to develop physics-based modeling and simulation methods of tablet 

disintegration and dissolution based on particle properties of the API and the disintegrant, as well 

as inter-particulate mechanics. Moreover, as hydrodynamic conditions vary significantly in a 

liquid environment in which a tablet dissolves (e.g., due to mechanical stirring in Apparatus II or 

peristaltic waves in the GI), we need to fully consider the liquid–particle hydrodynamic forces at 

the tablet surface and during the dissolution of a drug/excipient particle. It is also critical to 

consider the physics of water uptake by disintegrant particles and its influence on particle swelling 

and particle–particle interactions. Fulfilling these requirements, we aim to model the 

hydrodynamics of a liquid with the LBM, inter-particle kinetics with DEM, and liquid–particle 

coupling with the immersed moving boundary method (IMBM) [15-17]. All of these methods are 

rooted in physical descriptions of liquid and particle movements. Thus, the specific aims for this 

project include: 

(1) Integrating the computational methods for simulating tablet disintegration and 

dissolution. We have implemented most of the computational techniques, including LBM, DEM, 

and IMBM, and algorithm implementation of particle dissolution and water uptake and swelling 

of disintegrant particles. We will combine these methods in this project. 
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(2) Developing an in silico model of the tablet micro-structure from physical measurements 

of particulate properties and mechanical strength, as well as the compression force of tableting. 

Our overall simulation is at the particulate level, which treats individual particles in a tablet as the 

fundamental unit for examining disintegration and dissolution kinetics. To simulate a real tablet, 

we will explore measurement methods of particle properties and particulate organization in a tablet. 

(3) Conducting numerical simulations of model tablet products dissolved using the USP 

apparatus II, and comparing these results with experimental results. We will develop a numerical 

model for the apparatus (including the stirring bar and vessel) and apply the simulation platform 

developed in Aim 1 to the in silico models of representative tablet products. The simulation results 

will be compared against experimental data collected using this dissolution method. 

Upon completion of the project, our expected outcome is two-fold. First, we expect to 

establish the connections between particle properties and tablet compression, as well as the kinetics 

of disintegration and dissolution kinetics. Second, we will gain deeper insight into the 

concentration distribution in the USP apparatus II and assess possible limitations of the compendial 

methods in testing various tablet formulations. 

1.2 Previous research 

In this section, we briefly introduce prior research on the study of tablet disintegration and 

dissolution in the USP apparatus II. We will primarily focus on the application of computational 

methods on tablet disintegration and dissolution studies. Finally, we compare our model with 

previous approaches to show the advantage of our model.  

1.2.1 Research on USP apparatus II hydrodynamics 

The study of hydrodynamics using dissolution devices like the USP apparatus II is essential 

for understanding factors impacting the dissolution test. This will help to build standard protocols 

to reduce the error in dissolution tests and improve the design of the standard dissolution test device. 

Traditionally, experiments were performed to image the fluid dynamics with the USP 

apparatus II. We can observe fluid flow patterns in the device by injecting colored dye from a 

salicylic acid calibrator tablet [18]. This gives us a general idea of the impact of fluid flow and the 

concentration distribution during the dissolution test. More quantitative methods, such as laser-
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induced fluorescence (LIF), can be used to gain a detailed dissolution profile with the USP 

apparatus II. The fluorescent dye molecules released by the tablet in the dissolution test will be 

excited by the laser. By measuring the strengths of fluorescence, we can measure the concentration 

within the device without sampling from the device [19]. The techniques could help us better 

understand the concentration distribution of the drug at different dissolution conditions. We know 

that the velocity of fluids has a significant impact on the dissolution of the tablet. Laser Doppler 

velocimetry (LDV) could be employed to measure the liquid velocity at a specific location in a 

dissolution device [20, 21]. Although both LIF and LDV could help us obtain quantitative 

information about the concentration and velocity distribution within the dissolution device, their 

measurement of the quantitative information is usually from isolated spots. As experimental 

methods cannot continuously measure the concentration and velocity fields, it is difficult to gain a 

complete picture of hydrodynamics and drug concentrations using current methods. 

Compared with traditional experimental methods, computational methods have the 

advantage of flexibility. They can help us gain insight into the dissolution process of the tablet and 

are free of human errors during the experimental measurements [22-24]. Computational fluid 

dynamics (CFD) is a widely used method to simulate the fluid dynamics in the USP apparatus II 

[21, 25-30]. By comparing the simulated results against experimental methods from LDV and 

particle image velocimetry (PIV), CFD methods have been proven to be accurate and efficient 

methods for studying the dynamics in the USP apparatus II [19, 25, 31]. Compared to experimental 

methods, CFD could help us investigate more detailed dynamics in the device. For example, CFD 

simulations have shown that the velocity and shear rate change dramatically at the bottom of the 

USP apparatus II, which indicates that the location of the tablet in the dissolution test affects the 

final result of the compendial method [30] . With the help of CFD simulations, we can also study 

the impact of paddle agitation speeds on fluid strain rate distribution in the USP apparatus II [32]. 

While these kinds of studies are usually difficult to perform in an  wet lab, they are much easier to 

perform using CFD simulations. 

1.2.2 Tablet disintegration and dissolution 

Traditionally, the USP apparatus II has been widely used for the dissolution tests of 

different drug formulations. However, without understanding the kinetics of tablet disintegration 



 
 

18 

and dissolution, we are applying trial-and-error methods to examine the effect of different 

formulations. Scientists used to design multiple new drug formulations based on experience and 

test them in the USP apparatus II to determine the optimal formulation. Therefore, to facilitate the 

rational design of the new drug formulation, we must simulate the entire processes of tablet 

disintegration and dissolution.  

As CFD methods focus on liquid dynamics, we must combine CFD with other methods 

which could simulate the solid tablet in order to study the impact of tablet formulation on the 

kinetics of disintegration and dissolution. To study hydrodynamics near the tablet in dissolution 

tests, some simulations placed a geometry of the tablet at the bottom of the USP apparatus II to 

study the liquid velocity at the surface of the tablet. The mass transfer from tablet to liquid is 

calculated based on the velocity magnitude [27, 29, 32-34]. This method can only study the impact 

of liquid dynamics on the whole tablet, and therefore could not examine the effects of different 

tablet formulations on the dissolution tests. As a result, we need to model the interactions between 

tablet particles and fluid dynamics. 

Tablet dissolution happens alongside disintegration, during which the tablet breaks due to 

the swelling of the excipient, which changes the dissolution rate of a tablet. Some studies  applied 

numerical methods, such as cellular automata and the FEM, to simulate the swelling of uniform 

particles [1, 35]. To better model the properties of tablet particles, we use the DEM, in which the 

particle size densities and solubilities are represented by sphere particles [4]. DEM methods have 

been widely used in the simulation of the drug manufacturing process. Usually, combined with 

FEM, DEM could help us to better understand factors affecting the manufacturing of tablets [36]. 

DEM is also widely used in the study of tablet compression [37, 38].  

Much effort has been made to combine CFD with other numerical methods to simulate 

tablet disintegration and dissolution. For example, by combining CFD with direct numerical 

simulation (DNS) of particles, the dissolution of particles under different hydrodynamics can be 

simulated [39, 40]. However, due to the limitations of the coupling method, the velocity field must 

be extracted from the COMSOL simulation and then imported into an in-house program. Because 

this means that the coupling is unidirectional, we cannot understand the impact of drug particles 

on hydrodynamics. Additionally, the simulation could not be performed in real-time, as the 

software programs are required to use preprocessed velocity data from other programs [40, 41].  
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In this project, we propose to use a kind of CFD method, namely LBM, coupled with DEM 

to study tablet disintegration and dissolution rather than solving the Navier-Stoke equation with 

the FEM or FVM approach. LBM can simulate the fluid dynamics by solving the Boltzmann 

transport equation [42]. Recently, LBM has gained considerable attention [42-45]. Compared to 

traditional FEM- and FVM-based methods, LBM has the advantage of being simple to implement. 

Because all the computation is performed locally, LBM is easily implemented for large-scale 

parallel computation on CPUs and GPUs [46]. Also, LBM is adept at dealing with complex 

boundaries and multiphase and multicomponent flows [47, 48].  

For what we wanted to simulate in this project, LBM made it easier to implement the 

coupling between hydrodynamics and particle dynamics. To couple fluids and solids in LBM, two 

primary methods have between proposed: the momentum exchange method (MEM) [49, 50] and 

the partially saturated cell method (PSM) [15]. In the MEM, non-slip boundary conditions are used 

to model the particle surface. In the PSM, the solid particle is model by the ratio of solid part in 

the lattice node. The solid ratio will determine whether to perform bounce-back boundaries or to 

treat the node as a fluid. In our simulation, we used PSM, which is also called the immersed moving 

boundary method (IMBM). 

1.2.3 Feasibility of coupling the LBM and DEM from dissolution studies 

Compared to previous models for tablet disintegration and dissolution tests, our model has 

several apparent advantages: 

1. The LBM is good at dealing with complex boundaries in simulation. Because we are 

attempting to simulate the interaction of tablet particles and hydrodynamics, we must 

deal with the boundary between particles and fluid accurately and efficiently.  

2. The LBM could be further developed for large-scale dissolution studies in in vivo 

environments such as the GI tract. Currently, our simulation focuses on the USP 

apparatus II. However, it is necessary to study the dissolution of tablets in the GI tract 

for more accurate results. Compared to traditional methods, the LBM is good at 

dealing with the complex boundaries in the GI tract. 

3. By coupling the LBM with the DEM, we can perform, for the first time, a real-time 

simulation of the entire dissolution process of the tablet in the USP apparatus II. 
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Because of the efficiency of the LBM, this model could be further developed for 

more accurate simulations. 

The LBM–DEM coupling scheme is capable of simulating both the hydrodynamics in the 

USP apparatus II an;d the behavior of particles during the dissolution test. This allows us to 

study the kinetics behind the dissolution of tablets at the scale of tablet particles, enabling the 

possibility of designing different formulations and of testing the dissolution profile using this 

simulation platform. 

1.3 Mathematical models 

In this chapter, the mathematical models used in this project are outlined. Our simulation 

includes three parts: the fluid phase, which is simulated with the LBM; the solid phase, which is 

simulated with the DEM; and the coupling between the solid phase and fluid phase.  

1.3.1 The LBM 

As a CFD method, the LBM could recover the Navier–Stokes equation by solving the 

Boltzmann transport equation [42, 51, 52]. The LBM originates from the lattice gas automata 

(LGA) method, which was developed in the 1970s [53]. In the 1980s, the LGA method was 

extended into the LBM method [54, 55]. The LBM could simulate the fluid hydrodynamics 

without directly solving the Navier–Stokes equation. The LBM could be used to simulate a wide 

range of hydrodynamics [42]. The complex environments, such as porous media and other 

boundary conditions, could be easily implemented in the LBM, which would otherwise be difficult 

to simulate using traditional CFD methods [47, 56, 57]. Also, because the non-linear operations 

are computed locally, the LBM programs could be easily parallelized to enable large-scale 

simulations on CPUs and GPUs [58-61]. The LBM could, therefore, reach second-order accuracy 

in both time and space [62, 63].  

As a relatively new method, the LBM has drawn increasing attention. Several projects have 

been established to develop lattice Boltzmann solvers. The openLB package is an object-oriented 

implementation of the LBM, and it supports parallel simulation with MPI [64]. Palabos follows a 

similar design framework with openLB and provides a flexible framework for extension [60]. It 

also supports parallel computation with the help of MPI. For parallel simulation with multiple 



 
 

21 

CPUs and GPUs, packages such as WaLBerla [65] and Sailfish [66] are available. All of the 

packages mentioned here are open-sourced. 

In our study, Palabos, a lattice Boltzmann solver, was used to realize 3D parallel simulations 

[60]. As a community-supported software, Palabos is well maintained to provide various pre-

designed features and is easy to extend to meet different computing needs [67]. Besides that, it has 

a high parallelization efficiency, which is essential for large-scale simulation.  

From the Boltzmann transport equation to the LBM 

This section introduces the principle of the LBM [68, 69]. Orientated from Ludwig 

Boltzmann’s kinetic theory, the LBM treats the fluid or gas as a space distributed with a large 

number of small particles. These particles will move randomly and collide with one another. 

During the collision process, the energy and momentum of the particles will be exchanged with 

one another.  

The Boltzmann transport equation, as shown in Eq. 1.1, highlights the essence of the LBM. 

In this equation, f is the probability of observing particles at a specific time and space (which is 

also called the particle distribution function), u is the velocity of the particle, and Ω is the collision 

term that epitomizes the driving force(s) that cause the change in the distribution function  f over 

time t: 

∂𝑓

∂t
+ 𝒖 ∙ ∇𝑓 =  Ω 

Eq. 1.1 

The collision term could be approximated with the BGK scheme [70]. In BGK 

approximations, the assumption is that the fluid distribution f tends to reach a local equilibrium 

state of  𝑓௘௤ at each time step of 
ଵ

த
. 

Ω஻ீ௄ = −
1

𝜏
[ 𝑓 −  𝑓௘௤] 

Eq. 1.2 

By replacing Ω in Eq. 1.1 with Ω஻ீ௄ in Eq. 1.2, we can derive the discrete form from the 

LBM. 

𝑓஑(𝒙 + 𝒆𝛂δ𝑡, 𝑡 + δ𝑡) − 𝑓஑(𝒙, 𝑡) = −
1

τ
ൣ𝑓஑(𝒙, 𝑡) − 𝑓஑

௘௤(𝒙, 𝑡)൧ Eq. 1.3 

The idea of the LBM has simplified the original Boltzmann transport equation by 

representing the free moving particle to nodes in the lattice. For a 2D LBM modelwe can obtain a 
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D2Q9 model by restricting the streaming to 9 directions (including one direction that does not 

move), as shown in Figure 1.1.  

The left-hand side of  Eq. 1.3 is the streaming term, and the right-hand side of Eq. 1.3 is 

the collision term. As shown in Figure 1.2, the particles will exchange energy and momentum with 

each other during the collision term; during the streaming term, the particles will move forward to 

the next position at the next timestep. 

 

 

Figure 1.1. D2Q9 model velocity vector on the lattice. Each node could stream to 9 directions 
(including a static one), as indicated by the arrows. 
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Figure 1.2. Movement of vectors during the collision and streaming step in the LBM [71]. 
During the collision step, the particles will exchange momentum and energy to reach the local 
equilibrium state. During the streaming phase, the particle will move to the next position in the 

next timestep.  

The fluid viscosity v is calculated with the dimensionless relaxation time τ as shown below, 

where cs is the lattice sound speed.  

𝑣 = cୱ
ଶ ൬𝜏 −

1

2
൰ 𝛿𝑡 

Eq. 1.4 

The macroscale parameters, such as the fluid density ρ and velocity u, are calculated as 
below. 

𝜌 = ෍ 𝑓ఈ

௤

ఈୀ଴

, 𝒖 =
1

𝜌
෍ 𝑓ఈ

௤

ఈୀ଴

𝒆𝜶 
Eq. 1.5 

The LBM for concentration simulation 

To model the dissolution of drug particles, we also need to simulate the scalar field, such 

as drug concentration or density distribution. The LBM could be used for scalar field distribution 

simulations as shown below. 

𝑔ఈ(𝒙 + 𝑒ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑔ఈ(𝒙, 𝑡) = −
1

𝜏ᇱ
[𝑔ఈ(𝒙, 𝑡) − 𝑔ఈ

௘௤
(𝒙, 𝑡)] 

Eq. 1.6 

Similarly, the local equilibrium distribution function  𝑔ఈ
௘௤(𝒙, 𝑡)  could be expressed as 

below. 

 𝑔ఈ
௘௤ = Cwఈ ൥1 +

1

2

𝒖 · 𝒆𝜶

𝑐௦
ଶ + ቆ

𝒖 · 𝒆𝜶

𝑐௦
ଶ ቇ

ଶ

−
𝑢ଶ

2𝑐௦
ଶ൩ 

Eq. 1.7 

To compute the concentration or density of drug C, we used a similar method:  
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𝐶 = ෍ 𝑔ఈ

௤

ఈୀ଴

 
Eq. 1.8 

Also, the diffusion coefficient D is related to the relation term 𝜏ᇱ: 

𝐷 = cୱ
ଶ ൬𝜏ᇱ −

1

2
൰ 𝛿𝑡 

Eq. 1.9 

Similar to the D2Q9 model, we also need to define the discrete velocity vectors 𝒆𝜶 and 

weighting factors wα on each direction in the D3Q19 and D3Q7 models. Our method used the 

D3Q19 model for velocity field simulations and the D3Q7 model for concentration field 

simulations [72, 73]. 

In our simulation, a solid particle dissolves into the fluid, where a source term Cw represents 

the mass transfer of drug from the solid particle to fluid. 

𝑔ఈ(𝒙 + 𝒄𝜶𝛿𝑡, 𝑡 + 𝛿𝑡) = 𝑔ఈ
ା(𝒙, 𝑡) + 2𝑤ఈ𝐶௪ Eq. 1.10 

Until now, with the lattice Boltzmann method, we could simulate both the velocity field 

and drug concentration field in the dissolution apparatus. 

Turbulence flow simulation in LBM. 

Due to the nature of our simulation, the Reynolds number of the USP apparatus II flow 

could be as high as 4939 [28]. As a result, we need to implement the model to simulate the 

turbulence flow. DNS of turbulent flow with the LBM model are possible [74-76]. However, this 

will be highly computationally expensive. For the sake of efficiency, Smagorinsky models are 

proposed for approximation of the unresolved physics [77]. In the Smagorinksy model, the 

unresolved turbulence is treated as additional turbulent viscosity.  

𝑣௧ = (𝐶𝛥)ଶ|𝑆| Eq. 1.11 

In the equation, |𝑆| = ඥ𝑆ఈఉS஑ஒ is the norm of strain rate tensor. C is the Smagorinsky constant, 

which is typically in the range of 0.1–0.2, and Δ is the filter width. For the LBM, Δ = Δx. Our 

project uses the constant Smagorinsky constant C; consequently, this method is also termed the 

“Static Smagorinsky” method. 
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1.3.2 Discrete element method 

Based on Newton’s second and third laws of motion, the DEM tries to simulate the motion 

of a set of particles that interact with each other. The DEM is developed from the molecular 

dynamics (MD) method, which is used to model the interactions between atoms and molecules 

[78-80]. Later, this method is applied to study granule materials, which leads to the development 

of the DEM [81]. The DEM has wide application in engineering and science.  

Various software and packages have been developed for the DEM simulation, some of which 

are commercial software, such as Rocky DEM ® and EDEM ®. Some of the open-sourced 

packages are LAMMPS [82], LIGGGHTS [83], Yade DEM [84], and Granoo [85, 86]. The 

LAMMPS packages were initially developed for simulating molecular dynamics. The LIGGGHTS 

project was built based on LAMMPS and provides support for granular material modeling as well 

as for more sophisticated contact models for DEM simulation. 

In the following section, we will first introduce the basic principles and equations relevant 

to the DEM. Then we will focus more on the Edinburgh Elasto-Plastic Adhesion (EEPA) contact 

model, which is the primary model we use for tablet compression simulation. 

Basic equations and principles of the DEM 

In this project, we apply the DEM to model the interactions between particles and the 

interaction between particles in the USP apparatus II device. The DEM simulates the motion of 

particles based on Newton’s second law, as shown in Eq. 1.12 where F is the total force, m is the 

mass, and a is the acceleration.  

𝐹 = 𝑚𝑎 Eq. 1.12 

The total force F includes three components: the normal force Fc, the tangential force Tc, 

and the external force Fext from the environment. Fc and Tc are called the contact force.  

𝐹 = 𝐹௖ + 𝑇௖ + 𝐹௘௫௧ Eq. 1.13 

There are various models for contact forces. In our model, Hertz–Mindlin’s contact force 

law is used to model the bulk particle interaction [87-91]. In this model, the normal force includes 

two components: the spring force and the damping force, as shown Eq. 1.14. Similarly, the 

tangential force has two components: the shear force and the damping force, as shown Eq. 1.15.   
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𝐹௖ = 𝑘௡𝛿௡೔ೕ
− 𝛾௡𝑣௡೔ೕ

 Eq. 1.14 

𝑇௖ = 𝑘௧𝛿௧೔ೕ
− 𝛾௧𝑣௧೔ೕ

 Eq. 1.15 

In the above two equations, kn  and kt are the elastic constants of normal and tangential contact. δnij 

and δtij are the normal and tangential overlap of the distance between two particles. γn and γt are 

the viscoelastic damping constants of normal and tangential contact. vnij and vtij are the relative 

velocities of normal and tangential components. 

In the above equations, e is the coefficient of restitution, Y is Young’s modulus, v is the 

Poisson ratio, μs is the coefficient of static friction, μr is the coefficient of rolling friction, m is the 

mass of the particle, R is the radius of the particle. The subscripts i and j represent the two particles 

in contact. The superscript * of a value means that the value was calculated with the values of 

particles i and j. 

 

Figure 1.3. DEM particle interaction. The contact force is calculated based on the overlap 
between particles. When two particles get close to each other, the overlap 𝛿௡೔ೕ

 between two 

particles is calculated by calculating their relative distance d୧୨ (shown in the red line) and the 
radius (Ri and Rj) of these particles. 

We can notice from the equations governing the DEM that the key is to check whether the 

particles overlap with each other and to calculate the overlap δ୬౟ౠ
 between particles. Take the 

normal force as an example; to calculate the overlap between particles, we need to calculate the 

relative position 𝑑௜௝ and radius (Ri and Rj) of two particles, as shown in Figure 1.3. So, the overlap 

could be calculated below as shown below: 
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𝛅𝐧𝐢𝐣
= 𝑅௜ + 𝑅௝ − 𝑑௜௝  Eq. 1.16 

If 𝛿௡೔ೕ
 is positive, this means that the two particles overlap with each other. Otherwise, this means 

the two particles do not overlap with each other. 

The EEPA model 

The Hertz–Mindlin model that we described in the last section could not be used to study 

the tablet compression process because this model could not simulate the loading and unloading 

of the tablet compression process. As a result, we will use the EEPA contact model [92-95]. In the 

EEPA model, the adhesive force is considered the combination of several different forces, such as 

van der Waals forces, sintering and chemical bonding, electrostatic forces, mechanical forces, etc. 

In this model, the total force fn is the sum of EEPA hysteretic component fhys and damping (dashpot) 

component fnd. 

𝒇𝒏 = ൫f୦୷ୱ + f୬ୢ൯𝐮 Eq. 1.17 

 

The EEPA hysteretic component includes three phases, as described with three equations 

in Eq. 1.18. When the exponent parameter n=1, the EEPA model is a linear model, as shown in 

the left figure; when n>1, the model is non-linear. 

f୦୷ୱ  = ቐ

f଴ + kଵδ୬                                δ୬ <  kଶ(δ୬ − δ୮
୬)       

f଴ + kଶ(δ୬ − δ୮
୬)    δ୬ < kଶ(δ୬ − δ୮

୬)  <   kଵδ୬    

f଴ − kୟୢ୦δ୬                          kଶ(δ୬ − δ୮
୬)  < kୟୢ୦δ୬

 
Eq. 1.18 

There exists a pull-off force f0, which is constant. The EEPA model includes three phases: 

1. The loading phase: As the overlap δ between two particles increases, the hysteretic 

force will increase eighter linearly (n=1) or non-linearly (n>1) following the k1 

branch. This is called the loading phase and is represented with the red line in the 

figures. The loading phase stops when the overlap reaches δ୫ୟ୶. 

2. The unloading/reloading phase is represented with the green line in the figures. 

During the unloading phase, the overlap between the particles decreases. The stiffness 

in this phase will become k2 due to the plastic deformation of the particles. When the 

force fhys becomes 0, the corresponding overlap is called plastic overlap δ୮. When 
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reloading happens, the overlap between particles will increase. If the reloading force 

exceeds the maximum force in the loading phase, the stiffness will revert back to k1. 

3. The adhesive phase: When the overlap between particles continues to reduce beyond 

𝛿௣, an adhesive force that attracts the particles will be created. The adhesive force 

will reach a minimum value of fmin if the overlap continues to decrease.  After fmin is 

reached, the adhesive force will increase with a slope of kadh. The minimal value of 

fmin is calculated below, where Δ𝛾 is the surface adhesion energy and a is the 

contacting radius.  

f୫୧୬ =
3

2
πΔγa 

Eq. 1.19 

The damping (dashpot) component fnd is calculated below:  

f୬ୢ = β୬ v୬ Eq. 1.20 

where νn is the magnitude of the relative normal velocity, and βn is the normal dashpot coefficient. 

In a similar approach that used the DEM to simulate the tableting process, an elastic 

repulsion model when particles are pushed against each other was used reciprocally to describe 

their attraction when pulled apart [96]. 

1.3.3 The LBM–DEM coupling method 

To study the behavior of drug particles in fluid in the USP apparatus II, we need to couple 

the solid DEM particles with fluids in LBM. Based on the ratio between the diameter of the 

particles and the size of the lattice node, two kinds of coupling methods are used, as shown in 

Figure 1.4. In the resolved coupling method, each particle will occupy multiple lattice nodes, and 

the interaction between the DEM and LBM is usually done in two-way. The coupling method is 

good at dealing with complex structures and the interaction between fluid and particles. The other 

approach is called unresolved coupling, where the particle size is significantly smaller than the 

size of the lattice node. This method could be used when we do not need to solve the interaction 

between fluid and particles. We use the existing drag laws to obtain the force on the particles from 

the fluid.  

In our simulation, we use the resolved simulation for tablet dissolution. However, when the 

particle size is much smaller than the lattice node due to particle dissolution, we treat the particles 

as unresolved.  



 
 

29 

 

Figure 1.4. Resolved (right) and unresolved (right) models in LBM–DEM coupling methods. 
When multiple nodes cover the particles, it is called resolved coupling. When the particles are 

much smaller than the particles, it is considered unresolved coupling. 

Immersed moving boundary method 

For resolved coupling between DEM and LBM, different methods have been proposed. 

One method proposed by Mei et al. interpolates population to the surface of particles and uses 

bounce-back to calculate the exact velocity of fluid [62, 97]. Although this method is considered 

second-order accurate, it is a non-local computation that is demanding in computation resources. 

Another more straightforward method by Ladd [98, 99] uses a simple bounce-back scheme to 

calculate the fluid velocity other than a moving boundary. This local computation is efficient. 

However, because it represents the existence of particles in a lattice node with 1 or 0, this will 

cause high fluctuations during computation. Furthermore, it can only reach the first-order accuracy 

for moving particles. To overcome the shortage of the previous two models, Noble and Torczinsky 

[15] proposed a method that combines two models. Instead of calculating the exact shape of 

bounce-back and collision in each node are interpolated based on the ratio of each node occupied 

by the solid particle. This method only has local computation and can represent the solid particle 

in a relatively accurate way. Thus we used this method implemented by Seil [16, 100] as the based 

model for developing our model for tablet disintegration and dissolution. This method is also called 

the IMBM. 
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In the IMBM, we represent the shape of a particle in LBM by calculating the solid ratio of 

each lattice node [15]. At each node, we replace the standard BGK collision term with the new 

term, as shown below. 

Ω =  
1

𝜏
(1 − 𝐵)(𝑓௘௤ − 𝑓) + 𝐵Ωௌ 

Eq. 1.21 

The new collision term interpolates between the standard BGK collision term and the bounce-back 

term Ωௌ, where B is calculated with the solid ratio ε on this node. 

𝐵 =
𝜀(𝜏 − 0.5)

(1 − 𝜀) + (𝜏 − 0.5)
 

Eq. 1.22 

Ωௌ is the bounce-back term when liquid hitting the particle with a velocity of US: 

Ωௌ = 𝑓 (𝒙, 𝑡) − 𝑓(𝒙, 𝑡) + 𝑓௘௤(𝜌, 𝑼𝒔) − 𝑓௘௤(𝜌, 𝒖) Eq. 1.23 

where US is the velocity of the solid node. 𝑓 (𝒙, 𝑡) is calculated by setting 𝑒௜ to −𝑒௜ in 𝑓(𝒙, 𝑡), this 

term describes the fluid description after collision with the solid particle. 

With the equations above, we can simulate the fluid-solid interaction efficiently. To 

calculate the hydrodynamic force Ff and torque Tf  experienced by a solid particle, we can calculate 

these two values by summing up the force and torque on each node partially occupied by the solid 

particle: 

𝑭𝒇 = 𝑐 ℎ ൥෍ ൭𝐵௡ ෍ Ωఈ
௦

ఈ

𝑒ఈ൱

௡

൩ 
Eq. 1.24 

𝑻𝒇 = 𝑐 ℎ ൝෍ ൥(𝑥 − 𝑥஼) × (𝐵௡ ෍ Ωఈ
௦

ఈ

𝑒ఈ)൩

௡

ൡ 
Eq. 1.25 

where c is the speed of lattice, h is the unit length of each lattice node and c = h/Δt with Δt being 

the time step in LBM simulation. In the above two equations, n is the number of lattice nodes that 

are partially occupied by the solid particle, and 𝛼 is the discrete direction of a lattice node. 

We can calculate the movement of particles with Newton’s law of motion described in Eq. 

1.26 and Eq. 1.27 . We consider three significant forces which impact particle movement: 𝑭𝒄 is 

the contact force calculated in LIGGGHTs due to particle-particle collision. 𝑭𝒇  is the 

hydrodynamic force calculated in Eq. 1.24. The gravity is mg. 𝑇௖ and 𝑇௙ are the corresponding 

toques of the contact force and hydrodynamic force. The particle mass is m, the moment of inertia 

is I, acceleration is a, and angular acceleration is θ̈. 
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𝑚𝑎 =  𝐹௖ + 𝐹௙ + 𝑚𝑔 Eq. 1.26 

Iθ̈ =  𝑇௖ + 𝑇௙ Eq. 1.27 

We can calculate the translation and rotation of particles with the above two equations.  

1.3.4 DEM particle mass transfer to LBM fluid 

To simulate the dissolution of drug particles, we need to model the mass transfer from 

DEM particles to LBM fluid. Our simulation simulates the dissolution process and convection-

diffusion process in two sequential steps. The Noyes-Whitney equation governs dissolution, and 

convection-diffusion is simulated with the LBM. 

As shown in Eq. 1.30Eq. 1.29, Cw is the source term, representing the change of drug 

concentration from solid DEM particles to fluid. Noyes-Whitney equation is the governing 

equation for drug particle dissolution, as shown below [101]. In this equation, A is the surface of 

the solid particles (m2), K is the dissolution constant (m/s), C is the local concentration, Cs is the 

saturated concentration (kg/m3), W is the mass of the particle (kg), and t is time (s). 

𝑑𝑊

𝑑𝑡
= −KA(Cୱ − C) 

Eq. 1.28 

To connect the LBM with the DEM, for the lattice node covered with the DEM particle, 

the source term is expressed as below, where 𝛿𝑡 is the unit physical timestep and 𝛿𝑥 is the unit 

physical length of each lattice node. 

𝐶௪ = −
𝛿𝑡

𝛿𝑥
K(Cୱ − C) 

Eq. 1.29 

The radius of DEM particles could be updated based on the mass flux from the surface of 

particles to the lattice, as shown below: 

𝑑

𝑑𝑡
൬𝜌௦

4𝜋

3
൫𝑟௜൯

ଷ
൰ = − න 𝜉𝑑𝐴

஺೔

  
Eq. 1.30 

In the above equation, the 𝜉 is the mass flux (mass dissolved per unit time at per unit lattice cell), 

ρs is the density of particle, and ri is the radius of ith particle in DEM model.  

With Eq. 1.29 and Eq. 1.30, we connect the DEM model with LBM, which could update the 

particle's radius based on the mass transfer from DEM particle to fluid.  
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1.4 The architecture of the model 

After we have discussed the mathematical methods we used in our project, we give an 

overview of the architecture of the model used in our project. As shown in Figure 1.5, our model 

includes two parts: the DEM for drug particle simulation and the LBM for liquid simulation. These 

two methods are coupled together with the IMBM and the mass transfer model described 

previously.  

The algorithm for LBM–DEM coupling could be described below: 

1. Initialize parameters and generate tablet model 

2. Calculate fluid movements with the LBM 

3. Evaluate fluid velocity (L1) density, and drug concentration (L2) 

4. Based on IMBM, calculate the force on particles and pass this force to DEM particles. 

5. Calculate the motion of DEM particles with Newton’s second law, update the particle 

radius based on the mass transfer model. 

6. Pass the DEM particle velocity and position to the LBM. 

7. Update LBM distribution functions and go to step 2 until the maximum time steps are 

met 

 

 

Figure 1.5 Overview of LBM DEM coupling algorithm. 
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1.5 Design of this dissertation 

In this chapter, we introduced the significance of this project and the mathematical 

approaches we used to build our model. In Chapter 2, we introduced a computational framework 

to couple the LBM and DEM, and we experimented to validate our model using coning effect as 

an example. In Chapter 3, we further developed our model to realize the real-time simulation of 

bulk particle dissolution. We first validated our model with a single-particle dissolution experiment. 

Then, we compared the dissolution of the bulk particles at different USP apparatus II rotation 

speeds and drug particle dissolution constants. In Chapter 4, we modeled tablet compression with 

the DEM and used the DEM-modeled tablet for tablet disintegration and dissolution. We designed 

different tablet formulations and compared the dissolution profiles with each other. 
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 SIMULATING PARTICLE DISSOLUTION IN 
DISSOLUTION DEVICES: DEVELOPMENT OF COMPUTATIONAL 
FRAMEWORK TO COUPLE DISCRETE ELEMENT METHOD WITH 

FLUID DYNAMICS 

2.1 Abstract 

Tablet is the most common dosage form, widely used and mass-produced around the world. 

The disintegration and dissolution kinetics of tablets play a critical role in determining the 

therapeutic outcome, as well as in evaluating the quality of tablet products and troubleshooting the 

manufacturing process. Modeling and predicting the disintegration and dissolution kinetics thus 

facilitates tablet manufacturing and quality control. It can further enable in vitro and in vivo 

correlation (IVIVC) and lead to patient-centric tablet design and production. In this report, we 

present a modeling and simulation approach of tablet disintegration and dissolution based on the 

first principles. We aimed to simulate hydrodynamics in a dissolution device with the lattice 

Boltzmann method (LBM) and couple with the discrete element method (DEM) of particle 

dynamics and dissolution. The multiscale approach allows modeling tablet construct as particle 

assemble and simulating disintegration of the tablet and dissolution of the individual particle under 

various hydrodynamic conditions. Simulation results demonstrate that our multiscale approach can 

reproduce experimentally observed dynamics in dissolution devices. The results further indicate 

the coupling between LBM and DEM. 
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2.2 Introduction 

Formulating a drug in tablet form is widely accepted in the pharmaceutical industry, thanks 

to patient compliance and the feasibility of mass production. The drug release kinetics of a tablet 

determine its bioavailability. Testing disintegration and dissolution kinetics allows evaluation and 

optimization of the drug manufacturing process and makes it possible to establish in vivo in vitro 

correction (IVIVC). Standard devices are commonly used for the quality control of tablet 

production. Several compendial methods have been developed. As a widely used device, USP 

Apparatus II is relatively simple and straightforward to use. It consists of a rotating paddle in a 

cylindrical vessel [12] and generally requires one tablet in a large amount of buffer solution (e.g., 

900 mL). Under a constant stirring rate (e.g., 50 rpm) and temperature (37°C), sampling of drug 

concentration is held at a particular position in the vessel at pre-determined time points. Because 

of the hydrodynamic environment, it remains questionable whether reliable and representative 

measurements can be obtained by the current compendial method [18, 102, 103]. 

Some of the variability could be avoided by careful calibration with calibrator tablets [104]. 

However, in some situations, variability and inconsistency persist even after calibration [19, 26, 

104]. This is usually due to the complexity of hydrodynamic profiles near the rotation paddle in a 

testing apparatus [30].  With its rotating at 50 rpm under standard conditions, the paddle’s tip is 

measured at 0.194 m/s with a Reynolds number as high as 4939 [28]. This suggests that the flow 

kinetics in the stirred vessel become heterogenous, as well as time dependent. 

Experimental studies are reported in the literature for understanding the hydrodynamics 

within a dissolution device such as USP Apparatus II and its impact on drug release. The release 

of dye molecules from a tablet helped visualize the interplay between liquid flow and concentration 

distribution [18]. Laser-induced fluorescence (LIV) was utilized to gain quantitative information 

about tablet dissolution in USP Apparatus II [19]. It was shown that, by releasing fluorescent dye 

molecules from a tablet located at the bottom of a dissolution vessel, the mixing pattern and 

concentration distribution of drug particles or molecules with the dissolution media could be 

captured under the illumination of a planar laser. Laser doppler velocimetry was utilized to 

measure liquid velocities at a selected location in a dissolution apparatus [20, 21]. The 

measurement could yield quantitative information about fluid hydrodynamics at isolated points, 



 
 

36 

but obtaining a complete picture of the hydrodynamic field and concentration distribution is 

difficult with the current experimental means. 

Conversely, the computation of fluidic dynamics and simulation of particle dissolution may 

provide a detailed understanding of the disintegration and dissolution kinetics of tablets. Compared 

with an experimental measurement, mathematical modeling is usually free of experimental errors 

due to operation and the surrounding environment [22-24]. In fact, there has been an increase in 

computational studies on tablet dissolution in dissolution devices reported in the literature. Some 

implemented computational fluid dynamics (CFD) to simulate detailed hydrodynamic evolution 

in USP Apparatus II [21, 25-30]. Simulation results are compared with experimental data obtained 

by laser Doppler velocimetry (LDV) and particle image velocimetry (PIV) [19, 25, 31]. CFD 

simulation can provide further insights into the dissolution kinetics of a tablet under mechanical 

flow. One study shows that the shear rate of liquid could dramatically vary along the bottom of the 

USP Apparatus II vessel, suggesting that the location of the tablet affects the testing results of the 

compendial method [30]. This is further confirmed by another simulation [27]. CFD simulation is 

also used to examine the impact of paddle agitation speeds on fluid strain rate distribution [32]. 

Apparently, CFD alone is not able to capture tablet formulation and how it influences the 

kinetics of tablet disintegration and dissolution. A geometry of a tablet may be integrated into a 

CFD simulation and fixated at a dissolution vessel to understand hydrodynamic conditions at the 

tablet surface. It is difficult to fully examine the interaction between the fluid phase and the solid 

tablet or particles in the methodology, especially when drug particles undergo dissolution. New 

computational methods are needed to couple fluid dynamics with tablet or particle dissolution in 

a testing device. 

Tablet dissolution is preceded by disintegration, in which water absorption leads to swelling 

of excipient particles and subsequent repulsion among drug and excipient particles in a tablet. 

Numerical methods, including cellular automata and finite element method (FEM), have been used 

to simulate swelling of uniform particles [1, 35]. More flexible in modeling particles of different 

properties (such as size, density, and solubility), the discrete element method (DEM) was also 

utilized to simulate tablet swelling and dissolution [4]. DEM is widely used in the simulation of 

bulk particle behaviors. 
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In this study, we have developed an integration scheme to couple CFD and DEM to simulate tablet 

disintegration and dissolution in a dissolution device. Similar efforts have been reported. For 

example, by coupling CFD and direct numerical simulation (DNS) of drug particles, the 

dissolution process of particle dissolution under hydrodynamic conditions was simulated [39, 40]. 

Nonetheless, it appears in this reported study that only one way of coupling from CFD to DEM 

was achieved [40, 41], ignoring any possible impact of particle movement on liquid flow. To fully 

couple dynamics with particle dynamics, we have resorted to using the lattice Boltzmann method 

(LBM) for computing hydrodynamics and integrating DEM of simulations. 

As an emerging CFD method, LBM has gained considerable attention [42-45]. Compared 

to traditional FEM- and FVM-based methods of CFD, LBM is simple to implement and more 

capable of dealing with complex boundaries and multiphase and multicomponent flows [47, 48]. 

Because of the nature of local dynamics, LBM can be easily implemented in parallel computation 

for conducting large-scale simulations [46]. More important for what we wanted to simulate, using 

LBM made it easier to implement the coupling between hydrodynamics and particle dynamics. 

There are generally two major coupling methods: the momentum exchange method (MEM) [49, 

50] and the partially saturated cell method (PSM) [15]. In MEM, a particle is mapped into the fluid 

domain, and the occupied LBM lattice cell is treated as solid. By applying non-slid boundary 

conditions on the particle surface, hydrodynamic forces on the particle can be derived. Conversely, 

a counter-acting force with the same magnitude acts on the fluid. In PSM, interaction forces 

between the fluid and a particle are evaluated based on the ratio of volume filled by the particle in 

the occupied lattice cell(s) and are utilized in Boltzmann kinetic equations. PSM is also called the 

immersed moving boundary method (IMBM) and is used in our simulation platform. 

In this report, we will discuss our integration approach between LBM and DEM via IMBM 

to simulate particle dynamics under hydrodynamics in USP Apparatus II, followed by simulation 

results and a comparison with experimental results from the literature. The methodology we used 

is similar to those reported by others [15, 16], but ours allows us to further integrate tablet 

disintegration and particle dissolution in our future publications. 
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2.3 Simulation methodology 

We have implemented a multiscale simulation approach for studying the disintegration and 

dissolution kinetics of tablets in a dissolution device, including USP Apparatus II. Our research 

goal is to understand and, eventually, predict how formulation factors, manufacturing process, and 

tablet microstructure jointly influence the drug release kinetics of a tablet under various 

hydrodynamic conditions. In this report, we focus on our development of LBM and DEM coupling 

to be used in further studies. 

2.3.1 LBM and DEM coupling 

The lattice Boltzmann method (LBM) has been developed for computing hydrodynamics 

since the 1970s [53-55, 105]. Various review articles have been published on the methodology and 

its application [42, 47, 48, 106]. In brief, LBM treats fluid flow in a discretized lattice with particle 

or density distribution functions, from which the velocity and pressure of the fluid can be derived. 

The Boltzmann equation shown below, highlights the essence of LBM, where Ω is the so-called 

collision operator that epitomizes the driving force(s) causing the change in LBM’s distribution 

function, f, over time. 

∂𝑓

∂t
+ c ∙ ∇𝑓 =  Ω 

Eq. 2.1 

In this equation, c is the lattice velocity. The collision term is generally unknown, but several 

empirical forms have been proposed, including the BGK model, developed by Bhatnagar, Gross, 

and Krook in 1954 [9], which is shown below: 

Ω = 𝜔(𝑓௘௤ − 𝑓) =  
1

𝜏
(𝑓௘௤ − 𝑓)  

Eq. 2.2 

In this equation, ω is the collision frequency and 𝜏  is the relaxation factor. With the BGK 

simplification, the Boltzmann equation becomes: 

𝑓ఈ(𝒙 + 𝑒ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑓ఈ(𝒙, 𝑡) = −
1

𝜏
[𝑓ఈ(𝒙, 𝑡) −  𝑓௘௤(𝒙, 𝑡)] 

Eq. 2.3 

The kinematic viscosity of the fluid is: 
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𝑣௞ = cୱ
ଶ ൬𝜏 −

1

2
൰ 𝛿𝑡 

Eq. 2.4 

 

In Eq. 2.3, 𝑓ఈ(x,t) is the density distribution function along α discretization direction of a lattice 

point x at time t.; ea is liquid velocity along α direction. The left side of the equation, also called 

“streaming,” describes the change in distribution function resulting from the exchange of 

momentum between neighboring lattice nodes, for example, due to underlying bulk advection and 

molecular diffusion. Clearly, the dynamics of a liquid system is driven by the equilibrium 

distribution function, 𝑓ఈ
௘௤(x,t). Various schemes of simulation lattice and equilibrium distribution 

function have been developed and are widely used [74]. 
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Figure 2.1.  Solid particle (dark gray cell) in fluid (blank cell). The ratio of the solid part in a 
lattice cell is calculated based on the area of the dark grey part in a cell. The dark gray cells 

indicate the solid nodes, the light gray cells indicate the boundary nodes, and the blank white 
cells indicate the fluid nodes. 

 

Solid particles are treated individually. Interaction between fluid and a solid particle is 

handled by the immersed moving boundary method [15]. At the fluid-solid interface (Figure 2.1), 

local solid and fluid velocities are kept the same by adding additional collision terms to the solid 

nodes: 

Ω =  
1

𝜏
(1 − 𝐵)(𝑓௘௤ − 𝑓) + 𝐵Ωௌ 

Eq. 2.5 
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where B is determined by the solid ratio ε of a solid-occupied node: 

𝐵 =
𝜀(𝜏 − 0.5)

(1 − 𝜀) + (𝜏 − 0.5)
 

Eq. 2.6 

In addition, Ωௌ describes bounce-back of liquid hitting the particle: 

Ωௌ = 𝑓 (𝒙, 𝑡) − 𝑓(𝒙, 𝑡) + 𝑓௘௤(𝜌, 𝑼𝒔) − 𝑓௘௤(𝜌, 𝒖) Eq. 2.7 

Where US is the solid node’s velocity at the next time step. 𝑓 (𝒙, 𝑡) is derived by setting the 𝑒௜ to 

−𝑒௜ in 𝑓(𝒙, 𝑡).  It describes the bounced back state of the distribution function when facing a solid 

node. 

Subsequently, the hydrodynamic force Ff and torque Tf experienced by a solid particle can be 

evaluated by: 

𝑭𝒇 = 𝑐 ℎ ൥෍(𝐵௡ ෍ Ω௜
௦

௜

𝑒௜)

௡

൩ 
Eq. 2.8 

𝑻𝒇 = 𝑐 ℎ ൝෍ ൥(𝑥 − 𝑥஼) × (𝐵௡ ෍ Ω௜
௦

௜

𝑒௜)൩

௡

ൡ 
Eq. 2.9 

Where c is the lattice speed, h is the unit lattice length, and c = h/Δt, with Δt being the time step in 

the LBM. In the equations, n is the number of lattices or nodes that are partially occupied by solid 

partial, i is a discrete direction of a lattice point. By summing up the impact of liquid on each 

affected node, it is possible to get the overall hydrodynamic force applied to a particle. 

LBM allows the macroscopic kinematic viscosity u and density ρ calculated from the particle 

distribution function. In our simulation, we further considered fluid turbulence in the model, as it 

becomes significant when the Reynolds number reaches 5,000 or larger [28]. For this, a static 

Smagorinsky model is used, in which liquid viscosity is modified based on liquid velocity. 

Particle movement is handled by Newton’s law of motion described below. Three major forces are 

considered: 𝑭𝒄 is the contact force due to particle-particle collision. 𝑭𝒇 is the hydrodynamic force 

described in Eq. 2.8. The gravity is described as mg. 𝑇௖ and 𝑇௙ are the corresponding torques of 𝐹௖ 

and 𝐹௙. The particle mass and moment of inertia are m and I respectively, while the acceleration 

and angular acceleration are a and θ̈. 



 
 

42 

𝑚𝑎 =  𝐹௖ + 𝐹௙ + 𝑚𝑔 Eq. 2.10 

Iθ̈ =  𝑇௖ + 𝑇௙ Eq. 2.11 

With the equations, particle translation and rotation can be calculated. 

2.3.2 DEM model: 

To model the particle-particle interaction, we applied the discrete element method (DEM) 

to model the behavior of bulk particles in the USP apparatus II. There are various models for the 

contact forces. Here in our model, Hertz–Mindlin’s contact force law is used [87]. 

Fୡ = 𝑘௡𝛿௡೔ೕ
− 𝛾௡𝑣௡೔ೕ

 Eq. 2.12 

Tୡ = 𝑘௧𝛿௧೔ೕ
− 𝛾௧𝑣௧೔ೕ

 Eq. 2.13 

Where kn and  kt are the elastic constants of normal and tangential contact. δnij and δtij are the normal 

and tangential overlap of the distance between two particles. γn and γt are the viscoelastic damping 

constant of normal and tangential contact. vnij and vtij are the relative velocity of the normal and 

tangential components. 

The parameters of kn, γn, kt, γt could be calculated as follows: 

k୬ =
4

3
𝑌∗ ඥ𝑅∗𝛿௡  

Eq. 2.14 

γ୬ = −2ඨ
5

6
𝛽ඥ𝑆௡𝑚∗  ≥ 0 

Eq. 2.15 

k୲ = 8𝐺∗ ඥ𝑅∗𝛿௡   Eq. 2.16 

γ୲ = −2ඨ
5

6
𝛽ඥ𝑆௧𝑚∗  ≥ 0  

Eq. 2.17 

The parameters of Sn, St, and  𝛽, could be calculated with the following equations: 

S୬ = 2𝑌∗ ඥ𝑅∗𝛿௡  Eq. 2.18 

S௧ = 8𝐺∗ ඥ𝑅∗𝛿௡  Eq. 2.19 
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β =
ln (𝑒)

ඥlnଶ(𝑒) + 𝜋ଶ
  

Eq. 2.20 

1

Y∗
 =

1 − 𝑣௜
ଶ

𝑌௜
 +  

1 − 𝑣௝
ଶ

𝑌௝
 

Eq. 2.21 

1

G∗
 =

2(2 + 𝑣௜)(1 − 𝑣௜)

𝑌௜
 +  

2(2 + 𝑣௝)(1 − 𝑣௝)

𝑌௝
 

Eq. 2.22 

1

R∗
=  

1

R୧
+  

1

R௝
 

Eq. 2.23 

1

𝑚∗
=

1

𝑚௜
+  

1

𝑚௝
 

Eq. 2.24 

In the above equations, e is the coefficient of restitution, Y is Young’s modulus, v is the 

Poisson ratio, μs is the coefficient of static friction, μr is the coefficient of rolling friction, m is the 

mass of the particle, and R is the radius of the particle. The subscripts of i and j stand for the two 

particles in contact. The superscript * of a value means the value calculated with the value of 

particle i and j. 

2.4 Simulation setup 

In our simulation that couples hydrodynamic and particle dynamic simulations, the LBM 

component was implemented by calling an open-source library, Palabos (Parallel Lattice 

Boltzmann Solver) [60]. Particle dynamics were modeled with LIGGGHTS (LAMMPS Improved 

for General Granular and Granular Heat Transfer Simulations), an open-source DEM library [107]. 

Coupling was done by another open-sourced library called LBDEM coupling [16, 100]. This 

coupling library will shuffle the parameters of particles such as coordinates, velocity, and radius 

between the LBM model and DEM model. The hydrodynamic force and torque on the particle are 

calculated based on Eq. 2.8 and Eq. 2.9. The force and torque on particles will further drive the 

movement and rotation of particles as an external force and torque on the particles. The overall 

algorithm is shown in Figure 2.2. A 3D model of USP Apparatus II was generated and ported to 

the LBM module (Figure 2.3). The shape and dimension of the paddle and vessel were designed 

following the specification of USP <711>[12]. The paddle was also implemented as an immersed 
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moving boundary. Thus, the rotation of the paddle will drive the movement of fluid. The 

hydrodynamic force from the fluid will further drive the movement of particles. 

 

 

 

 

Figure 2.2. LBM-DEM coupling algorithm to simulate particle dynamics in liquid. 
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Figure 2.3. Shape of USP apparatus II, paddle, and vessel. Ten different iso-surfaces along the z-
axis were selected for comparison with LDV data. All units are in mm. 
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Table 2.1 Parameters used in LBM-DEM Simulation 

Temperature (T) 37 °C 

Fluid Density (ρf) 993.3 kg/m³ 

Kinetic Viscosity (vk) 6.97e-7 mm²/s 

Water Volume (V) 1 L 

Particle radius (R) 500 μm 

Particle density (ρp) 1100 kg/m3 

Number of particles (N) ~1060 

Young’s modulus (Y) 6.13e6 Pa 

Poisson’s ratio (ν) 0.225 

Coefficient of restitution (e) 0.8 

Coefficient of static friction (μs) 0.2 

Coefficient of rolling friction (μr) 0.020 

Timestep (dt) 6.67e-5(s) 

Grid size 204 x 204 x 243 
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2.5 Results and discussion 

Simulations were conducted based on the coupling approach described in the previous 

section. The first task was to perform only LBM calculations of hydrodynamics in the USP 

Apparatus II model and compare computed fluid velocities to experimental values reported in the 

literature. The second task was to run coupled LBM-DEM simulations and examine how the 

hydrodynamics determined particle dynamics in the apparatus. 

2.5.1 LBM simulation of fluid in dissolution device 

Using the simulation parameters shown in Table 2.1, we conducted LBM simulations 

without any solid particles present. Figure 2.4 shows the calculated results of liquid velocities in 

USP Apparatus II under 50 rpm after 300 seconds from the initial static state. The color intensities 

in the bottom of the panel correspond to the velocity scale. In contrast, the length and color of the 

streamlines in the right panel are commensurate with the scale and directionality of velocity. 

Liquid flow mainly occurs away from the vertical center of the vessel, where liquid velocities are 

the lowest. The paddle tip has the highest speed, driving fluid movement. 

We further compared velocity values with experimental values determined by LDV [29]. 

As shown in Figure 2.3, we extracted velocity values at ten different positions along the z-axis 

from the simulation result and plotted them along with the LDV data. We decomposed each 

velocity into three directions—tangential, radial, and axial—and compared the scales with 

experimental values. Figure 2.5 shows tangential velocities from the simulation, superimposed 

with the literature data. We can generally observe an increase in tangential velocity from the center 

to the wall of the vessel along each horizontal line. Note that the origin along the X-axis of each 

figure is at the vessel center. The increase of tangential velocity results from the increasing velocity 

of the paddle along its axis. Along the vertical axis of the vessel from top to bottom, the largest 

position of velocity seems to shift from the center of the figure (or a quarter from the wall) towards 

the wall. Significantly, velocity values closely resemble those observed experimentally, especially 

the trends along the horizontal and vertical directions. 
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Figure 2.4 Left: Velocity distribution from X-axis, Y-axis, and Z-axis viewed under 50 rpm. 
Right top: Vector of stream velocity distribution in whole USP apparatus II. Right middle and 

bottom: particle movement tracer at the bottom of USP apparatus II. 
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Figure 2.5. Comparison between LDV data and CFD predictions of tangential velocities on 
different iso-surfaces. The blue line represents simulation results, while the red dots are the LDV 

data. 
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Figure 2.6. Comparison between LDV data and CFD predictions of radial velocities on different 
iso-surfaces. For radial velocity, positive values indicate that fluid moved out of the vessel 

center. The blue line represents simulation results, while the red dots are the LDV data. 
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Figure 2.7. Comparison between LDV data and CFD predictions of axial velocities on different 
iso-surfaces. For axial velocity, positive values indicate fluid moving up. The blue line represents 

simulation results, while the red dots are the LDV data. 

 

Figure 2.6 and Figure 2.7 show radial and axial velocity values calculated from the LBM 

simulation, respectively. The radial velocities center around near-zero; most values match 

experimental data, except for the z position at -15.75 mm. Given that other data points are closely 

matched, we suspect that the deviation may be caused by experimental errors resulting from 

possible interference of paddle movement with the laser measurement. For the axial velocity 
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distribution (Figure 2.7), most simulated values fluctuate around zero, especially at horizontal 

positions further away from the paddle (z = 65 and 50 mm). Upward flow can be seen near the 

wall at respective places above the paddle (z = 25, -0.75, and -6.75 mm). For the positions below 

the paddle, we observed upward flow. The half-moon shape of the paddle likely induced different 

flow patterns (Figure 2.3). The velocity on the paddle’s top tip is higher than the velocity at its 

bottom tip. Based on Bernoulli’s principle, the fluid will move upward from the lower part of the 

vessel to the upper part. This force, we believe, is the driving force for the drug particles to move 

upward in the USP apparatus II vessel. 

2.5.2 Particle dynamics under hydrodynamics 

Around one thousand solid particles were simulated in USP Apparatus II in 1L liquid under 

various rotational speeds of the paddle. Table 2.1 lists the computational parameters for the 

coupled DEM-LBM simulation. Figure 2.8 shows both fluid dynamics and particle velocities after 

250 seconds from the initial state where particles were kept static at the center of the vessel bottom. 

We traced particle movement for 100 seconds, allowing several observations. 

First, the streamlines of fluid show that liquid velocity positively correlates with the 

paddle’s rational speed. Tracing of the fluid also suggests upward movement from the bottom of 

the vessel. Particle velocities are significantly affected by the paddle’s stirring rate. At 50 or 60 

rpm, all particles were concentrated at the bottom of the vessel. Particle path lines converge toward 

the center of the vessel. As the paddling speed increased, particle velocities and spatial 

distributions became more prominent, as illustrated by the streamlines (Figure 2.8). Particle path 

lines start to diverge, indicating that the particles move away from the vessel center. Particles also 

move faster at a higher paddle rotation speed, indicated by thicker path lines. The movement of 

the particles formed the so-called “coning effect,” in which particle aggregation occurs at the 

bottom of the dissolution vessel due to insufficient agitation. From the illustrations of fluid 

dynamics (Figure 2.4 and Figure 2.8), it is apparent that the fluid velocities along the center axis 

are much smaller, contributing to the settling of solid particles. The coning effect seems to be 

reduced when the padding speed becomes more significant, as shown in Figure 2.9. From the 

histogram of particle frequency, or the number of particles that appear within a unit area, along the 

horizontal axis from the center of the vessel, the particle distribution becomes flattened and 
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extended to the wall at a higher padding speed. The inset images in Figure 2.9 also confirm the 

trend of broader spatial distributions as the stirring rate goes from 50 to 100 rpm. 

There is empirical literature to derive the minimal rotation speed from fluid properties by 

which the coning phenomena disappear, NCrpm (no coning rpm), by the Zwietering equation [108, 

109]. 

𝐍𝐂𝒓𝒑𝒎 = 𝑨𝒅𝒑
𝒍 ቆ

𝝆𝒑 − 𝝆𝒇

𝝆𝒇
ቇ

𝒎

ቆ
𝝁𝒇

𝝆𝒇
ቇ

𝒏

 
Eq.2.25 

Studies report that for non-viscous fluids such as dilute aqueous solution (<=2.1 mPa·s), 

constant parameters A, l, m, and n values are found to be 57, 0.22, 0.52, and -0.23 respectively 

[108-110]. For our simulations in which the diameter of particle dp = 1000 μm, particle density ρp 

= 1.1 g/cm3, fluid density ρf = 1.0 g/cm3, and fluid viscosity μf = 0.692 mPa·s, NCrpm is calculated 

as 85 rpm. From Figure 2.9, it seems that particles start to disperse more significantly when the 

padding speed reaches 85 rpm. The coning effect could be more drastic if we include more particles 

in the simulation. To further quantitatively evaluate particle movement, standard deviations (STD) 

of particle coordinates, as well as changes in the distance from the center of the vessel of the 

particles from the initial state, were calculated and plotted together as a function of paddling speed 

(Figure 2.10). Interestingly, the rotation speed determines both quantities linearly. The slope 

change of the STD line at 85 rpm may indicate a different behavior or dissipation of coning effect. 
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Figure 2.8. Comparison of fluid and particle movement at different RPMs. The stream tracer 
shows the fluid motion, while the particle tracer shows the particle movement. 
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Figure 2.9. Comparison of particle distribution histogram at different rotating speeds 
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Figure 2.10. Relationship between standard deviation (STD) of particle distribution and rotation 
speed of USP apparatus II paddle. Change in the distance is evaluated between the initial state 

and the state 250 seconds after the simulation started. 

2.5.3 Model performance 

We performed the coupled LBM and DEM on a Linux cluster with multiple nodes and 

cores. The LBM component of the simulation was the performance-limiting step, while the DEM 

of particle dynamics was much faster. Figure 2.11 examines and plots the scaling of the LBM 

computation of fluid dynamics. The speed of the LBM model grew roughly linearly when the 

number of cores increased to 300. Continuous increase of the core number showed a slower boost 

in performance, likely due to the communication overhead between the LBM and DEM. 
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Figure 2.11. Scalability millions of lattice units processed in one second as a function of the 
number of cores 

 The simulation conducted in this study demonstrated that coupled LBM and DEM could 

simulate multiple particles moving in an agitated fluid environment. Simulation results further 

reproduced experimental results of hydrodynamics in USP Apparatus II, illustrating the suitability 

and fidelity of LBM in computing fluid dynamics in the scale of a dissolution device used in the 

pharmaceutical industry. Additionally, we successfully implemented the coupling between LBM 

and DEM, as demonstrated by the coordinated kinetics between fluid and particle dynamics. This 

coupling will allow us to further integrate particle dissolution in the computational framework and 

simulate tablet disintegration and dissolution. 

 From our implementation of the method, we identified some limitations. The solid 

particles were simplified as spheres, which may not represent real drugs or excipient particles of 

various shapes. The immersed moving boundary method works well when a particle is much larger 

than the lattice size. When a particle is smaller, we used interpolation of lattice velocities to derive 

the particle’s velocity. This process could potentially generate uncertainties of particle dynamics 
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because of the one-way coupling and ignoring (insignificant) responding forces from moving 

particles to the fluid. 

2.6 Conclusion 

Prediction of tablet disintegration and dissolution based on tablet microstructure, 

formulation, and manufacturing factors is challenging. This study attempted a coupled LBM and 

DEM simulation approach to compute particle dynamics in USP Apparatus II under various 

stirring speeds. LBM permitted good scalability and easy implementation of fluid dynamics, while 

DEM made it possible to calculate individual particle’s movement and particle-particle collisions 

and interactions. The immersed moving boundary scheme was implemented to couple the 

interactions between solid particles and the fluid phase. Simulation results reproduced 

experimentally observed fluid dynamics in the USP Apparatus II and illustrate “tight binding” 

between particle and fluid dynamics. We will implement the dissolution of particles in the next 

phase of our study. 
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 SIMULATION OF PARTICLE DISSOLUTION 
COUPLED WITH FLUID DYNAMICS IN DISSOLUTION TEST 

APPARATUS 

3.1 Abstract 

Computer modeling of the tablet dissolution process can speed up the development of drug 

formulations. Based on the quality-by-design (QbD) concept, in-silico models can assist in 

quantitatively predicting the effect of different formulation ingredients and processing parameters. 

By understanding the drug particle dissolution process’s underlying mechanisms, we can design 

the new drug formulation based on in-silico simulations. In this paper, we present a new model to 

simulate the process of drug particle dissolution in USP apparatus II. By coupling the lattice 

Boltzmann method and discrete element method with the immersed moving boundary method, we 

developed a model to realize the real-time simulation of drug particle dissolution behavior within 

USP apparatus II. We first validated our model with a single particle dissolution simulation and 

compared the results with experimental results. Then we performed a bulk dissolution simulation 

within USP apparatus II to show our model’s scalability. We show our model could be helpful to 

understand the factors affecting the dissolution process. The real-time simulation of drug particle 

dissolution shows the power of computer simulation in formulation development, and paves the 

path toward computer-aided drug formulation development.  
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3.2 Introduction 

Drug particle dissolution within complex fluid dynamics such as USP apparatus II is vital 

for understanding the kinetics of different pharmaceutical formulations. By understanding the 

kinetics of drug particle dissolution, we can facilitate designing new formulations. However, until 

now, we have not had a well-developed computational model to simulate the whole process of 

drug particle dissolution in USP apparatus II. Here, we propose a new method to simulate drug 

particle dissolution by coupling the lattice Boltzmann method and discrete element method. Our 

model can realize the real-time simulation of the tablet dissolution process in USP apparatus II. 

3.2.1 Current experimental methods: 

The kinetics of single-particle dissolution can be measured with experimental methods 

such as UV-Vis spectrometry and optical microscopy [111, 112]. The imaging results from the 

particle morphology measurement are validated against mathematical models or chemical analysis 

results. 

In 2008, Marabi et al. applied the optical microscopy technique to study single-particle 

dissolution via obtaining the image of single-particle dissolution [111]. These results were 

validated against the mathematical model of single sphere particle dissolution [111]. In 2014, 

Svanbäck et al. further developed this method; instead of only comparing it with the theoretical 

model, they used UV-spectrophotometry to measure the dissolution of particles in solute [112]. 

They observed a close relationship between the particle morphological results and chemical 

analytical results. 

Measuring bulk particle dissolution kinetics can be performed with UV-Vis spectrometry 

or conductivity measurements [39, 113]. We can further measure the particle size distribution with 

laser diffraction analysis as well [114]. By combining these tools, we can obtain a big picture of 

the bulk particle dissolution behavior.   

 



 
 

61 

3.2.2 Mathematical dissolution models 

Besides experimental methods, mathematical methods are also developed to predict the 

dissolution of particles [115]. Two major mathematical models describe particle dissolution. One 

is a diffusion layer-based model, and the other is a convection–diffusion-based model. 

The diffusion layer-based model suggests a thin layer exists on the solid-liquid interface; the 

concentration of drug particle solute decreases on this thin layer until it is the same as the 

surrounding environment. Examples of these models are the Noyes–Whiney equation and the 

Nernst–Brunner equation [101, 116, 117]. These models do not consider the convection of fluid, 

but they are simple methods to describe the diffusion-controlled release of drug solute. Thus, they 

are widely used to describe drug particle dissolution behavior. These models can be further 

developed to consider the impact of other parameters such as particle shape and particle size 

distributions [118, 119].  

 

To study the impact of hydrodynamics on drug particle dissolution, we must consider the 

convection of fluid. The convection–diffusion model describes the effect of hydrodynamics on 

solid particle mass transfer rate. This model could be described as below: 

𝛿𝑐

𝛿𝑡
= ∇ ⋅ (D∇c) − ∇ ⋅ (𝐯c) + 𝑅 Eq. 3.1 

Where c is the drug concentration, t is the time, D is the diffusion coefficient, v is the velocity and 

R is the source term. However, this equation could only be barely solved. Different numerical 

approximations can be employed to solve this model, such as the finite element method (FEM) 

and finite volume method (FVM). Another approach is to simplify this model by considering 

simple situations such as static sphere particle dissolution and deriving an analytical solution for 

this scenario. 

Due to the difficulty of describing the fluid dynamics directly, it is usually impossible to 

derive an exact expression of the solid dissolution in complex hydrodynamics. These complex 

physical interactions between the fluid and solid particles are generally solved with two parts: 

computational fluid dynamics (CFD) or the lattice Boltzmann method (LBM) simulation of fluid 

dynamics and the Noyes–Whitney equation description of the mass transfer between solid particles 

and fluid. By coupling these two parts, we can show the impact of hydrodynamics on particle 

dissolution. 



 
 

62 

Currently, several groups have developed different methods to simulate the drug particle 

dissolution behaviors. Some of the studies utilize X-ray micro-tomography (XMT) to scan drug 

particles’ micro-structure. Then, the structure is rebuilt numerically. The drug particle simulation 

results are compared with experimental results and showed good agreement between them [40, 

114].  Other studies focused more on single-particle dissolution, such as the dissolution of particles 

in the laminar flow [120]. 

3.2.3 CFD study of USP apparatus II 

As an in-silico method, the CFD method has gained more attention in studying 

hydrodynamics in USP apparatus [32, 34, 121-124]. The hydrodynamics within USP apparatus II 

have also been studied with multiple methods. Baxter et al. applied the particle image velocimetry 

(PIV) method to visualize the particle distribution and compared it with CFD simulation results 

[26, 30]. Bai et al. used the laser‐Doppler velocimetry (LDV) technology to measure the velocity 

distribution and applied the CFD simulation using the software Fluent [27, 29]. Their study 

discovered the dramatic change of strain rate at the bottom of USP apparatus II, emphasizing the 

importance of tablet location during the USP apparatus II test. Bai et al. also performed an early 

stage of simulation to study the blending time of USP apparatus II with CFD and combined CFD 

with Noyes–Whitney equation to simulate tablet dissolution [27, 29, 32-34]. The dissolution 

coefficient is predicted with CFD, and the mass transfer from tablet to fluid is calculated with the 

Noyes–Whitney equation. However, in their method, the expected dissolution coefficient needs to 

be scaled to match the actual dissolution constant. This is because their model that was used to 

predict dissolution constant is not accurate enough.  

3.2.4 Our model advantage over revious ones: 

Even though a lot of effort has been put into the study of drug particle dissolution under the 

hydrodynamic influence, we need to solve many problems before we can get a complete 

computational model for drug particle dissolution simulation. For example, Cao et al. combine 

COMSOL with DigiDiss (an in-house direct simulation code of drug particles)[39, 40].  The fluid 

dynamics from the COMSOL simulation were then imported into DigiDiss. This means the 

coupling is only one-way, and the particle's impact on hydrodynamics could not be simulated in 
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their model [40].  Also, importing COMSOL simulation results to DigiDiss means the simulation 

could not be done in real-time. These limitations reduced the feasibility of this model. Here in our 

model, a directly coupled fluid and particle dissolution model is built. We could simulate the 

hydrodynamic from fluids to particles and vice versa. Also, the coupling between the velocity field 

and concentration field is done in real-time. We do not need to import the velocity field from 

another software.  We compare our model with previous experiments to verify the dissolution 

behavior of particles in hydrodynamic conditions in different hydrodynamic conditions. 

3.3 Methodology 

3.3.1 Lattice Boltzmann Method (LBM) 

In our simulation, the lattice Boltzmann method is coupled with the discrete element 

method to study the interaction between particles and fluid.  

The convection-diffusion equation in Eq. 3.1 can be solved with the lattice Boltzmann method by 

implementing two lattice equations as shown in Eq. 3.2 and Eq. 3.7 [125-127]. The function f (x,t) 

governs the hydrodynamic conditions while the function g(x,t) governs the concentration 

distribution. The probability of finding a particle at location x at time t is equal to f (x,t) and g(x,t). 

By passing the velocity field in f to g, we can simulate the impact of hydrodynamic conditions on 

mass concentration distribution. 

𝑓ఈ(𝒙 + 𝑒ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑓ఈ(𝒙, 𝑡) = −
1

𝜏
[𝑓ఈ(𝒙, 𝑡) −  𝑓௘௤(𝒙, 𝑡)] Eq. 3.2 

The viscosity of fluid v is related to the dimensionless relaxation time τ as shown in  Eq. 

3.3, where cs is the lattice sound speed.  

𝑣 = cୱ
ଶ ൬𝜏 −

1

2
൰ 𝛿𝑡  Eq. 3.3 

The local equilibrium distribution function  𝑓௘௤(𝒙, 𝑡) could be expressed as below: 

 𝑓௘௤ = ρwఈ ቈ1 +
1

2

𝒖 · 𝒄𝜶

𝑐௦
ଶ

+ ൬
𝒖 · 𝒄𝜶

𝑐௦
ଶ

൰
ଶ

−
𝑢ଶ

2𝑐௦
ଶ

቉ Eq. 3.4 

Where the fluid density ρ and velocity u could be calculated as below: 
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𝜌 = ෍ 𝑓ఈ

௤

ఈୀ଴

   , 𝜌𝒖 =  ෍ 𝑓ఈ

௤

ఈୀ଴

𝒄𝜶 
Eq. 3.5 

We can represent the right side of  Eq. 3.2 as Ω: 

Ω = −
1

𝜏
[𝑓ఈ(𝒙, 𝑡) −  𝑓௘௤(𝒙, 𝑡)]  

Eq. 3.6 

The LBM equation for concentration distribution is : 

𝑔ఈ(𝒙 + 𝑒ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑔ఈ(𝒙, 𝑡) = −
1

𝜏ᇱ
[𝑔ఈ(𝒙, 𝑡) −  𝑔௘௤(𝒙, 𝑡)] Eq. 3.7 

Similarly, the local equilibrium distribution function  𝑔௘௤(𝒙, 𝑡)  could be expressed as 
below: 

 𝑔௘௤ = Cwఈ ቈ1 +
1

2

𝒖 · 𝒄𝜶

𝑐௦
ଶ

+ ൬
𝒖 · 𝒄𝜶

𝑐௦
ଶ

൰
ଶ

−
𝑢ଶ

2𝑐௦
ଶ

቉ Eq. 3.8 

The concentration or density of drug C could be described as:  

𝐶 = ෍ 𝑔ఈ

௤

ఈୀ଴

 
Eq. 3.9 

The diffusion coefficient D could be described as: 

𝐷 = cୱ
ଶ ൬𝜏ᇱ −

1

2
൰ 𝛿𝑡 Eq. 3.10 

For the D3Q19 and D3Q7 models, the discrete velocity vectors eα and weighting factors 

wα on each direction could be shown as in Eq. 3.11 and Eq. 3.12 respectively. Here in our method, 

the D3Q19 model is used for velocity simulation, and the D3Q7 model is used for concentration 

simulation [72, 73]. 

{𝑒ఈ, 𝑤ఈ} =

⎩
⎪⎪
⎨

⎪⎪
⎧𝑐[(0,0,0)],

1

3
                                                               𝛼 = 0                   

             

𝑐[(±1,0,0), (0, ±1,0), (0,0, ±1)],
1

18
                   𝛼 = 1,2,3, … ,6   

             

𝑐[(±1, ±1,0), (±1,0, ±1), (0, ±1, ±1)],
1

36
      𝛼 = 7,8,9, … ,18

 

 Eq. 3.11  
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{𝑒ఈ, 𝑤ఈ} = ൞
𝑐[(0,0,0)],

1

4
                                                                    𝛼 = 0                      

𝑐[(±1,0,0), (0, ±1,0), (0,0, ±1)],
1

8
                          𝛼 = 1,2,3, … ,6.      

 
 Eq. 3.12  

To simulate the situation where a solid particle dissolves into fluid, we use a source term 

Cw to describe the change of drug concentration due to particle dissolution. 

𝑔ఈ(𝒙 + 𝑒ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) = 𝑔ఈ
ା(𝒙, 𝑡) + 2𝑤ఈ𝐶௪ Eq. 3.13 

We implement the immersed moving boundary method to simulate the hydrodynamic 

interaction between the fluid and solid particles [15]. This is done by replacing the right side of 

Eq. 3.2 with another form: 

Ω =  
1

𝜏
(1 − 𝐵)(𝑓௘௤ − 𝑓) + 𝐵Ωௌ  

Eq. 3.14 

 

𝐵 =
𝜀(𝜏 − 0.5)

(1 − 𝜀) + (𝜏 − 0.5)
 

Eq. 3.15 

Where ε is the ratio of the solid particle in the current lattice node.  

Ωௌ = 𝑓 (𝒙, 𝑡) − 𝑓(𝒙, 𝑡) + 𝑓௘௤(𝜌, 𝑼𝒔) − 𝑓௘௤(𝜌, 𝒖) Eq. 3.16 

In Eq. 3.16, the term US represents the velocity of the solid node.Further,  𝑓 (𝒙, 𝑡) is the 

bounce back form of 𝑓(𝒙, 𝑡).   

3.3.2 Discrete Element Method (DEM): 

We model tablet particles as solid particles in DEM. Each particle is explicitly modeled 

and treated as the fundamental unit. A particle (e.g., API) may dissolve in liquid, resulting in its 

particle size decreasing and molecules being released to the environment. A particle (e.g., excipient) 

may take up water from the liquid environment, swell, and exert forces on neighboring particles 

(in the tablet). To model the drug and excipient particles in a tablet, we must consider the 

interaction or bonding force between two particles. 

As two solid particles approach each other, there is an attractive force due to the van der 

Waals interaction (and possible electrostatic interaction as well, if the particles bear surface 
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charges). As they continue to get closer, especially during the tablet compression stage, the 

particles undergo deformation, firstly the recoverable, elastic, and then (partially) plastic 

deformation. Such deformation requires energy, thus indicating the repulsive nature when a 

particle is compressed. As shown in Figure 3.1, the figure conveys an overlapping 𝛿 between two 

particles and is assumed to represent the elastic deformation suggesting recovery of the particle, 

which can be described by Hook’s law. A few models have described interparticle interactions for 

the DEM simulation. One such model is Edinburgh Elasto-Plastic Adhesion (EEPA) Model, 

proposed by Thakur, et al. in 2014 [128]. As shown in Figure 3.2, the two figures model the loading, 

unloading, reloading, and adhesive phases of particle-particle interactions. The loading stiffness 

parameter k1 governs the loading process, once unloaded or reloaded, the contact force will follow 

the unload/reloading stiffness parameter k2.  If the unloading process continues, the contact force 

will switch to negative, which becomes an adhesive force until it reaches the maximum 

−kadhδn
min+f0. If the unloading continues, the adhesive force will reduce until it comes to the 

constant adhesive strength f0. 
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s

 

Figure 3.1. DEM particle overlap, 𝛿 shows the overlap between to DEM particles.s 
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Figure 3.2. Normal contact force-displacement function (left: linear model, rights: nonlinear 
model) 

 

The total contact normal force fn includes two parts: hysteretic spring force fhys and normal 

damping force fnd, with u as a unit normal vector pointing from contacting point to particle center. 

 

𝒇𝒏 = (𝑓௛௬௦ + 𝑓௡ௗ)𝒖 Eq. 3.17 

 

𝑓௛௬௦  = ቐ

𝑓଴ + 𝑘ଵ𝛿௡                                                           𝑘ଵ𝛿௡   <  𝑘ଶ(𝛿௡ − 𝛿௣
௡)       

𝑓଴ + 𝑘ଶ(𝛿௡ − 𝛿௣
௡)                             𝑘௔ௗ௛𝛿௡ < 𝑘ଶ(𝛿௡ − 𝛿௣

௡)  <   𝑘ଵ𝛿௡    

𝑓଴ − 𝑘௔ௗ௛𝛿௡                                                            𝑘ଶ(𝛿௡ − 𝛿௣
௡)  < 𝑘௔ௗ௛𝛿௡

 

 

Eq. 3.18 

 

𝑓௡ௗ = 𝛽
௡

 𝑣௡ Eq. 3.19 

Where νn is the magnitude of the relative normal velocity, and βn is the normal dashpot coefficient. 
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In a similar approach of using DEM to simulate the tableting process, when particles are pushed 

against each other, the same elastic repulsion model is used reciprocally to describe their attraction 

when pulled apart [96]. 

In the EEPA model, the adhesive force is considered the combination of several different 

forces such as van der Waals forces, sintering and chemical bonding, electrostatic forces, 

mechanical forces, and so on.  

In our model, we use a simple EEPA model to simulate the interaction force between 

particles. Because the relative movement between particles is small, the damping for fnd is 

neglected in our model. 

3.3.3 DEM particle mass transfer to LBM fluid 

On the LBM side, we use the source term Cw as the mass flux in Eq. 3.13 to simulate the 

mass transfer from the solid DEM particle to the LBM simulated fluid field.  

On the DEM particle side, the drug dissolved from solid particles is simulated with the 

Noyes-Whitney equation as shown below[101]. Where A is the surface of solid particles on 

solid/liquid interface (m2), K is the dissolution constant (m/s), C is the current concentration, Cs is 

the saturated concentration (kg/m3), W is the weight of the particle (kg) and t is time (s). 

𝑑𝑊

𝑑𝑡
= −KA(Cୱ − C) Eq. 3.20 

Thus, in our simulation, the dissolution process and convection-diffusion process are considered 

two steps, one after the other. 

Therefore, for each timestep, on the unit lattice cell covered with the DEM particle, the 

source term could be expressed as below, where 𝛿𝑡 is the physical timestep and 𝛿𝑥 is the unit 

physical length of each lattice node. 

𝐶௪ = −
𝛿𝑡

𝛿𝑥
K(Cୱ − C) Eq. 3.21 

This equation connects the DEM particle with the LBM fluid mass transfer. 
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To update the radius of the particle, we calculate the mass transfer from the particle’s surface to 

the fluid. The equation is described as below. 

𝑑

𝑑𝑡
൬𝜌௦

4𝜋

3
൫𝑟௜൯

ଷ
൰ = − න 𝜉𝑑𝐴

஺೔

  Eq. 3.22 

Of which, the 𝜉 is the mass flux (mass dissolved in per unit time at per unit lattice cell), ρs is the 

density of particle, and ri is the radius of ith particle in DEM model.  

Due to the mass transfer from particles to fluid, the radius of particles will be updated based 

on the radius update Eq. 3.22. 

Currently in our model, as the particle dissolves and the radius reduces to be smaller than 

the lattice unit, we still use the immersed moving boundary method to handle the solid-fluid 

interaction. This might cause a larger error when calculating the interaction force. Further 

improvement could be implemented to recalibrate the interpolation function Eq. 3.15.  

3.4 Simulation setup 

3.4.1 Single particle dissolution: 

To validate our model, we simulate the single-particle dissolution process under complex 

hydrodynamics. A stirring model is set up and results are compared with previous experimental 

results[40]. A sodium carbonate sphere particle with a diameter of 1mm is placed 2.4mm above 

the magnetic stirrer. The space of simulation is 12mm × 12 mm × 8 mm. The setup is shown in 

Figure 3.3. The sodium carbonate particle has a solubility of 30.7 g/100 g in the water at 25 °C 

[129]. The diffusion coefficient D is 1.12×10-9 m2/s and the dissolution constant K is set as1.0×10-

5m/s [39].  

Different from the previous simulation, where the velocity field is simulated with external 

software COMSOL Multiphysics, in our simulation, the velocity field was directly simulated with 

lattice Boltzmann method with palabos [40, 60]. The real-time velocity field is coupled with the 

DEM particles simulated with LIGGGHTS [83]. The coupling between LBM and DEM is handled 

with the immersed moving boundary method in LBDEMcoupling [15, 16]. 
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Figure 3.3. The geometry of the stirrer setup. One stirrer is placed in a cube of 12mm ×12mm × 
8mm. 

 

3.4.2 Bulk particle dissolution in USP apparatus II 

To investigate the the hydrodynamic condition’s impact on particle dissolution, different 

paddle rotation speeds and other conditions were investigated in previous studies [26, 28, 31, 130]. 

In our model, we demo the ability of our model by simulatingsimulate different scenarios, such as 

different USP apparatus II paddle rotation speed and particle dissolution constant K, to 

demonstrate our model’s ability. These experiments show our model’s the accuracy and flexibility 

of our model. 
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Table 3.1. Parameters used for USP apparatus II simulation. 

Temperature (T) 37 °C 

Fluid Density (ρf) 993.3 kg/m³ 

Water Kinetic Viscosity(vk) 6.97e-7 m²/s 

Diffusion Coefficient (D) 1.12e-9 m²/s 

Dissolution constant (K0) 1.0e-5 m/s 

Water Volume (V) 850 mL 

Particle radius (R) 500 μm, 1500 μm 

Particle density (ρp) 2540 kg/m3  

Number of particles (N) 100~2000 

Young’s modulus (Y) 6.13e6 Pa 

Poisson’s ratio (ν) 0.225 

Coefficient of restitution (e) 0.8 

Coefficient of static friction (μs) 0.2 

Coefficient of rolling friction (μr) 0.020 

Loading stiffness (k1) 1.e5 

Unloading stiffness (k2) 4.e6 

Adhesion stiffness (kadh) 5.e4 

Adhesion Exponent (n for kadh) 10 

Overlap Exponent (n for k1 and k2) 1.5 

Timestep (dt) 6.67e-5(s) 

Grid size of the model 306×306×363 
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As shown in Figure 3.7, a 3D USP apparatus II is modeled with the lattice Boltzmann method, 

the dimension is based on the parameters in USP general chapter 711 [12]. For the dissolution 

particles, we use sodium carbonate as an example. As shown in Figure 3.8, around 2000 particles 

with a radius of 500 μm are compressed into a tablet. These particles are first filled into a punching 

mold. Then a cylinder punch die is used to press these particles to make them a cylinder shape 

tablet.  The average overlap between particles is 10% of the radius. This DEM-modelled tablet is 

placed at the bottom center of USP apparatus II.  The parameters used in the model are listed in 

Table 3.1. We adopted most parameters from sodium carbonate, but for the compression model, 

the parameters are based on our simulations. 

3.5 Results and discussion 

3.5.1 Single particle dissolution 

A magnetic stirrer bar is placed at the bottom of the beaker and shows the side and top 

views of the velocity field. Our simulation results show a good match with previous simulations. 

 



 
 

74 

 

Figure 3.4. Overview (top), Side view (middle), and top view (bottom) of lattice Boltzmann 
simulation of stirring bar induced velocity field. 
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The mass transfer between solid-state particles and fluid will increase the sodium carbonate 

concentration in water. The concentration distribution of sodium carbonate’s concentration 

distribution at different particle release fractions is shown in Figure 3.5.  Please note that because 

we use the uniform color bar for all three distributions, we note that the difference in concentration 

distribution is as big as shown in the previous simulation in Hui’s paper [40]. 

 

Figure 3.5. Particle dissolution process. Different release fraction 0%, 50%, 90%. 
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The particle release fraction over time is plotted and compared with experimental results 

[40]. As shown in Figure 3.6, our results show a good match with previous experimental results. 

This result means that our model could accurately simulate the complex hydrodynamics and model 

the dissolution of a single particle. For the next step, we will apply this model to bulk particle 

dissolution in USP apparatus II. 

 

Figure 3.6. Particle release fraction over time. The simulation result (solid line) shows a good 
match with the experimental result (dot with error bar). 

3.5.2 Bulk particle dissolution in USP apparatus II  

Figure 3.7 shows the velocity field and concentration field, respectively. A close look at 

the particles is shown in Figure 3.8. As we can observe in Figure 3.7 that, there is a highly 

concentrated area under the paddle at the bottom of USP apparatus II. We can see in Figure 3.8, 

the particles located at the surface dissolved faster than those located in the middle. Also, the 

particles located on the side of the bulk dissolve faster than those located at the top of the particle 

bulk. For our model, when the local radius exceeds saturated concentration, the particle will 
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recrystallize. Thus, the particle’s radius could be larger than the original radius. 

 

Figure 3.7. Side view and top view of the simulation scheme at the time of 20s. First row: 
velocity distribution. Second row: concentration distribution. The tablet particles are placed at 

the bottom of USP apparatus II. The density of the drug dissolved from the particles is shown in 
the figure. 
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Figure 3.8. Visualization of particles. Top two: tablet particles before dissolution test. Bottom 
two: particles after dissolution test for the 20 s. The color indicates the particle’s radius. We can 

see that the particles on the surface will dissolve first. 

3.5.3 Dissolution detail 

Different from previous studies, we can directly visualize the drug particle dissolution 

process in our model. Thus, we can efficiently study the drugs’ distribution within the fluid. With 

our new scheme, we can directly observe the drug’s distribution in USP apparatus II. We notice 

that the drug is focused near the paddle. The drug’s concentration moves up to the paddle. We can 

observe there is one highly concentrated region at the bottom of USP apparatus II. In Figure 3.9, 

we can see the drug concentration develop. By visualizing the drug concentration’s movement 

over time, we notice that the drug is first concentrated under the paddle in USP apparatus II. Then, 
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the paddle movement distributes the drug concentration, which was to the outer side of USP 

apparatus II. We notice the drug concentration on the outer side area of USP apparatus II is higher 

than the inner side area of USP apparatus II. This pattern could indicate the drug concentration’s 

movement direction. This drug concentration gradient could suggest that we should be careful 

when sampling from USP apparatus II. 

Because the drug concentration distribution is not uniform within the USP apparatus II, we 

compare the concentration over time plot at four different sampling spots as indicated in Figure 

3.10. We notice the bottom spot concentration increases fast, and because of the complex 

hydrodynamics at that region, the concentration value variation is most significant at the bottom 

spot. Also, we notice the sampling spot closer to the rotating paddle has a higher concentration 

variation. Further, compared to the orange middle sampling spot, the red sampling spot at the 

middle of USP apparatus II has lower value variation. The concentration is lower than the orange 

middle spot at the beginning. However, the three sampling spots above the paddle will converge 

to the same constant value after 200 s. 
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Figure 3.9. Visualization. For each row, from right to left, represent the 5s, 10s, 15s, and 20s 
time spots. The first row shows the change of drug concentration distribution overtime. The 

second row shows the contour of 1g/L concentration and the relative position with the paddle. 
The third row shows the vector of the velocity field. 
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Figure 3.10. Concentration change over time at different sampling positions in USP apparatus II. 
The sampling position is shown in the lower right figure. The color of the sampling position is 

the same as the plot. The USP general chapter 711 suggests the sampling zone should be halfway 
between the dissolution medium surface and the top of the rotating paddle and should not be less 
than 1cm from the wall of the USP apparatus II vessel [12]. This is represented by the orange dot 

in the figure. 

3.5.4 Contour: 

In Figure 3.11, we visualize the velocity of fluid near the particles with vectors, and can 

observe the fluid’s movement pattern in USP apparatus II. There is a tangent flow near the particles. 

This observation explains why the particles located on the side of the particle bulk dissolve faster. 

Higher velocity induced higher convection. Also, we can observe that as the rotation speed 

increases, the velocity near the tablet will increase as well, which further increases the dissolution 

speed. At RPM=85, we observe that the particles are distributed wider than those at lower RPMs. 

These observations indicate that a higher rotation speed will increase the dissolution speed, not 

only because the higher fluid velocity induced more elevated convection, but also because higher 

velocity will reduce the particles’ coning effect.  Because higher fluid velocity will drive the 

particle to spread wider at the bottom of the apparatus, the particles have more area contacting the 
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fluid and thus dissolve. The increased dissolution area and convection rate explain why higher 

rotation speed leads to higher dissolution speed. 

 

 

Figure 3.11 Vector visualization of the velocity field. The vector size is proportional to the 
magnitude of velocity. The direction of the arrow indicates the direction of fluid movement. The 

vector color also indicates the velocity magnitude. Column from left to right: RPM=40, 
RPM=50, and RPM=85. First row: view from the top. Second row: view from the side. 

3.5.5 Impact by stirring rate: 

To study the impact of different rotation speeds, a tablet dissolution process in USP 

apparatus II is simulated under different paddle rotation RPMs (40, 50, and 85). In Figure 3.12, 

we compare the impact of paddle rotation speed. We can see that higher rotation speed induces 

higher velocity and a faster particle dissolution rate. The velocity on the outer part of USP 

apparatus II in each velocity field is higher than the inner part. There is a noticeable low-velocity 

region in the middle of USP apparatus II. Also, as the rotation speed increases, the overall velocity 
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increases. In terms of the concentration field, the increase of rotation speed will facilitate the 

dissolution of the drug by introducing higher velocity in the highly concentrated area. We can see 

that as the rotation speed increases, the high concentration region at the bottom of USP apparatus 

II spreads wider. This is because higher velocity will induce the concentration field’s elevated 

convection. 

Next, we plot the concentration in USP apparatus II over time for the different rotation 

speeds of 40, 50, and 85. As shown in Figure 3.13, a higher rotation speed will induce a faster drug 

concentration increase. This is further confirmed in Figure 3.11, higher rotation speed induced 

faster drug particle fraction release speed. 

 

Figure 3.12. Comparison of concentration and velocity distribution in USP apparatus II at time = 
8s at different paddle rotation speeds (RPM). First row: concentration field. Second row: velocity 

field.  For each column from left to right: RPM=40, RPM=50, and RPM=85. 
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Figure 3.13. Concentration over time for different rotation speeds. A higher rotation speed results 
in a faster increase in drug release fraction. 

3.5.6 Impact by dissolution rate: 

We analyze the concentration of drug change over time at the sampling point in USP 

apparatus II. Here, we should note that to reduce computation time, we used a lower resolution of 

101×101×121 grid to do the simulation for this experiment. First, we analyze the impact of 

different dissolution constants K. Here K0 is the dissolution constant of sodium carbonate. As 

shown in Figure 3.14, a higher dissolution constant K will induce a faster concentration increase.  



 
 

85 

 

Figure 3.14. Concentration over time for different dissolution constant K. A higher dissolution 
constant results in a faster increase in drug release fraction. 

3.6 Conclusion: 

In this paper, we showed a comprehensive coupled LBM and DEM model for the USP apparatus 

II dissolution simulation. Previous models for the USP apparatus II dissolution test could not 

directly predict the dissolution of particles and the concentration change in real-time. Most of them 

could only simulate the velocity field in USP apparatus II [27, 33]. Thus, they can only predict 

tablet dissolution by calculating the dissolution constant on the tablet's surface [27]. Other efforts 

try to simulate the velocity field with commercial software and import the velocity field to simulate 

the concentration field [39, 40]. However, this kind of simulation is not scalable, and the coupling 

is only one direction, which means tablet particles’ impact could not be considered. Compared to 

their models, our model can simulate the bidirectional fluid-particle interaction. Also, the 

simulation runs in real-time, which means the hydrodynamic condition the paddle rotation causes 

is directly coupled with the mass transfer and convection–diffusion of drug particles.   
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1. By characterizing the concentration field near the particles, we found that under certain 

conditions, when the drug dissolves fast, particles on the side of the tablet dissolve faster 

than those on the top of the tablet. Further, by analyzing the concentration and velocity 

field, we showed that the drug concentration of the top of the tablet is usually higher than 

that of the side of the tablet. Tangent velocity means that particles on the side are exposed 

to higher fluid velocity, thus the local convection on the side is faster than that on the top 

of the tablet.  

2. We quantitively analyzed the bulk particle dissolution and concentration change in USP 

apparatus II. With further development, we can quantitively predict the impact of different 

formulations and processing of the tablet on the drug’s pharmacokinetics. This paves the 

path toward in-silico realization of Quality by Design (QbD) concept of drug formulation 

design. 

Our in-silico model is one crucial step toward the rational design of drug formulation. However, 

there are still some limitations that need further improvement.  To accurately couple the LBM and 

DEM models, the lattice around the DEM particles should be dense enough. Currently, in our 

model, we use a uniform lattice. This makes the current model computationally expensive. One 

possible optimization to improve the efficiency is to impose multi-level lattices, which means 

using only dense lattices on the space surrounding the particles. Thus, the overall computation 

time could be further decreased. Also, currently, the DEM model is still coarse because we only 

used a maximum of 2,000 particles to represent the tablet. A more accurate model with higher 

resolution should be further developed. 

Our model shows the ability of LBM and DEM in simulating the dissolution process in USP 

apparatus II. This is the first time the whole dissolution process of tablet particle dissolution in 

USP apparatus II has benn simulated. Our model shows the ability of the in-silico model to 

simulate the dissolution process. This model could be further used in developing new drug 

formulations, and assessing the pharmacokinetics of different drugs and formulations. This makes 

the rational and quantitative design of drug formulation possible.  
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 TABLET COMPRESSION AND DISSOLUTION 
SIMULATIONS USING COUPLED DISCRETE ELEMENT AND 

LATTICE BOLTZMANN METHODS 

4.1 Abstract 

In this paper, we simulate tablet compression and dissolution in the USP apparatus II 

through the discrete element method (DEM) and lattice Boltzmann method (LBM). The drug 

particles are represented as DEM particles. The particles are compressed into a tablet to enable us 

to study the effects of different formulations and processing parameters on tablet dissolution. We 

first simulate the tablet compression process with DEM, then the tablet is placed in the USP 

apparatus II, which is simulated with LBM. Overall, we present in this paper the feasibility of 

coupling DEM with LBM for tablet formulation design and testing. 
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4.2 Introduction 

Tablets constitute a popular oral dosage form. The disintegration of a tablet and, 

subsequently, the release kinetics of the active pharmaceutical ingredient (API), are facilitated by 

utilizing swelling polymers as excipients. When a tablet encounters the fluid in the gastrointestinal 

(GI) tract, water will diffuse into the disintegrates, causing them to swell and the tablet to break 

up into tiny granules. The disintegration process clearly governs the drug release kinetics, thus 

playing a pivotal role in determining drug absorption and eventual bioavailability. Given the 

foregoing, it is essential to fully understand and even predict the disintegration process of a tablet 

to come up with a rational tablet formulation design and to minimize the time and cost involved in 

in vitro and in vivo tests. As disintegration and dissolution tests are routinely used and are required 

for product release and quality assurance, understanding how a tablet formulation and its 

manufacturing processes affect dissolution kinetics could further improve compendial methods 

and new test standards. 

To date, two major simulation approaches have been developed for tablet disintegration, 

namely, data-driven modeling and physics-based prediction. The former treats the disintegration 

(and dissolution) by generating phenomenological models through the data-fitting of experimental 

data. The latter attempts to overcome the abovementioned challenge by using first principles to 

solve the physical processes involved in disintegration. The limitation of data-driven approaches 

stems from the empirical nature of modeling, making the extrapolation of new formulation designs 

quite challenging. Our interest, therefore, is focused on the physical approach. 

There are a few research efforts in the literature for developing physical models of tablet 

disintegration. Lamberti et al. introduced the finite element method (FEM), which proved to be a 

workable model for drug release from tablets [1]. However, this model did not take into account 

the fact that most tablets have different components that distribute unevenly throughout and can 

significantly influence the drug disintegration process. Meanwhile, Kimber developed a discrete 

element model for simulating drug disintegration and dissolution [131-133]. This model was 

capable of considering the non-uniform distribution of the API and the excipients’ heterogeneity. 

However, it neglected the fluid dynamics around the tablet. The impact of the liquid flow can exert 

a significant influence on the disintegration (and dissolution), for example, due to mechanical 

stirring or peristaltic wave in the GI. 
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As such, we have sought to develop physics-based simulation methods of tablet 

disintegration and dissolution. We mainly consider modeling three fundamental processes of tablet 

dynamics, namely, particle-particle interaction, particle-fluid interaction, and hydrodynamics. It is 

expected that combining the lattice Boltzmann method (LBM) and discrete element method (DEM) 

would allow us to fully model the particle-liquid dynamics and simulate the disintegration and 

dissolution process in a liquid environment. Notably, computer modeling and simulation require a 

quantitative description of a tablet product, including its particle properties and inter-particle 

interactions. By experimentally determining these properties, we expect to establish a mechanical 

relationship between the tablet construct and its dissolution kinetics. This could give rise to a 

rational design and quality assurance of tablet products and, significantly, lead to an improvement 

on existing compendial methods and the development of new test standards for the industry and 

regulatory agencies. 

Our overall simulation framework is innovative. It fully considers the tablet micro-structure 

and composition, as well as the liquid environment in which it dissolves. The approach could not 

only simulate various formulation designs and the impact of manufacturing processes (e.g., 

compression force) on the disintegration and dissolution process but also enable the simulation of 

such processes in a biological environment. Moreover, using the computational approach is a novel 

strategy to help model the tablet structure and inter-particle interactions from experimental 

measurements. A combination of computer modeling and experimental measurement could shed 

light on tableting and the quality control of tablet products, resulting in new designs and better 

performances of solid dosage forms. 

4.3 Methodology 

We applied numerical methods for tablet compression, disintegration, and dissolution 

simulations in this project by coupling DEM with LBM. Herein, we introduce the numerical 

methods used in this paper. 
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Figure 4.1. The tablet described in the bonded particle model. Each tablet consists of many 
particles. 

 

4.3.1 Tablet compression simulation with the Edinburgh-Elasto-Plastic-Adhesive (EEPA) 
DEM model 

We modeled a tablet as an ensemble of solid particles, as shown in Figure 4.1. Each particle 

is explicitly modeled and treated as the fundamental unit. A particle (e.g., API) may dissolve in 

liquid, resulting in particle size reduction and release of molecules in the environment. A particle 

(e.g., excipient) may take up water from the liquid environment, swell, and exert forces on 

neighboring particles (in the tablet). To model the drug and excipient particles in a tablet, we must 

consider the interactions or bonding forces between two particles. 

As two solid particles approach each other, there is an attractive force due to van der Waals 

interaction (as well as possible electrostatic interaction if the particles bear surface charges). As 

they continue to get closer, especially during the tablet compression stage, the particles undergo 

the following deformation: recoverable, elastic, and then (partial) plastic deformation. Such 

deformations require energy, indicating the repulsive nature that emerges when a particle is 

compressed. The traditional Hertz-Mindlin contact model cannot simulate the loading and 
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unloading processes of tablet compression. There have been a few contact models describing such 

interparticle interactions for DEM simulations. One such model is the EEPA contact model [92-

95]. When two particles are pushed together, the repulsion is modeled by the overlapping distance 

(i.e., δ୬౟ౠ
 in Figure 4.2). When they are pulled apart, the attraction force will keep them together 

until the external force exceeds the attraction force. In a similar approach of using DEM to simulate 

the tableting process, the same elastic repulsion model when particles are pushed against each 

other is used reciprocally to describe their attraction when pulled apart [96]. 

 

Figure 4.2. DEM particle-particle interaction. The contact force is modeled based on the overlap 
between particles. When two particles get close to each other, the overlap 𝛿௡೔ೕ

(blue dashed line) 

between two particles is calculated based on their relative distance d୧୨ (red dashed line), as 
shown by the red line and the radius (Ri and Rj) of these particles. 

 

In the EEPA model, we used an adhesive force to represent the effect of several different 

forces, such as van der Waals forces, sintering and chemical bonding, electrostatic forces, and 

mechanical forces [92-95]. The total force fn is the sum of two different components, namely, 

hysteretic component fhys and damping (dashpot) component fnd. 
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𝒇𝒏 = ൫f௛௬௦ + f௡ௗ൯𝐮 Eq. 4.1 
 

The hysteretic component of the EEPA model includes three different phases: loading, 

unloading/reloading, and adhesive phase. These three phases are labeled in Figure 4.3. These 

models can either be linear (n=1) or non-linear (n ≠1). In Eq. 4.2, we describe the three phases 

using the following three equations: 

F୦୷ୱ  = ቐ

f଴ + kଵδ୬                                δ୬ <  kଶ(𝛿୬ − δ୮
୬)       

f଴ + kଶ(𝛿୬ − δ୮
୬)    δ୬ < kଶ(𝛿୬ − δ୮

୬)  <   kଵδ୬    

f଴ − kୟୢ୦δ୬                          kଶ(𝛿୬ − δ୮
୬)  < kୟୢ୦δ୬

 

 

Eq. 4.2 

In Figure 4.3 and Eq. 4.2, δ is the overlap between two particles, as shown in Figure 4.2. 

Notably, there is a constant pull-off force f0. This is the force needed to pull two particles apart 

when the overlap between two particles is zero. Based on the value of overlap δ, the three different 

phases can be described as follows:  

1. Loading phase (represented by the red lines in Figure 4.3): When two particles approach 

each other and the overlap 𝛿 starts to increase from zero, the hysteretic force will increase 

either linearly (n=1) or non-linearly (n≠1) with the coefficient of k1. When the overlap 

reaches a maximal value 𝛿௠ୟ୶, the loading phase will stop. 

2. The unloading/reloading phase (represented by the green lines in Figure 4.3): When the 

two particles move away from each other and the overlap between particles decreases, the 

forces will start to decrease with the coefficient of k2. Due to the plastic deformation of a 

particle in the loading phase, the unloading k2 will be bigger than the loading coefficient 

k1. The particle overlap is called plastic overlap 𝛿௣ when the force fhys = 0. If the overlap 

between particles increases during this time, this means reloading has occurred. In this 

case, the force will increase with a coefficient of k2. If the reloading force exceeds the 

maximum force that the particle experienced in the loading phase, the coefficient will 

switch back to k1. 

3. The adhesive phase: If the overlap between the particles continues to reduce and become 

smaller than 𝛿௣, a negative adhesive force that pulls two of the particles together will be 

created. If the overlap continues to decrease, the adhesive force will reach a minimum 

value of fmin . After reaching the minimal value, the absolute magnitude of the adhesive 
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force will start to decrease with a coefficient of kadh. The minimal value of fmin could be 

calculated using, where Δ𝛾 is the surface adhesion energy and a is the contacting radius:  

F୫୧୬ =
3

2
𝜋Δ𝛾𝑎 

Eq. 4.3 

The damping (dashpot) component of EEPA model fnd could be calculated using Eq. 4.4: 

f୬ୢ = β୬ v୬ Eq. 4.4 

where νn is the magnitude of the relative normal velocity and βn is the normal dashpot coefficient. 

In a similar approach of using DEM to simulate the tableting process, an elastic repulsion 

model when particles are pushed against each other is used reciprocally to describe their attraction 

when pulled apart [96]. 
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Figure 4.3. EEPA models: linear (n=1) and non-linear (n>1). 
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4.3.2 LBM and DEM coupled approach for tablet dissolution 

We used a coupled LBM and DEM approach to simulate the particle-liquid interactions, as 

well as the particle-particle interactions in a tablet and in the dissolution medium. The liquid was 

treated as a continuum, while the particles were treated as individual particles. Herein, we briefly 

introduce the methods, followed by the preliminary results and our proposed plan in this project. 

Lattice Boltzmann Method(LBM) 

In LBM, space is discretized as a regular lattice and fluid is described as an ensemble of 

imaginary fluid molecules that move to neighboring lattice nodes during each timestep. Particle 

distribution function (f) is devised to represent the fluid from which the velocity and pressure of 

the fluid can be calculated. LBM centers on the Boltzmann equation (Eq. 4.5), where Ω is the so-

called collision operator that is often described by the Bhatnagar, Gross, and Krook (BGK) model 

(Eq. 4.6) [134]: 

∂𝑓

∂t
+ c ∙ ∇𝑓 =  Ω Eq. 4.5 

Ω = 𝜔(𝑓௘௤ − 𝑓) =  
1

𝜏
(𝑓௘௤ − 𝑓) Eq. 4.6 

where c is the lattice velocity, ω is the collision frequency, and τ is the relaxation factor. With 

BGK, the Boltzmann equation becomes: 

𝑓ఈ(𝒙 + 𝑒ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑓ఈ(𝒙, 𝑡) = −
1

𝜏
[𝑓ఈ(𝒙, 𝑡) −  𝑓௘௤(𝒙, 𝑡) Eq. 4.7 

where fα(x,t) is the density distribution function at α discretization direction. The left side of the 

equation describes the change of the distribution function as a result of the exchange of momentum 

between neighboring lattice nodes due to bulk advection and molecular diffusion. It is called the 

“streaming” stage. The right side, called the “collision” stage, describes the mixing or collision of 

molecules that drive the flow to the equilibrium particle distribution function. 

Immersed Moving Boundary Method (IMBM) 

In order to deal with the interactions between fluid and solid particles, we will adopt the 

IMBM. As shown in Figure 4.4, the fluid-solid interaction is modeled by considering the solid 

fraction of each lattice node in space. This is achieved by adding additional collision terms to the 

solid nodes [135, 136]. The collision operator Ω becomes:  
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Ω =  
1

𝜏
(1 − 𝐵)(𝑓௘௤ − 𝑓) + (1 − 𝐵)𝐹 + 𝐵Ωௌ Eq. 4.8 

where B is related to the solid ratio ε of node: 

𝐵 =
𝜀(𝜏 − 0.5)

(1 − 𝜀) + (𝜏 − 0.5)
 Eq. 4.9 

F is the external force applied to the boundary point of the particle. The additional term Ωௌ is used 

to describe the liquid-particle interactions.  

Particle Dissolution 

LBM is used to solve the advection-diffusion equation of dissolution as follows [137]: 

𝜕𝐶

𝜕𝑡
+ 𝛻 ∙ (𝐶𝒖) = 𝛻 ∙ (𝐷𝛻𝐶) + 𝑞 Eq. 4.10 

where q is a source term (i.e., dissolution), C is the concentration, and D is the diffusion coefficient. 

The LBM solution is: 

𝑔ఈ(𝒙 + 𝒄ఈ𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑔ఈ(𝒙, 𝑡) = −
1

𝜏
[𝑔ఈ(𝒙, 𝑡) −  𝑔ఈ

௘௤(𝒙, 𝑡)] + 𝑄ఈ(𝒙, 𝑡) Eq. 4.11 

where gα(x,t) is the density distribution function of the dissolved molecules at α discretization 

direction. Since we assume that the dissolved drug concentration has little effect on the dynamics 

of the liquid medium (i.e., fα(x,t)), the velocity field for gα(x,t) will be taken directly from the 

calculation of the liquid. Thus, using the same lattice, both density distribution functions can be 

solved. By making the concentration on the particle’s surface equal to the drug solubility, we can 

simulate the dissolution of the particle. The dissolved concentration can be calculated by: 

𝐶 =  ∑𝑔ఈ +
𝑄ఈ𝛿𝑡

2
,  𝑄ఈ = (1 −

1

2𝜏
)𝑤ఈ𝑞 Eq. 4.12 

where q is the saturated concentration at a lattice point. With the dissolution of the drug particle, 

the radius of the particle is reduced. This is achieved by updating the radius of the particles based 

on the mass flux on their surface, as calculated above. 
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Figure 4.4. Coupling LBM and DEM with IMBM. Solid particle (dark gray cell) in the fluid 
(blank cell). The solid ratio ε (red number) of each lattice node is calculated based on the part 

covered by a solid particle in the lattice node. 
 

Particle Water Uptake 

A disintegrant particle will absorb water. The uptake of water and the swelling of particle 

i will change the radius (ri) of the particle, exerting repulsive forces to its neighboring particles 

and contributing to the breakup of the tablet. The kinetics can be described by the following 

equations [131-133]: 

d𝑚௜
௪

dt
= ෍ 𝐴௜

௙ 𝐷௜
௪

2𝑟௜

(𝜌௪ − 𝑐௜
௪)

௝ஷ௜

 Eq. 4.13 

where superscript w and p represent water and polymer (or disintegrant), respectively. A, D, and 

m denote the contact area between two particles, the diffusion coefficient of water, and the mass, 

respectively. ρ is density and r is particle radius. The equation accounts for water uptake by a 
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particle from the medium. The water diffusion coefficients in the dry and fully saturated polymer 

(disintegrant) can be measured or found in the literature [131]. 

4.4 Experimental setup 

4.4.1 Simulation algorithms 

LBM and DEM were coupled to simulate the process of tablet compression, disintegration, 

and dissolution. In particular, we modeled a tablet as an ensemble of particles containing both API 

and excipients, as shown in Figure 4.1. The parameters used in our model are listed in Table 4.1. 

The coupled LBM and DEM algorithm of the simulation is listed below. 

1) Initialize the parameters and tablet structure (including all particles and their properties). 

2) Initialize the LBM and boundary conditions. 

3) Conduct LBM streaming and calculate the fluid velocity u and density ρ. 

4) Calculate the water update and update the size and mass of each disintegrant particle. 

5) Obtain the hydrodynamic force acting on each particle and the interparticle forces. 
Thereafter, evaluate the particles’ movement, including their rotation. 

6) Calculate the particle dissolution. 

7) Update the bonding of particles in the tablet. 

8) Conduct the LBM collision step and update the distribution function. 

9) Go to Step 2 until the maximum timestep is reached. 

4.4.2 Tablet structure construct 

A tablet is not a simple ensemble of API and excipient particles. It is a construct of the 

particles formed under high pressure in a die (Figure 4.5). Not only do we need to consider the 

composition of the tablet and the particle properties (size and size distribution), but we also have 

to fully consider how the particles interact and bond with each other. 

To achieve our objective, we conducted DEM simulations to develop in silico models of 

tablets. As shown in Figure 4.5, particles of API and excipients (disintegrants) were randomly 

packed in the die model based on the input parameters of particle size and API/excipient 

composition. Random mixing was assumed, and different compression forces were simulated to 

push the upper die to the powder bed. The force model by EEPA was used to describe the dynamics 

and kinetics of particle compression. All particles were considered spherical.  
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In addition to the mechanical properties of and between the particles of the model drug and 

excipients, we modelled the water uptake characteristics of the disintegrant (e.g., starch and/or its 

derivatives). As indicated in the water uptake and swelling model (Eq. 4.13), we needed to 

ascertain the diffusion coefficients of water in the dry and fully saturated states of the disintegrant. 

We also had to assess the dissolution rate of the disintegrant in water. A more critical aspect was 

that the mechanical properties needed to be determined between the disintegrant particles and 

between the disintegrant and the API particle. As explained above, this can be achieved for dry 

particles. However, it is a difficult task for disintegrant particles due to varying amounts of water 

content. For this purpose, we planned to introduce an empirical damping constant for the repulsion 

or attraction forces, or both, when a disintegrant particle is involved.  

Combining the DEM simulation and experimental measurement, we expected to build in 

silico models of a particular tablet formulation compressed by pre-determined forces for the 

disintegration and dissolution simulations. More importantly, the force parameters estimated from 

the measurements would allow the high-fidelity simulation of actual tablet products. 

 
Figure 4.5. Tablet particles packing and compression in a die. 
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4.4.3 Dissolution simulation in USP apparatus II 

Lastly, we simulated tablet disintegration and dissolution in the USP Apparatus II (Figure 4.6). 

The dissolution vessel and paddle were modeled by meshes and simulation boundaries; the rotation 

of the paddle was implemented as the moving boundary in LBM. Due to the limitations of our 

computing power, the tablet was modeled as a compact made of around 1200 particles representing 

the drug, disintegrant, and diluent.  

In particular, by running simulations, we aimed to test the influence of the following 

parameters/conditions: 

1. The bonding strength between particles (to reflect the material properties and 
compression force) 

2. The disintegrating power (to reflect the use of different disintegrants) 
3. The dissolution rate of the drug (to reflect different drug products) 
4. The stirring rate 

 
By setting up the above calculations, we expected to simulate tablet disintegration under 

various fluid dynamic conditions. Our simulation could yield detailed insight regarding the 

mechanical movement of water inside the tablet, which is causing the swelling and expansion of 

particles. Different from existing efforts of simulating tablet dissolution in USP devices [138], our 

study is intended to model the microstructure of a tablet, influenced by its formulation composition 

and tableting process. Furthermore, our approach fully considers the hydrodynamic conditions that 

a tablet experiences in a dissolution device or even in a biological environment. Our simulation 

could represent a significant leap in simulating and predicting the in vitro dissolution of tablet 

products.  
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Table 4.1  Parameters for tablet compression, disintegration, and dissolution simulation 

Temperature (T) 37 °C 

Fluid Density (ρf) 993.3 kg/m³ 

Paddle Rotation Speed 50 RPM 

Water Kinetic Viscosity (vk) 6.97e-7 m²/s 

Diffusion Coefficient (D) 1.12e-9 m²/s 

Dissolution Constant (K0) 1.0e-5 m/s 

Water Volume (V) 850 mL 

Particle Radius (R) 400 μm, 500 μm 

Particle Density (ρp) 2540 kg/m3  

Number of Particles (N)  around 1200 

Young’s Modulus (Y) 6.13e6 Pa 

Poisson’s Ratio (ν) 0.225 

Coefficient of Restitution (e) 0.8 

Coefficient of Static Friction (μs) 0.2 

Coefficient of Rolling Friction (μr) 0.020 

Loading Stiffness (k1) 1.e5 

Unloading Stiffness (k2) 4.e6 

Adhesion Stiffness (kadh) 5.e4 

Adhesion Exponent (n for kadh) 10 

Overlap Exponent (n for k1 and k2) 1.5 

Timestep (dt) 6.67e-5(s) 

Grid Size of the Model 306×306×363 
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Figure 4.6. USP Apparatus II dissolution test setup. A tablet is compressed at the bottom 
of USP apparatus II. 

4.5 Results 

We implemented the above methods by utilizing LBM C/C++ (Palabos®) and DEM 

libraries (LIGGGHTS®). We tested the integrated LBM/DEM model by setting up an array of 

benchmark models of tablets formed with 1,200 particle disintegration and dissolution in the fluid 

(Figure 4.6). The particles were modeled with EEPA DEM and the liquid was modeled by LBM. 

The fluid-particle interaction was handled through the IMBM. Our results indicated the feasibility 

and scalability of our model to simulate particle-fluid and particle-particle interactions, as well as 

the dissolution of particles under hydrodynamic conditions. 
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4.5.1 DEM compression simulation 

Before we performed the tablet dissolution simulations, we needed to compress the drug 

particles into a compact tablet, which is a widely used drug dosage form. To model this process, 

we first performed tablet compression with the Mechanical Testing Systems (MTS) Model 

C43.504 testing frame. With the help of MTS, we were able to measure the compressor movement 

distance and the overall force on the compressor. Then, we performed DEM simulations to 

measure the force and moving distance in our model. 

In this experiment, we placed 0.1 g VIVAPUR® 200 MCC with an average particle size 

of 250 µm and bulk density of 0.31–0.37 g/mL in a die with a diameter of 6.3 mm. MTS was used 

to compress the MCC particles into a tablet. As shown in Figure 4.7, there were two phases: the 

loading phase and the unloading phase. During the loading phase (indicated by the blue line), as 

the punch moved down, the particles were compressed and the overall force on the punch increased 

exponentially. During the unloading phase (indicated by the yellow line), the punch moved up, 

and the overall force was quickly reduced. To replicate this process, we needed a model that could 

describe these two phases during compression. As a result, the EEPA model was used, as it could 

describe the loading and unloading phases by modeling the particle-particle interactions. 

The simulations of tablet compression included two steps: packing and compression. In the 

packing phase, around 1200 particles with a radius of 0.5 mm were placed above the die. Then, 

these particles fell into the die and relaxed to a staple form. We took gravity, frictional force, 

rotation, and elasticity into consideration during this step. Once the particles were relaxed and 

stable in the die, we moved to the compression step. In this step, a punch was placed on top of the 

particles and moved at a constant rate to simulate the compression process in MTS. We described 

the particles as soft spheres. The overlap between these spheres increased when the external forces 

pushed the particles closer to each other. Figure 4.8 shows the DEM simulated particles of pure 

API before and after compression, illustrating that the compression phase turns the loose particles 

into a solid tablet. Moreover, we measured the relative distance and overall force during the 

loading and unloading phases. As shown in Figure 4.9, our simulated compression phase follows 

the same pattern as that in the MTS compression. 
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Figure 4.7 Tablet compression with MTS indicating the overall force and the moving distance. 
The blue line shows the loading phase, while the yellow line shows the unloading phase. 
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Figure 4.8. Tablet overview before and after compression. 
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Figure 4.9 DEM simulation of tablet compression. The blue line shows the loading phase, while 
the yellow line shows the unloading phase. 

 
In addition to the tablets formed with pure API, we also simulated tablets with both API 

and excipients. As shown in Figure 4.10, we formed the tablet with 75% of its weight constituting 

API and 25% insoluble excipients. The API particle had a radius of 0.5 mm and the excipient 

particle had a radius of 0.4 mm. Similar packing and compression steps were performed on these 

particles to turn them into a tablet. As shown in Figure 4.11, the overall force on the punch is 

higher compared with the case of pure API because the smaller excipient particles will form more 

bonds between particles and require higher external force to compress them. 
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Figure 4.10 Tablet overview before and after compression. This tablet is composed of API (red 
particles) and excipient (orange particles). 
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Figure 4.11 DEM simulation of tablet compression. This tablet is composed of API and 
excipient. The blue line shows the loading phase, while the yellow line shows the unloading 

phase. 

4.5.2 Tablet disintegration and dissolution simulation in USP apparatus II 

After we built the DEM simulated tablet, we put the tablet in the USP apparatus II in which 

the fluid phase is simulated with LBM. We coupled the DEM particles with the LBM fluid through 

the IMBM. The particle was then placed at the bottom of the USP apparatus II. As the paddle 

rotated, the fluid moved around and facilitated the disintegration and dissolution of the tablet. 

Figure 4.12 presents the velocity field in the USP apparatus II from the side of the device. 

We can observe that the velocity is fully developed after 6 s. In the fully developed velocity field, 

there is a low-velocity area in the middle of the USP apparatus II. The field near the paddle has 

the highest velocity. The concentration field is shown in Figure 4.13. As the tablet particles 

dissolve, the drug concentration field will change over time. We can also observe that the drug 

fluid will move upward and be distributed by the paddle. 
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Figure 4.12 Velocity field in the USP apparatus II over time (T). 
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Figure 4.13 Concentration field in the USP apparatus II over time (T). 
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Figure 4.14 Tablet disintegration and dissolution over time (T). 
This tablet is composed of pure API and designated as Tablet 1. 
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Figure 4.15 Tablet disintegration and dissolution over time (T). This tablet is composed of API 
(red particle at T=0s) and excipient, which does not absorb water (orange particle at T=0s). It is 

designated as Tablet 2. 
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It is evident from Figure 4.14 and Figure 4.15 that the particles on the surface of the tablet 

dissolved first. Moreover, due to the fluid movement around the tablet, the tablet disintegrated and 

the particles dissolved in the fluid. The tablet in Figure 4.14 is composed of pure API (Tablet 1). 

The tablet in Figure 4.15 is composed of 75% API and 25% excipient, which does not absorb water 

(Tablet 2). By comparing these two figures, we can see that the disintegration and dissolution of 

Tablet 2 are much slower than those of Tablet 1. As the excipient does not absorb water and will 

not dissolve, the excipient will reduce the dissolution speed of API particles. Furthermore, the 

excipient will keep the tablet intact during the dissolution process. This observation is confirmed 

in Figure 4.16, which shows the release fraction of API in the tablet. We can also see that the 

release speed of Tablet 2 is much slower than that of Tablet 1. 

 

 

Figure 4.16 Dissolution profile of three different formulations. Tablet with pure API (Tablet 1) 
and tablet with 75% API and 25% excipient (Tablet 2). 
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Figure 4.17 Tablet disintegration and dissolution over time (T). This tablet is composed of API 
(red particle at T=0s) and excipient, which absorb water (blue particle at T=0s). It is designated 

as Tablet 3. 
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We then showed an example of disintegration and dissolution for a tablet composed of 75% 

API and 25% excipient, which could absorb water. As shown in Figure 4.17, as time evolved, the 

excipient absorbed water from the environment and its radius became bigger. The change in the 

excipient particle radius resulted in repulsive forces to the neighboring particles, thus causing 

tablet breakage. At time T=10 s, we can see that the tablet was broken into two parts due to the 

external force from the water and the internal force attributed to the change in the excipient particle 

radius. Compared with the previous 2D DEM models by Kimber et al. [4, 6, 139], our 3D model 

can directly simulate the effect of hydrodynamics in the USP apparatus II instead of using a 

predefined external force. Moreover, our model can simulate the 3D structure of the tablets instead 

of just the 2D structure. This makes it easy for this model to be adopted in the design of new drug 

formulations, as well as in the application of DEM models in 3D-printed drug design. 

4.6 Conclusion 

In this project, we first simulated the tablet compression process based on the EEPA model. 

Then, we compared the dissolution profile of different formulations. Our model showed that the 

existence of unsolvable excipients reduces the dissolution speed of tablets while excipients that 

absorb water facilitate the breakage of tablets. With these examples, we were able to demonstrate 

that our model can be used for tablet formulation development. This is the first time that an in 

silico model was built to simulate the entire process of drug release from tablets—from 

compression to disintegration and dissolution. With further improvements in efficiency and 

accuracy, we can make a giant leap toward a virtual platform for drug formulation development. 

Moreover, our platform can be easily adapted to the emerging technology of 3D drug printing. In 

fact, newly designed 3D printing drugs could be tested using our model before being put into 

production. 
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 SUMMARY 

Tablets are widely developed and manufactured for oral dosages of drugs. The disintegration 

and dissolution of tablets play an essential role in drug absorption and bioavailability. Thus, fully 

understating and even predicting the disintegration and dissolution process is vital for the Quality 

by Design (QbD) concept in drug development. By studying the parameters affecting tablet 

disintegration and dissolution, we can realize the rational design of new drug formulations. 

Most physics-based models that simulate tablet disintegration and dissolution only focus on 

one aspect of tablet disintegration and dissolution. For example, some models try to imitate tablet 

particles with the discrete element model (DEM) [3-6]. However, they cannot directly simulate the 

impact of fluid in the environment. Some models try to mimic the hydrodynamic conditions in the 

USP apparatus II [32]. However, they fail to directly couple the tablet disintegration and 

dissolution process. The location distribution of the velocity field near the tablet plays a vital role 

in the speed of tablet disintegration and dissolution. 

This study first developed a coupled LBM and DEM method to simulate the impact of 

hydrodynamic conditions on tablet disintegration and dissolution to overcome the shortage of 

previously developed models. By coupling LBM with DEM, we simulated the hydrodynamics in 

USP apparatus II and the tablet disintegration and dissolution process impacted by the fluid. Then, 

we simulated the fluid dynamics with the LBM model, the tablet compression and disintegration 

process with the DEM model, and the tablet particle dissolution process with the immersed moving 

boundary method by coupling LBM with DEM. For the first time, we realized the seamless 

simulation of drug formulation development, from tablet packing and compression to tablet 

disintegration and dissolution in the USP apparatus II. Our work paves the path toward a 

computational platform for drug formulation development. To build this platform, we took three 

steps, as shown in Chapters 2, 3, and 4. 

Chapter 2 first presented a modeling and simulation framework for tablet disintegration and 

dissolution based on LBM and DEM. We simulated hydrodynamics in a dissolution device USP 

apparatus II with LBM. We compared the simulated velocity field against experimental results 

from previous research to validate our LBM and DEM coupling method. This comparison showed 

that our computational framework could correctly simulate tablet particle movement in USP 

apparatus II. The particle coning effect in the USP apparatus II was simulated and compared with 
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the previously generated governing equations for particle coning in the rotational fluid. The results 

indicate that our model could correctly simulate the dynamics of fluid and drug particles in USP 

apparatus II. 

In Chapter 3, we realized that to simulate the tablet disintegration and dissolution process, 

we need to simulate the movement of particles in the fluid and the dissolution of particles in the 

fluid. As a result, we proposed a coupling method to simulate the drug particle dissolution in the 

liquid. Two lattice Boltzmann function distributions, namely, fluid velocity fluid and drug 

concentration field, were coupled. The drug particles were considered the source of new drug 

concentration in the fluid. We used the mass flux on the drug particle surface to connect the 

concentration change and update the drug particle radius. Based on our model, a single particle 

dissolution was first simulated and validated with the experimental results from previous research. 

Then, we performed simulations with different parameters, such as paddle rotation speed and drug 

particle dissolution constant. The results indicate that our model could simulate the velocity field 

and the concentration field in the USP apparatus II dissolution tests 

In Chapter 4, we further developed our model to simulate the process of tablet disintegration 

and dissolution. First, we built a tablet model using the EEPA model that compressed independent 

particles into a solid tablet. We then placed this tablet model into a fluid field in the USP apparatus 

II, as measured by LBM, to simulate tablet disintegration and dissolution. We compared the 

dissolution profiles of different formulations and found that insoluble excipients in the tablet can 

help to reduce the dissolution speed of the tablet. 

Our project provides a computational framework for developing new drug formulations, 

such as 3D drug printing. Anyone could easily test and verify new 3D-printed drug formulations 

using our computational platform before being developed into marketable products. In the future, 

we would further optimize our model to improve its computational efficiency. By realizing the 

large-scale and high-resolution simulations, our model supports our experimental results.  

The goal was to build a computational platform that could connect the disintegration and 

dissolution kinetics of a tablet with its microstructure, such as the composition of the drug (API), 

excipient, drug particle size, and distribution in the tablet. 
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