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ABSTRACT

Sustainability and climate change remain existential challenges due to the global de-

pendence on the fossil fuels. Green energy technologies require additional investment and

research before replacing conventional fossil fuels. Therefore, new technologies for increasing

fossil fuel combustion efficiency and reducing harmful emissions are of critical importance.

One such promising technology is plasma-assisted igition (PAI) and combustion (PAC). How-

ever, more research on the fundamental mechanisms of plasma-assisted combustion is needed

to better understand the interaction between plasmas and flames for system optimization.

This dissertation focuses on developing efficient, simplified models for plasma- and elec-

tric field-assisted combustion to investigate the effects of different plasma and electric field

parameters on plasma-flame interactions.

To model electric field-assisted combustion, a one-dimensional (1D) premixed flame sub-

jected to a microwave electric field is considered. An open-source code, Cantera, is modified

to solve the conventional conservation equations together with Poisson’s equation to account

for the electric force between charged species. To accurately predict flame speed enhance-

ment, non-thermal electrons are considered for both kinetics and mass transport. The results

show that it is critical to use the electron energy distribution function (EEDF) for calculat-

ing electron recombination rates to improve the predictions of electron number density and

flame speed. The effect of changing the electric field strength on the electron number density

distribution and Joule heating efficiency is investigated, and it is found that an electric field

strength of E = 0.8 kV/cm has the highest efficiency.

For modelling plasma-assisted combustion, a nanosecond repetitively pulsed (NRP) plasma

discharge is placed in the oxidizer stream of a counter-flow diffusion flame. A computationally

efficient model composed of a zero-dimensional (0D) plasma reactor model and an unsteady

one-dimensional (1D) flame model is developed. The 0D plasma model incorporates detailed

plasma chemistry including electron collision reactions, charge transfer reactions, dissocia-

tive reactions of oxygen, and relaxation of vibrational states. The open-source flame code,

Ember, is modified to solve the unsteady 1D flame equations using the inlet gas composition

from the 0D plasma to calculate extinction strain rate and ignition delay time. The calcu-

14



lations show that the extinction strain rate depends more strongly on the pulse repetition

frequency (PRF) of the plasma than the flow rate of air through the plasma reactor. Fur-

thermore, using a higher pulse repetition rate reduces the ignition delay, but makes flame

ignition less energy efficient.

The low dimensional models developed in this work are useful for elucidating the mech-

anisms involved in plasma-assisted combustion and providing important flame properties

for experiments and simulations involving plasma application in realistic combustion sys-

tems. The electric field and plasma-assisted combustion models developed here are much

more accessible and computationally efficient than complicated multi-dimensional models.

Therefore, the models can be readily implemented and modified by researchers in the wider

combustion and energy science communities for investigating and developing plasma-based

combustion technologies.
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1. INTRODUCTION

1.1 Motivation

Sustainability of the environment, energy, and resources is critical for the future of the

Earth and the next generations of humans who will inhabit it. Sustainability and cli-

mate change remain existential challenges due to the global dependence on the fossil-fuel-

dependent economy. The global demand for liquid hydrocarbon fuels continues to increase

annually. New methods for extracting fossil fuels have been developed, and we can now

extract much more fossil fuel stored in the ground, but with higher cost and environmental

impact. Even with increased investment in green energy technologies, the economies of most

developed and developing countries still heavily depend on fossil fuels and will continue for

the foreseeable future. For example, 80% of the energy consumed in the U.S. is from fossil

fuels (37% petroleum, 32% natural gas, and 11% coal) [1 ]. It is difficult to change the fossil-

fuel-dependent economy, and green energy will continue to be only a supplementary energy

source as long as fossil fuels remain plentiful, readily available, cheaper, and more energy

efficient. Therefore, developing strategies for reducing our consumption of fossil fuels and

mitigating environmental damage is critically important.

In the U.S., transportation accounts for over one-third (35% in 2020) of our total energy

consumption each year [1 ]. Personal vehicles are very popular, and an average person in

the U.S. owns 0.84 cars [2 ] (2017 total number of all motor vehicles registrations divided by

the number of population). While the cost of electrical vehicles (EVs) continues to decrease,

energy density and efficiency remains a bottleneck to widespread replacement of traditional

gasoline-powered cars with EVs. Gasoline has roughly 100 times the energy density by both

weight or volume compared to an EV battery. Even if advancements in battery technology

increase the energy density, EV batteries are still much more expensive than gasoline engines

due to the expensive metals required for battery fabrication. Commercial air transportation

also relies on fossil fuels, and this will likely continue for the foreseeable future since the low

energy density of batteries make them impractical for long flights.

Technologies that improve the energy efficiency of existing fossil fuel-based engines do

not have the same high barrier to economic transition as batteries because they still utilize
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the same form of energy and infrastructure. Technologies for improving efficiency of internal

combustion (IC) engines include using a high air-to-fuel (AF) ratio (fuel-lean operation) to

reduce fuel consumption and exhaust gas recirculation (EGR) to reduce NOx emissions. Fuel-

lean operation is also a traditional approach for improving efficiency of gas turbine engines

used for land-based power generation and aircraft propulsion. However, these technologies

can cause combustion instabilities that reduce combustion efficiency and damage engine.

Therefore, it is critical to continue to develop new technologies to optimize fuel-lean operation

and to reduce harmful emissions to the environment. One promising approach is to enhance

combustion using electric fields or plasmas, or ”plasma-assisted combustion” (PAC).

1.2 Plasma and Electric Field-Assisted Combustion

1.2.1 Applications

Plasma-assisted combustion (PAC), including electric field-assisted combustion, is a promis-

ing technology for improving current internal combustion and gas turbine engines and de-

veloping new propulsion systems for extreme environments or conditions, such as hypersonic

flow velocity, extremely low pressure and temperature, and ultra-lean fuel ratio. [3 ]. Exten-

sive experimental work has applied PAC in IC engines, including using microwave fields [4 ]–

[9 ], radio frequency (RF) electric fields [10 ]–[12 ], and nanosecond repetitive pulsed (NRP)

plasma discharges [13 ]–[16 ]. Nishiyama and Ikeda (2012) [4 ] applied the electric field pro-

duced by magnetrons, which are used in microwave ovens, to spark-ignition (SI) IC engine

ignition (spark plus microwave electric field). They showed that the IC engine with applied

microwaves could achieve stable combustion with higher AF ratio and EGR rate. Mariani

and Foucher et al. achieved similar effects by replacing a traditional spark plug with a radio

frequency ignition system (RFSI). Shiraishi and co-workers [15 ], [16 ] applied nanosecond

pulsed plasma for ignition in an IC engine instead of using a traditional spark plasma with

time duration on the order of micro- or milliseconds. They obtained a 15% shorter ignition

time using the nanosecond pulsed plasma compared to a traditional spark using a similar

level of pulse energy. In addition, they showed that the ignition delay time could be further

decreased by using shorter duration pulses that produce a higher electric field with the same
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pulse energy. Finally, they also showed that NRP plasma discharges reduced the combustion

time and increased A/F ratio at the limit of combustion stability by approximately 1.6 times

compared to SI. Tanoue et al. [17 ] used NRP plasma to ignite methane and propane mixture

in a single-cylinder gasoline engine. They showed that using NRP plasma improved the AF

ratio from 20 to 23, EGR ratio from 17.5% to 22.5%, and thermal efficiency by 5%. More

recently, Sjoberg et al. [18 ] showed that using NRP plasma to ignite gasoline (15% ethanol)

can improve the efficiency of IC engine up to 17%.

Beyond the direct application to IC engines, experiments have been conducted using

applied electric fields and plasmas on various types of flames, such as diffusion and jet

flames [19 ]–[31 ], bluff-body stabilized flames [32 ]–[34 ], and swirl-stabilized flames [35 ]–[48 ].

In general, these experiments show that electric fields and plasmas can increase flame burning

speed and improve flame stabilization, with potential applications to gas turbine engines used

for both energy generation and aircraft propulsion. Another promising application of PAC

is in high-speed and supersonic combustion, such as in an engine scramjet [3 ]. Some early

studies in the late 1980s and 1990s [49 ]–[51 ] explored using a plasma torch as an igniter and

flameholder in scramjet engines. For example, Sato et al. [50 ] showed that using a plasma

torch extended the ignition limit and shortened the tail flame of a scramjet. Microwave

fields have also been used for PAC in scramjets [52 ]. Esakov et al. [52 ] showed that a

microwave generator with a radiating horn effectively initiated and sustained a propane-air

mixture combustion torch in a cold supersonic stream. More recent studies have explored a

range of PAC technologies for use with scramjet combustion, including gliding arc discharges

[53 ]–[57 ], multi-point ignition using pulsed plasma with microwave fields [58 ], [59 ], quasi-DC

plasma discharges [60 ]–[62 ], nanosecond pulsed plasmas [63 ], [64 ], and laser-induce plasmas

[65 ].

To understand the physical mechanisms underlying the coupling between electric fields,

plasmas, and flames and to optimize PAC technologies, we must investigate the effect of

electric fields and plasmas on flame properties such as flame speed, flame temperature, and

ignition delay time under well-controlled conditions. This need motivates the current study

on the effects of microwave electric fields and nanosecond pulsed plasmas on a canonical
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flame configuration, the counterflow diffusion flame. The following two sections review prior

experimental PAC studies using microwave electric fields and nanosecond pulsed plasmas.

1.2.2 Effects of Microwave Electric Fields on Combustion

Microwave fields have been shown in several studies to improve the burning rate of

flames [66 ]–[72 ]. Sullivan et al. [68 ] observed a 65% increase of the flame speed by applying

a strong microwave electric field to a lean (equivalence ratio = 0.6) methane/air premixed

flame. Stockman et al. [69 ] studied a methane/air premixed flame with equivalence ratios

from 0.65 to 0.8 subjected to a continuous microwave electric field (maximum strength of

approximately 5 kV/cm). They measured the flame properties using several diagnostics,

including filtered Rayleigh scattering [73 ] (FRS) for the flame temperature, particle image

velocimetry (PIV) for the flame speed, and planar laser induced fluorescence (PLIF) for OH

concentration and the location of the flame front. They estimated the flame speed increase

with the applied microwave field to be 5 to 20 % depending on equivalence ratio.

Pulsed microwaves (versus a continuously applied field) is a promising way to enhance

combustion with higher efficiency. Stockman et al. [70 ], [74 ] showed that the energy cost

using pulsed microwaves can be 50 times lower than continuous microwaves. Their experi-

ments showed that an effective flame speed increase of 25% can be achieved using either 1.5

kW continuous microwave or 30 W pulsed microwave radiation. Also, the short-pulsed mi-

crowaves are less prone to electrical breakdown, which occurred with high levels of continuous

microwaves and, in the worst case, can extinguish the flame. Michael et al. [75 ] investigated

the effect of applying pulsed microwaves to an ultra-lean methane/air flame. They showed

that microwaves with pulse frequency and energy of 1 kHz and 25 mJ, respectively, could

sustain the flame front with equivalence ratio as low as 0.3 (the equivalence ratio limit is

approximately 0.55 without microwaves).

For solid fuel combustion, the microwave radiation can be absorbed by both the gaseous

and condensed phases to improve ignition and combustion. One advantage of microwave-

assisted combustion is that the burning rate is adjustable by tuning the electric field strength

of microwave. This is especially useful for combustion involving solid fuels, where the equiv-
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alence ratio is fixed. Barkley et al. [76 ] investigated solid propellant flame enhancement

by applying microwaves with alkali metal seeding. They showed that with a low degree of

doping (3.5 wt%) using NaNO3, applying the microwaves increased the burning speed by

27.5% with only 2 s of specific impulse lost.

1.2.3 Effects of Nanosecond Repetitively Pulsed (NRP) Plasmas on Ignition
and Combustion

Nanosecond repetitive pulsed (NRP) discharges are a special class of plasma discharges

that efficiently produce non-equilibrium plasmas with high reactivity at atmospheric pres-

sure with low power input. Early investigations focused on the fast ionization wave (FIW)

generated by the overvoltage of a single nanosecond pulse. The FIW typically travels 1 cm

in just a few nanoseconds and generates a uniform large volume plasma at a very low pres-

sure [77 ], [78 ]. The nanosecond pulse also excites molecules into high-energy states such as

N2(A3) (a nitrogen triplet state), which can accelerate fuel oxidation (hydrogen in the cited

study) [79 ]. More recent studies have shifted from a low-pressure single nanosecond pulse

to high-pressure (atmospheric) repetitive pulses [80 ]–[82 ]. Pai et al. (2010) [82 ] investigated

three different regimes of NRP discharges in the pin-to-pin electrode configuration: spark,

glow, and corona, which occur with different applied voltage, pulse repetition frequency

(PRF), and electrode gap distance. They showed that the mechanism of regime transition

of an NRP plasma differs from a traditional plasma, and that the NRP discharge method is

more effective (lower preheat gas temperature and input power) at generating glow plasma

[80 ]. In addition, the regime transition criterion indicates that the required preheat tem-

perature for the glow regime decreases as the electrode radius of curvature decreases [82 ].

There are several differences between the glow and spark regimes. First, an NRP plasma in

the spark regime produces significant heat over a very short (nanosecond-scale) time period,

which induces a shock wave, while discharges in the glow regime do not produce a significant

temperature rise [81 ]. Second, NRP plasmas in the glow regime rely on streamer initiation,

while the initiation in the spark regime is spatially uniform [81 ]. Additionally, an NRP spark

discharge generates a much higher (approximately 100 times) charge density than an NRP

glow discharge, allowing the remaining electrons to be used to initiate the next pulse.
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Plane-to-plane electrodes, most often with a dielectric barrier on one electrode (dielectric

barrier discharge or DBD), are one of the most popular configurations for studying ignition

by NRP discharges. At low pressures, discharges in the plane-to-plane configuration gen-

erate relatively uniform plasmas, which makes experimental measurements and numerical

simulations via zero or one-dimensional models more tractable. Lou et al. [83 ] investigated

the ignition/oxidation of premixed hydrocarbon-air flows by plane-to-plane NRP DBD dis-

charges in the glow regime. The mixture was ignited with a non-thermal plasma, which

has a much lower temperature than the auto-ignition temperature. Lou and co-workers

found that the fuel can be oxidized with low-duty-cycle (1/500) NRP discharges even with-

out ignition, and ignition can occur if the resultant flow heating is sufficiently high. They

suggested that radicals such as O or OH created via low-temperature plasma chemistry are

the major contributors to fuel oxidation, and the direct electron impact dissociation of fuel

only has a minor effect on the fuel concentration. Different techniques have been used to

investigate ignition by NRP discharges in a plane-to-plane configuration. Zuzeek et al. [84 ]

investigated ignition of hydrogen-air mixtures using pure rotational coherent anti-Stokes Ra-

man scattering (CARS) and the evolution of gas temperature during ignition measured by

CARS agreed well with the kinetic model. They proposed three main reactions as the main

oxidation process of hydrogen at low temperature for plasma-assisted ignition,

H + O2 + M → HO2 + M (1.1)

O + HO2 → OH + O2 (1.2)

OH + H2 → H + H2O (1.3)

where O and H atoms can be generated mainly by the discharge via electron impact and dis-

sociation collisions with electronic metastable states of N2. Yin et al. [85 ] (2013) investigated

NRP discharge ignition of hydrogen-air mixtures using OH laser induced fluorescence (LIF)

to simultaneously measure temperature and OH concentration. The resulting OH profile was
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used to both identify the point of ignition and validate the kinetic model of low-temperature

oxidation by NRP discharges. They proposed that the H atom is the main accumulated rad-

ical contributing to the acceleration of ignition based on the kinetic model. The ignition and

oxidation of hydrocarbon fuels by NRP discharges has also been investigated [83 ], [86 ]–[88 ].

Another common electrode configuration for plasma assisted ignition with NRP dis-

charges is pin-to-pin (two pointed-tip electrodes separated by a gap), which has higher

ionization efficiency compared to plane-to-plane due to the higher field electron emission

from the pin electrode (without dielectric barrier). However, NRP discharges in the pin-to-

pin configuration generate filamentary and highly spatially-dependent plasmas that require

more precise measurement techniques and two- or three-dimensional models. Lovascio et al.

[89 ] found that the ignition time can be minimized with a certain pulse repetition frequency

(PRF) when the total input energy is held constant. They explained that the PRF needs

to be sufficiently high so that each pulse can take advantage of the heat and active radicals

generated by the previous pulse, but not so high as to exceed the re-circulation frequency

that is required to refresh the gas mixture between electrodes. They showed that the mean

rate of energy deposition by the plasma is the key parameter to characterize ignition delay

time. Lefkowitz and Ombrello [90 ] investigated the development time of a flame kernel pro-

duced by pin-to-pin NRP discharges. They showed that a lower PRF has a shorter flame

kernel development time due to an increased volume of unburned mixture exposed to the

discharge as long as the pulses are fully coupled ( 100% ignition probability for each pulse).

They also investigated other parameters such as the electrode gap, equivalence ratio, pulse

number, and flow velocity to optimize ignition. Overall, the flow field and heat transfer play

much more important roles in ignition in the pip-to-pin electrode configuration than for the

plane-to-plane.

NRP plasmas can also be used to enhance continuous combustion. Nagaraja et al. [91 ]

designed a plasma-flame facility with a flat flame burner in a low pressure chamber. The

laminar quasi-1D flame is enclosed in a uniform plasma generated by NRP discharges with

the high voltage plane electrode downstream of the flame and the burner desk acting as

the grounded electrode. They found that the high concentrations of radicals (O, H, and

OH) generated by the low-temperature plasma moves the flame upstream. Pilla et al.[32 ]
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investigated the influence of NRP plasmas to a bluff-body stabilized turbulent premixed

flame by installing the NRP discharge in the re-circulation zone. They showed that the NRP

plasma could extend the blow-off limit to both higher air flow rates and to lower equivalence

ratios. Xu et al. [33 ] used OH laser-induced fluorescence (LIF) to study OH radical evolution

in a bluff-body stabilized flame similar to the flame studied by Pilla et al. [32 ]. They showed

that OH radicals produced by the NRP plasma were convected by the re-circulation flow to

mix with the combustible gas and ignite the flame. Sabatino et al. [48 ] recently investigated

the influence of NRP glow and spark plasmas on a swirl-stabilized flame at elevated pressures.

They observed that NRP plasmas can extend the blow-off limit, and concluded that NRP

spark plasma is more effective than glow plasma at pressures below 2 bar. They stated that

at higher pressures, a significant portion of the NRP spark plasma energy is used to generate

shock waves and vortices that disturb the flame stabilization. Lacoste et al. [92 ] studied

the responses of a laminar premixed flame subjected to an acoustic wave, AC electric field,

and NRP glow plasma with the intention of using plasma to control flame instability. They

found the the flame transfer functions (FTFs) of acoustic wave and NRP plasma depended

on the shape of the flame but not on the AC electric field.

1.2.4 Chemistry of Plasma-Assisted Ignition (PAI) and Combustion (PAC)

One of the most important elements for modelling plasma-assisted ignition (PAI) and

combustion (PAC) is using a realistic plasma chemistry. Kossyi [93 ] proposed a detailed

reaction mechanism for air plasma including 46 species and 445 reactions, which has been

used as the baseline chemistry model for non-equilibrium plasma discharges in air in many

later studies. Several researchers have employed zero-dimensional (0D) kinetics calculations

to develop and validate reduced chemical mechanisms for PAI/PAC. Popov (2007) [94 ] devel-

oped a zero-dimensional model of a FIW for a combustible mixture of H2, O2, and N2. The

electric field strength was determined by Ohm’s law with measured discharge current. The

heating of vibrationally excited states of N2 and H2 was included in the energy equation.

The simulation results agree well with the experiment data [95 ] of maximum densities of

H2(a3∑+
g ) H2O after the first pulse. Kosarev et al. [96 ] performed a zero-dimensional simu-
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lation of PAI in CH4-air-Ar mixtures. Although the proposed zero-dimensional model lacks

important features, such as solving Poisson’s equation for the electric field, the predicted

ignition delay times agreed well with the experiments. Aleksandrov et al. [97 ] performed

a similar zero-dimensional simulation adding nitrogen to the mixture, and found that the

excitation of nitrogen to meta-stable states, which consumes a large fraction of the discharge

energy, created a channel for oxygen dissociation. Bak and Cappelli [98 ] proposed a reduced

reaction mechanism for air plasmas using the method of [99 ], and performed a quasi-0D

simulation of NRP discharges in the glow and spark regimes (49 and 73 reactions for the

glow and spark regime, respectively). The quasi-1D plasma model assumed the discharge

diameter to be 400 µm, which is similar to the typical size of a filamentary discharge observed

in the experiments for NRPs, so the diffusion of temperature and species concentration can

be calculated. The model also used a voltage profile with a circuit equation to simulate

the electric field, so the electron properties can be obtained by solving Boltzmann equation.

The simulations coupled species, energy, and circuit equations, while incorporating diffusion

and convection effects in the species and energy equations. The reduced reaction mechanism

predicted very similar species profiles compared to the detailed mechanism with a large dis-

crepancy only for ozone. Bak and Cappelli [100 ] extended the reduced air plasma reaction

mechanism to methane-air mixtures and studied NOx formation in NRP discharge-assisted

combustion by connecting the 0D plasma discharge model to a zero-dimensional reactor.

The 0D plasma model assumes the discharge diameter to be 400 µm, which is similar to the

typical size of a filamentary discharge observed in the experiments for NRPs, so the diffusion

of temperature and species concentration can be calculated. The model also used a voltage

profile with a circuit equation to simulate the electric field, so the electron properties can be

obtained by solving Boltzmann equation. They applied NRPs to a methane-air mixture and

investigated the kinetics of nitric oxide formation in the premixed combustion connected to

the plasma discharge. More recently, Starikovskiy and Aleksandrov [101 ] wrote a detailed

review of PAC reaction mechanisms that described different excited species and their roles

for PAC/PAI.
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1.3 One-Dimensional Flame Simulations

x

z

Figure 1.1. The schematic of an asymmetric stagnation flow.

Several flame properties, such as flame speed, flammability limits, and NOx formation,

can be obtained via 1D simulations. Of course, the 1D flame simulations are highly simpli-

fied and are not representative of most realistic combustion systems, which include multi-

dimensional turbulent combustion. However, 1D flame simulations can still provide useful

insight on flame characteristics and can be used to construct flamelet libraries for more com-

plex combustion processes. Several software packages are available online for simulating 1D

flames, such as Chemkin, Cantera, and Ember; the latter two are free and open source. One

common configuration for 1D flame analysis is a counterflow flame stabilized in a axisym-

metric stagnation flow field, as shown in Figure 1.1 . The x-axis is the stagnation streamline

and the z-axis is the stagnation plane. The velocity components are u and w in the x and

z directions, respectively. The corresponding (non-reacting) potential flow field is given by

[102 ], [103 ]
u∞ = −ax;

w∞ = az

β
,

(1.4)
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where a is the strain rate. The factor β determines the flame geometry where β = 1 for

a planar flame and β = 2 for a disc flame. Using the potential flow velocity field, the

boundary layer approximation, and neglecting the second coefficient of viscosity, we can

obtain the z-momentum equation along the stagnation streamline as

ρ
∂W

∂t
+ ρW 2 + ρu

∂W

∂x
= ρ∞

da

dt
+ ρ∞a2 + ∂

∂x

[
µ

∂W

∂x

]
, (1.5)

where W = w/z. The continuity equation becomes

∂ρ

∂t
+ ∂

∂x
(ρu) + βρW = 0. (1.6)

Reacting flow simulations require including the conservation equations for chemical species

and energy. The conservation of species equation is given by

ρ
∂Yk

∂t
+ ρu

∂Yk

∂x
= −∂jk

∂x
+ ω̇kWk (1.7)

and the conservation of energy equation is given by

ρ
∂T

∂t
+ ρv

∂T

∂x
+ 1

cp

(
K∑

k=1
ĥkω̇k +

K∑
k=1

jkcp,k
∂T

∂x

)
= 1

cp

∂

∂x

[
λ

∂T

∂x

]
, (1.8)

where jk is the diffusion flux. Note that Equation 1.5 is not used for a non-strained 1D flame

(freely propagating 1D flat flame) simulation in Chapter 2 .

1.4 Objectives and Contributions

Motivated by the promise of PAC demonstrated by experiments for a range of practi-

cal combustion systems, this thesis focuses on using numerical modeling to investigate the

fundamental effects of electric fields and plasmas on 1D flames. The first objective of the

present study is to develop models with improved chemistry, species transport, and energy

partitioning for electric field- and plasma-assisted flames. Specifically, this work focuses

on the affect of (1) microwave electric fields and (2) non-equilibrium plasma produced us-

ing nanosecond repetitively pulsed (NRP) discharges on 1D flames. Regarding microwave
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electric field-assisted flames, several studies have simulated a one-dimensional flame with

an applied electric field, but the electric field strength was not high enough to have strong

non-equilibrium effects [104 ]–[106 ]. Thus, prior models do not permit accurate prediction of

flame speed enhancement due to strong applied microwave electric fields. Regarding NRP

plasma-assisted flames, while significant work has been done on modeling NRP discharges,

very few studies have performed simulations with full coupling of NRP plasma and com-

bustion. Specifically, there is a lack of comprehensive simulations of even 1D planar flames

subjected to NRP discharges. Such simulations would provide a simple and efficient tool for

investigating the mechanisms of plasma-flame coupling under various conditions. Therefore,

the first objective of the present study is to extend traditional 1D flame solvers into suitable

numerical tools for investigating PAI and PAC. The second objective is to investigate the role

of different plasma-flame coupling mechanisms (e.g. chemistry and gas heating) in affecting

macroscopic combustion properties, such as ignition delay time, flame speed, and flame sta-

bility/dynamics, and explore how the coupling is affected by the plasma characteristics. In

meeting these objectives, the current work makes the following contributions:

1. Modelling of Microwave-assisted Combustion.

Manuscript title: Simulation of flame speed enhancement of a hydrocarbon flame with

a microwave field

To model the application of a microwave electric field to a 1D flame, we made significant

modifications to the 1D flat flame code in Cantera [107 ]. Specifically, we

(a) Added the ability to calculate the distribution of charged species, including cou-

pling Poisson’s equation to the conservation equations and implementing the ac-

curate transport model Stockmeyer-(n,6,4).

(b) Incorporated the properties associated with non-equilibrium plasma calculated

by BOLOS [108 ] using the gas temperature and composition at each location in

the 1D flame simulation. We make Cantera use the properties of non-equilibrium

plasma for 1D flame simulation and iterate the simulation until converge. No-

tably, the correct calculation of the electron-ion recombination rates significantly
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improved the model prediction of the flame speed compared to the experimental

data.

(c) Implemented Joule-heating (Ohmic heating) in the microwave-assisted 1D flame

simulation because primary purpose of microwaves is to heat the pre-existing free

electrons created by chemi-ionization in the flame. We compared the flame speed

enhancement percentage to the experiment [68 ], and confirmed that the primary

mechanism for increasing the flame speed by a microwave electric field is the

increase of flame temperature by Joule heating.

2. Modelling of NRP plasma-assisted Combustion.

Manuscript title: Numerical Analysis of a Nanosecond Repetitively Pulsed Plasma-

Assisted Counterflow Diffusion Flame

To model the application of NRP plasma to a 1D flame, we develop a computationally

efficient model which allows fast calculation of the flame properties and extinction

strain rate (ESR). Specifically ,we

(a) Built a 0D plasma reactor model based on a perfect-stir reactor.

(b) Constructed a detailed methane/air plasma kinetic mechanism by combining the

San Diego Mechanism [109 ] with plasma reactions.

(c) Modified the open-source 1D unsteady flame solver, Ember, to take the gas prop-

erties produced by NRP plasma as the flame inlet condition.

(d) Included ”fast” heating due to quenching of electronically excited nitrogen and

”slow” heating due vibrational-translational relaxation in the model to predict

the evolution of the gas and flame temperature during pulsing and the plasma

afterglow.

3. Investigating Effects of discharge parameters

(a) For microwave assisted combustion, we studied the effect of changing electric field

strength on the electron distribution and the efficiency of Joule heating in the 1D

flame.
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(b) For NRP plasma-assisted combustion, we investigated the effect of NRP plasma

(placed in the oxidizer stream) on the extinction behavior and ignition delay of a

1D counterflow diffusion flame and the effect of the plasma repetition frequency.

We found that increasing the plasma PRF is more effective than increasing the

gas residence time (or decreasing flow velocity) in the NRP plasma for extending

the extinction strain rate. In addition, low PRF plasma is more efficient (requires

fewer pulses) to ignite the flame but has longer ignition delay time compared to

high PRF plasma.

1.5 Structure of the Dissertation

There are two main chapter in this thesis. Chapter two, Simulation of Microwave Assisted

Combustion, models the effects of a microwave electric field on premixed flame, and discusses

the effects of changing electric field strength. Chapter three, Simulation of NRP Plasma-

assisted Combustion, models the effects of nanosecond repetitive pulsed (NRP) plasma on

a counter-flow diffusion flame, and discusses the effects of changing PRF and flow rate on

extinction strain rate and ignition delay time.
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2. SIMULATION OF MICROWAVE ELECTRIC FIELD

ASSISTED COMBUSTION

This chapter has been previously published in Combustion and Flame. The manuscript

title: Simulation of flame speed enhancement of a hydrocarbon flame with a microwave field.

Authors: Bang-Shiuh Chen, Allen L. Garner, and Sally P.M. Bane.

2.1 Abstract

This study models the effect of microwave electric field on a premixed flame to achieve

an accurate prediction of flame speed enhancement by considering non-thermal electron for

both kinetics and mass transport. The results compare well against experimental data, and

show that using electron energy distribution function (EEDF) to calculate recombination

rates of electron is the key to improve the prediction of the electron number density and the

flame speed. The resulting technique also agrees well with the flame speed theory to explain

the mechanism of flame speed increase by ohmic heating, which is by increasing the flame

temperature. The model can also predict the efficiency of flame speed enhancement for a

microwave electric field. Finally, the model can be improved by incorporating recombination

cross sections of major ions, if they are available.

2.2 Introduction

The use of externally applied electric fields to modify combustion has been a topic of

interest for more than a century, with the earliest experimental investigation on modifying

flame geometry published at the turn of the nineteenth century [110 ]. Over the following

decades, numerous experimental studies applied electric fields to modify flames, including

expanding blow-off and extinction limits, enhancing flame speed and stability, and reducing

soot formation [67 ], [111 ]–[115 ]. Marcum, et al. [116 ] detailed the principal results from

experimental studies through 2005. A more recent study showed that applying a strong

but sub-breakdown external DC electric field increased the flame speed by less than 8% for

a premixed methane/air flame [117 ]. In another experimental study, a strong microwave
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electric field increased the flame speed by more than 65% for a lean (equivalence ratio =0.6)

methane/air premixed flame [68 ]. However, a robust model to predict the degree of flame

speed increase under applied electric fields is lacking.

Three primary mechanisms have been proposed to explain the effect of an applied electric

field on a flame. The first mechanism involves producing “ionic wind,” where ions in a

flame are accelerated by an external electric field and then transfer momentum to neutral

particles via collisions [118 ], [119 ]. This mechanism is restricted to DC or lower frequency

electric field so that the ions have enough time to drift in the direction of electric field.

The second mechanism is gas heating, where electrons gain energy as it moves in an electric

field and then transfer energy to neutral particles by elastic and inelastic collisions [120 ]. A

third mechanism involves altering the flame kinetics by producing radical or excited chemical

species, which requires to optimize several conditions such as gas composition, electric power,

and temperature for the production rates [121 ]. The method of using microwave to enhance

a flame belongs to the last two mechanisms.

The most recent numerical model of microwave flame speed enhancement by Ju, et al.

[120 ] modeled a one-dimensional methane-air flame with a strong external applied AC mi-

crowave electric field (up to 2.0 kV/cm). They modified the energy equation by adding ohmic

heating, which was the only mechanism of flame speed enhancement considered in their sim-

ulation. The authors showed that ohmic heating produced by an applied microwave electric

field can increase the flame speed up to 30%, which agreed qualitatively with similar exper-

iments [66 ] [122 ]. However, the model predicted much lower flame speed enhancement than

observed experimental result [68 ]. Therefore, Ju and co-workers suggested further model

refinement to achieve quantitative agreement with experiments.

Free electrons play an important role in the coupling between applied external electric

fields and a flame. In a hydrocarbon flame, free electrons exist due to chemical ionization

within the flame itself [123 ], [124 ]. Goodings, et al. [125 ] conducted a seminal experimental

study of ions in atmospheric pressure methane-oxygen premixed flames at both lean (φ =

0.216) and rich ( φ = 2.15) conditions. Gas sampling and mass spectroscopy was used to

identify approximately forty species across the flame, providing by far the most detailed

measurement of ion profiles in flames available in the literature. The other popular method
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for measuring total ion density in a flame uses a Langmuir probe. MacLachy, et al. [122 ]

provides a summary of studies using this method through 1978.

In addition to experimental measurements, several researchers have attempted to predict

ion concentrations in flames using numerical simulations. Pederson and Brown [104 ] modeled

a one-dimensional flame with an applied external voltage to study the effect of electric fields

on the ionic structure of methane flames. Poisson’s equation was solved with the standard

conservation equations for a one-dimensional laminar flame and an assumed temperature

profile obtained from experimental measurements. The conservation equations for charged

particles were modified by adding an electric drift term to the mass flux to account for the

ambi-polar diffusion effect. Pederson and Brown observed that the ratio of peak ion con-

centration to total ion concentration predicted by their simulation was reasonably close to

experimental results [125 ] without an applied external voltage. The same study used simula-

tions to predict the saturation current by increasing the applied voltage and comparing the

predictions to experimental measurements. While this study considered a constant applied

voltage, the range of voltages considered was not specified.

Few, if any, numerical studies on electron/ion density in laminar flames were published

between Pederson and Brown’s seminal work in 1993 [104 ] and a subsequent study by Prager

et al. in 2007 [126 ]. Prager and co-workers modeled a lean methane/oxygen one-dimensional

flame with no external electric field, with three primary differences from the earlier work

of Pederson and Brown. First, they coupled the conservation equation for energy to the

mass and momentum equations instead of assuming an experimental temperature profile.

Second, they assumed quasi-neutrality (zero total charge flux) in the flame and used detailed

transport based on Chapman-Enskog theory [127 ]. Third, they added negative charged

species and their associated reactions to the kinetic mechanism used in [104 ] to account

for the attachment of electrons to oxygen molecules and the subsequent reactions. This

expanded ion chemistry improved the agreement between their simulated ion profiles [126 ]

and experimental data [125 ].

Several years later, Han and co-workers [128 ] modeled the same flames using the detailed

ion reaction mechanism suggested by Prager et al [126 ]. They improved the model by

replacing the ambi-polar diffusion term with the traditional drift-diffusion flux and solving
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Poisson’s equation for the electric field. Han et al. also improved the transport model used

for the ions by updating the empirical data and investigating the effect of polarizability.

In most of these prior numerical studies, the primary focus was obtaining more accurate

predictions of ions and electrons in a flame and therefore an external applied electric field

was not included, except for Pederson and Brown [104 ], who applied a low external elec-

tric field to calculate saturation current. More recently, Speelman, et al. [106 ] modeled a

one-dimensional methane/air flame with an external applied DC voltage of -250 to 250 V.

This model calculated the electric field using Poisson’s equation and included a drift term

in the conservation of species equation. A highly simplified ion reaction mechanism was

used that included an electron and two positive ions (HCO+ and H3O+) with three reac-

tions: the chemi-ionization reaction producing HCO+, a proton transfer reaction, and the

recombination reaction of H3O+. Their simulations showed that the chemi-ionization rate,

recombination rate, and the diffusivity of the electron and H3O+ are critical for determining

electrical properties such as conductivity and saturation current, and that these parameters

can be adjusted to fit experimental data [129 ]. Due to the relatively low electric field strength

used in the model, the electrons were assumed to be thermal and thus solving Boltzmann’s

equation was not required. Also, this model did not include detailed transport as in Ref.

[126 ]. While the models in Refs. [104 ] and [106 ] both included an external electric field,

they only considered the relationship between the current and voltage in the flame and not

the effect of the applied field on the flame speed. Also, they only considered relatively low

electric fields and thermal equilibrium between the gas and electrons.

The present study proposes a new model to predict the structure and speed of premixed

one-dimensional flames subject to microwave electric fields (up to 50 Td) but below electri-

cal breakdown (around 140 Td). This new model couples Poisson’s equation, drift diffusion

equation, and modified energy equation to account the transport of ions/electron and tem-

perature gain. In addition, the ohmic heating term is added to the energy equation as the

main mechanism of flame speed enhancement. We use GRI3.0 and USC kinetic mechanisms

for neutral species and an updated ion chemistry model based on the model of [126 ] to pre-

dict electron density with higher accuracy. Finally, this model uses the Boltzmann equation

to obtain the electron diffusion coefficient, electron mobility, ohmic heating, and the reaction
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rates of major reactions involving electrons (dissociative recombination). Although we retain

the same mechanism as the simulation of Ju et al. [120 ], we include the effect of non-thermal

electron to improve the prediction of electron number density. The governing equations

are solved by coupling the open-source code Cantera with the Boltzamnn equation solver

BOLOS. The input files for Cantera and BOLOS are available as supplementary material.

2.3 Theory

This section first outlines the governing equations and modifications introduced before

presenting the chemical reaction model and explaining the solution process. Table 2.1 shows

the modifications that this study makes to the the conventional one-dimensional flame model.

We assume a quasi-steady state and neglect the frequency effect of microwave due to the large

time scale difference between the flow (10−3s) and microwave radiation (10−9s) according to

[120 ].

Table 2.1. The modification to the conventional one-dimensional flame gov-
erning equation

Equation modification
species equation add drift term
energy equation add ohmic heating source term
Poisson’s equation new equation to calculate electric field
Boltzmann equation new equation to evaluate electron energy distribution function
chemical source term include production rate of positive ions and electron evaluated

from electron energy distribution function (EEDF) and
cross sections

2.3.1 Species equations

The conservation of species equations for a one-dimensional, laminar premixed flame can

be written in mass fraction form as[103 ]

ρu
∂Yk

∂z
= −∂jk

∂z
+ ω̇kWk , (2.1)
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where ρu is constant due to continuity. This study solves for the inlet velocity (flame

speed) as an eigenvalue of these equations. Applying a sufficiently strong electric field to

a flame necessitates solving the conservation equations for ions and relevant plasma species

in addition to neutral atoms and molecules. Thus, we supplement a standard chemistry

mechanism for combustion of neutral species with reactions for the ion chemistry. The rates

for reactions involving plasma species are calculated by solving the Boltzmann equation.

Section 2.3.5 discusses the chemistry calculations in greater detail.

Two factors primarily contribute to the species mass flux jk [104 ], [105 ], [128 ], [130 ]:

diffusion and drift. We use mixture-averaged diffusion for computational efficiency, and add

the drift term due to the internal electric field created by charged species in the flame.

Therefore, in this study the total mass flux is written as

jk = jk∗ − Yk

∑
i
ji∗,

jk∗ = −ρ
Wk

W
Dk

∂Xk

∂z
+ skµkEYk,

(2.2)

where sk is the sign of charge, which equals 1,-1, and 0 for positively charged, negatively

charged, and neutral, respectively. W is mean molecular weight. The superscript ∗ denotes

the diffusive flux before correction for ensuring zero total flux. The boundary conditions for

Equation (2.1 ) for neutral species are

ṁ0Yk,in − jk − ṁ0Yk = 0 for z = 0,

∂Yk

∂z
= 0 for z = L .

(2.3)

Note that the boundary condition for neutral species on the left boundary (z = 0)

ensures that the combined flux due to diffusion and convection equals the flux of inlet

gas composition. The simulation fails to converge for the standard boundary condition of

Equation 2.3 applying to charged species; therefore, we apply a Neumann boundary condition

for electrons and ions, given by

∂Yk

∂z
= 0 for z = 0, L . (2.4)
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The internal electric field E is obtained from Poisson’s equation [104 ]. The system

of governing equations is ”stiff” and failed to converge using standard form of Poisson’s

equation (second-order discretization). Therefore, we use the differential form of Gauss’s law

(first-order discretization) for its simplicity and more efficient computationally compared to

Poisson’s equation, given by

∂E

∂z
= e

ε0
(n+ − n−),

E(z = 0) = 0.

(2.5)

where the subscript + and − means positive and negative charged species respectively.

Simplified models for ambi-polar diffusion such as charge neutrality require that the Debye

length be much smaller than the simulation domain and are therefore only applicable in the

heat releasing region of the flame where the density of charged particles is relatively high.

Poisson’s equation or Equation (2.5 ) is more general and its applicability is not limited to

certain regions of the flame.

2.3.2 Energy equation

A term accounting for ohmic heating due to an external applied electric field is added to

the conventional energy equation. It is assumed that all energy absorbed from the external

electric field instantly transfers to the gas due to high collision frequency of electron and gas

molecules in a flame. The internal electric field induces negligible heating. Note that we do

not consider heating of water molecules via absorption of microwaves since the absorption

coefficient of the water vapor due is several orders of magnitude lower than that of the electron

(as shown in the supplementary material). This allows us to write the energy balance and

appropriate boundary conditions as

ρucp
∂T

∂z
= ∂

∂z
(λ∂T

∂z
) −

∑
k

jkcp,k
∂T

∂z
+
∑

k

hkWkω̇k + eµeE
2
exne, (2.6)
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T (z = 0) = Tu, (2.7)

∂T

∂z
(z = L) = 0, (2.8)

where Eex is the strength of the external electric field, Tu is the temperature of unburned fuel

and air mixture, and ne is electron number density. Note that electrons primarily contribute

to the ohmic heating due to their significantly higher mobility compared to ions. Bisetti and

co-workers [131 ] showed that the power of ohmic heating depends on the electron number

density and electric field strength, and is typically only few percent of the chemical heat

release for low density (1.0 × 1016 [m−3]) with sub-breakdown reduced electric field strength

(less than 100 Td). However, Ju et al. [120 ] showed that ohmic heating can still have a

significant effect on flame speed for low electron density (1.0 × 1016 [m−3]) of electron.

2.3.3 Transport model

The classical model to account for inter-molecular potential, the Lennard-Jones poten-

tial, was proposed by Jones [132 ] in 1924. Han, et al. [128 ] used more accurate models,

Stockmayer − [n, 6, 3] and Stockmayer − [n, 6, 4] potential [127 ] to model the transport of

neutral species and ions, respectively, in a flame with updated constants obtained from fit-

ting experimental data. Han, et al. also considered the interaction between charged particles

using the Coulomb collision model [133 ]. However, due to the relatively low concentration

of ions in the flames considered in the present study, we neglect the collisions between two

charged particles to improve computational efficiency.

Table 2.2 summarizes the potentials and methods used to model the binary transport

coefficients in the current simulations. Note that only the major species in a hydrocarbon

flame O2, CO2, CH4/C3H8, H2, H2O, and CO are used to calculate the binary diffusion

coefficients with the Stockmayer − [n, 6, 4] model and the cross sections.
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Table 2.2. Binary collision model used in the present study. The models in
parentheses are included in Han’s simulation [128 ].

Solution Neutral Ion Electron
Solute
Neutral LJ Neglect ([n, 6, 4]) Neglect(Cross-sections)
Ion [n, 6, 4] Neglect (Coulomb) Neglect (Coulomb)
Electron Cross-sections Neglect (Coulomb) Neglect (Coulomb)

2.3.4 Boltzmann equation

The application of a strong external electric field in this study necessitates solving Boltz-

mann’s equation to determine the electron energy distribution function (EEDF) of non-

equilibrium electrons. The Boltzmann equation of electron using spherical coordinates in

velocity space is

∂f

∂t
+ v cos θ

∂f

∂z
− e

m
E
(

cos θ
∂

∂v
+ sin2 θ

v

∂f

∂ cos θ

)
= C[f ] (2.9)

where f is the electron distribution, v is the magnitude of velocity, θ is the angle between

the velocity and the field direction and C represents the rate of change in f due to collision.

f can be expanded with the following two-term approximation for a high frequency field,

f(v, cos(θ), z, t) = f0(v, z, t) + f1(v, z, t) cos(θ) exp(iωt), (2.10)

where ω is angular frequency of the electric field. Using Equation 2.10 and the temporal

growth model [134 ], Equation 2.9 becomes,

−γ

3
∂

∂ε

[(
E0

N

)2 σ̃mε

2(σ̃m
2 + q2)

∂F0

∂ε

]
= C̃0 + R̃, (2.11)

where σ̃m refers to the corrected total momentum transfer cross section, γ = (2e/m)1/2 (e is

the elementary charge and m is the electron mass.), q = ω/Nγε1/2, C̃0 is the collision term,

and R̃ is the growth-renormalization term. Hagelaar et al. [134 ] states that Equation 2.11 

is also valid for a space-dependent EEDF, and can be used to evaluate electron properties
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for a microwave electric field because the electron energy lost over one field cycle is small

(ω/N � (2m/M)σmγε1/2, where M is the mass of gas molecule).

Several terms in the governing equations and rates of reactions involving electrons will

depend on the EEDF, including the electron mobility (µe) and diffusion coefficient (De),

average electron energy (< ε >) or electron temperature, and electron-energy-dependent re-

action rate (k)(reaction 4 in Table 5). These terms are calculated from the EEDF using the

following equations:

< ε >=
∫ +∞

0
ε3/2F0dε. (2.12)

µe = − γ

3N

∫ +∞

0

ε

σ̃m

∂F0

∂ε
dε. (2.13)

De = γ

3N

∫ +∞

0

ε

σ̃m

F0dε. (2.14)

k = γ
∫ +∞

0
εσkF0dε. (2.15)

Bisetti and Morsli [131 ] showed that one can solve the Boltzmann equation independently

at each point for the properties of electrons because the mean free path of electrons is much

smaller than the length scale of the reaction zone in a flame. Section 2.3.6 provides more

detail concerning the coupling of the solution of the Boltzmann equation and the flame

solver.

2.3.5 Chemistry

Two neutral-species mechanisms, the GRI-Mech 3.0 mechanism [135 ] and the reaction

mechanism for C3 combustion of [136 ], are used for methane and propane, respectively. We

use the mechanism proposed by Prager et al. [126 ] with some modifications for the ion

chemistry. This ion mechanism [126 ] includes 67 reactions and 11 charged species and is the

most detailed one available in the literature for a hydrocarbon flame. The reactions are listed
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in Table A.1 in Appendix A. Several modification are made to the mechanism to improve

the prediction of number densities of electrons and other major ions. First, the reaction rate

coefficient of recombination between the most abundant positive ion, H3O+, and electron

is calculated by Equation 2.15 rather than using a standard Arrhenius formula. According

to Neau, et al. [137 ], the temperature dependence of the reaction rate coefficient changes

from T −0.83(T < 1000K) to T −1.10(T > 1000K); therefore, it is more appropriate to use the

electron energy distribution function and the cross section data [137 ] of H3O+ to calculate

the rate coefficient. In contrast, Han et al. [128 ], [138 ] and other studies use Arrhenius-

type reaction coefficients. Figure 2.1 shows the rate coefficients versus electron temperature

calculated from the EEDF and cross section data and the Arrhenius formula used by Han

et al. The crossing point between the two rate coefficients is near the flame temperature

(1500 to 2000 K), but the difference grows larger when the temperature is farther away

from the crossing point. For example, the external electric field in the current study can

increase the electron temperature up to 8000 K, which results in a significant difference in the

reaction rate coefficient. Also shown in Figure 2.1 is the constant recombination reaction

rate coefficient used by Ju et al. [120 ] in their simulations. This reaction rate is much

higher than the rates calculated using both the current method (EEDF and cross section)

and the Arrhenius formula with data from [139 ] at higher electron temperature. Note that

there are other important positive ions in a flame such as C2H3O+ and CH5O+ in Prager’s

simulation[126 ]. The recombination rates should also be calculated using cross section data

of the ions, but H3O+ is the only species with its cross section found in the literature. Second,

Han et al. [138 ] shows that using Prager’s model significantly overestimates the densities

of C2H3O+ and CO –
3 . To address this issue, Han et al. [138 ] proposed including Reactions

63 and 64 and defined Reaction 43 as irreversible; we make the same modifications in the

current study. Third, the ion-ion recombination rate coefficients are updated. The estimated

rate coefficients for ion-ion recombination of positive ions C2H3O+ and CH5O+ and negative

ions in Prager et al. [126 ] do not have references. There are three different reaction rate

coefficients for two-particles, ion-ion recombination, as shown in Table 2.3 [93 ], [140 ].

Therefore, the reaction rates of Reactions 45 to 52 are updated with the estimated coef-

ficients. Fourth, ion-ion recombination reactions of the major ion species (O –
2 , OH–, HCO+,
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Figure 2.1. Comparison of reaction rate coefficients obtained using the EEDF
and cross section data [137 ], Arrhenius formula (data from [139 ]), and the
constant reaction rate coefficient of [120 ]. The EEDF is assumed to be a
Maxwell-Boltzmann distribution function of electron temperature.
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Table 2.3. Reaction rate coefficients of two-particle ion-ion recombination.
A, B, and C are chemical products of recombination reactions.

reaction A B E
A− + B+ ⇒ A + B 2.09×1018 -0.5 0.0
A− + BC+ ⇒ A + B + C 6.02×1016 -0.5 0.0
AB− + C+ ⇒ A + B + C 6.02×1016 -0.5 0.0

and H3O+) are included to prevent unusually high densities of charged species from appearing

at the boundaries. The complete ion reaction mechanism is given in Table A.1 in Appendix

A.

It is worth to mention that we do not use the chemistry proposed by Bisetti et al. (2018)

[141 ], which use a modified AramcoMech 1.4 [142 ], [143 ] with an updated ion chemistry to

predict ions in a flame more precisely, because it required more computational time for its

large number of reactions. They improved the chemistry by comparing CH concentrations

and I-V curves with experimental data (although there is still some difference to the exper-

iment.). We will incorporate it to our simulation in the future. Also, we do not consider

excited oxygen such as O2(a1∆g), which have faster reaction rates by Starik et al. [144 ],

because the reduced field (20 to 50 Td) in the current simulation is lower than plasma dis-

charge and could not generate enough O2(a1∆g) (threshold energy at 0.977 eV) to have a

significant impact. The amount of O2(a1∆g) to have a significant effect on flame speed is

approximately 5% in oxygen [145 ], [146 ]. The reaction rate coefficient of O2(a1∆g) for 20-50

Td reduced electric field strength is on the order of 10−17 m3 s−1 at the peak of reaction zone

[131 ]. The electron number density of current simulation is around 2 × 1016 m−3 and the

number density of oxygen is around 1024 m−3. Considering a 1 mm reaction zone and 20

cm/s flow speed (residence time around 5×10−3s), we have approximately 0.4% of O2(a1∆g),

which is too low to produce significant a non-negligible increase in the flame speed. As for

nitrogen, most electronic excited states require more than 6 eV, so their concentrations are

even lower than O2(a1∆g). Also, we do not consider the vibrational excited states because

of the high rate of vibrational-translational relaxation.
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2.3.6 Simulation method

The one-dimensional premixed flame code in Cantera software [107 ] was modified for the

current model and is used to solve Equations (2.1 ),(2.5 ), and (2.6 ) , while the open-source

Boltzmann equation solver BOLOS [108 ] is modified to facilitate the use of high frequency

field as shown in Section 2.3.4 . The solution strategy is to gradually build up the elements

of the model over three stages to ensure convergence is achieved at each step.

Stage one. The conventional form (without the electric drift and and ohmic heating

terms) of Equations 2.1 and 2.6 are solved using Cantera. The chemistry includes neutral

and charged species but no plasma reactions, i.e. the source term in Equation 2.1 does

not include production or depletion of plasma species. The diffusion of charged species is

turned off, and ions are convected with the neutral flow. This first solution stage provides

reasonable profiles of the charged species to use as the initial guess for stage two.

Stage two. In this stage, Poisson’s equation 2.5 is solved for the internal electric field

and coupled with the species equation by including the electric drift term in Equation 2.1 .

Equations 2.1 and 2.6 are then solved again, including the electric drift term with charged

species diffusion activated. This solution stage yields an accurate profile of electrons in the

flame without an external electric field. Since there is no applied external electric field in

this stage, the electrons are thermal. Bisetti et al. [131 ] has shown that 0.4 m2/Vs is a good

estimate for the electron mobility µe and the electron diffusion coefficient De is calculated

using the Einstein relation.

Stage three. In the third and final solution stage, the external electric field is applied to

the flame. Boltzmann’s equation is solved using BOLOS [108 ], with gas temperature and

mole fractions of major species passed from Cantera to obtain the EEDF and to calculate

electron properties/parameters via equations (2.12 ), (2.13 ), (2.14 ), and (2.15 ). We list the

major species and the database for their complete cross-section data, which is available as

supplementary material, in Table 2.4 for calculating the EEDF. When passing parameters

such as electron mobility, electron diffusivity, and reaction rate coefficients back from BO-

LOS to Cantera, a five-degree polynomial curve fit is used to make parameters functions of

gas temperature to ensure that new points can still assess data during grid refining. In this
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solution stage, we first obtain the new electron profile in the flame using the transport prop-

erties, electron temperature, and production rates of recombination obtained from EEDF

calculated from BOLOS. Next, the effect of ohmic heating (the eµeE
2ne term in Equation

2.6 ) is turned on. All properties mentioned above is turned on gradually by multiplying the

external electric field strength by a fraction and slowly raising this fraction to unity. Finally,

several iterations are performed until the program converge.

Table 2.4. Major species cross section.
Species Database Ref.
C3H8 Morgan [147 ]
CO2 Morgan [147 ]
H2 Morgan [147 ]
H2O Morgan [147 ]
O2 Morgan [147 ]
CO Phelps [148 ]
N2 SIGLO [149 ]

2.4 Simulation Result

The current model simulates the effects of an applied microwave electric field on a lean

propane-air flame, because the electron number density has been verified with the experiment

in Appendix B, which alleviates the issue of uncertainty of reaction rate coefficients. First,

we investigate the electron profile in the flame without ohmic heating and how the profile

is affected by the recombination rate for H3O+ (Arrhenius reaction rate vs. rate based on

electron energy) and electron transport parameters. Second, the model is used to predict

the flame speed increase via ohmic heating with an applied microwave electric field and

compare with experimental measurements. Finally, we propose an improved model which

uses an estimated effective dissociative recombination cross section for C2H3O+. The inlet

gas conditions of all simulations discussed in this section are set to the same conditions of

the experiment of Sullivan et al. [68 ], propane/air with equivalence ratio of 0.6 at room

temperature and atmospheric pressure. And we set the origin at T = 0.75Tu + 0.25Tad,
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where Tad is the adiabatic temperature. All cross sections for calculating the EEDF and the

effective recombination cross section of H3O+ are from [150 ] and [137 ], respectively.

2.4.1 Effect of Applied Microwave Electric Field on Flame Properties

This work proposes several improvements to the model for a one-dimensional flame with

an external electric field. The most significant improvement over previous models is treating

the electrons as non-thermal under strong applied electric fields. The solution to Boltzmann’s

equation is coupled to the flame model to calculate the local electron energy distribution

function. The EEDF is then used to calculate electron temperature, electron mobility, elec-

tron diffusion coefficient, and rates for reactions which involve an electron as a reactant. The

most recent and complete model in the literature considered the electrons to be in thermo-

dynamic equilibrium with the heavier particles and used Arrhenius-type reaction rates for

recombination reactions between electrons and positive ions [128 ]. Note that to calculate

rate coefficients of recombination between positive ions and electrons, effective dissociative

recombination cross sections are required. Only the effective dissociative recombination cross

section of H3O+ can be found in [137 ]. Therefore, only the recombination rate coefficient of

H3O+ (Reaction 4 in Table A.1 ) is calculated using BOLOS. For example, the cross section

of C2H3O+ is not available in literature.

To demonstrate the importance of including non-thermal electrons, flame profiles under

external applied electric fields are calculated using the current model and then compared with

profiles calculated using the approach of Han et al., which treated the electrons as thermal.

Note that it is difficult to compare different models when ohmic heating is included because

it can significantly alter the temperature profile and hence the reaction rates. Therefore,

ohmic heating is excluded for the simulations in this section to facilitate comparison of the

two models.

We consider a lean (φ = 0.6) premixed propane/air flame with an applied microwave

electric field of strength E = 1.0 kV/cm and frequency f = 2.45 GHz. The USC C3

mechanism [136 ] for propane combustion is combined with the ion chemistry discussed in

Section 2.3.5 and given in Table A.1 in Appendix A. As discussed previously, the two most
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important changes in the current model compared to the most recent model in the literature

[128 ] are 1) calculation of the H3O+ recombination rate as a function of the EEDF; and 2)

calculation of electron mobility/diffusivity using the EEDF. First, the relative effect of these

two changes on the calculated flame profile is investigated. Figure 2.2 (a) shows the profiles

without external electric field. Both profiles of 1) and 2) are very close to the reference profile

using Arrhenius-type expression for recombination reaction and constant assuming electron

mobility [128 ]. This is expected because under these conditions (no applied external electric

field and moderate temperature) the electrons will be thermal (Te = Tgas). The profiles

may differ slightly because the Arrhenius rate coefficient from [139 ] is intended for use in

astrochemistry and the applicable temperature range is only 10-1000 K. However, under an

applied external electric field as shown in Figure 2.2 (b), non-thermal electrons significantly

change the electron profile. In general, the reaction rate of recombination reduces as the

electron energy increases, so the electron number density is higher for profile of 1) comparing

to the reference profile. Also the external electric field increases the electron temperature

which increases the rate of ambi-polar diffusion (Da = D+(1+Te/Tgas)) making the electron

profile of 2) broader with a lower peak value. These results demonstrate the important of

using the current model to better simulate the effects of applying a strong external electric

field to the flame.

We next investigate the combining effect of 1) and 2). Figure 2.3 (a) shows the electron

temperature distribution through the flame for increasing strength of the applied electric

field. For E = 0.4 kV/cm, the electron temperature is much higher than the gas temperature

in the pre-heat zone but only slightly higher for the rest of the domain, but for E > 0.4

kV/cm the electron is non-thermal for the entire domain. Figure 2.3 (b) compares electron

profiles for different electric field strengths calculated using the current model, where both

the H3O+ recombination rate and electron mobility depends on the EEDF and hence the

electron temperature. For E < 0.4 kV/cm the energy gained of electron from the external

electric field is mostly dissipated by collisions with heavy particles after position 0.5 mm

and thus electrons are mostly thermal and the electron profile is close to the profile without

the external electric field. Increasing E causes a broader electron profile, lower peak number

density, and higher number density down-stream of the flame. Again, these calculations

46



0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Position [mm]

N
u
m
b
er

d
en
si
ty

[1
01

6
m

−
3
]

(a)reference
reaction-EEDF
transport-EEDF

0

1000

2000

3000

4000

5000

6000

7000

8000

T
em

p
er
at
u
re

(K
)Tgas

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Position [mm]

N
u
m
b
er

d
en
si
ty

[1
01

6
m

−
3
]

(b)reference
reaction-EEDF
transport-EEDF

0

1000

2000

3000

4000

5000

6000

7000

8000

T
em

p
er
at
u
re

(K
)Te

Tgas

Figure 2.2. The effect of the H3O+ recombination rate and electron mobility
on the electron density profiles across a premixed lean (φ = 0.6) propane-air
flame both with and without an applied microwave electric field. The reference
profile is calculated using the Arrhenius-type reaction rate for H3O+ recom-
bination. The mobility of electrons is assumed to be constant (0.4 m2/Vs)
and the diffusion coefficient is calculated using Einstein’s relation. The profile
”reaction-EEDF” and ”transport-EEDF” use BOLOS to calculate the recom-
bination reaction rate coefficient and the electron mobility/diffusivity from
EEDF, respectively. (a) without external electric field; (b) with an applied
microwave electric field (E =1.0 kV/cm, f = 2.45 GHz).
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show that the effects considered by the current model are important when simulating flames

with applied electric fields, especially for strong electric fields.
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Figure 2.3. Calculated profiles of (a) electron temperatures with increasing
electric field strengths. (b) Corresponding electron densities. The profiles
are calculated using the current model with the recombination rate of H3O+

electron mobility dependent on the EEDF under an applied microwave (2.45
GHz) without ohmic heating effect. Note the curves represent external electric
field strengths of 1.2, 1.0, 0.8, 0.6, 0.4, and zero, respectively, (unit in 1.0
(kV/cm)) looking from top to bottom in front of 3.5 cm position.

2.4.2 Flame Speed Enhancement with Applied Microwave Electric Field

To demonstrate the capabilities of the current model, the effect of an applied microwave

electric field on the laminar flame speed is investigated. Many studies [66 ]–[72 ] have shown

that microwaves can enhance the flame speed. Here, the flame speed enhancement with an

applied microwave field predicted by the model is compared with the experimental results

of Ref. [68 ] for a propane/air flame with equlivalence ratio of 0.6. In their work, a burner

with a stagnation flow field was used to produce a flat flame (with only small curvature),

and the flame speed was estimated from the height of the flame above the burner deck using

a known flow velocity field from simulation. The burner was placed in a microwave cavity of

WR430 rectangular waveguide. The microwave was generated by a high power magnetron

with power level of 1300 to 4500 watt. The system produced a resonant standing wave, and
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the maximum electric field strength for a given incident microwave power P was estimated

as

P = 6.63 × 10−4ab

√
1 − f 2

c

f 2 Emax
2, (2.16)

where f is the operating frequency (2.45 GHz), and the waveguide dimensions are a =

10.9 cm, b = 5.46 cm, and fc = 1.372 GHz depend on the waveguide and given in the reference

[68 ]. The present study uses a field increase ratio of 5.433 due to resonance (multiplier to

Emax) so that a power level of 4500 W corresponds to a maximum electric field strength

of 2.0 kV/cm as suggested in [68 ]. Although the geometry and setup might affects the

accuracy of flame speed, the percentage of relative flame speed increase should be more

reliable. Therefore, we calculate the percent increase of the flame speed with the applied

electric field using the current model and the approach of Han et al. (thermal electrons) and

compared them with the experimental results from [68 ] in Figure 2.4 . Both the experiment

and the simulation use the same inlet composition of propane/air with φ = 0.6. As done

before in Section 2.4.1 , the effects of the H3O+ recombination rate and the electron mobility

are considered separately and together, as shown by the different curves in Figure 2.4 . First,

applying the approach of Ref. [128 ], which using the Arrhenius-type expression for the

recombination rate and constant electron mobility significantly underestimates the flame

speed increase. Similar predictions are obtained when including the effect of the EEDF on

the electron mobility. The prediction of the flame speed enhancement improves when the

EEDF is used to calculate the H3O+ recombination rate, but is still underestimated. In

this case, the effect of non-thermal electrons on the recombination rate is most important in

accurately predicting the flame speed increase.

The present model uses the cross section of H3O+ and the EEDF to obtain its recombina-

tion rate with non-thermal electrons. However, as discussed in Section 2.3.5 , there are other

important recombination reactions, such as that of C2H3O+, where Arrhenius reaction rates

are still used due to the lack of cross section data for dissociative recombination. This could

have a significant impact on the flame speed prediction via lower predicted ohmic heating
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Figure 2.4. Comparison of percent increase in the flame speed of simulations
to experiment [68 ] for a propane/air premixed flame with equivalence ratio of
0.6 as a function of the amplitude (rms) of a microwave field strength, which is
calculated with equation 2.16 . The curve ”reaction-EEDF” means the reaction
rate coefficient of dissociative recombination between H3O+ and electrons is
calculated using the EEDF obtained from the Boltzmann equation with the
cross section data of [137 ] while assuming constant mobility (0.4 m2/Vs) and
the Einstein relation for electron transport. The curve ”transport-EEDF”
refers to the transport calculated using the EEDF while the reaction rate
coefficient is calculated with Arrhenius formula with parameters from [139 ].
The reference curve is calculated without either change.
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due to inaccurate calculation of the electron number density. To address this issue, a slightly

modified chemistry model is proposed and discussed in the next section.

2.4.3 Model Improvement by Estimating C2H3O+ Cross Section

As discussed previously, the rates of several ion recombination reactions cannot be de-

termined accurately at high applied electric fields due to the lack of cross section data. As

shown in the previous section, neglecting non-thermal electrons in the recombination rates

of all major positive ion species dramatically underestimated the effect of the applied electric

field on the flame. Also, we observed that the updated recombination reaction rate coeffi-

cients of C2H3O+ and H3O+ from [139 ] are comparable (4.54×10−7T −0.5 and 6.26×10−7T −0.5

cm3 mol−1 s−1, respectively). To address this issue, it is reasonable to assume that the effec-

tive dissociative recombination cross section data of the other major positive ion, C2H3O+, is

similar to that of H3O+. Thus, the reaction rate coefficients of Reactions 8 and 10 in Table

A.1 can be estimated using the cross section of H3O+. We refer to this approach as the

”improved model,” and the model using an Arrhenius reaction for C2H3O+ recombination as

the ”original model.” Figure 2.5 shows the predicted profiles of charged species for the same

conditions as the experiment described in Section 2.4.2 . First, in Figures 2.5 (a) and (b),

it is shown that the profiles obtained using the Arrhenius-type reaction rate coefficient for

C2H3O+ recombination (”original” model) and the cross-section data (”improved” model)

are very similar without an external electric field. This ensures that the improved model is

consistent with the original model in the case with no applied field. In Figures 2.5 (c) and

(d), the profiles are calculated with the applied electric field (E = 1.0 kV/cm) but neglecting

ohmic heating. In this case, the number densities of ions and electrons are higher with the

improved model due to the change of the rate coefficient of dissociative recombination of

C2H3O+. In Figures 2.5 (e) and (f), including ohmic heating further increases the difference

between the two models. The higher electron density resulting from improved estimation of

C2H3O+ recombination results in higher ohmic heating. In general, the profiles calculated

using the original model are not as strongly affected by the applied electric field and ohmic

heating.
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Figure 2.5. Comparison of profiles of charged species calculated using the
”original” model (Arrhenius-type reaction rate for C2H3O+ recombination) and
the ”improved” model (estimate of C2H3O+ cross section data). (a), (b) No
applied electric field; (c),(d) applied electric field (E = 1.0 kV/cm, f = 2.45
GHz), neglecting ohmic heating; (e),(f) applied electric field and ohmic heating
included. Note the figure legends of (c) and (e) follow (a), while (d) and (f)
follow (b).
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Figure 2.6 (a) shows the flame speed increase calculated using the improved model, i.e.

using cross section data and the EEDF to calculate recombination rates for both H3O+ and

C2H3O+. Compared to the results obtained using the original model shown in Figure 2.4 ,

the predicted flame speed increase is significantly higher and agrees much more closely with

the experimental data. Figure 2.6 (b) shows that the flame speed increases as ohmic heating

increases. Although the percentage of flame speed increase is not exactly proportional to the

ohmic heating, the results suggest that ohmic heating is the primary mechanism for flame

speed enhancement and is proportional to the number density and electron mobility.

1 1.2 1.4 1.6 1.8

10

20

30

40

50

60

Emax [kV/cm]

F
la
m
e
S
p
ee
d
in
cr
ea
se

P
er
ce
n
ta
ge

%

(a)

Improved model
exp: Sullivan et al.

1 1.2 1.4 1.6 1.8
5

10

15

20

25

Emax [kV/cm]

P
ea
k
p
ow

er
d
en
si
ty

[M
W

/m
3
]

(b)

Figure 2.6. (a) Comparison of percent increase in the flame speed between
experiment [68 ] and the improved model for a propane/air premixed flame
with equivalence ratio of 0.6 as a function of the amplitude (rms) of a mi-
crowave field strength (Emax), which is calculated using Equation 2.16 . (b)
The corresponding peak power densities of ohmic heating of the simulation.

We then look into the detail of the ohmic heating, chemical heating and temperature

profiles of the case with E = 1.0 kV/cm for both origin and improved models. Figure 2.7 (a)

shows that the improved model results in much higher ohmic heating compared to the original

model, especially near the flame’s heat release zone. Figure 2.7 (b) shows that the chemical

heat release for the improved model starts slightly further upstream and has a higher peak

value. According to this plot, the boundary between the pre-heat and heat release zones

is located approximately at the origin, and the thickness of heat release region is around

1 mm. Although the ohmic heating is approximately one order of magnitude smaller than
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chemical heating, it raises the flame temperature slightly and thus promotes the feedback

process of chemical heat release. Figure 2.8 (a) shows the temperature profiles of the flame

with and without electric field. The temperature profiles with electric field deviate from

the case without electric field (reference flame). Figure 2.8 (b) compares the temperature

difference between both models and the reference flame (no electric field). With an applied

electric field, the flame speed is higher and the flame thickness is thinner so the temperature

of pre-heat zone is lower than the reference flame. The improved case has the fastest flow

rate, so that the temperature is the lowest. In the flame reaction zone, the temperature

difference begins to increase due to ohmic heating and the associated increase in chemical

reaction rates. The improved model has the highest temperature in the reaction zone due to

higher ohmic heating. Finally, the temperature continues to increase in the burned region

due to the heating of residual electrons by the electric field.
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Figure 2.7. Comparison of (a) ohmic heating and (b) chemical heating de-
termined using the original vs. improved models. The electric field strength
is 1.0 kV/cm.

According to the theory of Zeldovich and Frank-Kamenetskii [151 ], the laminar flame

speed can be estimated using a simplified model that assumes two-step combustion with

separate preheat and reaction regions. In the preheat region, the heat source term is assumed

to be zero. In the reaction region the thermal convection term is assumed to be much smaller

than the thermal diffusion term and is therefore neglected. Matching the solution of two

equations (dTi/dx ) at the boundary between two regions results an simplified expression for
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Figure 2.8. (a) Calculated temperature profiles using the original and im-
proved model compared to the reference flame with no electric field. (b) The
difference between the temperature of the reference flame and the original and
improved models. The electric field strength is 1.0 kV/cm.
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flame speed. However, for the case with an external electric field the heat source term in

the preheat region is not zero but is equal to the ohmic heating rate. Therefore, the energy

equation in the preheat region becomes

λ
dT

dx
|i ≈ ρSLcp(Ti − Tu) −

∫ zi

−∞
q̇ohmicdz, (2.17)

where the subscript i means the interface between pre-heat and chemical reaction zone, and

Tu and Tb is the unburned and burned temperature, respectively. In the reaction region with

an applied electric field the heat source term is the combination of chemical heating and

ohmic heating, yielding

λ
dT

dx
|i ≈

√
2
∫ Tb

Ti
λ(q̇chem. + q̇ohmic)dT , (2.18)

where q̇chem. is the power density of chemical heating. Matching the two equations at the

boundary between the preheat and reaction regions and considering Ti is nearly the same

value (figure 2.7 ), we obtain an expression for the laminar flame speed as

SL ≈ C(
√

2λ̄
∫ Tb

Ti
(q̇chem. + q̇ohmic)dT +

∫ zi

−∞
q̇ohmicdz), (2.19)

where C is a constant and λ̄ is the mean thermal conductivity. Since ohmic heating is more

than an order of magnitude smaller than chemical heating, it is reasonable to neglect ohmic

heating in the term under the square root, i.e. q̇chem. + q̇ohmic ≈ q̇chem.. Equation 2.19 can be

used to estimate the percent increase in flame speed due to the ohmic heating. Assuming the

thermal conductivity is approximately 0.1 W/mK, the first term on the right hand side of

Equation 2.19 is approximately 227.4 kW and 242.7 kW for the original and improved models,

respectively. The second term on the right hand side, which corresponds to the total ohmic

heating in front of the heat release region (pre-heat zone), is estimated to be approximately

0.629 kW and 1.618 kW for the original and improved models, respectively. This effect

directly accounts for less than 1% of the flame speed increase, so we can also neglect it.

Note that ohmic heating is still affecting the temperature by heating the gas. Therefore,

the original formula of Zeldovich and Frank-Kamenetskii is still suitable in this case if the
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flame temperature profile is known. According to the theory, We estimates the percent

increase in flame speed to be 16.80% and 24.65% for the original and improved models,

respectively, which is very close to the simulation results. Therefore, the main mechanism

for flame speed increase via ohmic heating is through increasing the flame temperature (which

indirectly increases the chemical heat releasing rate.). Since the mobility can be evaluated

accurately by solving the Boltzmann equation, the most important factor for predicting an

accurate heat flux due to ohmic heating is accurately predicting of the electron density profile.

The improved model better accounts for the effect of non-thermal electrons on dissociative

recombination and predicts higher electron number density and flame temperature, making

it well-suited for predicting the flame speed with an applied external microwave electric field.

Lastly, we investigate the efficiency of microwave-flame-speed enhancement. This is by

far difficult to achieve in an experiment because the amount of ohmic heating is difficult to

be measured. Figure 2.9 shows the efficiency versus the position in the simulation domain.

The position starts at 1 mm, where most of the heat releasing reactions have finished. After

the heat releasing region, the efficiency decreases as the position because the ohmic heating

power is wasted on heating up the burned gas via the residual free electrons. Therefore, it

is desirable to cut the microwave after the heat releasing region, which does not affect the

flame speed, to maintain a higher efficiency. In current simulation, the microwave with RMS

strength close to 0.8 kV/cm has a higher efficiency with the maximum efficiency around 0.5

to 0.6. In reality, it is difficult to control the microwave to not heat the burned gas after the

heat releasing region. However, this could be a key factor to improve the efficiency of flame

speed enhancement by microwave.

2.5 Conclusion

This study develops an improved model for a one-dimensional laminar flame under the

influence of a strong applied electric field, combining sophisticated transport theory, up-to-

date chemistry, and non-thermal electron properties. The model can predict the increase in

flame speed due to an external applied microwave electric field with reasonable agreement

with experimental measurements. The results of the current work reveal that the key to
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Figure 2.9. Efficiency of flame speed enhancement by applying a 2.45 GHz
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accurately predicting the effect of the applied electric field on the flame speed is using the

EEDF to calculate electron-ion recombination rates, which has been overlooked in prior

models. The results also show that the primary mechanism for increasing the flame speed

via a microwave electric field is the increase of flame temperature by ohmic heating. It

is demonstrated that ohmic heating can have a significant impact on a flame. We also

investigate the efficiency of using microwave to increase flame speed, and show the potential

improvement of the efficiency. Moreover, the ability of the current model to predict the

degree of flame speed increase will be useful in investigating more complicated effects of

applied external electric fields such as expanding blow-off limits, increasing flame stability,

and reducing soot formation [111 ], [113 ], [115 ].

There are some limitation of current model. First, due to the lack of cross section data for

C2H3O+, the current model uses the cross section of H3O+. Although the model can predict

the flame speed well compared to the experimental measurements with varying magnitude

of electric field strength, it may be improved by adding the cross section data of C2H3O+

and other major ionic species. Second, the model is limited to a low ionization rate, and we

neglect the interaction of charged particles. For a gas with higher ionization degree (10−5),

coulomb collisions cannot be neglected, and we must include more cross section data of

charged species to accurately calculate Boltzmann equation. Third, the model is limited to

a sub-breakdown electric field strength. We still need to improve current model by adding

the chemistry of the excited species such as O2(a1∆g) and using a detailed energy equation

for different channels of heating. Expanding the model to higher electric field strength will

permit the simulation of intense nanosecond electric pulse on a flame.

59



3. SIMULATION OF NANOSECOND REPETITIVE PULSED

PLASMA ASSISTED COMBUSTION

This chapter has been submitted for publication and is currently under review. The manuscript

title: Numerical Analysis of a Nanosecond Repetitively Pulsed Plasma-Assisted Counterflow

Diffusion Flame. Authors: Bang-Shiuh Chen, Allen L. Garner, and Sally P.M. Bane.

3.1 Abstract

A computationally efficient model is proposed to analyze plasma-assisted combustion

using nanosecond repetitive pulsed (NRP) plasmas. The NRP plasma discharge is placed in

the oxidizer stream of a counter-flow diffusion flame. The effect of changing pulse repetition

frequency (PRF) and flow rate of a continuous NRP plasma discharge on the extinction

profiles of a counter-flow diffusion flame is investigated numerically. The results show that

increasing PRF is much more efficient at extending the extinction strain rate than decreasing

the flow rate. The model can also be used to simulate flame ignition using NRP plasma

discharges. The results show that it is necessary to apply more pulses when using a higher

PRF NRP plasma discharge even though these conditions have shorter ignition delay times.

3.2 Introduction

Over the past decade, plasma-assisted combustion (PAC) and ignition (PAI) have been

widely studied for improving combustion efficiency across various applications, including

land-based power generation, aviation gas turbines, and supersonic propulsion [3 ], [152 ],

[153 ]. While thermal plasma ignition (i.e. spark ignition) has been used for over a cen-

tury [154 ], interest in using both non-equilibrium and equilibrium plasmas for ignition and

combustion control has increased dramatically in recent years. In particular, nanosecond

repetitively pulsed (NRP) discharges have attracted significant attention due to their high

chemical reactivity and energy efficiency due to their low duty cycles. NRP discharges mainly

occur in three regimes, corona, glow, and spark. The glow and corona regimes have very

modest temperature rise and the effect is primarily chemical, while the spark regime induces
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rapid gas heating and thus has thermal and hydrodynamic effects in addition to chemical

[80 ]–[82 ].

Several researchers have investigated plasma-assisted ignition (PAI) using NRP dis-

charges. Using NRP discharges between pin-to-pin electrodes, Lovascio et al. [89 ] found

that the ignition time of a propane-air mixture in a constant volume combustion chamber

can be minimized with a certain pulse repetition frequency (PRF) for a fixed total input

energy. They explained that the PRF needs to be sufficiently high so that each pulse can

take advantage of the heat and active radicals generated by the previous pulse, but not so

high as to exceed the re-circulation frequency (around 50–100 kHz for a 1 mm inter-electrode

gap at 0.2 MPa), which is required to refresh the gas mixtures between electrodes. Lefkowitz

and Ombrello [155 ] investigated the ignition probability of a methane/air flowing mixture

using NRP discharges. They defined what they termed the ”fully-coupled regime” where all

discharges are applied to the same ignition kernel before it can be transported away from the

electrode gap, and found that the ignition probability is higher in the fully-coupled regime

than in the partially-coupled or decoupled regimes. They also found that the kernel size

growth rate is larger with longer inter-pulse time within the fully-coupled regime. In a sub-

sequent study [90 ], Lefkowitz and Ombrello investigated the development time of the flame

kernel and showed that lower PRF promotes shorter flame kernel development time due to

an increased volume of unburned mixture exposed to the discharge as long as the pulses were

fully coupled.

In addition to PAI, NRP plasmas can also be used for enhancing a flame long after it has

been established by the ignition kernel. Plasma can interact with flame with three mecha-

nisms: kinetic, thermal, and hydrodynamic. Several configurations have been proposed to

demonstrate the effect of NRP plasmas on a flame. In one configuration, the flame is enclosed

in a large volume of plasma or the NRP plasmas are directly applied at the flame front. For

example, Nagaraja et al. [91 ] designed a plasma-flame facility with a flat flame burner in

a low pressure chamber. Uniform plasma was generated by NRP discharges with the high

voltage plane electrode located downstream of the flame and the burner deck acting as the

grounded electrode. They observed a 20% increase in flame temperature and up to 500% in-

crease in radical OH concentration for a premixed H2/O2/N2 flame. Nagaraja and co-workers
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also performed numerical simulations of the plasma-assisted flame using a framework they

developed in prior work [156 ] and compared with experimental results. They found that

radicals (O, H, and OH) generated by the low-temperature plasma at the preheat region

of the flame were the main cause of the observed displacement of the flame upstream. In

another configuration for investigating plasma-assisted flames, the NRP plasmas were gen-

erated upstream of the flame. For example, Sun et al. [157 ] set up a counterflow burner in a

low pressure chamber and installed a pair of electrodes upstream in the oxidizer flow. They

observed that the flame with plasma generation upstream had a higher extinction strain rate

than the flame without the plasma. One key difference between these two plasma-assisted

flame configurations is the location of the plasma discharges: in the first configuration, the

plasma is located near the flame front (or surrounding it) to generate radicals directly in the

flame preheat region, while the second configuration uses the plasma to generate radicals

upstream of the preheat region. While NRP discharges can generate many different radicals

to enhance the flame speed, many radicals recombine rapidly at low temperature and high

pressure [158 ]. Therefore, the second plasma-assisted flame configuration requires heating to

preserve the radicals to improve the effectiveness of NRP discharges for flame enhancement.

In addition to experimental studies, much effort has focused on developing predictive

models of PAI and PAC. The reduced electric field strength (E/N) is a critical parameter

for simulating nanosecond pulsed plasmas because it determines the production rates of elec-

trons and high-energy states of molecules [159 ]. However, accurately measuring the electric

field with sufficient resolution is challenging and has only been accomplished recently, [160 ],

[161 ] so other approaches for estimating the electric field are typically used. Several studies

[79 ], [162 ], [163 ] have modeled a nanosecond pulsed plasma in zero-dimension (0D) with

estimated E/N calculated from the measured discharge current assuming a uniform plasma

after breakdown. These studies showed that it is appropriate to use a two-term Boltzmann

equation solver to calculate the plasma properties for NRP discharges. In addition, Bak

and Cappelli [98 ] incorporated diffusion and convection losses into their 0D plasma model,

which are significant for pin-to-pin NRP discharges. Several authors have combined such 0D

models of plasma kinetics with traditional combustion chemistry to simulate plasma-assisted

fuel oxidation and ignition [100 ], [164 ].
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While many researchers have studied PAI chemistry using 0D simulations, numerical in-

vestigations of flames coupled with NRP discharges in even one dimension are very scarce.

Besides the aforementioned simulation [91 ], Casey et al. [165 ] performed a one-dimensional

simulation of the application of a nanosecond pulse to an ignited flame kernel. Unsurpris-

ingly, these one-dimensional (1D) models [156 ], [165 ] were very computationally expensive

compared to a 0D model. Shioyoke et al. [166 ] simulated the effect of a nanosecond plasma

on the burning velocity of an ammonia flame in the second configuration discussed above

(plasma applied upstream of the flame). They separated the plasma and combustion into

two computational domains: a 0D perfectly stirred reactor (PSR) containing the plasma

discharge upstream and a 1D steady laminar flame downstream, respectively. They applied

a constant reduced electric field to the PSR to generate a time-dependent species profile, and

then chose a slice of the profile at a specified degree of ammonia decomposition as the inlet

condition for the 1D steady flow. While the model proposed by Shioyoke and co-workers

can be used to investigate the effect of non-equilibrium plasma on the burning velocity at

different degrees of fuel decomposition, the model does not consider the transient effect of

the time-dependent species profile. In this study, we propose to combine a customized PSR

model for NRP plasma discharges and a 1D unsteady flame model to analyze the effects of

NRP plasma on both flame ignition and propagation. We focus on the spark regime and

its thermal and chemical effects. We choose to model a counterflow diffusion flame because

previous experimental studies [157 ], [167 ] used the counterflow configuration to show the

effect of non-equilibrium plasma and the associated radicals produced by the plasma on the

flame.

3.3 Plasma-Assisted Flame Model

3.3.1 Model Overview

A schematic of the plasma-assisted counterflow burner model is shown in Figure 3.1 .

In this configuration, the plasma is generated only in the oxidizer stream; therefore, we

can treat the plasma and flame in two separate domains: a 0D plasma reactor and a 1D

counterflow flame, which are solved separately. We assume the mass flow rate of the oxidizer
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at the left boundary is constant, which can easily be achieved in an experiment using a flow

rate controller. We set the left boundary inlet condition (convection boundary condition)

to be the output of the 0D plasma reactor, which is assumed to have the same properties

(gas composition and temperature) of the plasma except for charged species (see Section

3.3.5 ). The inlet velocities of the plasma discharge and burner are uin,plasma and uin,burner,

respectively. Such a decoupled model is significantly more computationally efficient due

to the vastly different timescales associated with the plasma kinetics versus the combustion

chemistry [168 ]. In addition, it can be more efficient to apply the plasma discharge upstream

of the flame so that the discharge input energy is not wasted on the burned gas. Finally,

using two separate domains for the plasma and combustion calculations facilitates model

parameter manipulation. For example, the 1D flame may be removed and replaced with

a multi-dimensional computational fluid dynamics (CFD) simulation connected to the 0D

plasma reactor.

NRPs

Flame

Oxidizer

0D plasma 1D flame domain

Fuel

Stagnation
plane

0D
plasmaOxidizer 1D

flame Fuel

Figure 3.1. Schematic of NRPs plasma assisted counterflow diffusion flame
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3.3.2 Zero-dimensional plasma reactor model

Our plasma reactor model is based on the model of Adamovich et al. [169 ], which is used

to simulate the nanosecond pulsed plasma between two spherical electrodes with air initially

at 300 K and 100 Torr [170 ]; the results matched well with the experimental data of [170 ].

Our plasma model uses a more general electrical relationship (see section 3.3.3 ) of current

and electric field from [79 ], [94 ], [162 ], [163 ] instead of the cathode drop model in [169 ]. In

addition, our 0D plasma reactor was developed based on the model of a perfectly-stirred

reactor (PSR) to simulate the effect of the flow rate into the plasma reactor. Section B.2.1 

provides a detailed comparison.

The governing equations include the species conservation equations, the energy equation

for the gas (rotational/translational) temperature, the equation for vibrational level popu-

lations, and the equation of state. Note that the advantage of using the population fraction

approach for vibrationally excited N2 is that it does not require adding more reactions to

the mechanism for each vibrational state. The conservation equation for species k is given

by
dYk

dt
= 1

τres

(Yk,in − Yk) + ω̇kWk

ρ
+
(

dYk

dt

)
diff

, (3.1)

where Yk is the mass fraction, ω̇k is the net production rate, and Wk is the molar mass of

species k in the PSR. The subscript “in” denotes the inlet gas to the PSR. The residence

time τres is equal to the total system mass divided by the mass flow rate through the control

volume (M/Ṁ). ρ is the gas density in PSR and
(

dYk

dt

)
diff

is the species diffusion term.

In the current study, we assume that the total mass in the discharge is held constant, and

we can estimate τres by dividing the discharge diameter by the inlet flow velocity, uin, plasma.

We use Cantera [107 ], an open-source program, to calculate the source term for the net

production rate of species ω̇k, which includes both plasma and combustion reactions. The

species diffusion term can be derived approximately using the finite-volume method as

(
dYk

dt

)
diff

≈ 1
ρ

(
Dk,0 + Dk

2

)(
ρ0 + ρ

2

)(
Yk,0 − Yk

R2
d

)
(3.2)
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where Rd is the radius of discharge, Dk is the diffusion coefficient of species k of the PSR. The

subscript “zero” denotes the ambient gas (the co-flow of discharge). The diffusion coefficients

are calculated by Cantera [107 ] with the mixture-average method Dk = Dk,mix. For charged

species, the diffusion coefficients are calculated by ambipolar diffusion, given by

Dk = DO +
2

(1 + Te/T ), (3.3)

where DO +
2

is the diffusion coefficient of O +
2 , which is the most abundant positive charged

species during the pulse and is calculated using the Stockmayer-[n, 6, 4] potential [127 ] to

account for ambipolar diffusion. Te is the electron temperature, which can be calculated

from the electron Boltzmann equation (see section 3.3.3 ). T is the gas temperature. The

energy equation is given by,

dT

dt
= 1

τrescp

∑
k

Yk,in(hk,in − hk,eq) + 1
ρcp

∑
k

hk,eqω̇kWk+(
dT

dt

)
comp.

+
(

dT

dt

)
cond.

+
(

dT

dt

)
diff.

+
(

dT

dt

)
vib.

,

(3.4)

where cp is the molar heat capacity and hk,in is the enthalpy (by mass) of the inlet gas. hk,eq

is the enthalpy in the PSR at equilibrium (Te = Tgas), which is calculated by Cantera (see

details in Section 3.3.4 ). The terms (dT/dt)comp., (dT/dt)cond., (dT/dt)diff., and (dT/dt)vib.

are the temperature changes due to compensation, conduction, diffusion, and vibration. The

compensation term adds back the absorbed energy of non-elastic electron collisions including

excitation, ionization, and dissociation reactions, which we may write as

(
dT

dt

)
comp

= 1
ρcp

∑
i

∆hiRi, (3.5)

where ∆hi is the enthalpy difference between the ground and excited states of a molecule,

which is also the threshold energy of the inelastic electron collision process of the plasma

reaction i. The rate of progress of reaction i is expressed as

Ri = ki[e][X], (3.6)
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where ki is the rate coefficient of reaction i for the inelastic collision processes [e] is the

concentration of electron, and [X] is the concentration of the target species of electron

collision. Note that an elastic collision transfers a much smaller amount of energy compared

to an inelastic collision due to the large mass difference between electrons and molecules, and

their elastic collisions with electrons are neglected in this study. To illustrate the need for

such a compensation term, consider the example of the excitation of ground state nitrogen

molecules to the nitrogen triplet state by collision with high temperature electrons,

N2 + e N2(A3) + e. (3.7)

The energy of N2(A3) is higher than N2, and the energy of the electron on the right hand side

(post-collision) is lower than on the left hand side (pre-collision). However, Cantera regards

the electron energy as a function of gas temperature only and treats this collision process as

an endothermic reaction. In reality, the excitation energy comes from the electron instead

of the gas for an electron-collision process. Therefore, the excess energy of the electron is

added to the left side of the reaction,

N2 + e + εe N2(A3) + e, (3.8)

where

εe = hN2(A3) − hN2. (3.9)

Analogous to mass diffusion, the heat transfer from the plasma discharge through conduction

may be derived as (
dT

dt

)
cond.

≈ 1
ρcp

(
λ0 + λ

2

)(
T0 − T

R2
d

)
, (3.10)

where T0 is the ambient gas temperature and λ is the thermal conductivity. In addition, the

temperature change due to the mass diffusion is given by

(
dT

dt

)
diff

≈ 1
ρcp

∑
k

h∗
k

(
dYk

dt

)
diff.

(3.11)
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where h∗
k (enthalpy) depends on the direction of mass diffusion, i.e. the sign of the concen-

tration gradient, as

h∗
k = h0,k for

(
dYk

dt

)
diff.

> 0

h∗
k = hk for

(
dYk

dt

)
diff.

< 0.

(3.12)

Note that we neglect the effect of mass diffusion of vibrational states in the energy equation

because the exchange of vibrational quanta between different molecules occurs on much

shorter timescales than diffusion. The mass diffusion of vibrational states does have an

effect on the population fraction of the vibrational states but it does not create heat flux

(translational energy flux) through the boundary. To simplify the reaction mechanism, the

current model uses the equation of vibrational level populations fraction equation and the

implementation described below for the vibrational states of nitrogen,

dfv

dt
= ω̇v

[N2]
+ 1

ρ

(
ρ0 + ρ

2

)(
DN2,0 + DN2

2

)(
fv,0 − fv

R2
d

)
(3.13)

where fv is the population fractions of nitrogen at the vibrational level v for the discharge.

We use the diffusion coefficient of the ground state nitrogen for all vibrational states by

assuming the cross sections of the vibrational states are the same as the ground state and,

according to the Chapman-Enskog theory [171 ], the diffusion coefficients are the same if

the temperature (translational) is the same. We assume that the diffusion coefficient DN2

is the same as the ground state of nitrogen. We also define [N2] as the total concentration

of N2 (summation of ground and all vibrational states), which is calculated from Eq. (3.1 )

and used for all reactions involving N2. For example, the excitation reaction N2 + e

N2(A3) + e uses the total concentration of nitrogen assuming the reaction rate coefficient is

the same for different vibrational states. The third body efficiencies of nitrogen vibrational

states are also assumed to be the same as ground state nitrogen. Note that the reaction

rates involving the vibrational states of nitrogen can differ from the ground state, especially

for a strongly endothermic reactions. Due to the lack of experimental measurements, the
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reaction rates are usually calculated by models such as the Fridman-Macheret model [172 ].

The vibrational heating term is given by

(
dT

dt

)
vib.

= 1
ρcp

∑
v

hN2(v)ω̇N2(v)WN2 (3.14)

where hv is the enthalpy of the nitrogen vibrational state v (hv = hN2 + εv). Finally, the

equation of state is [169 ],

P (t) = P0 + ρ0R[T (t) − T0] exp [ − ( t

τacoust

)2] (3.15)

where τacoust ≈ Rd/a is the acoustic timescale. Note that Eq. 3.15 captures the fast heating

effect of NRP on pressure change. The pressure only changes significantly in the first 10 µs

after the pulse, and the temperature change due to pressure for constant volume, (ρcp∆T =

−∆P ), is not significant in the simulation. We solve the 0D equations using Scipy [173 ] with

the backward differentiation formula (BDF) method. Gas properties, including diffusion

coefficients, heat capacity, conductivity, and enthalpy, are calculated by Cantera [107 ].

3.3.3 Electron Properties

The 0D plasma reactor model is coupled with BOLOS [108 ], an open source electron

Boltzmann equation solver using the two-term approximation method with the temporal

growth model [134 ], to evaluate electron properties including electron temperature, plasma

reaction rates, and electron mobility (drift velocity). Cross-section data for N2 and O2 are

obtained from [174 ]. All properties are pre-calculated for reduced electric fields from 0

to 1000 Td with a 1 Td increment at T=300 K, and thus properties for a given value of

E/N (electric field over gas number density) can be easily obtained by linear interpolation

during a simulation. Note that the gas temperature only affects the elastic collision and has

negligible effect on EEDF (electron energy distribution function as a function of E/N) when

temperature is low. We do not consider the change of gas composition in solving BOLOS as

this requires a multi-variable table for interpolation of electron properties. We use the same
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method used in [79 ], [94 ], [162 ], [163 ] to calculate the drift velocity assuming the discharge

is uniform,

Eµe = I

eneS
, (3.16)

where I is the current, ne is the electron number density, S is the cross-sectional area of the

discharge, and µe is the electron mobility, which is a function of the reduced electric field.

Since the drift velocity Eµe is a monotonic function of E/N (from the pre-calculated table),

we can also express E/N as a function of the drift velocity using linear interpolation. Figure

3.2 illustrates the solution procedure for one time step in the 0D NRP plasma simulation.

The drift velocity is first obtained using the electron number density from the previous

time step (I and S are given from the experiment). The corresponding value of E/N is then

obtained from the pre-calculated table. The maximum value of the electric field is calculated

from the voltage (E ≈ V/d) to prevent an erroneously large value of E/N , which usually

occurs at the beginning of the pulse when the electron concentration is extremely low.

3.3.4 Chemistry

The plasma reactions used in the current work are listed in Table A.2 . The reaction mech-

anism is based on the work of Adamovich et al. [169 ], which includes a detailed air/CH4/H2

plasma reaction mechanism for neutral molecules. Accurately predicting the electron num-

ber density is critical for accurately predicting the excited states of molecules in a plasma.

Electronically excited species such as N2(A3) especially play a dominant role in producing an

oxygen atom, which can directly enhance combustion and release heat on time scales much

less than a microsecond. The reaction mechanism suggested by Popov [162 ] predicts elec-

tron number densities that are in good agreement with experimental results for low-pressure

nanosecond pulsed plasmas. We supplement this mechanism with additional reactions from

[98 ] to complete the ion chemistry of atmospheric spark plasmas. Vibrationally excited

molecular states play an important role in gas heating on longer timescales on the order

of microseconds or milliseconds. Higher gas temperature promotes chain reactions and can

preserve the reactivity of the plasma. For example, Takita et al. [158 ] showed that the

adding radicals only significantly increases burning velocity for high temperature (> 750 K).
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Calculate gas pres-
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cients by Cantera
and Eq. (3.3 )
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obtain E/N from the
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E = V/d) using
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Figure 3.2. Flow-chart diagram of the zero-dimensional NRP-plasma simulation.
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In this study, the cross sections for vibrational excitation of higher vibrational states

are approximated by the ground state cross section (Reaction 15 in table A.2 ). For exam-

ple, the cross section for the v = 1 to v = 2 excitation reaction of nitrogen, N2(v = 1)

+ e N2(v = 2) + e, differs from the cross section of the ground state reaction 5%

N2 + e N2(v = 1) + e by only 5% [175 ]. The difference in cross section is larger for

higher vibrational states, but the population fraction of these higher states is also much

smaller. After vibrationally excited molecules are generated from electron collision re-

actions, the time evolution of their populations are controlled by two primary processes:

vibrational-translation (V-T) relaxation and vibrational-vibrational (V-V) transfer. Accord-

ing to [176 ], the dominant nitrogen V-T relaxation reaction is through collision with oxygen

atoms, N2(v) + O → N2(v − 1) + O, and the rate coefficient can be calculated by

kv→v−1 = vk1→0 exp(δV T (v − 1)), (3.17)

where

δV T = 2.87
T 1/3 , (3.18)

and

k1→0 = kbT

Pτ
, (3.19)

where Pτ is the pressure multiplied by the characteristic reaction time, T is in Kelvin. We

use an empirical fit Pτ [atm s] = exp(32.2T −1/3 − 16.35) for Pτ from [177 ]. Note that T is in

Kelvin for Eqs. (3.17 ,3.18 ,3.19 ). The populations of vibrationally excited nitrogen are also

affected by V-V transfer reactions, given by

N2(v) + N2(w) N2(v − 1) + N2(w − 1), (3.20)

with rate coefficients given by [176 ]

kv→v−1
w−1→w = wvk1→0

0→1 exp(δV V |w − v|) (3/2 − exp(δV V |w − v|)/2) , (3.21)
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where v and w are the vibrational quantum numbers of the two states participating in the

reaction. The anharmonic energy between vibrational levels v and v − 1 can be calculated

by

∆Ev,v−1 = ωe(1 − 2xev), (3.22)

where ωe is the harmonic energy gap between the vibrational levels and xe is the first an-

harmonic term. Therefore, the energy difference of V-V transfer is

∆E = ωe(1 − 2xev) − ωe(1 − 2xew). (3.23)

The up-pumping of vibrational levels (w > v) can occur without needing to overcome the

energy barrier, but this is not the case for the reverse reaction. Therefore, the reverse rate

is given by

kr = kf exp(−∆E

kbT
). (3.24)

Also, since the concentrations of the electronically excited nitrogen states such as N2(A3) are

much lower than the ground state N2 concentration, the vibrational states of electronically

excited N2 (e.g. N2(A3, v > 0)) are neglected.

The thermodynamic properties of each species are calculated in Cantera [107 ] using the

NASA 7-coefficient polynomial parameterization [178 ]. The enthalpy is expressed as,

H0(T )
RT

= −a0T
−2 + a1

ln T

T
+ a2 + a3

2 T + a4

2 T 2 + a5

4 T 3 + a6

5 T 4 + a7

T
. (3.25)

Most of the thermodynamic data of excited species (including vibrational states of nitrogen)

are from [179 ], [180 ]. When the thermodynamic data of a species is not available, we use

the same approach as [179 ]: Use the same coefficients, a0 to a6, as the ground-state species,

and add the threshold energy (in temperature [K]) or the energy difference between the

vibrational and ground state for a7.
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3.3.5 One-Dimensional Counterflow Flame Model

We use Ember [102 ], an open-source transient flame solver, to simulate transient 1D

counterflow flames and investigate the effect of NRPs plasma on the dynamics of such

flames. Details on the governing equations employed for unsteady 1D flames can be found

in the Ember documentation of [102 ]. We modified the source code of Ember to en-

able a time-dependent inlet boundary condition at the left boundary of the 1D domain.

During each time step, the gas temperature and composition are updated to new val-

ues according to the 0D NRP plasma discharge (see the details in the repository https:

//github.com/BangShiuh/ember/tree/burner-flame-mass-flux ). The reaction mechanism

used for the 1D flame simulation is the San Diego Mechanism [109 ] supplemented by the

neutral part of the air-plasma reaction mechanism used in the 0D plasma reactor model.

We do not include charged species in the reaction mechanism because Ember does not solve

Poisson’s equation to obtain accurate transport velocities of charged species. Fortunately,

the densities of charged species after a pulse are much lower and contribute very little energy

to the flame when it is far away from the plasma with very low electric field. For example,

the temperature increases less than 1 K for 10 ppm of electron and O +
2 to recombine in air

at 300K and 1 atm. In addition, we include only the first four vibrational states of nitrogen,

which are the main states populated through electron impact during the plasma discharge

[169 ], to account for the heating effect of relaxation of vibrational energy.

In plasma-assisted flames, both the initial concentration of radical and active species pro-

duced by the plasma and the time required for them to reach the flame are important factors

to determine the degree to which these active species influence the flame chemistry. Ember

[102 ] uses the potential flow of infinitely separated jets to derive the governing equations

and defines the ESR as the maximum strain rate parameter a, which has a flame solution.

The ESR (maximum a) is independent of the burner separation distance (BSD) for a typical

counter-flow flame simulation (constant temperature and oxidizer/fuel composition) [102 ],

[181 ]. The local axial velocity of the potential flow of infinitely separated jets without a

flame is given by ([102 ])

u(x) = uin,burner − a2

4uin,burner
x2 (3.26)
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where u(x) is the axial velocity of a counterflow and uin,burner is the inlet velocity at the

left boundary, and is equal to the flow velocity of oxidizer stream in the current study. The

stagnation plane is located at Lu=0 = 2uin,burner/a, and the left boundary for the inlet oxidizer

is at x = 0. We can find the characteristic time, τstag for a particle to reach the vicinity of

stagnation plane the stagnation plane by

∫ τstag

0
dt =

∫ 0.99L

0

dx

u
(3.27)

The location x = 0.99L is used because, mathematically, it would take the particle an infinite

amount of time to reach x = Lu=0. Solving for τstag gives

τstag =
∫ 0.99vi/a

0

dx

u0 − a2

4u0
x2

≈ 5.3/a, (3.28)

which only depends on the strain rate. Therefore, changing the inlet velocity should not

have a significant effect on the time of radicals to reach the flame.

3.4 Results and Discussion

In this section, we first investigate the characteristics of the NRP plasma discharge, and

the effect of PRF and flow velocity to the gas temperature and radical concentration. Then

we apply these NRP plasma discharges in the oxidizer stream of a counter-flow diffusion flame

and investigate the effect of NRP plasma discharges at different pulse repetitive frequencies

(PRFs), flow velocities, and number of pulses on the flame ignition and extinction.

3.4.1 NRP Plasma Discharges

We chose to use the discharge parameters and initial conditions (pressure and tempera-

ture) of the experiments in [170 ] because our model is based on [169 ], which was validated to

[170 ] as mentioned in Section 3.3.2 . We first simulate the effect of a burst of multiple plasma

pulses on a counter-flow diffusion flame using our 0D model of an NRP plasma discharge. A

counter-flow diffusion flame in air and methane cannot be sustained in the 1D flame model

at a pressure of 100 Torr. Changing the pressure in the simulation will change the reduced
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electric field E/N because the gas number density N depends on the pressure. Therefore,

to simulate the flame at 100 Torr, we add oxygen to the oxidizer stream to slightly increase

the ratio of oxygen to nitrogen to O2:N2 = 1 : 2.4 (29.4% oxygen and 70.6% nitrogen) by

volume so that the flame can sustain itself even without the assistance of plasma. Note that

we use this gas composition at 300 K and 100 Torr in both the inlet flow to the 0D plasma

reactor and the oxidizer stream of the counter-flow diffusion flame for all simulations in this

study. We use the same voltage and current profile from [170 ] for each pulse in the burst

so that the power of each pulse (P = IV ) remains constant. We assume that the discharge

radius of each pulse is the same value of 0.85 mm, which is estimated from the experiments in

[170 ]. Note that only the first pulse requires an estimation of initial electron number density,

and the rest of pulses will inherit the remaining electrons from the last pulse. We choose

the initial value of electron number density so that the first pulse can successfully generate

a non-equilibrium plasma without an overshoot in both the gas temperature and electron

number density. We use a burst of five pulses at a 2 kHz repetition rate in the oxidizer

stream with inlet flow velocity of uin,plasma = 1 m/s at 300 K and 100 Torr (τres ≈ 2 × 0.85

mm / 1.0 m/s = 1.7 ms). Figure 3.3 shows the profiles of reduced electric field and electron

number density for multiple pulses. The profiles reach a quasi-steady state very quickly

after the first pulse. Pulses 2-5 use the residual electrons from the previous pulse to more

easily initiate a uniform plasma. The reduced electric field (E/N) is much lower for pulses

2-5 before the peak E/N because the electron number densities are higher before the peak

according to Equation 3.16 .

The pulse repetition frequency (PRF) and flow velocity into the plasma reactor can

both influence the plasma properties in the quasi-steady state. Figure 3.4 compares the

gas temperature and mass fraction of oxygen atoms (important radical for combustion) for

different PRFs and inlet flow velocities to the plasma reactor. In Figure 3.4 (a) and (c), the

flow velocity is fixed at uin,plasma = 1 m/s (at 300 K and 100 Torr) and the PRF is varied

from 500 Hz to 4 kHz. In Figure 3.4 (b) and (d) the PRF is fixed at 1 kHz and the flow

velocity (uin,plasma) into the plasma reactor is varied from 0.25 to 2 m/s. As shown in Figure

3.4 (a) and (c), increasing the PRF can significantly increase both peak gas temperature

and oxygen atom mass fraction. Decreasing the flow velocity (increasing residual time) can
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also increase both the peak gas temperature and peak oxygen atom mass fraction, as shown

in Figure 3.4 (b) and (d), but to a more modest degree than increasing the PRF. Also, the

increases in gas temperature and oxygen atom concentration quickly saturate as the flow

velocity is decreased. Therefore, decreasing the flow velocity is not as effective at enhancing

the plasma properties as increasing the PRF.
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Figure 3.3. Profiles of reduced electric field and electron number density
for each pulse in a burst of 5 NRP plasma discharges (PRF = 2 kHz) in the
oxidizer stream (29.4% oxygen and 70.6% nitrogen, 300 K, and 100 Torr) with
flow velocity, uin,plasma = 1. The dashed lines are the electron number density.

To increase the computational efficiency by taking advantage of the separable 0D and 1D

domains in our model 3.3.1 , we can use a larger timescale for the 1D flame simulation than

for the 0D plasma simulation (0.1 ns) due to the vastly different timescales of NRP plasma

and combustion chemistry. To confirm this, we simulate the methane/oxidizer diffusion

flame with applied NRP discharges (five pulses at PRF = 2 kHz) at a strain rate of a = 400

1/s (see definition in [102 ]) using time resolutions larger than the 0D plasma simulation,

i.e. > 0.1 ns. The 1D counterflow burner simulation uses the 0D simulation result as the

oxidizer stream, and pure methane as the opposite stream of fuel. The flow velocity of the

oxidizer stream into the flame (uin,burner) is set to equal to the plasma flow velocity uin,plasma

at 300 K, and 100 Torr. Note that the time steps for the 1D simulation are produced by

filtering the original time steps of the 0D simulation to the desired resolution. Figure 3.5 
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Figure 3.4. Gas temperatures and mass fractions of oxygen atoms produced
by NRP discharges in the quasi-steady state for different PRFs and flow veloc-
ities into the plasma reactor (29.4% oxygen and 70.6% nitrogen, 300 K, and
100 Torr). (a) and (c) Effect of PRF on gas temperature and oxygen mass
fraction with a flow velocity of uin,plasma = 1 m/s; (b) and (d) Effect of the
plasma flow rate with PRF of 1 kHz.
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shows the error of the calculated flame heat release rate using larger time resolutions for

the 1D flame simulation vs. the result obtained using the plasma time step (0.1 ns) for the

entire simulation. The error of heat release rate is used in Ember as a criterion for whether

a simulation has reached a steady state. We found that 100 ns is a sufficiently small time

step for the flame simulation with error less than 5% compared to a 0.1 ns time step. This

reduces the computational time to approximately 15% of the time required for the entire

simulation using a time step of 0.1 ns. Therefore, the following 1D flame simulations use the

filtered profiles of 100 ns instead. This also indicates that any short-lived (< 100 ns) plasma

species will not have a significant effect on the flame downstream.
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Figure 3.5. Error of the calculated flame heat release rates for different time
resolutions in the 1D flame simulation, compared to the simulation with min-
imum 0.1 ns time step (time scale for the plasma simulation). A NRP plasma
discharge (burst of 5 pulse with PRF = 2kHz and flow rate (ρin,burneruin,burner)
calculated from uin,burner = uin,plasma = 1 m/s at 300 K and 100 Torr) is applied
to a self-sustained flame with strain rate a = 400 1/s.

3.4.2 Effect of NRP Plasma Discharges on Flame Extinction

In this section, we investigate the effect of continuously-applied (contract to burst mode)

NRP plasma discharges on the counterflow diffusion flame extinction strain rate. The con-
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ventional extinction curve for a 1D counterflow flame simulation uses the spatially maximum

temperature as the peak flame temperature. The maximum temperature of the NRP plasma-

assisted flame changes over time because of the oscillating inlet condition produced by the

NRP discharges. Therefore, we use the average maximum temperature of one period (time

equals the inverse of PRF) for the curves of the NRP plasma cases; the same averaging

approach is used for the fuel consumption rate). Note that we choose PRFs of 1 kHz and

2 kHz because the plasma produced at these PRFs does not increase the gas temperature

above the flame temperature. The maximum local fuel consumption rate (FCR) is another

important indication of the existence of a flame. We define the non-dimensional FCR as

ηF CR = FCR

aCfuel

(3.29)

where Cfuel is the concentration of fuel (methane) at 300 K and 100 Torr. The denominator

represents the flow rate of the fuel. To accommodate the flame and to prevent the flame

from being too close to the boundary, larger inlet velocities, uin,burner are needed when the

strain rate is high (Lu=0 = 2uin,burner/a, see Section 3.3.5 ). Therefore, we select a higher

flow velocity, uin,burner = 4 m/s (at 300 K and 100 Torr) to simulate the flame extinction

curve for PAC cases. In experiments, it is easiest to use the same mass flow rate into

both the plasma discharge and the burner inlet. Therefore, we set ρin,plasmauin,plasma =

ρin,burneruin,burner. However, the flow rates can be varied between the plasma and the burner

by using additional flow controllers or nozzles/diffusers.

We first investigate the effect of the PRF of the plasma discharges on flame extinction.

Figure 3.6 compares the extinction curves of flames with and without NRP plasmas produced

continuously in the oxidizer stream at PRFs of 1 and 2 kHz. The flame without plasma

extinguishes at a strain rate of 489 1/s (no solution for maximum temperature below 1847

K). The plasma-assisted flames can sustain significantly higher strain rates compared to the

flame without plasma, and the maximum temperature increases significantly. The maximum

temperature and ηF CR decrease dramatically around a = 1250 1/s and a = 3150 1/s for PRF

= 1 kHz and 2 kHz, respectively. In addition, the temperature beyond this drop-off remains

higher than 1000 K indefinitely and ηF CR is not zero because the active species generated by
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the plasma can still oxidize the fuel even when the temperature is too low for a self-sustained

flame. Experiments by Sun et al. [157 ] showed similar trends where NRP plasma discharges

extended the extinction strain rate and increased the intensity of a methane-oxygen-argon

counter-flow flame. They observed an increase of the extinction strain rate from less than

300 1/s to more than 500 1/s when applying 20 kHz NRP discharges in the oxidizer stream

(28% O2 and 72%Ar mixture). They also performed simulations with different oxidizer

temperatures and oxygen atom addition, using constant values instead of the periodic profiles

of temperature and species concentration created by the pulsed discharges in our simulation).

They showed that the extinction strain rate increases significantly as the oxidizer temperature

increases, with an extinction strain rate higher than 1000 1/s at 900 K. Note that the electric

field used in [157 ] is much lower compared to our study (Sun: max. V ≈ 6500 V with d = 10

mm and current study: max.V ≈ 9000 V with d = 2 mm.). Thus the plasma temperature in

[157 ] (528 K) is much lower than the plasma temperature in our study (average temperature

of 641 K and 868 K for 1 kHz and 2 kHz cases, respectively), and so we expect to observe a

greater increase of the extinction limit in our simulation.
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Figure 3.6. Extinction curves for counter-flow diffusion flames with and
without NRP plasma discharges (PRF = 1 and 2 kHz) in the oxidizer stream
(opposite fuel stream of pure methane). The solid curves are the temperature
and the dotted curves are the maximum nondimensional FCR (ηF CR). The
flow velocity is uin,plasma = 4 m/s at 300 K and 100 Torr, and ρin,burneruin,burner =
ρin,plasmauin,plasma.
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As discussed in Section 3.4.1 , the flow velocity into the plasma reactor ρin,plasmauin,plasma

is also an important factor for plasma-assisted flames as it affects the plasma properties (see

Figure 3.4 ). Therefore, we now investigate the effect of flow velocity into the plasma on flame

extinction using a fixed PRF. For the results in Figure 3.6 , the inlet flow rate for the flame was

equal to the inlet flow rate for the plasma reactor, i.e. ρin,plasmauin,plasma = ρin,burneruin,burner

and the plasma flow rate was fairly large (4 m/s). However, it is difficult to simulate the

extinction curve for low inlet flow rates into the flame and high strain rate because the

stagnation plane can be pushed too close to the boundary (see Equation 3.26 ). Therefore,

we investigate the effect of the flow velocity into the plasma reactor uin,plasma independent of

the flow velocity into the burner oxidizer stream uin,burner. Note that the value of uin,burner

has only minor effects on the flame because the time for radicals to reach the flame only

depends on the strain rate a (see Section 3.3.5 ). Figure 3.7 shows the extinction curves for

a fixed PRF of 1 kHz with plasma reactor inlet flow velocities uin,plasma varying from 0.25 to

4 m/s. It is shown that decreasing the flow velocity into the plasma reactor (increasing the

residence time) does moderately increase the extinction strain rate. However, when compared

to Figure 3.6 , it is clear that increasing the flow residence time is not nearly as efficient as

increasing the plasma PRF because the temperature and oxygen atom concentration saturate

very quickly as the residence time increases (see Figure 3.4 ).

3.4.3 Flame Ignition Using NRP Plasma Discharges

Finally, we use the model to investigate ignition of a counter-flow diffusion flame using a

burst of NRP plasma discharges in the oxidizer stream. Placing the NRP plasma discharge in

the oxidizer stream makes it much easier to control and model the plasma because the inlet

gas composition stays constant (whereas it varies near the flame) which allows us to use the

EEDF table discussed in Section 3.3.3 for interpolating plasma parameters such as reaction

rates. In addition, placing the discharge in the oxidizer stream prevents damage to the

electrodes by the high flame temperature. To study the efficiency of flame ignition using NRP

plasmas, we simulate the 1D counter-flow with inlet flow velocity of uin,burner = uin,plasma = 1

m/s at 300 K, a strain rate of a = 400 1/s, and generate plasma discharges in the oxidizer

82



103 104

Strain Rate [1/s]

1000

1200

1400

1600

1800

2000

2200

M
ax

. T
em

p.
 [K

]

uin, plasma = 0.25m/s
uin, plasma = 0.5m/s
uin, plasma = 1.0m/s
uin, plasma = 2.0m/s
uin, plasma = 4.0m/s

Figure 3.7. Extinction curves of counter-flow diffusion flames with NRP
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Figure 3.8. Comparing high and low temperature NRP plasma assisted
counter-flow combustion (PRF = 1 kHz, flow velocity into plasma reactor
uin,burner = 1 m/s, and a = 400 1/s). The flow rate of the burner oxidizer
stream is fixed to the value calculated from uin,burner = 1 m/s at 300 K and
100 Torr. The dashed lines are the combustion heat release rates. The high-
temperature case started the simulation with the stable flame profile, but the
low-temperature case started with room temperature unburned gas. The com-
bustion heat is calculated only with the reactions in [109 ].
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stream. We start with the lowest PRF considered in this paper, 1 kHz. Figure 3.8 shows that

the case with 1 kHz NRP discharges has two quasi-steady solution branches depending on

the initial conditions of the gas in the 1D domain. The high temperature branch starts with

a stable flame profile, and the NRP plasma increases the flame temperature and combustion

heat release rate. The low temperature branch starts with room temperature unburned gas

(300 K), and we find that discharges with a PRF of 1 kHz cannot ignite the counter-flow

diffusion flame, but rather induce only low-temperature oxidation. Therefore, we next apply

discharges with higher PRFs (2 kHz, 4 kHz, and 8 kHz) in the oxidizer stream to investigate

ignition.

We start the simulation with a small number of pulses and gradually apply more until the

flame ignites to determine the minimum number of pulses for ignition. We also simulate the

same number of pulses with different PRFs to investigate the effect of PRF on ignition delay.

We use the time difference from the beginning of the burst to the maximum heat release

rate as the ignition delay time (IDT). The resulting ignition delays for the different cases

are shown in Figure 3.9 . PRFs of 2 kHZ and 4 kHz require a minimum of 9 pulses to ignite

the flame, while 12 pulses are required for a PRF of 8 kHz. For PRF = 2 kHz, increasing

the number of pulses only slightly shortens the IDT (5.25 ms to 5.22 ms with > 9 pulses).

For PRF = 4 kHz and 8 kHz, increasing the number of pulses is more effective in shortening

the ignition delay, but the magnitude of the decrease of the IDT decreases exponentially as

the number of pulses increases as shown in Figure 3.10 . Applying pulses with PRF = 4 kHz

and 8 kHz gives a shorter ignition delay time than for PRF = 2 kHz because the higher

frequency pulses result in higher temperatures and concentrations of radical species (3.4 ).

However, using a PRF of 8 kHz requires more pulses to ignite the flame (12 pulses for PRF

= 8 kHz compared to 9 pulses for PRF = 4 kHz).

Figure 3.11 shows the evolution of plasma temperature and concentration of oxygen

atoms (the main chain branching radical for combustion) at the centroid of the combustion

heat release rate for different PRFs but the same number of pulses (9). For PRF = 2 kHz

and 4 kHz, ignition is successful because the longer burst duration (4.5 and 2.25 ms for 2

and 4 kHz, respectively) maintains the higher temperature and oxygen atom concentration

for a longer time. Although the 8 kHz case generates higher temperature and oxygen atom
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concentration initially, the burst duration is too short (cut off before the temperature reaches

1000 K) to maintain the reactivity of the gas. Figure 3.12 compares the temperature and

oxygen concentration profiles for different PRFs (same as 3.11 but the number of pulses is

increased from 9 to 12). At 2 kHz, the burst duration is longer than the ignition delay time,

so the last few pulses of the burst do not contribute to flame ignition. On the other hand,

when the PRF is increased to 4 kHz or 8kHz, the pulse burst finishes before the onset of

ignition, causing the energy of all 12 pulses to contribute to ignition and making the IDTs

similar for the two PRFs. Therefore, with the same number of pulses, higher PRFs provide

faster ignition, while lower PRFs are more energy efficient as long as energy pulses are applied

to ignite the flame.
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Figure 3.9. Ignition delay time (IDT) vs. number of plasma pulses for
three different PRFs of the plasma discharge. The burst of plasma pulses
is generated in the oxidizer stream (29.4% O2 /70.6% N2) with flow velocity
uin,burner = uin,plasma = 1 m/s at 300K and 100 Torr.

3.5 Conclusion

This study, a NRP plasma-assisted combustion model for a methane/air counter-flow dif-

fusion flame is developed, where the plasma discharges are generated in the oxidizer stream.
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Figure 3.11. Comparison of the plasma temperature and oxygen atom con-
centration as a function of time at the combustion heat release centroid for
a burst of 9 applied pulses at different PRFs. The combustion heat release
centroid is computed from the reactions in [109 ] only. The temperature and
oxygen concentration are given by the solid and dashed lines, respectively, and
the dotted vertical lines indicate the end of the burst of 9 pulses. The inlet
flow rate of the 1D counter-flow simulation is uin,burner = uin,plasma = 1 m/s at
300 K and 100 Torr. The initial mole fractions of electrons and O +

2 ions are
3.2 × 10−10.
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Figure 3.12. Comparison of the plasma temperature and oxygen atom con-
centration as a function of time at the combustion heat release centroid for a
burst of 12 pulses at different PRFs. The combustion heat release centroid is
computed from the reactions in [109 ] only. The temperature and oxygen con-
centration are given by the solid and dashed lines, respectively, and the dotted
vertical lines indicate the end of the burst of 12 pulses. The inlet flow rate of
the 1D counter-flow simulation is uin,burner = uin,plasma = 1 m/s at 300 K and
100 Torr. The initial mole fractions of electrons and O +

2 ions are 3.2 × 10−10.
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The plasma and counterflow flame are separated into 0D and 1D domains, respectively, to in-

crease computational efficiency of the model. The 0D NRP plasma simulation calculates the

plasma properties, including reduced electric field, vibrational temperature (vibrational level

populations), and species concentrations for a given current profile, voltage profile, discharge

radius, and electrode gap distance. To model the 1D counterflow flame, an unsteady flame

solver is modified to use the periodic gas temperature and species concentrations produced

by the NRP plasma as the inlet boundary condition of the oxidizer stream.

The model is used to investigate the effect of the NRP plasma discharges on counterflow

flame extinction and ignition. The results show that the extinction strain rate (ESR) can be

increased significantly by applying NRP plasma discharges in the flame oxidizer stream. In

addition, it is shown that increasing the plasma pulse repetition frequency (PRF) is more

effective in increasing the ESR than decreasing the flow rate through the plasma discharge.

using plasma discharges with higher PRFs significantly increases the peak flame temperature

in the simulation. The model is also used to simulate ignition of the counterflow flame using

NRP plasma discharges in the oxidizer stream. At low PRFs (≤≈ 1 kHz) the plasma produces

low temperature oxidation but not flame ignition. At higher PRFs (≥≈ 2 kHz) the NRP

plasmaa can ignite the counter-flow diffusion flame with a small (< 20) number of pulses. It

is shown that pulse bursts with higher PRF lead to shorter ignition delay times but require

more pulses to ignite the flame vs. bursts with lower PRFs.

There are some notable limitations to the model developed in this work, particularly

regarding the 0D NRP plasma model. First, the model requires an estimated value for the

initial electron number density before the formation of a uniform plasma and is limited to

PRFs that maintain high numbers of residual electrons at the quasi-steady state. Fortunately,

at high PRFs, the NRP plasma reaches a quasi-steady state very quickly after only a few

repetitions. Second, the model uses an average value of reduced electric field E/N across the

cathode-anode gap, which is not accurate for cases with significantly non-uniform electric

fields, such as for sharp electrodes with large field enhancement at the electrode tips. Third,

in reality, the rapid heating by NRP plasma discharges produces pressure waves that can

induce a complex local flow field that cannot be simulated with a 0D model. This will create a

larger discrepancy for both gas temperature and species concentrations at longer timescales.
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The 1D flame model could also be improved by including charged species transport. However,

the effect is not significant because the concentration of charged species is much lower than

neutral species when the plasma discharge is far away from the flame. Despite the limitations,

our PAC model can reproduce multiple-time-scale gas heating and predict flame properties

in experiments. In addition, the de-coupling of plasma and flame simulation enable us to

investigate the physics underlying the plasma-flame interaction efficiently. In the future, this

methodology could be extended to other 1D flame models as well as 2D or even 3D PAC

models.
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4. CONCLUSION

4.1 Summary

This thesis reports the development of one-dimensional flame models for microwave elec-

tric field-assisted combustion and nanosecond repetitively pulsed (NRP) plasma-assisted

combustion. For microwave electric field assisted combustion, we considered a free 1D flame

subjected to a microwave electric field. We modified the open-source code, Cantera, to fa-

cilitate charged species electric force calculations. We also used the Boltzmann equation

solver BOLOS to calculate the electron energy density function (EEDF) and incorporated

the associated electron properties to accurately predict electron number density and Joule

heating in the flame. For NRP plasma-assisted combustion, we built a zero-dimensional

perfectly-stirred plasma reactor model to simulate the chemistry and heating produced by

an NRP discharge. We used a detailed reaction mechanism composed of 270 reactions from

a conventional combustion mechanism and 209 reactions describing methane/air nonequi-

librium plasma chemistry. The model can simulate gas heating effects at vastly different

timescales which includes the fast gas heating due to mainly dissociative quenching of N2

and slow heatign due to vibrational relaxation. We modified the open-source unsteady flame

code, Ember, to use a time-dependent gas profile and connected the zero-dimensional plasma

model to a one-dimensional counter-flow diffusion flame.

Using the new model for microwave electric field-assisted combustion, we significantly

improved the prediction of the flame speed enhancement by the microwaves. Our model

successfully reproduced experimental results over a range of electric field strengths. The

results showed that using the EEDF to calculate electron-ion recombination rates is critical

for predicting the flame speed increase by a microwave electric field. We also investigated

the efficiency of flame speed enhancement by microwaves via Joule heating, and we found

that E = 0.8 kV/cm has the maximum efficiency in the range of 0.6 to 1.2 kV/cm. In

addition to predicting flame speed enhancement, the model could be used to investigate

other complicated effects such as expanding blow-off limits, increasing flame stability, and

reducing soot formation. The major limitation of the model is that it only applies to a
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sub-breakdown electric field. We can improve the model by adding more plasma chemistry

to account for electric breakdown and electronically excited species.

Using our model for NRP plasma assisted-combustion, we showed that NRP plasma

discharges significantly increased the flame extinction strain rate (ESR). We found that

changing the pulse repetition frequency (PRF) had the strongest effect on increasing the

extinction strain rate. In addition, plasma discharges at high PRF produced a shorter

ignition delay time than vs. low PRF, but were not as energy efficient. The main limitation

of our NRP plasma model is that it requires voltage and current profiles for the model input.

However, our model is computationally efficient and capable of predicting the effect of plasma

on flame properties such as flame speed, temperature, and extinction strain rate. Finally,

the general approach of connecting a plasma reactor model to a flame simulation could

be extended to other one-dimensional flame simulations and multi-dimensional combustion

models.

4.2 Recommendations for Future Work

One closely-related future effort would be to apply our plasma-assisted combustion mod-

els to a realistic combustion system. One could replace the 1D flame with a higher di-

mensional CFD model or a network of 0D reactors [182 ]–[184 ] to account for the realistic

flow field in an engine or a combustor. Optimization methods, such as neural networks

or genetic algorithms, could then be used to optimize adjustable parameters such as PRF,

pulse voltage, and flow rate, and pulse voltage to maximize engine efficiency under different

constraints (e.g., amount of NOx emission). Therefore, our models could contribute to the

design process for developing cutting-edge future combustion technologie.

Another future study could entail investigating use of a pulsed microwave for PAC instead

of a continuous microwave. Previous studies have suggested that using pulsed microwaves

can be much more efficient [70 ], [74 ], [75 ] because higher electric field strength can be used

without causing electrical breakdown, which can induce flame instability [75 ]. Modelling an

unsteady flame subjected to a pulsed microwave would be challenging and computationally
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expensive, but could potentially be achievable by modifying the current PAC code imple-

mented in Ember.

Finally, the present work focused on plasma-assisted combustion in the gas phase. In

reality, droplet combustion is widely used in internal combustion engines but very few studies

have focused on the interactions between plasma and fuel droplets [58 ], [185 ]. Recently, an

interesting study about the popular trick of using grapes in a microwave to generate plasma

showed that grapes can form resonant cavities to enhance electromagnetic fields [186 ]. It

would be interesting to investigate whether fuel droplets can induce similar behavior, and

more studies could be done to better characterize these plasma/droplet interactions. Building

a model to predict the electric field applied by a plasma on a single droplet would be very

useful for exploring the possibility of electric field enhancement of droplet burning rates.
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A. CHEMISTRY

Table A.1. Detailed ion reaction mechanism. Reaction

rate coefficient in (cm, mole, s, K).

*Branching ratio: n1(H2O + H) = 0.18, n2(OH + H2) =

0.11, n3(OH + H + H) = 0.67, and n4(O + H2 + H) =

0.04

(a) k = 1.523×1021T −1.0
e exp(100.0/Tgas) exp(−700.0/Te)

(b) k = 3.590×1021T −2.0
e exp(1430/Tgas) exp(−1500.0/Te)

Reaction A n Ea Ref.

1. CH + O CHO+ + e 2.51×1011 0.0 1700 [126 ], [187 ]

2. HCO+ + e CO + H 7.400×1018 -0.68 0.0 [126 ], [139 ]

3. HCO+ + H2O H3O+ + CO 1.506×1015 0.0 0.0 [126 ], [139 ]

4. H3O+ + e *neutral species EEDF [139 ]

5. H3O+ + C HCO+ + H2 6.022×1012 0.0 0.0 [126 ], [139 ]

6. HCO+ + CH2CO C2H3O+ + CO 1.259×1015 -0.048 0.0 [126 ], [139 ]

7. HCO+ + CH3 C2H3O+ + H 7.763×1014 -0.006 0.0 [126 ], [188 ]

8. C2H3O+ + e CH2CO + H 2.291×1018 -0.5 0.0 [126 ], [139 ]

9. H3O+ + CH2CO C2H3O+ + H2O 1.204×1015 0.0 0.0 [126 ], [139 ]

10. C2H3O+ + e CO + CH3 2.403×1017 -0.05 0.0 [126 ], [139 ]

11. C2H3O+ + O HCO+ + CH2O 2.000×1014 0.0 0.0 [126 ]

12. HCO+ + CH3OH CH5O+ + CO 8.710×1014 -0.056 0.0 [126 ], [139 ]

13. H3O+ + CH3OH CH5O+ + H2O 1.506×1015 0.0 0.0 [126 ], [139 ]

14. CH5O+ + e CH3OH + H 2.403×1017 -0.05 0.0 [126 ], [139 ]

15. CH5O+ + CH2CO C2H3O+ + CH3OH 1.486×1015 -0.077 -41.73 [126 ]

16. O –
2 + H2 H2O2 + e 6.022×1015 0.0 0.0 [126 ]

17. O –
2 + H HO2 + e 7.226×1014 0.0 0.0 [79 ], [126 ]

18. O –
2 + OH OH– + O2 6.022×1013 0.0 0.0 [126 ], [189 ]

Continued on next page
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Table A.1 – continued from previous page

Reaction A n Ea Ref.

19. O –
2 + H OH– + O 1.084×1015 0.0 0.0 [79 ], [126 ]

20. OH– + O HO2 + e 1.204×1014 0.0 0.0 [125 ], [126 ]

21. OH– + H H2O + e 1.084×1015 0.0 0.0 [126 ], [139 ]

22. OH– + C HCO + e 3.001×1014 0.0 0.0 [126 ], [139 ]

23. OH– + CH CH2O + e 3.001×1014 0.0 0.0 [126 ], [139 ]

24. OH– + CH3 CH3OH + e 6.022×1014 0.0 0.0 [126 ], [139 ]

25. CO –
3 + H OH– + CO2 1.020×1014 0.0 0.0 [125 ], [126 ]

26. CO –
3 + O O –

2 + CO2 4.600×1013 0.0 0.0 [125 ], [126 ]

27. CHO –
2 + H CO2 + H2 + e 1.159×1014 0.0 0.0 [126 ]

28. OH– + HCO CHO –
2 + H 2.959×1015 -0.14 -53.04 [126 ]

29. O– + C CO + e 3.011×1014 0.0 0.0 [126 ], [139 ]

30. O– + H2 OH– + H 1.987×1013 0.0 0.0 [126 ], [139 ]

31. O– + CH4 OH– + CH3 6.022×1013 0.0 0.0 [126 ], [139 ]

32. O– + H2O OH– + OH 8.431×1014 0.0 0.0 [126 ], [190 ]

33. O– + CH2O OH– + HCO 5.601×1014 0.0 0.0 [126 ], [191 ]

34. O– + CH2O CHO –
2 + H 1.307×1015 0.0 0.0 [126 ], [191 ]

35. O– + C2H6 C2H5 + OH– 6.130×1015 -0.5 0.0 [126 ], [140 ]

36. O– + H OH + e 3.011×1014 0.0 0.0 [126 ], [139 ]

37. O– + H2 H2O + e 4.215×1014 0.0 0.0 [126 ], [139 ]

38. O– + CH HCO + e 3.011×1014 0.0 0.0 [126 ], [139 ]

39. O– + CH2· CH2O + e 3.011×1014 0.0 0.0 [126 ], [139 ]

40. O– + CO CO2 + e 3.914×1014 0.0 0.0 [126 ], [139 ]

41. O– + O O2 + e 8.431×1013 0.0 0.0 [126 ], [139 ]

42. O– + C2H2 CH2CO + e 7.226×1014 0.0 0.0 [125 ], [126 ]

43. O– + H2O H2O2 + e 3.613×1011 0.0 0.0 [138 ]

44. O –
2 + O O– + O2 1.987×1014 0.0 0.0 [126 ], [190 ]

45. O –
2 + C2H3O+ O2 + CH2CHO 2.090×1018 -0.50 0.0 [93 ], [140 ]
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Reaction A n Ea Ref.

46. O –
2 + C2H3O+ O2 + CH2CO + H 6.020×1016 0.0 0.0 [93 ], [140 ]

47. O –
2 + CH5O+ O2 + CH3 + H2O 6.020×1016 0.0 0.0 [93 ], [140 ]

48. O– + C2H3O+ O + CH2CHO 2.090×1018 -0.50 0.0 [93 ], [140 ]

49. O– + C2H3O+ O + CH2CO + H 6.020×1016 0.0 0.0 [93 ], [140 ]

50. O– + CH5O+ O + CH3 + H2O 6.020×1016 0.0 0.0 [93 ], [140 ]

51. HCO –
3 + C2H3O+ CH2CHO + CO2 + OH 6.020×1016 0.0 0.0 [93 ], [140 ]

52. HCO –
3 + CH5O+ CH3OH + H2O + CO2 6.020×1016 0.0 0.0 [93 ], [140 ]

53. O2 + e + O O –
2 + O 3.627×1016 0.0 0.0 [126 ], [190 ]

54. O2 + e + O2 O –
2 + O2 (a) [190 ]

55. O2 + e + H2O O –
2 + H2O 5.077×1018 0.0 0.0 [126 ], [190 ]

56. O2 + e + N2 O –
2 + N2 (b) [190 ]

57. e + OH + M OH– + M 1.088×1017 0.0 0.0 [126 ], [189 ]

Third body efficiencies = H2:1.0, H2O:6.5, O2:0.4, N2:0.4, CO:0.75, CO2:1.5, CH4:3.0

58. OH– + CO2 + O2 HCO –
3 + O2 2.760×1020 0.0 0.0 [125 ], [126 ]

59. OH– + CO2 + H2O HCO –
3 + H2O 1.104×1021 0.0 0.0 [126 ]

60. e + O + O2 O– + O2 3.627×1016 0.0 0.0 [126 ], [190 ]

61. e + O + O O– + O 3.021×1017 0.0 0.0 [79 ], [126 ]

62. O– + CO2 + O2 CO –
3 + O2 1.123×1020 0.0 0.0 [125 ], [126 ]

63. CO –
3 + OH HO2 + CO2 + e 3.550×1015 −0.25 0.0 [138 ]

64. HCO –
3 + OH CO –

3 + H2O 3.500×1015 −0.25 0.0 [138 ]

65. O –
2 + H3O+ O2 + H + H2O 7.833×1017 −0.5 0.0 [139 ]

66. OH– + H3O+ OH + H + H2O 7.833×1017 −0.5 0.0 [139 ]

67. O –
2 + HCO+ O2 + HCO 3.922×1017 −0.5 0.0 [139 ]

68. OH– + HCO+ OH + H + CO 3.922×1017 −0.5 0.0 [139 ]
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Table A.2. Plasma reaction mechanism where the reac-

tion rate coefficients are in units of cm, s, and K and v

and w in reactions 15 to 17 are the levels of the vibra-

tional states.

Reaction A n Ea Ref.

1. N2 + e N2(A3) + e EEDF [169 ]

2. N2 + e N2(B3) + e EEDF [169 ]

3. N2 + e N2(C3) + e EEDF [169 ]

4. N2 + e N2(a) + e EEDF [169 ]

5. N2 + e N + N + e EEDF [169 ]

6. N2 + e N +
2 + e + e EEDF [169 ]

7. O2 + e O2(a1) + e EEDF [169 ]

8. O2 + e O2(b1) + e EEDF [169 ]

9. O2 + e O + O + e EEDF [169 ]

10. O2 + e O + O(1D) + e EEDF [169 ]

11. O2 + e O + O(1D) + e EEDF [169 ]

12. O2 + e O + O(1S) + e EEDF [169 ]

13. O2 + e O +
2 + e + e EEDF [169 ]

14. O2 + e O– + O EEDF [98 ]

15. N2(v) + e N2(v + 1) + e EEDF [169 ]

16. N2(v + 1) + O N2(v) + O Eqn. (3.17 ) [169 ]

17. N2(v) + N2(w + 1) N2(v + 1) + N2(w) Eqn. (3.20 ) [169 ]

18. N2(A3) + O2 N2 + O + O 2.5×10−12 0.0 0.0 [169 ]

19. N2(A3) + O2 N2 + O2(a1) 8.68×10−15 0.55 0.0 [169 ]

20. N2(A3) + O2 N2 + O2(b1) 8.68×10−15 0.55 0.0 [169 ]

21. N2(A3) + O2 N2O + O 8.68×10−16 0.55 0.0 [169 ]

22. N2(A3) + O N2 + O(1S) 2.1×10−11 0.0 0.0 [169 ]

23. N2(A3) + O NO + N(2D) 7.0×10−12 0.0 0.0 [169 ]
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24. N2(A3) + N2 N2 + N2 3.0×10−18 0.0 0.0 [169 ]

25. N2(A3) + N N2 + N(2P) 1.79×10−19 -0.67 0.0 [169 ]

26. N2(A3) + NO N2 + NO 7.0×10−11 0.0 0.0 [169 ]

27. N2(A3) + N2O N2 + N + NO 1.0×10−11 0.0 0.0 [169 ]

28. N2(A3) + N2(A3) N2(C3) + N2 5.54×10−4 -2.64 0.0 [169 ]

29. N2(B3) + O2 N2 + O + O 3.0×10−10 0.0 0.0 [169 ]

30. N2(a) + O2 N2 + O + O 3.0×10−10 0.0 0.0 [169 ]

31. N2(C3) + O2 N2 + O + O(1S) 3.0×10−10 0.0 0.0 [169 ]

32. N2(B3) + O NO + N(2D) 3.0×10−10 0.0 0.0 [169 ]

33. N2(a) + O NO + N(2D) 3.0×10−10 0.0 0.0 [169 ]

34. N2(C3) + O NO + N(2D) 3.0×10−10 0.0 0.0 [169 ]

35. N2(B3) + N2 N2(A3) + N2 5.0×10−11 0.0 0.0 [169 ]

36. N2(B3) + N2 N2(A3) + N2 5.0×10−11 0.0 0.0 [169 ]

37. N2(B3) N2(A3) 1.5×105 0.0 0.0 [169 ]

38. N2(B3) + NO N2(A3) + NO 2.4×10−10 0.0 0.0 [169 ]

39. N2(a) + N2 N2(B3) + N2 2.0×10−13 0.0 0.0 [169 ]

40. N2(a) + NO N2 + N + O 3.6×10−10 0.0 0.0 [169 ]

41. N2(C3) N2(B3) 3.0×107 0.0 0.0 [169 ]

42. N2(C3) + N2 N2(a) + N2 1.0×10−11 0.0 0.0 [169 ]

43. O2(a1) + O3 O2 + O2 + O 9.7×10−13 0.0 1564 [169 ]

44. O2(a1) + O2 O2 + O2 2.3×10−20 0.0 0.0 [169 ]

45. O2(a1) + O O2 + O 7.0×10−16 0.0 0.0 [169 ]

46. O2(a1) + N NO + O 2.0×10−14 0.0 600.0 [169 ]

47. O2(a1) + N2 O2 + N2 3.0×10−21 0.0 600.0 [169 ]

48. O2(a1) + NO O2 + NO 2.5×10−11 0.0 0.0 [169 ]

49. O2(b1) + O3 O2 + O2 + O 1.8×10−11 0.0 0.0 [169 ]

50. O2(b1) + O2 O2(a1) + O2 4.3×10−22 2.4 241 [169 ]
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51. O2(b1) + O O2(a1) + O 8.0×10−14 0.0 0.0 [169 ]

52. O2(b1) + O O2 + O(1D) 6.0×10−11 -0.1 4201 [169 ]

53. O2(b1) + N2 O2(a1) + N2 4.9×10−15 0.0 253 [169 ]

54. O2(b1) + NO O2(a1) + NO 4.0×10−14 0.0 0.0 [169 ]

55. N(2D) + O2 N + O + O 8.66×10−14 0.5 0.0 [169 ]

56. N(2D) + O2 N + O + O(1D) 3.46×10−13 0.5 0.0 [169 ]

57. N(2D) + N2 N + N2 2.0×10−14 0.0 0.0 [169 ]

58. N(2D) + NO N2O 6.0×10−11 0.0 0.0 [169 ]

59. N(2D) + N2O NO + N2 3.0×10−12 0.0 0.0 [169 ]

60. N(2D) + O2 NO + O 2.6×10−12 0.0 0.0 [169 ]

61. N(2D) + N2 N(2D) + N2 2.0×10−18 0.0 0.0 [169 ]

62. N(2P) + N N(2D) + N 1.8×10−12 0.0 0.0 [169 ]

63. N(2P) + NO N(A3) + O 3.4×10−11 0.0 0.0 [169 ]

64. O(1D) + O2 O + O2(b1) 2.56×10−11 0.0 -67 [169 ]

65. O(1D) + O2 O + O2 6.4×10−12 0.0 -67 [169 ]

66. O(1D) + O3 O + O + O2 2.3×10−10 0.0 0.0 [169 ]

67. O(1D) + O3 O2 + O2 1.2×10−10 0.0 0.0 [169 ]

68. O(1D) + N2O NO + NO 7.2×10−11 0.0 0.0 [169 ]

69. O(1D) + N2O N2 + O2 4.4×10−11 0.0 0.0 [169 ]

70. O(1D) + N2 O + N2 1.8×10−11 0.0 -107 [169 ]

71. O(1D) + NO N + O2 1.7×10−10 0.0 0.0 [169 ]

72. O(1S) + O2 O(1D) + O2 1.33×10−12 0.0 850 [169 ]

73. O(1S) + O3 O(1D) + O + O2 2.9×10−10 0.0 0.0 [169 ]

74. O(1S) + O3 O2 + O2 2.9×10−10 0.0 0.0 [169 ]

75. O(1S) + O O(1D) + O 5.0×10−11 0.0 301 [169 ]

76. O(1S) + O2(a1) O(1D) + O2(b1) 3.6×10−11, 0.0 0.0 [169 ]

77. O(1S) + O2(a1) O + O + O 3.4×10−11 0.0 0.0 [169 ]
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78. O(1S) + O2(a1) O + O2(a1) 1.3×10−10 0.0 0.0 [169 ]

79. O(1S) + N2 N + NO 5.0×10−17, 0.0 0.0 [169 ]

80. O(1S) + N2O O + N2O 6.3×10−12 0.0 0.0 [169 ]

81. O(1S) + N2O O(1D) + N2O 3.1×10−12 0.0 0.0 [169 ]

82. O(1S) + NO O + NO 2.9×10−10 0.0 0.0 [169 ]

83. O(1S) + NO O(1D) + NO 5.1×10−10 0.0 0.0 [169 ]

84. N + O2 NO + O 1.1×10−14 1.0 3150 [169 ]

85. N + O3 NO + O2 2.0×10−16 0.0 0.0 [169 ]

86. N + NO N2 + O 1.05×10−12 0.5 0.0 [169 ]

87. N + NO2 N2 + O2 7.0×10−13 0.0 0.0 [169 ]

88. N + NO2 N2 + O + O 9.1×10−13 0.0 0.0 [169 ]

89. N + NO2 N2O + O 3.0×10−12 0.0 0.0 [169 ]

90. N + NO2 NO + NO 2.3×10−12 0.0 0.0 [169 ]

91. O + NO2 NO + O2 3.26×10−12 0.18 0.0 [169 ]

92. O + O3 O2 + O2 2.0×10−11 0.0 2300 [169 ]

93. O + NO3 O2 + NO2 1.0×10−11 0.0 0.0 [169 ]

94. O + N2O5 N2 + 3O2 3.0×10−16 0.0 0.0 [169 ]

95. NO + O3 O2 + NO2 2.5×10−13 0.0 765 [169 ]

96. NO + NO3 NO2 + NO2 1.7×10−11 0.0 0.0 [169 ]

97. NO2 + O3 O2 + NO3 1.2×10−13 0.0 2450 [169 ]

98. NO3 + NO3 O2 + NO2 + NO2 5.0×10−12 0.0 3000 [169 ]

99. NO2 + NO3 NO + NO2 + O2 2.3×10−13 0.0 1600 [169 ]

100. N + N + M N2 + M 8.27×10−34 0.0 -500 [169 ]

101. O + O + N2 O2 + N2 2.76×10−34 0.0 -720 [169 ]

102. O + O + O2 O2 + O2 2.45×10−31 -0.63 0.0 [169 ]

103. N + O + M NO + M 1.76×10−31 -0.5 0.0 [169 ]

104. O + O2 + N2 O3 + N2 5.58×10−29 -2.0 0.0 [169 ]
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105. O + O2 + O2 O3 + O2 8.62×10−31 -1.25 0.0 [169 ]

106. O + NO + M NO2 + M 2.0×10−30 -0.8 -443 [169 ]

107. O + NO2 + M NO3 + M 1.4×10−30 -0.8 -513 [169 ]

108. NO2 + NO2 + M N2O4 + M 2.0×10−31 -1.3 -453 [169 ]

109. NO2 + NO3 + M N2O5 + M 1.0×10−31 -0.5 -604 [169 ]

110. N +
2 + O2 O +

2 + N2 1.04×10−09 -0.5 0.0 [162 ]

111. O +
4 + e O + O + O2 6.49×10−05 -0.48 0.0 [162 ]

112. O –
2 + O3 O –

3 + O2 4.0×10−10 0.0 0.0 [162 ]

113. O –
4 + O O –

3 + O2 4.0×10−10 0.0 0.0 [162 ]

114. O –
2 + O +

4 + O2 2O + 3O2 3.118×10−19 -2.5 0.0 [162 ]

115. O –
4 + O +

2 + O2 2O + 3O2 3.118×10−19 -2.5 0.0 [162 ]

116. O –
4 + O +

4 + O2 2O + 4O2 3.118×10−19 -2.5 0.0 [162 ]

117. O +
2 + e O + O 6.0×10−5 -1.0 0.0 [98 ], [162 ]

118. e + O2 + O2 O –
2 + O2 4.2×10−27 -1.0 -100, 700 [98 ], [162 ]

119. O –
2 + O O3 + e 1.5×10−10 0.0 0.0 [98 ], [162 ]

120. O– + O O2 + e 5.0×10−10 0.0 0.0 [192 ]

121. O –
3 + O O2 + O2 + e 3.0×10−10 0.0 0.0 [98 ], [162 ]

122. O –
2 + N2 O2 + e + N2 1.097×10−13 0.5 4990 [98 ]

123. O –
2 + O2 O2 + e + O2 1.559×10−11 0.5 5590 [98 ]

124. N +
2 + N2 + N2 N +

4 + N2 5.0×10−29 0.0 0.0 [98 ], [162 ]

125. O +
2 + N2 + N2 N2O +

2 + N2 8.1×10−26 -2.0 0.0 [98 ], [162 ]

126. O +
2 + O2 + O2 O +

4 + O2 2.028×10−22 -3.2 0.0 [98 ], [162 ]

127. N +
4 + O2 O +

2 + N2 + N2 2.5×10−10 0.0 0.0 [98 ], [162 ]

128. O +
4 + N2 N2O +

2 + O2 2.957×10−18 2.5 2650 [98 ]

129. O +
4 + O2 O +

2 + O2 + O2 2.673×10+04 -4.0 5030 [98 ]

130. N2O +
2 + N2 O +

2 + N2 + N2 1.48×10+07 -5.3 2357 [98 ], [162 ]

131. N2O +
2 + O2 O +

4 + N2 1.0×10−09, 0.0 0.0 [98 ], [162 ]
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132. O –
2 + O2 + M O –

4 + M 1.05×10−28 -1.0 0.0 [98 ], [162 ]

133. O –
2 + O O2 + O– 3.3×10−10 0.0 0.0 [98 ]

134. O –
3 + O O –

2 + O2 3.2×10−10 0.0 0.0 [98 ], [162 ]

135. O– + O2 + M O –
3 + M 3.3×10−28 -1.0 0.0 [98 ]

136. O –
4 + M O –

2 + O2 + M 1.0×10−10 0.0 1044 [98 ], [162 ]

137. O –
2 + O +

2 O2 + O2 3.464×10−06 -0.5 0.0 [98 ]

138. O– + O +
2 O + O2 3.464×10−06 -0.5 0.0 [98 ]

139. O –
3 + O +

2 O3 + O2 3.464×10−06 -0.5 0.0 [98 ]

140. O –
2 + O +

2 O2 + O + O 1.0×10−07 0.0 0.0 [98 ]

141. O –
3 + O +

2 O3 + O + O 1.0×10−07 0.0 0.0 [98 ]

142. O –
2 + O +

2 + M O2 + O2 + M 3.118×10−19 -2.5 0.0 [98 ], [162 ]

143. N +
2 + e N + N 4.85×10−06 -0.5 0.0 [98 ]

144. N +
2 + e N + N(2D) 3.46×10−06 -0.5 0.0 [98 ]

145. N +
4 + e N2(C3) + N2 3.46×10−5 -0.5 0.0 [98 ]

146. NO+ + e N(2D) + O 2.08×10−3 -1.5 0.0 [98 ]

147. N2(A3) + N2(ap) N +
4 + e 5.00×10−11 0.0 0.0 [98 ]

148. N2(ap) + N2(ap) N +
4 + e 2.00×10−10 0.0 0.0 [98 ]

149. N +
4 + N2 N +

2 + 2N2 3.80×10−15 0.0 0.0 [98 ]

150. O +
2 + NO NO+ + O2 4.40×10−10, 0.0 0.0 [98 ]

151. N2(A3) + H2 N2 + 2H 4.4×10−10 0.0 3500 [169 ]

152. N2(B3) + H2 N2(A3) + H2 2.5×10−11 0.0 0.0 [169 ]

153. N2(ap) + H2 N2 + 2H 2.6×10−11 0.0 0.0 [169 ]

154. N2(C3) + H2 N2 + 2H 3.3×10−10 0.0 0.0 [169 ]

155. O2(a1) + H2 2OH 2.8×10−9 0.0 17906 [169 ]

156. O2(a1) + H2 O2 + H2 2.6×10−19 0.5 0.0 [169 ]

157. O2(a1) + H O + OH 1.3×10−11 0.0 2530 [169 ]

158. O2(a1) + H O2 + H 5.2×10−11 0.0 2530 [169 ]
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159. O2(a1) + HO2 O2 + HO2 2.0×10−11 0.0 0.0 [169 ]

160. O2(b1) + H2 O2(a1) + H2 1.0×10−12 0.0 0.0 [169 ]

161. N(2D) + H2 NH + H 4.6×10−11 0.0 880 [169 ]

162. N(2P) + H2 N + H2 2.0×10−15 0.0 0.0 [169 ]

163. O(1D) + H2 H + OH 1.2×10−10 0.0 0.0 [169 ]

164. O(1S) + H2 O + H2 2.6×10−16 0.0 0.0 [169 ]

165. N2(A3) + CH4 N2 + CH3 + H 1.2×10−10 0.0 3170 [169 ]

166. N2(B3) + CH4 N2 + CH3 + H 3.0×10−10 0.0 0.0 [169 ]

167. N2(ap) + CH4 N2 + CH3 + H 3.0×10−10 0.0 0.0 [169 ]

168. N2(C3) + CH4 N2 + CH3 + H 5.0×10−10 0.0 0.0 [169 ]

169. O(1D) + CH4 CH3 + OH 1.89×10−10 0.0 0.0 [169 ]

170. O(1D) + CH4 CH3O + H 3.1×10−11 0.0 0.0 [169 ]

171. O(1S) + CH4 O + CH4 2.7×10−14 0.0 0.0 [169 ]

172. N2(A3) + C2H4 N2 + C2H3 + H 5.5×10−11 0.0 0.0 [169 ]

173. N2(A3) + C2H4 N2 + C2H2 + H2 5.5×10−11 0.0 0.0 [169 ]

174. N2(ap) + C2H4 N2 + C2H3 + H 2.0×10−10 0.0 0.0 [169 ]

175. N2(ap) + C2H4 N2 + C2H2 + H2 2.0×10−10 0.0 0.0 [169 ]

176. N2(B3) + C2H4 N2 + C2H3 + H 1.5×10−10 0.0 0.0 [169 ]

177. N2(B3) + C2H4 N2 + C2H2 + H2 1.5×10−10 0.0 0.0 [169 ]

178. N2(C3) + C2H4 N2 + C2H3 + H 1.5×10−10 0.0 0.0 [169 ]

179. N2(C3) + C2H4 N2 + C2H2 + H2 1.5×10−10 0.0 0.0 [169 ]

180. O(1D) + C2H4 C2H3 + OH 4.0×10−10 0.0 0.0 [169 ]

181. O(1S) + C2H4 O + C2H4 1.0×10−9 0.0 0.0 [169 ]

182. N2(A3) + C2H2 N2 + C2H + H 2.0×10−10 0.0 0.0 [169 ]

183. N2(ap) + C2H2 N2 + C2H + H 3.0×10−10 0.0 0.0 [169 ]

184. N2(B3) + C2H2 N2 + C2H + H 3.0×10−10 0.0 0.0 [169 ]

185. N2(C3) + C2H2 N2 + C2H + H 3.0×10−10 0.0 0.0 [169 ]
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186. O(1D) + C2H2 C2H + OH 3.0×10−10 0.0 0.0 [169 ]

187. O(1S) + C2H2 O + C2H2 9.0×10−10 0.0 0.0 [169 ]

188. N2(A3) + C3H8 N2 + C3H6 + H2 1.3×10−12 0.0 0.0 [169 ]

189. N2(ap) + C3H8 N2 + C3H6 + H2 3.0×10−10 0.0 0.0 [169 ]

190. N2(B3) + C3H8 N2 + C3H6 + H2 3.0×10−10 0.0 0.0 [169 ]

191. N2(C3) + C3H8 N2 + C3H6 + H2 3.0×10−10 0.0 0.0 [169 ]

192. O(1D) + C3H8 I C3H7 + OH 7.9×10−10 0.0 0.0 [169 ]

193. O(1S) + C3H8 C3H8 + O 9.0×10−13 0.0 0.0 [169 ]

194. N2(A3) + C3H6 N2 + C3H5 + H 1.4×10−10 0.0 0.0 [169 ]

195. N2(A3) + C3H6 N2 + C2H3 + CH3 1.4×10−10 0.0 0.0 [169 ]

196. N2(ap) + C3H6 N2 + C3H5 + H 1.4×10−10 0.0 0.0 [169 ]

197. N2(ap) + C3H6 N2 + C2H3 + CH3 1.4×10−10 0.0 0.0 [169 ]

198. N2(B3) + C3H6 N2 + C3H5 + H 1.4×10−10 0.0 0.0 [169 ]

199. N2(B3) + C3H6 N2 + C2H3 + CH3 1.4×10−10 0.0 0.0 [169 ]

200. N2(C3) + C3H6 N2 + C3H5 + H 1.4×10−10 0.0 0.0 [169 ]

201. N2(C3) + C3H6 N2 + C2H3 + CH3 1.4×10−10 0.0 0.0 [169 ]

202. O(1D) + C3H6 C3H5 + OH 1.0×10−9 0.0 0.0 [169 ]

203. O(1S) + C3H6 O + C3H6 8.0×10−10 0.0 0.0 [169 ]

204. N2(A3) + C2H6 N2 + C2H4 + H2 1.8×10−10 0.0 1980 [169 ]

205. N2(ap) + C2H6 N2 + C2H4 + H2 5.0×10−8 0.0 1880 [169 ]

206. N2(B3) + C2H6 N2 + C2H4 + H2 5.0×10−8 0.0 1880 [169 ]

207. N2(C3) + C2H6 N2 + C2H4 + H2 3.0×10−10 0.0 0.0 [169 ]

208. O(1D) + C2H6 C2H5 + OH 6.3×10−10 0.0 0.0 [169 ]

209. O(1D) + C2H6 O + C2H6 1.0×10−12 0.0 0.0 [169 ]
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B. MODEL VALIDATION

B.1 Microwave Electric field Assisted Combustion

In the current work, the 1D flame code in the open source Cantera software is modified

for the first time to solve for flame profiles subjected to electric fields. Therefore, the solution

of the governing equations and implementation of the detailed transport model must first be

validated. To do this, calculations using the current model are compared with results from

the most recent modeling study in [128 ]. Then, the performance of the ion chemistry de-

scribed in Section 2.3.5 is assessed by comparing calculated ion density profiles with available

experimental data.

B.1.1 Comparison with Simulation of Han et al. [128 ]

The most recent simulations of ions in a premixed flame were performed by Han et al.

in 2015 [128 ]. They first modeled methane-oxygen flames with φ = 0.216 using a simplified

ion reaction mechanism for sensitivity analysis. They used the GRI3.0 mechanism [135 ] for

neutral chemistry with the simplified reaction mechanism for charged species given in Table

B3 of [128 ].

To validate the solution of the governing equations using the detailed transport model of

Han et al., flame profiles were calculated using the same simplified ion chemistry. Profiles of

the number density of H3O+ and flame temperature calculated using the present model are

shown in Figure B.1 and match closely the results from Han et al. using the Stockmayer-(n,

6, 3) transport model. This comparison confirms that the governing equations were modified

appropriately and that the detailed transport model was correctly implemented.

Figure B.2 shows mixture-averaged diffusion coefficients of two major positively charged

species, H3O+ and HCO+, calculated using the simplified transport model described in sec-

tion 2.3.3 . The values agree very closely with the diffusion coefficients given in Ref. [128 ],

confirming that the simplified transport model can be used without significant error.
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Figure B.1. Comparison of density of the major positive ion (H3O+) and
flame temperature profiles to Han et al. [128 ]. Both simulations use the
simplified ion reaction mechanism and detailed transport model given in [128 ].
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Ref. [128 ]. The diffusion coefficients are plotted against the progress variable,
θ = (T − Tu)/(Tb − Tu), where Tu = 300K, and Tb = 2234K.
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B.1.2 Comparison with the Experiment of Maclatchy [122 ]

Since propane/air is used in the experiment of [122 ], we use the USC C3 mechanism

[136 ] to perform a proper simulation for neutral species. Figure B.3 compares the total

number density of positive ions calculated using the detailed ion mechanism presented in

Section 2.3.5 to the results of Maclatchy [122 ]. Note that in the experiment the ion profile

is measured across both sides of the Bunsen flame. The measured profile for the right side

of the flame front arm was shown in an enlarged figure (Figure 3 of [122 ]), and we use it to

compare to the current study. The predicted profile of total positive ion density is narrower

(width at half maximum 0.270 mm compared to 0.712 mm) and has a higher peak density

compared to the experimental result (4.16 × 1017 compared to 3.50 × 1017 m−3). However,

the left side of the flame front has a sharper ion profile and higher peak number density

of approximately 3.75 × 1017 m−3, which is closer to the predicted profile in the present

simulation. One potential reason for a thicker flame in the experiment versus simulation

is turbulence of the flame front, which is observed for a stoichiometric propane/air Bunsen

flame in Ref. [122 ]. A second possible reason for the wider width of the measured flame

profile is the angle (θ) of the flame cone. For example, if the measuring plane is parallel to

the burner deck, which is not perpendicular to the flame front, the measured profile will be

stretched by a factor of 1/ cos(θ).

B.1.3 Comparison with the Experiment of Stockman et al. [69 ]

Since Sullivan et al. [68 ] calculated the flame speed by the simulated flow field without

a direct measurement, more accurate experimental measurements of the flame speed as well

as other parameters such as temperature and species concentration are desirable for model

comparison and validation. Stockman et al. [69 ] measured microwave-enhanced flame char-

acteristics using multiple advanced diagnostics. First, they used particle image velocimetry

(PIV) to measure the flame speed which is more accurate than using a simulated flow field

as in [68 ]. Second, they used filtered Rayleigh scattering (FRS) to measure the temperature

distribution along the centerline of the flow normal to the flame front. Finally, they mea-

sured the OH concentration using planar laser induced fluorescence (PLIF). They used the
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Figure B.3. Total number density of positive ions in a propane/air stoichio-
metric flame calculated using the current model compared with experimental
measurements of Ref. [122 ]. Note that we set the origin at the peak of the ion
number density.
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same experimental system as [68 ] with the microwave power at 1.3 kW. Using Equation 2.16 

[68 ], we estimate the electric field strength to be approximately E = 1.07kV/cm. However,

Stockman and co-workers [69 ] stated that the calculated electric field strength was 5 kV/cm

without electric breakdown, but this value is much higher than the breakdown electric field

strength (2 kV/cm) according to [68 ], so we use E = 1.07kV/cm in our simulation instead.

The equivalence ratios used for the temperature and OH concentration measurements in

[69 ] were 0.75 and 0.76, respectively. For simplicity and convenience, we use a φ = 0.75

methane/air mixture for our simulation. We use the reaction mechanism of [109 ] for the

neutral species and the ion mechanism in Table A.1 for the charged species and used the

EEDF to calculate rates for recombination reactions of C2H3O+). Note that we do not use

the GRI3.0 mechanism [135 ] because it significantly over-predicts the concentration of CH

according to [141 ] which is important for the chem-ionization rate. One difference between

our model and the experiment is that the experiment used a counter-flow premixed flame

(stagnation flow) while our model uses an flat flame (zero strain rate).

Our model predicts a 13.2% enhancement of the flame speed at φ = 0.75 which is very

close to the 14.3% enhancement measured by Stockman et al. [69 ]. Figure B.4 shows a

comparison of the measured and simulated temperature distribution along a line normal

to the flame front. Although the experimental flame is slightly stretched and curved, the

temperature profiles match very well especially in the burned zone (downstream of the flame).

Therefore, we can conclude that our model accurately simulates the temperature difference

due to the applied microwave field. Figure B.5 shows the OH distribution along a line normal

to the flame front. The experimental OH profile is wider with a slightly lower peak value

versus the simulations, but overall the model prediction is close to the experimental values.

B.2 NRP Plasma Assisted Combustion

B.2.1 Comparison with the Experiment of Adamovich et al. [169 ]

We compare our simulation to the experiment [170 ] and the updated simulation [169 ].

The plasma is generated between two spherical electrode in a low pressure chamber by NRP

discharge, and the electric field is close to uniform spatially due to the radius of the electrode
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Figure B.4. Comparison of the temperature profile measured by Stockman
et al. [69 ] to the current model simulation.
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Figure B.5. Comparison of the OH profile measured by Stockman et al. [69 ]
to the current model simulation.
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is close to the distance between electrodes. The condition produce a decent size plasma that is

easy to observe and measure for a NRP plasma. With the detailed measurement of [170 ], we

can validate our model well by comparing to the gas temperature, vibrational temperature,

vibrational levels. Figure B.6 shows the temperature profile of the plasma. Our simulation

matches well to the experiment temperature from 10−7s to 10−4s, but underestimate the

gas temperature for longer time scale. The major discrepancy of temperature in the longer

time scale between our simulation and the experiment is likely to be the complex flow field

generate by the pulse, which our zero-dimensional model cannot account. Several factor

can affect the gas temperature in longer time scale. The discharge radius can change over

time, and the ratio of heat transfer rate to the volume depends on the discharge radius. e.g.

larger discharge radius keep heat longer than a small discharge radius. The surrounding

air can heat up significantly which reduces the heat transfer rate from the discharge gas to

the surrounding air. The vibrational relaxation rate can also affect the gas temperature in

longer time scale. Figure B.7 shows that the vibrational levels in our simulation are close

to the experiment data. However, the discrepancy grows larger as the vibrational levels go

higher.

B.2.2 Convergence Tests

To ensure the accuracy and convergence of the simulation results using the 0D plasma

model, we perform a single pulse simulation with two different sizes of the time step. The

gas composition in the simulation is 29.4% oxygen and 70.6% nitrogen and the flow rate

is 1 m/s at 300 K. Figure B.8 shows the two sets of time steps used for the comparison.

We decrease the current set of time steps used in Chapter 3 (“current ∆t”) by one order

of magnitude (“small ∆t”) and compare the simulation results. Figure B.8 compares the

profiles of electron number density from the 0D simulations using the two sets of time steps

from Figure B.8 . The electron profiles match each other well with only a slightly higher peak

value for the set of small ∆t. Therefore, the time steps of our simulations in Chapter 3 are

small enough to be considered accurate and converged.
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For the 1D flame simulation, we have shown in Figure 3.5 that the time resolution is

fine enough for a temporally accurate and converged simulation. Therefore, we focus on the

spatial resolution in this section. Ember [102 ] uses two parameters to control the refining

criterion of the grid: vtol is the maximum relative scalar variation of each state vector (such

as temperature or mass fraction), and dvtol is the maximum relative variation of the gradient

of each state vector. For high accuracy, vtol ≤ 0.08 and dvtol ≤ 0.12 according to [102 ].

Therefore, we set all simulations in Chapter 3 to use vtol = 0.06 and dvtol = 0.1. Figure

B.10 shows that decreasing vtol by a factor of two from 0.03 to 0.015 while keeping dvtol

constant does not have a significant effect on the heat release rate (HRR). Additionally, our

simulations in Chapter 3 with vtol = 0.06 ave less than 10% difference in the time to the peak

HRR versus the smaller values of vtol (0.03 and 0.015). Figure B.11 shows that decreasing

dvtol by a factor of two (from 0.05 to 0.025) does not result in a substantial change in the

HRR profile, and our simulations with dvtol = 0.1 only have around 10 % difference in the

time to the peak HRR. Although we do not use the extremely fine tolerances (vtol ≤ 0.03

and dvtol ≤ 0.05) for our simulations, our results should differ by less than 10%.
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Figure B.10. Comparison of the heat release rate (HRR) for different values
of vtol in the 1D flame ignition simulation (dvtol = 0.01, PRF = 2kHz, and a
= 400 1/s).
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Figure B.11. Comparison of the heat release rate (HRR) for different values
of dvtol in the 1D flame ignition simulation (vtol = 0.06, PRF = 2kHz, and a
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C. SENSITIVITY ANALYSIS

This chapter introduces a novel sensitivity analysis for investigating the effectiveness of

radicals on a burner flame.

C.1 Introduction

Understanding the kinetic effect of PAC is important for applying an plasma discharge

effectively with a combustion system. Studies have investigated the effect of a specific species

produced by a plasma discharge on a flame. Takita et al. [158 ] investigated the effects of

addition of radicals on burning velocity of a hydrogen-air flame numerically. They found

that the addition of radicals only have significant increase on burning velocity when the

temperature is high (>750 K), and oxygen/nitrogen radical (O) are more effective than

hydrogen radical. Species other than radicals can also enhance a flame. Ombrello et al. [193 ],

[194 ] investigated the effect of O3 and O2(a1) with a tribrachial triple flame at atmospheric

pressure. They found that injection of O3 can increase the flame speed effectively because

ozone as the carrier of oxygen atom at low temperature releases oxygen atom in the pre-heat

zone of the flame, while O2(a1) has much less effect on the flame speed. Pinchak et al. [195 ]

investigated the effects of ozone on enhancing a premixed burner flame with different stretch

rate at sub-atmospheric pressure (10.7 kPa) and room temperature (300 K). They found that

the enhancement increases as the stretch rate increases. Won et al. [167 ] connected an ozone

generator to a counterflow burner to investigate extinction limit of the flame. They found

that the ozone can extend the extinction limit especially for the cool flame regime. Beside

the species mentioned above, other species produced by radicals reacting with fuels such as

CH3 and HO2 can also change the flame speed. To quantitatively compare the effectiveness

of different species and plasma discharges on increasing the flame speed, we propose a fast

and efficient way to evaluate the effectiveness using sensitivity analysis with the Adjoint

method [196 ].
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C.2 Method

We connect a plasma discharge to a counter-flow premixed flame. The structure of

the 1D counter-flow premixed flame for the sensitivity analysis is shown in Figure C.1 .

The oppose flow is set to be the equilibrated product (burned gas) of the unburned gas.

We set a point zprobe where T (z = zprobe) = 2000 K, which is at vicinity of the premixed

methane/air flame (the adiabatic temperature is around 2200K). When radicals are added

to the main gas flow, the flame burns faster and moves toward the unburned gas. This leads

to increasing temperature at zprobe. We can use the Adjoint method to find the sensitivity

of the temperature at zprobe to the inlet mole fractions of chemical species,

Sk = 1
Tprobe

dTprobe

dXk,in
(C.1)

where Xk,in is the inlet mole fraction of species k. Positive sensitivity indicates the tendency

of increasing temperature at zprobe, which corresponds to increasing the laminar flame speed.

To evaluate the effectiveness of a plasma discharge, we can calculate the mean sensitivity by,

S̄ =
∑

k

SkXk,in (C.2)

Note that the sensitivity analysis uses a steady-state solution of 1D flames which does not

consider the dynamic effect of plasma discharge. In reality, the concentration of radicals and

temperature of a NRP plasma oscillate at PRF which requires an unsteady solver.

C.3 Result

We chose a stoichiometric methane/air mixture at atmospheric pressure as the unburned

mixture of the counter-flow premixed flame and the San Diego Mechanism [109 ] to perform

sensitivity analysis. The premixed gas temperature is increase from 300K to 1000K to show

the effect of gas temperature on the effectiveness of radicals increasing the flame speed.

Figure C.2 shows the sensitivity for several important radicals and species. The sensitivities

increase from 600K for most of the species. Oxygen atom has the highest for all temperatures.
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Figure C.1. Schematic for the burner-stabilized flame.
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Hydrogen atom has the second highest value at 1000K. CH3 and OH have very close values,

and are more effective at 800K compared the hydrogen atom.

300 400 500 600 700 800 900 1000
Inlet Temperature [K]

0

100

200

300

400
Se

ns
iti

vi
ty

O
H
OH
HO2
H2O2
CH3
CO

Figure C.2. The sensitivity of inlet species influence on the flame location.
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