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ABSTRACT

Polymer nanocomposites (PNC) have an excellent potential for in-situ strain sensing ap-
plications in static and dynamic loading scenarios. These PNCs have a polymer matrix of
polyvinylidene fluoride (PVDF) with a conductive filler of multi-walled carbon nanotubes
(MWCNT) and have both piezoelectric and piezoresistive characteristics. Generally, this
composite would accurately measure either low-frequency dynamic strain using piezoresis-
tive characteristic or high-frequency dynamic strains using piezoelectric characteristics of the
MWCNT/PVDF film sensor. Thus, the frequency bands of the strain sensor are limited to
either piezoresistive or piezoelectric ranges. In this study, a novel weighted fusion technique,
called Piezoresistive/Piezoelectric Fusion (PPF), is proposed to combine both piezoresistive
and piezoelectric characteristics to capture the wide frequency bands of strain measurements
in real-time. This fuzzy logic (FL)-based method combines the salient features (i.e., piezore-
sistive and piezoelectric) of the nanocomposite sensor via reasonably accurate models to
extend the frequency range over a wider band. The FL determines the weight of each sig-
nal based on the error between the estimated measurements and the actual measurements.
These weights indicate the contribution of each signal to the final fused measurement. The
fuzzy inference system (FIS) was developed using both optimization and data clustering
techniques. In addition, a type-2 FIS was utilized to overcome the model’s uncertainty
limitations. The developed PPF methods were verified with experimental data at different
dynamic frequencies that were obtained from existing literature. The fused measurements
of the MWCNT/PVDF were found to correlate very well with the actual strain, and a high
degree of accuracy was achieved by the subtractive clustering PPF’s FISs algorithm.

3D force sensors have proven their effectiveness and relevance for robotics applications.
They have also been used in medical and physical therapy applications such as surgical
robots and Instrument Assisted Soft Tissue Manipulation (IASTM). The 3D force sensors
have been utilized in robot-assisted surgeries and modern physical therapy devices to monitor
the 3D forces for improved performances. The 3D force sensor performance and specifica-
tions depend on different design parameters, such as the structural configuration, placement

of the sensing elements, and load criterion. In this work, different bioinspired structure
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configurations have been investigated and analyzed to obtain the optimal 3D force sensor
configuration in terms of structural integrity, compactness, the safety factor, and strain sen-
sitivity. A Finite Element Analysis (FEA) simulation was used for the analysis to minimize
the time of the development cycle.

A tree branch design was used as the 3D force sensor’s elastic structure. The structure
was made of aluminum with a laser-cutting fabrication process. The PVDF/MWCNT films
contained piezoresistive and piezoelectric characteristics that allowed for static/low strain
measurements and dynamic strain measurements, respectively. Two compositions with 0.1
wt % and 2 wt.% PVDF/MWCNT sensing elements were selected for piezoelectric and
piezoresistive strain measurements, respectively. These characteristic measurements were
investigated under different vibration rates in a supported beam experiment. The 3D force
sensor was tested under dynamic excitation in the Z-direction and the X-direction. A Direct
Piezoresistive/Piezoelectric Fusion (DPPF) method was developed by fusing the piezoresis-
tive and piezoelectric measurements at a given frequency that overcomes the limited fre-
quency ranges of each of the strain sensor characteristics. The DPPF method is based on a
fuzzy inference system (FIS) which is constructed and tuned using the subtractive clustering
technique. Different nonlinear Hammerstein-Wiener (nlhw) models were used to estimate
the actual strain from piezoresistive and piezoelectric measurements at the 3D force sensor.
The DPPF method was tested and validated for different strain signal types using presumed
Triangle and Square signal waves data. The DPPF has proven its effectiveness in fusing
piezoresistive and piezoelectric measurements with different types of signals. In addition,
an Extended Direct Piezoresistive/Piezoelectric Fusion (EPPF) is introduced to enhance
the DPPF method and perform the fusion in a range of frequencies instead of a particular
one. The DPPF and EPPF methods were implemented on the 3D force sensor data, and
the developed fusion algorithms were tested on the proposed 3D force sensor experimental
data. The simulation results show that the proposed fusion methods have been effective in
achieving lower Root Mean Square Error (RMSE) than those obtained from the tuned nlhw

models at different operating frequencies.
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1. INTRODUCTION

Sensors are both fundamental and essential for many 21 century applications, such as bio-
chemical and medical diagnoses [1], [2], industrial and fabrication processes [3], and environ-
mental and structural health monitoring [4], [5]. A sensor converts a physical phenomenon
into an electrical signal. The signal is then processed and calibrated to ensure that the
measurements obtained are both accurate and reliable. As industry technologies develop,
new sensors which provide increased accuracy,improved quality, more capacity must also be
developed. Specifically, strain and force sensors have gained much attention in recent years
because they are applied in new, 21% century contexts such as surgical robots [6], polishing
machines [7], and biomedical and physical therapy instruments. [8]-[11].

In the past, different sensing technologies have been implemented in various contexts to
obtain strain and force measurements. For example, strain gauges, piezoelectric ceramics,
capacitance, fiber brag grating and most recently, laser beam diffraction using knife edges
have all been used and investigated in the medical and industrial fields. These types of
sensors still present challenges because they require complex signal conditioning, have com-
plex structures, and are sometimes constructed from very expensive materials. In addition,
shape and flexibility are also limitations for these technologies. Today, most load cells use
metallic foil strain gauges because they are both affordable and accurate; however, they have
too have limitations, such as low gauge factors, low resistance, and temperature-dependant
drift. Consequently, foil strain gauges are not suitable for the miniature and high-resolution
applications necessary for 21% century contexts [12].

Recently, Polymer Nanocomposites (PNCs) have attracted much attention in the mate-
rial science and engineering fields due to their unique characteristics. To construct these
composites, a polymer matrix is combined with non-organic fillers. One of the non-organic
fillers is in a nanoscale dimension. The resulting composite retains the advantages of both
the original polymer matrix and the added filler. Because of these advantages, the properties
of CN'Ts have been deeply investigated by many researchers and have been shown to possess
extraordinary mechanical, electrical, optical, and thermal properties. For example, Carbon

Nanotubes (CNTs), discovered in 1991 by Iijima [13], greatly advanced the nanocomposite
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materials field. CNTs implemented in different Polymer Nanocomposites applications be-
cause of their mechanical [14], [15], electrical [16], [17], optical [16], and thermal [15], [18],
[19] properties. Specifically, CNTs have a one dimensional structure and a high aspect ra-
tio (length-to-diameter ratio), which makes them conducive fillers for producing electrically
conductive PNCs [20]. As a result, high conductivity PNCs can be achieved with a lower
concentration of CNT compared to other conductive nano-fillers.

The percolation threshold of PNC-CNT has a significant influence on the sensing ele-
ments’ performance and sensitivity. The percolation threshold, or the percentage concen-
tration of the conductive nano-filler inside the composite at which the electrical resistivity
of the composite increases significantly [21], is also influenced by the aspect ratio of the
nano-filler inside the composites [22], [23]. The volume fraction, conductivity, and topology
of the nano filler networks, and interaction between the polymer and fillers also control the
PNC’s overall conductivity [24], [25]. For strain measurement, the PNC-CNT’s piezoresis-
tivity is influenced by the demolition of the conductive networks, tunneling resistance, and
the changes of the CNT piezoresistivity [26]. However, the CNT piezoresistivity changes are
less influenced due to the relatively small change in resistance [27]. The tunneling resistance
occurs between the crossings or the neighboring of the CNTs, and it is the most dominant
factor in the overall composite conductivity [28].

Polyvinylidene Fluoride (PVDF), a type of polymer matrix, has been widely studied
and used for piezoelectricity based sensing and actuation applications because of its af-
fordable cost, mechanical characteristics, and chemical stability. PVDF has been used in
force/pressure sensing, energy harvesting, humidity and gas flow sensors, and acoustic and
ultrasonic sensors [29]-[35]. Several researchers have investigated the advantages of mix-
ing CNT with PVDF. The presence of multi-walled CNTs (MWCNTSs) advances the elec-
tromechanical characteristics of the composite [36] and the piezoelectric properties of the
MWCNT/PVDF films are activated at lower voltages due to the presence of the CNT,
whereas the PVDF films alone need higher voltages [37]. Moreover, CNTs change the for-
mations of the semi-crystalline structure from the o phase to the g phase, which is where

the highest polarization can be achieved [38].
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The PVDF/MWCNT sensors have piezoresistive and piezoelectric properties which make
them unique, wide-band strain transducers. Static or low and high excitation strain measure-
ments can be measured using the piezoresistive and piezoelectric characteristics, respectively.
Several attempts to combine and fuse these characteristics have been made using either the
optimum linear smoother-based method[39] or the stack fabrication process [40], [41]. In one
particular study [39], the fusion method uses a constant weighting for each signal through
different frequency bands. Additionally, the smoothing technique generally relies on future
measurements, resulting in measurement delay. In the tactile sensors [40], [41], only one
characteristic can be used at a time and no fusion algorithm was proposed because that
would result in limiting the operating frequency to either static/low or high excitation strain
measurements. The PVDF/MWOCNT sensor has a great potential for different 21st century
applications, including lower and higher dynamic measurements.

3D force/torque (F/T) sensors have been frequently used in diversified engineering appli-
cations to measure the three axial forces (Fx, Fy, Fz) and the three axial moments (Tx, Ty,
Tz) simultaneously. 3D force sensors are essential in many robotic, medical, and machining
applications for quantifying the three axial forces due to the higher precision needed at these
applications. Some of these applications are surgical robots [6], polishing machines [7], and
biomedical and physical therapy instruments [8]-[10], [42]. The forces are monitored so the
instruments can successfully complete task monitoring, excessive force prevention, and preci-
sion placement. These 3D force sensors typically consisted of an elastic structure and sensing
elements which quantify the strain at the elastic structure. Both elements significantly influ-
ence the sensor performance and criteria [8]. Furthermore, cross-coupling between the axes’
measurements is a limitation that affects the sensor. Several mechanical and bioinspired
structures have been used for the 3D force sensors, such as a cross beam [43], a parallel
mechanism [44] and a Stewart platform [45], and tree branches [46]. Some structure configu-
rations could potentially minimize the cross-coupling and improve the sensor’s performance
despite the configuration’s complex structure and the expensive materials required [47].

In the last few decades, nature has been a great motivation and solution for multiple en-
gineering problems. Features such as structure, shape, and mechanisms of motion have been

drawn from animals, plants, and microorganisms. These features have been implemented
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in robotics applications such as soft robotics [9]. As a result, bio-inspired and bio-mimicry
engineering has attained a great attention in the 21st Century. In addition, many force and
tactile sensors have taken advantage of the flexibility and uniqueness resulting from designs

inspired by biological structures [48].

1.1 Problem statement and objectives

After extensive investigation and reviewing the relevant research studies, different limita-
tions have been identified with the MWCNT /PVDF strain sensors and 3D force sensors. The
in situ MWCNT /PVDF nanocomposite strain sensor has the potential to capture both low
and high-frequency dynamic strain measurements using both piezoresistive and piezoelectric
measurements, respectively. However, the strain sensor’s band frequencies are limited to ei-
ther piezoresistive or piezoelectric, depending on the design or measurements criteria. Also,
the 3D force sensor operating frequency is limited by the sensing elements characteristic of
either lower or higher frequency strain measurements. In addition, the 3D force sensors’
structure configurations affected the sensor sensitivity and measurements coupling. The ob-
jective and the proposed solution for the identified problems are proposed in the following
subsections.

The first objective is to develop a real-time weighted fusion technique to combine piezore-
sistive and piezoelectric broadband dynamic strain measurements. This technique aims to
overcome the piezoresistive and piezoelectric characteristic frequency-dependent limitation
using a weighted combination of both measurements. The frequency response of piezoresis-
tive and piezoelectric characteristics was investigated at different frequencies up to 1000 Hz
dynamic loading strain. The proposed fuzzy logic-based PPF methods were developed and
verified with experimental data at different dynamic frequencies using a 3D force sensor’s
experimental data and data presented in the literature [39]. The PPF methods could be
applied to different sensing applications where frequency or other phenomena influencing
their performance. The proposed fusion algorithms have the potential to improve the overall
CNT-PNC strain sensor’s accuracy by fusing both piezoresistive and piezoelectric strain mea-

surements at different operating frequency ranges. Different CNT-PNC fabrication processes
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were investigated and optimized in this work, including spray coating and electrospinning
techniques.

The 3D force sensor performance is influenced by structural configuration, sensing ele-
ments placements, and load criterion. Different bio-inspired structure configurations have
been investigated and analyzed for their sensitivity and force coupling in this work. One
of the main objectives of this work was to obtain the optimal 3D force sensor configuration
in terms of structural integrity, compactness, safety factor, and strain sensitivity. Finite
Element Analysis (FEA) simulation was used to investigate the structure configuration per-
formance at different loading scenarios. The in situ 0.1 wt.% and 2 wt.% MWCNT /PVDF
strain sensors were fabricated using a spray-coating process and were chosen for piezoelectric
and piezoresistive strain measurements at the fabricated 3D force sensor, respectively. The
proposed PPF methods were implemented to generate a 3D force sensor that would measure
forces over a wide range of frequencies. The produced 3D force sensor is designed to mea-
sure 60 N along the X-axis and Y-axes, a force of 100 N in the Z direction, and operate at

frequencies up to 100 Hz.
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2. LITERATURE REVIEW

2.1 MWCNT/PVDF Nanocomposites Strain Sensor

The MWCNT /PVDF composite film is a unique sensing element that can measure strain
using either piezoresistive or piezoelectric properties. The piezoresistive strain measurement
is appropriate for static or low loading frequencies. By contrast, the piezoelectric strain
measurement can capture high frequency measurements with high sensitivity and accuracy.
The piezoresistivity of the composite film was characterized by Zhihui et al. [49] who re-
ported that a hot pressed 1 wt.% MWCNT/PVDF film was less sensitive at high frequency
(2000 Hz) than a 6.5 wt.% carbon black (CB)/PVDF strain sensor. Furthermore, another
study has shown that 1 wt.% MWCNT /PVDF film failed to match the output from 1 wt.%
Graphene/PVDF and 6 wt.% CB/PVDF films at 200 Hz dynamic loading [50]. Piezoelectric
measurements were taken by sandwiching a MWCNT /PVDF film between two polypropylene
(PP) films and applying compression loads ranging from 200 N to 350 N at a low frequency
(0.5 Hz) [51]. The piezoelectric output voltage was relatively small at a high magnitude force
of 200 N. A mechanically stretched and electrically poled (corona poling) PVDF/MWCN
strain sensor that is frequency dependent was reported by Park et al. [39]. For obtaining
strain measurements below 5 Hz, the piezoresistive sensing provided accurate measurements
whereas piezoelectric sensing offered accurate measurements for strain measurements above
5 Hz up to 1000 Hz [39]. For optimal piezoresistive and piezoelectric strain-sensing perfor-
mance, 0.1 wt.% and 2 wt.% of CNT exhibited better accuracy, respectively [39].

Frequency-dependent strain measurements are affected by multi-label parameters such
as the composite’s electrical, mechanical, and physical properties, all of which ultimately
contribute to the sensor’s performance. In terms of piezoresistivity, the gauge factor (GF)
and the matrix’s mechanical response places an upper bound on the measurement’s ampli-
tude at high frequencies [49]. In addition, the complex viscosity of a compressed molded
MWCNT/PVDF composite sample decreases with increasing frequency [52]. A decreased
complex viscosity limits the movement of the CN'Ts with respect to each other and reduces
the tunneling resistance changes. Nevertheless, the carbon nanofiller volume fraction and

dispersion, both of which are affected by the fabrication process, have a significant effect on a
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sensors’ performances. For piezoelectricity, the strain coefficient D33 is greater than D31 for
lead zirconate titanate (PZT) and PVDF materials. Consequently, the resonant frequency
mode of D33 limits the measurements at which low-frequency vibration is desirable [53].

Researchers have attempted to combine both piezoresistive and piezoelectric character-
istics to capture both static and dynamic mechanical stimulation using a stake fabrication
process. For example, He et al. [40] introduced a multi-layered piezoelectric-piezoresistive
tactile sensor. The sensor consisted of three electrodes layers: a piezoelectric layer, a piezore-
sistive layer, and a common electrode layer. The piezoelectric and piezoresistive layers were
made of PVDF (-TrFE) and MWCNTs/ Polyurethane (PU). Similarly, Khan [41] reported
two multi-layered pressure sensors made from (PVDF-TrFE) and (PVDF-TrFE)-MWCNTs
sensing materials using screen-printing technology. These studies introduced sensors that
have the capability to measure both static and dynamic measurements. However, each mea-
surement was performed with fixed connections or setup; that is, either static or dynamic,
but not both.

The PVDF, which is considered a semi-crystalline material, has four distinct conforma-
tions: the « phase, the § phase, the v phase, and the ¢ phase [54]. In the § phase, the
C-F bonds are polar, all dipoles are aligned in the same direction, and the high polarization
could be attained [39]. On the other hand, all dipoles are placed in random directions in
the a phase, resulting in zero polarization. Therefore, the o phase should be converted to
the § phase and a longer 3 phase is needed to produce a more sensitive piezoelectric sensor.
Several techniques have been used to achieve this purpose, including mechanical stretching,
solution casting, electric poling, spin coating, and electrospinning [55]. Additionally, sequen-
tial mechanical stretching and electric poling have been found to be effective in enhancing the
presence of the S phase in the PNC piezoelectric film [56]-[58]. Fourier-Transform Infrared
Spectroscopy (FTIR) was used to determine the presence of these phases before and after
treatment. The absorbance peak at 840 cm™! is signature for both 3 and ~ phases [59]. Also,
the 3 phase has an absorbance peak at the band 1279 cm™!. Another study has identified
similar values for 3 phase and recorded observed peaks at 765 cm™!, 795 cm™!, and 975 cm ™!
for the o phases [60]. In this study [61], contact poling was used on the MWCNT /PVDF

nanocomposite specimen and the capacitance was increased by 64.44 %.
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2.2 Modeling of the CNT-PNCs

To understand the electromechanical properties of polymer nanocomposites, many re-
searchers have constructed theoretical models. These models are used to generate estimates
for percolation threshold, electrical conductivity, and other electromechanical properties of
PNCs. Different approaches have been utilized to construct these models, including statisti-
cal, geometric, or thermodynamic models, sometimes with the help of structure-oriented
models [62]. Several other methods have been introduced in the literature to simulate
and characterized the CNT-PNCs’ properties, including the Representative Volume Element
(RVE) [39], Molecular Dynamics [63], the Continuum Method [64] and the Molecular Struc-
tural Mechanics Method [65]. The Finite Element Method (FEM) has also been used in these
models. However, several assumptions have been considered in these models which could lead
to less accurate predictions of the electromechanical properties of polymer nanocomposites.

Despite these assumptions, the Representative Volume Element (RVE) has been used to
simulate the CNT-PNCs with high accuracy. The RVE represents the whole system with the
smallest measurable unit [66]. Li et al. [65] have constructed a RVE model which considered
CNTs directly inside the polymer matrix which is not the case in using most of the PNC
fabrication processes. In another study [67], they introduced a PNC’s RVE that takes the
waviness of the CNTs into account without considering the dispersion of the CNTs inside
the matrix. Shi et al. [68] came up with a more sophisticated RVM model that has both
CNTT5’ distribution and waviness attributes. Many of these CNT-PNC modeling studies use
a probabilistic method to randomly distribute the CNT and generate CNTs with random
geometries in the RVE model to accurately represent the reality and estimate the mechanical
properties of the PNC [69], [70]. Li et al. [71] found the highest electrical conductivity can
be achieved for any PNC when CN'Ts are randomly aligned at an angle between 70 - 80 °.

The piezoresistive characteristic of the CNT-PNCs mainly depends on the internal con-
ductive network of the CNTs inside the polymer nanocomposite. One study [72] explored
the effect of this microstructure on electrical conductivity, including short fiber, as it was
modeled under finite strain. The effective conductivity is estimated based on the power-law

conductivity relationship. In another study [73], a 3D statistical model consisting of a resis-
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tance network was constructed to predict the resistance change under applied strain. The
model used both the tunneling resistance and the random distribution of CNTs inside the
composite to evaluate resistance change. A mathematical model was proposed by Ramarat-
nam et al. [36] to estimate the piezoelectric properties of the MWCNT /PVDF and verified
using experimental results. Park et al. [39] predicted the piezoelectric coefficient of the PNC
using a 2D Monte Carlo numerical simulation. Taken together, these modeling methods are
excellent tools for analyzing the electromechancial properties of CNT-PNCs. However, they
are often computationally expensive and not practical for real time application.

Other researchers have used the Electrochemical Impedance Spectroscopy (EIS) tech-
nique to evaluate the conductivity of CNT-PNCs and the degree of CNTs’ alignment [61],
[74]. The EIS model is an equivalent circuit model with different structures that are used
to represent the overall resistance and capacitance relation of the sensor with respect to the
AC frequency variation, but not the excitation frequency. Despite the tremendous amount
of literature that records efforts to understand the electromechanical properties of the CNT-
PNCs, none of them has had the effect of excitation frequency on strain measurement in
their models.

Finally, R-C equivalent circuit piezoresistive models have been used in different civil engi-
neering applications. Garcia et al. [75] have proposed an R-C equivalent circuit piezoresistive
model which considers the effect of frequency on strain measurements in [76] a Cement/CNT
nanocomposite. An electrode for resistance is connected in series with two R-C circuits which
are connected in parallel.. The first R-C circuit represents internal resistance and capaci-
tance changes and the second for interface path. A current source is connected in parallel
with first the R-C component to simulate the effect of frequency on strain measurement.

Finally, the model’s parameters are fitted under compression tests.

2.3 Sensors’ data fusion

Sensor fusion is a method that combines multiple sensory measurements which could
be of similar or different types of signals and are not sufficient by themselves to provide

a useful output. Data fusion may be necessary in different applications including military
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applications, law enforcement, remote sensing, automated monitoring of equipment, medical
diagnosis, and robotics [77]. Any sensor measurements are subject to limitations such as
if the measurement is restricted to a narrow area of an otherwise broad environment [78].
Similarly, image fusion is the process of combining features from different images to produce
a higher quality image [79]. Fuzzy set theory has been implemented in different image
processing and image fusion algorithms. A novel image fusion algorithm, which was based
on two-scale image decomposition integrated with fuzzy set theory and image morphology,
was introduced by Zhang et al. [80]. They presented a new fusion method based on Non-
Subsampled Contourlet Transform (NSCT) with intuitionistic fuzzy sets for the infrared
and visible image fusion [80]. Yang et al. proposed a novel multimodal sensor medical
image fusion method based on Type-2 Fuzzy Logic in NSCT domain [81]. The image fusion
method has retained more informative and higher-quality fused medical images by using the
fuzzy logic. The fuzzy set-based image fusion algorithms have shown more effective fusion
performance than other conventional image fusion methods [82].

Park et. al. [39] proposed a fusion methodology for the piezoelectric and piezoresistive
MWCNT/PVDF nanocomposite sensors. The technique is analogous to an optimum lin-
ear smoother developed by Fraser and Potter in 1969, which combines two optimal linear
filters or estimates [83]. The fusion equation uses piezoelectric and piezoresistive signals,
compensation coefficients, and their covariances to compute the final fused signal [39]. The
compensation coefficients were fixed during the transitioning frequencies (5 - 160 Hz) bands,
which might lead to measurement data being lost and any resonant frequency effects be-
ing excluded. An accurate and robust frequency-based fusion method for real-time strain
measurement is needed to overcome the stated limitation and the disadvantages of previous
attempts to combine both piezoresistive and piezoelectric characteristics.

In the current strain sensing technology, the piezoresistive and piezoelectric characteristics
are sensitive and accurate at low- and high-frequency measurements, respectively. A Kalman
Filter Fuzzification (KFF) is used for estimating the measurements of position, velocity, and

acceleration in a 3D target tracking application [84]. In this method, the Kalman Filter
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(KF) estimated the state for each measurement and associated each estimate with different
scalar weights [85], [86]. The final fused estimate is calculated using 5.1 [85], [86]:
~ KFF s KF s KF

~ KF
Where w; and wy are the weight for each sensor in the final measurement and X;

and XQKF are the estimate for the KFs of each sensor. The w; and ws are generated by the
Fuzzy Inference System (FIS) for both sensors. These weights define the contribution of each
signal to the final fused state. They are generated by the Fuzzy Inference System (FIS) for
both sensors based on the calculated normalized errors between the estimates and the actual
measurements. Sensor fusion is a great tool to advance and improve the MWCNT/PVDF
strain sensors’ sensitivity by combining both characteristics using a more sophisticated fusion
method.

Despite the fact that MWCNT /PVDF strain sensors’ characteristics are frequency de-
pendent, few researchers have addressed these limitations and these characteristics not being
dealt with in depth with regards to sensor fusion. Consequently, the aim of this work is to
overcome the piezoresistive and piezoelectric characteristic frequency dependent limitation
using a weighted combination of both measurements when necessary. Here, a novel fuzzy
logic-based PPF fusion method has been designed, developed, and verified with experimen-
tal data at different dynamic frequencies that were presented in the Park et al. study [39].
This technique can be generalized to any other sensor fusion methods where performance
is frequency-dependent. Finally, the uniqueness of this work is that it is a frequency-based
real-time measurements fusion method that efficiently weights each signal to achieve an ac-
curate estimate. Most prior research on such sensors studied their performance under a fixed
measurement setup, e.g. either static to low frequency ranges or high frequency ranges. The
proposed fusion algorithm has the potential to improve the overall accuracy in fusing both
piezoresistive and piezoelectric strain measurements over a wide frequency range for a PNC

strain sensor.

24



2.4 3D force sensors

The performance of a 3D force sensor is influenced by structure configuration, the place-
ment of sensing elements, and load criterion. Key design parameters include improving
the cross coupling, isotropy, and stiffness and sensitivity. These parameters are influenced
by structure’s configuration of the sensor [8]. Different structure configurations have been
used to overcome these issues by implementing various structure mechanisms and arrange-
ments. Some of these structures are the cross beam [43], the parallel mechanism [44] and the
Stewart platform [45]. Some structures have obtained good cross-coupling and high-range
characteristics. However, they are bulky, complicated and made of expensive materials.

In Yao et al, a six-axis F /T sensor with eight parallel limbs was constructed from titanium
alloy powder using 3D printing technology [87]. These strain gauges were used as sensing
elements for strain measurements. The measurements were then used to derive the F/T
measurements using a calibration matrix. The sensor measured force and torque ranges of
150 N and 3.5 Nm along and about the three 3D axes, respectively. However, the sensor
diameter was 108 mm which made it difficult to embed such a sensor in many small-to-
medium robotics applications.

Another strain gauge based six-axis F/T sensor has been implemented for a humanoid
robot foot [88]. The sensor was made of stainless steel and had ranges of Fz = 1000 N, Fx
= Fy =400 N, Tz = 10 Nm and Tx = Ty = 20 Nm. A great thickness reduction to 12 mm
was achieved by using two layers of cross-beam structures; however, the sensor diameter was
still 50 mm. A six-axis F/T force was designed based on six capacitive centrodes attached
to a PCB and a ground plate which acted as the elastic structure [89]. The elastic structure
was made of aluminum 7075 and the sensor was constructed using seven different part with
a thickness of 19 mm. The sensor could measure force and torque ranges of 50 N and 1 Nm
along and about the 3D axes, respectively.

Finite Element Analysis (FEA) is an effective way to understand how any mechanical
structure becomes deformed, stressed or strained in response to applied loads. This analysis
facilitates the design process using a computer-aided design (CAD) model and simulates

the feasibility and performance of a component before moving to the actual prototyping
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stage. As a result, designers and industries have achieved great time and expense reduction
by incorporating FEA in their production processes. In this work, different bio-inspired
3D force sensors were designed and analyzed using virtual prototyping for compact design,

safety factor and strain sensitivity.

2.5 Applications

The PVDF/MWCNT strain sensor is proposed to be used for in situ strain measure-
ment and structural health monitoring applications such as civil structures, aerospace, and
machining. This sensing element is sprayable to any complex structure including machining
tools and tables. The PPF method is a potential application for any transducer whose per-
formance is influenced by the operation frequencies. The system of PVDF/MWCNT strain
sensor and PPF will result in a wide band strain-sensing element. The 3D force sensors
have very diverse applications including various robotics applications, machine tools, and
tables where applied force measurements are needed. Applied force measurements are often
needed in prosthetics research, physical therapy and rehabilitation research, automation, and
automotive testing and research.

In the physical therapy and rehabilitation field, 3D force sensors have been used in
different Instrument Assisted Soft Tissue Mobilization (IASTM) devices to quantify the
applied 3D force measurements during the treatment. The MWCNT /PVDF nanocomposite
sensing elements would help miniaturize and enhance the flexibility of these IASTM devices.
In addition, the proposed PPF methods could be implemented with the proposed 3D force
sensor at different treatment frequencies.

3D force sensors have been utilized at different surgical robots’ arms due to their higher
precision measurements and task mounting capability. A 3D force sensor based on in situ
MWCNT /PVDF nanocomposite sensing elements could minimize the robot arm size and
produce more compact surgical robots. In addition, complex surgical tools are used in the
field of conventional surgical procedures. The in situ nanocomposite sensing elements can
be used to monitor the applied forces during procedures. That can be accomplished with

single sensing elements for 1D force measurement or multiple sensing elements for 2D or
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3D force measurements. Where the MWCNT /PVDF sensing elements are attached to their

structures.
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3. DEVELOPMENT OF 3D FORCE SENSOR

3.1 Design criteria of 3D force sensor

In a F/T sensor, the relationship between the applied force and the measured strain is
assumed to be linear and to operate in the elastic region [43]. This relationship is governed by
the calibration [C] matrix which represents the contribution weight of each sensing element’s
placement or bridge circuit as a result of a pure unit loading. In the case of 3D force

measurement, the relationship can be represented as shown in Equation 3.1.
S3><1 = [C]3x1F3><1 (31)

The output strain from the sensing elements or bridge circuit is stored in the nx1 strain
output vector S. Because there are three axes where measurements are taken, n=3 ﬁgxl =
[y, F,, F.]T. The calibration matrix can be derived using a physical experiment by applying
a pure unit loading and defining the strain contribution at each bridge or at the placement of
the sensing elements. The purpose of this study was to build bio-inspired elastic structures
for a 3D force sensor with an overall diameter of 20 mm, high force ranges (Fx = Fz = 60 N
and Fy (normal) = 100 N) and a maximum thickness of 10 mm. In addition, these elastic
structures were investigated and analyzed for deformations, equivalent stresses, the factor of

safety, and sensitivity.

3.2 Structure and sensing elements configurations

Four bio-inspired 3D force sensors structures were modeled in Creo Parametric 4.0 [90].
These designs were a spider, a turtle, a modified turtle, and tree branches. All the modeled
designs were based on their natural biological structure. Each bio-inspired structural body
responded in its own way to the applied 3D force, which will be discussed in the following
section. All designs have a diameter of 20 mm, a maximum height of approximately 10 mm,
and a bolt hole with diameter of 2 mm for loading mounting. 3D forces were applied at the

bolt hole.
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The spider design has four legs instead of eight because of the size constraint of the
proposed sensor, as shown in Figure 3.1, b. Spider legs are very complex structures. Each
leg consists of seven parts: 1) coxa, 2) trochanter, 3) femur, 4) patella, 5) tibia,6) metatarsus,
7) tarsus and claws [91]. The three larger parts, the femur, the tibia, and the metatarsus,
were considered to be the sensor’s elastic beam which was oriented in a similar way to a
spider’s actual leg. The sensor consisted of an inner upper ring with a diameter of 6 mm,
an outer lower ring with a diameter of 20 mm, and four connected beams. Four sensing
elements placements were chosen to cover the inclined flat areas, as shown in Figure 3.1,
a. Bach sensing element’s placement had an abbreviation of f4, where # indicated the
associated axis’ direction, arm or beam on which the strain’s sensing element attached. The
sensing element placement’s area was approximately 23.6 mm? with an upper side beam’s

width of 2.8 mm, lower side beam width of 4.3 mm, and a wall thickness of 1.7 mm.

(®)

Figure 3.1. Spider 3D force sensor cad model and sensing elements’ place-
ments (a) And a real spider [92] (b).

Turtles have a very strong structure configuration, having both an internal and external
skeleton, as shown in Figure 3.2, b. The external skeleton grants a turtle safety and support
of their internal origins, it possesses a skeletal shell, which consists of the lower plastron and
the upper carapace [93]. A turtle’ carapace is an approximately convex shaped part of the

turtle’s structure [94]. Thus, because of the size constraint, the turtle elastic structure was
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constructed using four ribs. Four sensing elements were assigned to cover the inclined convex
areas at each beam, as shown in Figure 3.2, a. The sensing element placement’s areas were

approximately 30 mm? each with side beam’s width of 5 mm and wall thickness of 2 mm.

Figure 3.2. Turtle 3D force sensor cad model and sensing elements’ place-
ments (a) And a turtle skeleton [93] (b).

As shown in Figure 3.3, the turtle design was modified by reducing the rib’s width to
approximately 1.7 mm and by increasing the shell’s thickness to 3 mm to investigate different
sensing element’s placement along the thickness of the beams. In addition, a cylinder with
outer diameter and height of 4 mm was inserted as an inner ring to strengthen the sensor
structure around the loading mounting area. Eight different sensing elements were assigned
to the right side of each of the ribs to investigate the force measurements. Using both sides
of the ribs would be useful for 3D torque measurements and will be investigated in future
study. The area and width of each sensing element placements was approximately 18 mm?
and 3 mm, respectively.

Tree’s branches are excellent elastic structures that can resist different severe weathers
scenarios and natural forces. The tree branch’s elastic structure sensor was designed to
mimic the upper view distribution of tree branches, as shown in Figure 3.4, a, b. This design
consisted of inner and outer rings with diameters of 6 mm and 20 mm, respectively. The
sensor had four main branches and each branch divided into two branches near the outer

rings, connecting the rings together. This shape increased the sensor’s stiffness and secured
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Figure 3.4. Tree branches 3D force sensor cad model and sensing elements’
placements (a) And tree branches top view [95] (b).

the structure against excessive normal forces. The sensors placements were assumed to be
attached to the surface of the areas between the inner hub and the branches separations, as
shown in Figure 3.4, a. The area of each sensing element placement was approximately 5.75
mm? with a beam’s width of 2 mm and the sensor’s overall thickness of 2 mm.

Finally, the traditional Maltese cross beam structure, widely used for a 3D force sensor
as an elastic structure, has been modeled for the purpose of characteristics comparison,
as shown in Figure 3.5. The Maltese cross beam design is constructed similar to the tree
branches model, except that the branch separations were removed. Otherwise, both have

the same sensing element placements and dimensions.
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Figure 3.5. Cross 3D force sensor cad model and sensing elements’ placements.

3.3 Virtual prototyping

Finite Element Analysis (FEA) was used to characterize these sensors’ performances.
In this paper, FEA simulations were conducted using ANSYS Workbench R19.2 [96] to
investigate and analyze the proposed bio-inspired 3D force sensors for strain and 3D force
measurements. The material of the bio-inspired sensors was the structural steel from the

ANSYS library [96]. The material had the mechanical properties shown in Table 1.

Table 3.1. Structure steel’s mechanical properties from ANSYS library [96].

Density 7850 kg m*
Poisson's Rafio 0.3
Tensile Yield strength 2.5E+08 Pa
Compressive Yield strength 2.5E+08 Pa
Tensile Ultimate strength 4.6E+08 Pa

The surface splitter tool from the design modular toolbar was used to split surfaces of the
sensing elements from the overall sensors’ connected areas. This led to both accurate and
targeted strain measurements at those areas. An automated meshing was generated for the
models and refinements of two were applied at each sensing element’s placement for more
accurate results, as shown in Figure 3.6. In terms of boundary conditions, the bottom outer
rings’ surfaces of the spider, the turtle, and the modified turtle were assumed to be fixed
supports and the external circumference areas of outer rings were assigned to be fixed in the
tree branches and cross designs. Then, two loading scenarios were applied and investigated.
Perpendicular (Y-axis) and lateral (X-axis) forces were applied on the bolt hole for each
mode. Forces were applied separately and gradually, increasing with five increments up to

the maximum force range of 100 N and 60 N for Fy and Fx, respectively. Force was not
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applied to or analyzed in the Z-axis because all designs are symmetric and the structures

were expected to behave similarly to lateral (X-axis) force scenario.

(b) TURTLE MESHED

(c) MODIFIED TURTLE (d) TREE BRANCHES
MESHED MESHED

() CROSS MESHED MODEL

Figure 3.6. Meshed 3D force sensors models.

After the simulation was run and the solution was retrieved, the design was analyzed for
structural failure and strain measurements were taken at the sensing elements’ placements.
The yield strength and equivalent stresses were used to asses the elastic structures’ durability
and their ability to withstand the applied force’s ranges. In terms of strain, a normal elastic
strain criterion was used to indicate the expected strain measurements at the sensing place-
ments. Normal elastic strain represents the measured extension or shrinking of imaginary
paths along a specific direction of the body’s surface [96]. Thus, the strains along specific

directions were retrieved based on which directions gave more sensitive and symmetric strain
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responses. In the spider model, the normal elastic strain orientation was assigned along each
of the inclined beam directions. In the turtle model, the normal elastic strain orientation
was assigned in the lateral direction. In the modified turtle design, the normal direction
of the inner faces was used. Finally, for both the tree branch and cross beam models, the
strain orientations were assigned along each of the beam directions. Structure sensitivity
was investigated using the average normal elastic strain values recorded along each of these

surfaces.
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4. STRAIN SENSOR FABRICATION AND EXPERIMENTAL
TESTING

4.1 Spray-coated sensor fabrication

The Polyvinylidene Fluoride (PVDF) was chosen as matrix for the nanocomposite sensor
because of its high piezoelectricity characteristic. In terms of the nano-conductive filler,
the Multi-Walled Carbon Nanotube (MWCNT) was used for the strain sensor. The PVDF
powder was purchased from Sigma Aldrich. The average molecular weight (Mw) of the
powder was approximately 534,000 mol wt. The MWCNT was purchased from Cheap Tubes.
Their outer diameter was 13-18 nm, their length was 1-12 pm, and their purity was ~ 99
wt %. The film was fabricated using solution mixing and spray coating and followed the
same procedure as [39]. First, the PVDF was fully dissolved in N-N dimethylformamide
(DMF) and stirred on a hot plate for 3 hrs at a temperature of 80 °C. Then, a different
concentration of MWCNT was mixed with DMF and the solution was sonicated for 30 min
at room temperature until full dispersion of the mixture was achieved. In total, four different

sensors were fabricated and the MWCNT, PVDF and DMFs are shown in Table 4.1.

Table 4.1. The MWCNT, PVDF and DMF concentrations for each sensor for
spray-coating fabrication process.

| 1st solution 2nd solution
Sensor # . PVDE(g) | DMF (ml) MV\(];NT DMF (ml)
1 0 2 20 -— -—
2 0.1 4 40 0.004 10
3 2 1 10 0.02 50
4 4 0.6 6 0.024 60

The percentage of PVDF to DMF was 0.1 g/mL in the 1st solution, whereas the per-
centage of the MWCNT to the DMF was 0.0004 g/mL [39]. Then, the two solutions were
mixed together at room temperature and stirred for one hour. For random MWCNT disper-

sion, spray-coating was selected to fabricate the proposed sensors. An air brush was used
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to manually spray the PVDF/MWOCNT sensor located on the glass substrates, as shown in
Figure 4.1.

Figure 4.1. Spray-coating process of 4% MWCNT /PVDF during fabrication.

The PVDF/MWCNT solution was poured inside the air brush’s color cup and sprayed
in a zig-zag path for about 50 rounds. The 4 wt% sensor received 93 rounds. Each spray
round traveled from left to right and then from up to down; respectively, until the whole
substrate was covered with nanocomposite droplets. Each deposited layer was air dried
between rounds. The sprayed films on the substrates were then placed on hot plate at 80
C until all of the solvent is evaporated. Then, they were placed in a sonication container
for few minutes to peel the film off the glass substrates. These fabrication processes for
the PVDF/MWCNT film sensor using solution mixing and spray-coating are summarized in
Figure 4.2.

Afterwards, the films were removed from their substrates and taken out of the sonication
container, the nanocomposite films were easily removed out of the substrate by hand, as
shown in Figure 4.3. The thicknesses of the fabricated films, each made with a different con-
centration, were then measured. The films’ thicknesses decreased as MWCNT concentration
increased even if the number of spray rounds was the same. The more PVDF concentration

in the composite, the more film thickness was achieved. The average thickness of the 0 wt
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Figure 4.2. Fabrication processes of the PVDF/MWCNT films using spray-coating.

%, 0.1 wt%, 2 wt % and 4% sensors were found to be 27.4 um, 24.5 ym, 8 ym and 9.5 pm,

respectively.

wit% 0.1 wit%

o A o - 2 wt% 4 wt%
MWCNT/PVDF  MWCNT/PVDF MWCNT/PVDF  MWCNT/PVDF

Figure 4.3. The fabricated MWCNT /PVDF films using spray-coating.

For the final experiment and 3D force sensor, the 0.1 wt.% and 2 wt.% MWCNT /PVDF
nanocomposites were chosen because of their optimal performance for piezoelectric and
piezoresistive measurements, respectively [39]. The same PVDF powder was used for the
new films as was used for the previous films. However, new MWCNTs were purchased from
Sigma Aldrich. Their outer diameter and length were 7-15 nm, and 0.5-10 pm, respec-

tively. The film was fabricated using the fabrication process discussed in Figure 4.2. The
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PVDF/MWCNT solutions were sprayed in a zig-zag pattern for about 144 and 330 rounds
for the 0.1 wt.% and 2 wt.% MWCNT/PVDF films, respectively. The average thickness of
the 0.1 wt.% and 2 wt.% films were 40 ym and 25 pm, respectively.

4.2 Electrospun sensor fabrication

The fabrication of the proposed MWCNT/PVDF strain film using the electrospinning
technique was investigated. Two solution mixing methods were used to achieve the desired
fibers, which was a challenging process. The 0.1 and 2 wt.% MWCNT/PVDF nanocompos-
ites were produced using each method. The MWCNT, PVDF, and DMF concentrations and
weights are described in Table 4.2. The first solution mixing method used the spray-coating’s
solution mixing method as discussed in the previous section. The electrospinning method
presented in the study [51] was used in the second solution mixing procedure. The PVDF and
MWCNT were mixed with the DMFs solutions separately and two solutions were mixed to-
gether. Then, 0.5 ml of the MWCNT/DMF solution was added to the PVDF/DMF solution
and mixed on a magnetic stirrer at room temperature for 1 hour. Finally, 4 mL of acetone
was added to the prepared MWCNT /PVDF solution before performing the electrospinning

to enhance the evaporation.

Table 4.2. The MWCNT, PVDF and DMF’s concentrations for each sensor
for electrospinning fabrication process.

1% solution
Sensor PVDF (g) | DMF (ml) | MWCNT (g IE (ml) | Acetone (ml) | Method
El 0.10 3.00 12.00 0.003 135 4 1%
E2 2.00 3.00 12.00 0.06 135 4 1%
E3 2.15 2.2 6 0.05 10 4 72
E4 0.1 2.2 6 0.0022 10 4 72

The Electrospinning Device developed by the Integrated Nanosystems Development In-
stitute (INDI), Indiana University—Purdue University Indianapolis was used to produce the
MWCNT/PVDF strain film, as shown in Fig. 4.4. The device consisted of a syringe pump,
a static copper collector cover by AL foil, and a high-voltage power source. The prepared
MWCNT/PVDF solutions were poured into the syringes which were attached later to the

syringe pump. On the device, the power supply’s wire is connected to the syringe’s needle
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while the ground wire is attached to the static collector from the back. The distance between
the syringe needle’s tip and the collector, the solution pumping rate, and the applied voltage
are the critical parameters for achieving the desire nanofibers through the electrospinning

process.

Figure 4.4. Electrospinning fabrication device. (Fabrication performed at
the Integrated Nanosystems Development Institute (INDI), Indiana Univer-
sity—Purdue University Indianapolis (IUPUI)).

4.3 3D force fabrication

The structure configuration is a critical parameter that influences the 3D force sensor’s
performance. Different bio-inspired structures were proposed for the 3D force structure and
analyzed for their structural sensitivity and measurement coupling [46]. The tree branches’
structural configuration was selected for the 3D force structure for different reasons. The tree
branch configuration attained the most negligible coupling between the strain measurement
at the sensing placement areas during the X-axis loading test compared to other proposed
designs and the cross design. Also, the turtle and tree branches achieved the lowest sensitivity
difference of 5E-8 between the normal and lateral direction loading scenarios compared to
the other design. However, the turtle design had a lower sensitivity for strains on the X-axis
beams under X-direction loading. On the other hand, an average sensitivity difference of
1.67E-7 was obtained by the spider, modified turtle, and cross design. The tree branches
design had the highest safety factor for all loading directions and allowed the structure

configuration to withstand higher force ranges. In terms of sensor fabrication, a simple two-
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dimensional fabrication process can be used to fabricate the cross and tree branches design
such as a conversion machine, water jet, and laser cutting process. In comparison, other
designs might need advanced machine technologies such as Computer Numerical Control
(CNC). Flat sensing element placements were presented for the tree branches design and the
cross design, facilitating the bonding of the sensing elements to the structures’ beams. It can
be concluded that the tree branch configuration offered the best combination of safety factors,
sensitivity, structure fabrication, sensing placements, and structural integrity as required for
a 3D force sensor. As a result, the tree branch design was selected to produce the proposed
3D force sensor. The 3D force’s structure was made of aluminum (Al) with a thickness of

1.6 mm and fabricated using laser-cutting technology, as shown in Figure 4.5.

Figure 4.5. The fabricated 3D force’s tree branches’ structure using laser
cutting technology.

The structure consisted of an inner ring, an outer ring, and four connecting beams.
The inner and outer rings diameters are 45 mm and 150 mm, respectively. The rings are
connected with four beams that allow a sensing element placement area of approximately 20
x 15 mm?. Generally, the 3D forces are applied to the center of the structure. A bolt hole
with a diameter of 5.5 mm was inserted in the structure’s center. For mounting purposes,
four bolt holes were open at the end of each beam along the outer ring’s circumference. The

sprayed 0.1 wt.% and 2 wt.% MWCNT/PVDF films were retrieved to quantify the strain
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on the 3D force’s structure using their piezoelectric and piezoresistive characteristics. The

sensing element installment and connections are shown in Figure 4.6.
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Figure 4.6. The 3D force’s sensing elements’ attachment and connection process.

First, four films of each concentration were cut down from the same sprayed films. All
films had the same dimension of approximately 5 mm x 25 mm. Then, one of each 0.1wt.%
and 2wt.% MWCNT /PVDF films were put into in four groups and attached in parallel to a
single double-sided Kapton tape using the tape adhesion. On the Kapton tape, both sensing
elements were separated by a distance of approximately 2 mm. Next, four commercially
available strain gauges were attached to the bottom side of the 3D force sensor in the middle
of each beam. The strain gauges were assumed to measure the same strain measured by the
NC films, with the same magnitude and opposite phase. Later, the Kapton tapes, including
the sensing elements, were attached to the centers of the four beams of the 3D force sensor.
Lastly, silver epoxy was used as electrodes for the MWCNT/PVDF films and the electrical

wire connections for measuring the strains.

4.4 Uni-axial stretching and electrical poling

To increase the [ crystallites and to assist with converting the o phase of the PVDF to

the 8 phase, a sequential mechanical stretching and electric poling process was selected. A
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film clamping system and heating control chamber with silicone heating pads was proposed

for use in an existing universal tensile machine (UTM), as shown in Figure 4.7.

& A e

Upper Clamp

Machine
Lower Clamp

Figure 4.7. Stretching system schematic.

The stretching system consisted of film lower and upper clamps, a heating system, and a
thermally insulated chamber.The lower film clamp’s beam was connected to the bottom side
of the chamber and attached to the lower tensile grip of the UTM. The upper film clamp’s
beam connected to the upper tensile grip that allowed films to be stretch upward freely.
The NC film should be stretched at temperature of 80°C' because phase transformation is
less effective at temperatures higher than 80°C' [57]. A 10 mm EPDM sheet insulation was
then installed inside the chamber. Elongation and speed could be adjusted using the UTM
settings. The presence of the 5 phase in the PVDF increases with stretching the material to
about 300% elongation of the original length [97]. In the study [39], even when the applied
electric potential was kept the same, a greater presence of the g phase of the film resulted
in a thinner film and a subsequently greater elecrtic field during the poling process.

Corona poling and contact poling are two forms of proposed electric poling treatments.
The piezoelectric properties of the resulted PVDF film are influenced by stretching ratio,
poling time (min), grid voltage, poling field, and poling temperature [56]. As shown in
Figure 4.8, the corona poling setup is constructed using four threaded rods with nuts to

adjust the height of each part. U-shape Aluminum beams are used to hold up the structure
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and to from the upper and lower sides. At the top, a stack of corona needles made of
Tungsten is attached to a sheet of polyethylene parallel piped to protect the structure from
the high voltage potential of the chosen treatment. Next, a stainless steel grid mesh is added
to transform the uniform electric field through to lower film, which attached to a copper
electrode plate. The corona needle is connected to high voltage of 15 kV. A voltage divider
with resistances of 15 and 60 M is used to provide a potential of 3 kV to the grid mesh [39].
The corona setup should be placed on a hot plate during the treatment. Finally, plexiglass

is used to contain all harmful plasma generated by the corona treatment.

185 mm

130 mm

Figure 4.8. Corona poling setup.

The contact poling setup is simpler than the corona poling, as shown in Figure 4.9. First,
silver strips are painted on both sides of the sample [61] or conductive tapes may be used
as electrodes for better electrical contact. Then, the film is installed between the sample
holders, which are normally made of non-conductive material, and then pressure is applied
on the sample during the poling process. A maximum potential of 100 V is applied through
the electrodes for 3 hours [61].

Sample holder (Pressure)

+ voltage

PVDF/MECNT

Sample holder (Pressure)

Figure 4.9. Contact poling setup.

Contact poling treatment is associated with arching phenomena which results in an un-

even distribution of the electric field through the film and damages the film [39]. On the
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other hand, corona poling minimizes arching and generates a uniform electric field. Only a
few charges will pass through the damage. The remaining charges will facilitate the electric

field, that will result in an even poling process [39].

4.5 Sensor characterization

4.5.1 Morphological characterization

The electromechanical characteristics of the PNC’s film is affected by the internal forma-
tion of the CN'T inside the polymer matrix. As a result, the sensor film’s characteristics before
and after treatment needs to be analyzed using morphological techniques. These techniques
are used to investigate the CN'Ts” alignment and dispersion during the fabrication process.

A Scanning Electron Microscope (SEM) is used to investigate the CNTs’ alignment,
dispersion and aggregations. The JSM-7800F Schottky Field Emission Scanning Electron
Microscope is used at 5 kV, as shown in Figure 4.10. Transmission Electron Microscopy

(TEM) was performed for the 4% MWCNT /PVDF at 30 kV using the same device.

Figure 4.10. SEM device.

Fourier-Transform Infrared Spectroscopy (FTIR) is used to investigate the film polariza-
tion before and after treatment and to assist in identifying the amount of g phase improve-
ment.The Nicolet 7™ iSTM1(0 FTIR Spectrometer is used as shown in Figure 4.11. For this

paper, the NC films were scanned over frequencies of 500-1700 cm ~*.
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Figure 4.11. FTIR device.

4.6 Experimental setup

The fabricated MWCNT/PVDF sensors’ and 3D force sensors’ performance were ana-
lyzed and tested using different experimental setups. Additionally, the piezoresistive and
piezoelectric strain measurements’ characteristics were tested using a cantilever vibration
beam setup. Finally, the 3D force sensor performance and fusion were conducted using a 3D

force vibration setup. The following subsections discusses both methodologies.

4.6.1 Cantilever vibration testing setup

The cantilever vibration beam setup was constructed using B&K vibration exciter Type
4808 and Al beam, as shown in Figure 4.12. The first end of the beam was attached to
a fixed end while the other end was connected to the shaker. A 0.1wt.% film and 2wt.%
MWCNT/PVDF film and a strain gauge were attached close to the fixed end, where higher
strain measurements were expected. Wires were connected to the NC films using silver epoxy,
which acted as the sensing elements’ electrodes. The beam was excited at 0.5 Hz, 1 Hz, 5 Hz,
10 Hz, 50 Hz, 100 Hz, and 1000 Hz vibration frequencies. The Fast Fourier Transform (FFT)
was applied to both measurements’ signals using the (signal-to-noise ratio) SNR command

in MATLAB to analyze the piezoresistive and piezoelectric strain sensors’ characteristics.
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Figure 4.12. The cantilever vibration beam setup (a) setup schematic, and
(b) actual experiment setup.

4.6.2 3D force sensor vibration testing setup

The 3D force sensor was tested for X-axis and Z-axis’ vibration. For the dynamic loading
experiment of the sensor in the Z-direction, a fixture was designed to hold the sensor above
the vibration exciter, as shown in Figure 4.13. The 3D Force sensor was then excited at 2
Hz, 5 Hz, 10 Hz, 100 Hz. The fixture was made of a High-Density Polyethylene (HDPE)
sheet with a thickness of 12.7 mm and four threaded rods with nuts. The four threaded
rods connected the HDPE sheet and the shaker’s base to make the fixture more rigid. The
3D force sensor was centered and connected to the shaker using a small threaded rod. In
addition, four bolts were used to attach the sensor to the HDPE sheet.

For the X-direction dynamic loading experiment, an extra HDPE sheet was inserted

perpendicular to the previous sheet, as shown in Figure 4.14. Four brackets were used to
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(a)

Figure 4.13. The 3D force sensor vibration setup for Z-axis (a) fixture CAD
design, and (b) actual 3D force sensor attached to the fixture.

(a) (b)

Figure 4.14. The 3D force sensor vibration setup for X-axis (a) fixture CAD
design, and (b) actual 3D force sensor attached to the fixture.

hold the HDPE sheets. As a result, the 3D force sensor was perpendicular to the shaker.

The 3D force sensor and the shaker were connected using threaded rods and a small bracket.
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4.7 Data acquisition and signal conditioning

The MWCNT /PVDF film’s resistance change represents the piezoresistive characteristic,
while the film’s generated charge characterizes the piezoelectric measurement. The Wheat-
stone bridge was used to magnify the resistance change for the piezoresistive sensing elements
by utilizing quarter bridge configuration, as shown in Figure 4.15. The 3D force sensor was
tested under different excitation frequencies using the Z-axis and X-axis loading fixtures. At
the same time, the piezoresistive sensors, piezoelectric sensors, and strain gauges’ measure-
ment were obtained, analyzed, and implemented in the PPF based methods.

The sensing element has an internal variable resistance (R) and capacitance (C). A capac-
itance C1 was combined with the resistance R3 to achieve a balanced bridge while ensuring
that all the bridges’ resistances were equivalent. The bridge was then supplied with 2.5 V.
The instrumentation amplifier INA333 from Texas Instruments was selected for the piezore-
sistive, piezoelectric, and reference strain gauge circuits. The INA333 is considered to be
a precise and low-power amplifier for high-accuracy application [98]. The amplifiers were
powered by 5 V and a reference voltage of 2.5 V was provided using the precision series
voltage reference REF5025 from Texas Instruments [99]. The gain-setting resistor (RG) was
used to assign the desired measurement amplification gains. For piezoelectric measurements,
the 0.1 wt.% MWCNT/PVDF film was connected in parallel with a capacitor C1. A similar
circuit has been used in different pressure sensing applications and proven its effectiveness
[29]. A quarter Wheatstone bridge was used for the strain gauge measurement similar to the
piezoresistive circuit, except no capacitance was inserted on the bridge. This is because of the
the approximately purely resistive behavior of strain gauges compared to MWCNT /PVDF
sensor. The outputs of the instrumentation amplifiers were sent to LABVIEW using data ac-
quisition cards (DAQs) from National Instruments (NI). The strain gauges were calibrated
using the gauge factors. Then, the calibrated strain gauges were used to calibrate both
piezoresistive and piezoelectric measurements at each beam individually. Band bass filter
was used to filter all measurements of the 3D force sensor. Both the PPF and the EPPF
used the calibrated strain measurements from piezoresistive, piezoelectric, and strain gauges

during the learning, tuning, and testing of the 3D force sensor fusion.
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Figure 4.15. Electrical circuits for MWCNT /PVDEF’s (a) piezoresistive, (b)
piezoelectric and (c) reference strain gauge strain sensors.
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5. PIEZORESISTIVE /PIEZOELECTRIC FUSION

For the proposed MWCNT /PVDF strain sensor, the PPF method was developed and im-
plemented to combine the measurement data through a fuzzy logic algorithm and generate a
wide band strain output, as shown in Figure 5.1. In this method, the piezoresistive and piezo-
electric strain data of two adjacent MWCNT/PVDF sensors are used to estimate the final
fused strain. While the actual estimated strains (€,._est) are to be given via Kalman Filter
(KF) or the equivalent circuit-based models, actual strains were used here to demonstrate
the effectiveness of the proposed method. The piezoresistive and piezoelectric measurement
errors (epje and epyi.) are calculated by subtracting the estimated strain and piezoresistive

and piezoelectric strain data, respectively.
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Figure 5.1. Schematic of the Piezoresistive/Piezoelectric Fusion (PPF) method.

The error measurements were normalized using the Min-Max scaling. The normalized
error signals are then utilized by the Fuzzy Inference System (FIS) to define the contribution

of each signal to the fused strain output as follows:

5f<k) = wPive(K>5Pive(k> + wPT‘iC<K)€PT‘iC<k) (51)

where in the final signal (¢¢), wpie and wp,i. are the associated weight with the piezore-
sistive signal epj,e and piezoelectric signal ep,i.; respectively. The final fused strain will

attempt to match the actual strain (g,) using the developed FISs. Equation 5.1 has two
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unknown weights which would lead to an infinite number of solutions for the weights. The
dependent weight solutions are shown in Equations 5.2 and 5.3:
Eact — Wpric X EPric Eact — Wppic X (5act - ePTic)

Wpive = = (52)
€ Pric Eact — €Pive

o €act — Wpive X € Pive . Eact — Wpive X (5act - ePive)
Wpric = — (53)
€ Pive Eact — €Pric

To simplify the fusion equation’s solution, one sensor was assigned a constant weight
while the other sensor’s weight was computed using either Equation 5.2 or 5.3, based on
both sensors’ accuracy at that frequency. At low frequency strain measurements, wpiye
was assigned a full weight of one and wp,i. was computed using Equation 5.3 due to the
high accuracy and sensitivity of the piezoresistive characteristic. On the other hand, the
piezoelectric sensor was accurate at high frequencies. Therefore, a full weight of one was
given to wp,. and the wpiy,e was computed using 5.2. However, because of the harmonic
measurements and zero strain axis crossing, the wpy,. and wp,i. values would approach
infinity at these points. To mitigate this, .., €pie and €p.. were shifted in amplitude by
a constant number ¢, which is a real positive number and assumed to be greater than twice
the maximum strain measurement’s range. Then, wp,i. and wp;,e were computed using the
shifted data using Equations 5.2 and 5.3. The final fused strain measurement is given by

5.4:

E€f = Wpive X (EPive + C) + Wpric X (gPric + C) —C (54)

In the fuzzy logic part of the fusion, the fusing process undergoes four consecutive stages
to compute these weights. These stages are the fuzzification, rule generation, the FIS pro-
cess, and defuzzification. Fuzzification is the process of converting a crisp quantitative input
to a fuzzy value that is conducted based on knowledge information [100]. The normalized
measurement errors are fuzzified to span a range of values between zero and one using repre-
sented membership functions. The membership functions are labeled by linguistic variables

that represent the input or output information. The error membership functions are fuzzified
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to span values of [0, 1] which map the normalized inputs’ errors. Either the piezoresistive
weighting (wpj.e) or piezoelectric weighting (wp,i.) was selected to be FIS’s output variables,
based on the characteristic sensitivity at the specific operation frequency. The second part
of the fustion process, Fuzzy Inference Systems (FIS), is the process of taking the fuzzy
system’s inputs into outputs, based on the predetermined fuzzy rules. These rules are based
on either actual experimental data or are knowledge-based. Defuzzification is the process
of converting fuzzy value to a real quantity in contrast with the fuzzification process [100].
In the PPF method, the combined fuzzy output sets are defuzzified to achieve the wpive or
wpric using the Center of Area (COA) method, which is recognized as the center of gravity,
for Mamdani FIS Type-1 [101], [102]. A weighted average is then used to evaluate the output
at Type-1 Sugeno FIS [103].

In the study [39], the PVDF/MWNT strain sensor has been attached to a 28 cm alu-
minum cantilever beam. The PNC sensor was attached at distance of 5 cm from the fixed
end and a vibration exciter was attached to the free end of the beam. The beam’s width
and thickness were 25 mm and 3 mm, respectively. Copper electrodes were attached to
both ends of the film and double-sided tape was used to adhere the strain sensor to the
cantilever. A commercial metal foil strain gauge was used for performance verification and
comparison. A voltage divider was used to retrieve the piezoresistive measurement while
a charge amplifier was used for the piezoelectric characteristic. This study retrieved the
MWCNT /PVDF piezoresistive and piezoelectric strain measurements in contrast to the ref-
erence strain gauge measurements, as shown in Figure 5.2. The experimental data from Park
et al. [41] study were used to generate and validate the PPF method using Fuzzy Logic and
Global Optimization Toolboxes in MATLAB [104].

The actual strain was assumed to be equal to the strain gauge (reference) measurement
data [39] in this study. Furthermore, the piezoresistive and piezoelectric data were used to
develop and validate the proposed PPF method, using the same data at the three different
frequencies. In this work, several approaches were used to achieve the PPF’s FISs, which
fuse both piezoresistive and piezoelectric characteristics. The FIS system contains several
input and output membership functions and a set of rules that defines the input/output

relationship. Designing and tuning such a FIS for the PPF method is a challenging process.
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Figure 5.2. Strain measurements at a cantilever using piezoresistive sensor,
piezoelectric sensor, and metal foil strain gauge (actual) under forced vibration
of: (a) 0.1 Hz, (b) 1 Hz, and (c) 100 Hz [39].

As a result, data-driven based approaches were used for tuning the FIS’s parameters and
learning the rules using the shifted data and weight values from Equation 5.2 or 5.3 . These
approaches were the optimization method, data clustering, and combination of type-2 FIS
and data clustering. These approaches are discussed in the following subsections. The
constant value (c) of 0.001 was used for the fusion at 0.1 Hz while a constant value of one

was used at 1 Hz and 100 Hz frequencies.

5.1 Optimization-based PPF

The global optimization methods were implemented to develop the PPF’s FIS at 0.1 Hz,
1 Hz, and 100 Hz strain measurements scenarios. The tuning process of the fuzzy system was
conducted in two stages to improve the FIS’s performance [105]. The first step was learning
the rules of the fuzzy system using the given data. The second step was tuning the parameters
of both input and output membership functions (MFs), using the rules which were learned
in the previous phase. As shown in Figure 5.3, the optimization method adjusted the FIS’s

parameters given the cost of each solution which is the root mean square error (RMSE) in
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this study. The FIS retrieves the input training data and its output is compared with the

output training data to produce the solution’s cost [105].
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Figure 5.3. PPF’s FIS tuning using data-driven optimization methods schematic.

At frequencies of 0.1 Hz and 1 Hz, which are considered low frequency strain measure-
ments in this work, wpi,e was assigned a full weight of one and wp,;. was computed using
Equation 5.3 because of the highly accurate sensitivity of the piezoresistive characteristic.
By contrast, the piezoelectric sensor takes more accurate strain measurements at higher fre-
quencies, such as 100 Hz, as shown in Figure 5.2c. Therefore, a full weight of one was given
to wprie and wpy,e was computed using Equation 5.2. The normalized errors for both sensors
and wp,. were the inputs and output of the FISs, respectively, at the low frequencies. How-
ever, the wpi,e was considered the output for the FIS because of the high accuracy of the
piezoresistive sensor at higher frequencies. The input and output data were divided into two
data groups, training data and validation data. These groups used data with odd and even
indexed sample numbers, respectively. However, only training data were used to generate
the PPF’s FIS at different operation frequencies. Validation data were used to tune and
verify the performance of the FIS. The particle swarm optimization method was utilized in
the learning the rules phase under fixed input/output MFs’ parameters using 20 iterations.

The pattern search optimization method was used for tuning the FIS’s parameters phase
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including the rules and the input/output MFs with 60 iterations. Three Gaussian MFs were
chosen for the FIS’s inputs and outputs at 0.1 Hz and 100 Hz operation frequencies, while
three MFs were used at 1 Hz.

5.2 Data clustering-based PPF

Data clustering is considered the foundation for many grouping and system modeling
algorithms [106]. Clustering is the process of identifying and classifying a large set of data
into common groups. These groups form a compact model that captures the system model’s
performance accurately. The Fuzzy Logic Toolbox™ in MATLAB was used to identify
the input/output data’s clusters using strain measurement data at 0.1 Hz, 1 Hz, and 100 Hz
frequencies. Two clustering approaches were used to develop the proposed PPF’s FISs: fuzzy
c-means (FCM) clustering and subtractive clustering. They are discussed in the following

subsections.

5.2.1 Fuzzy C-Means (FCM) clustering

FCM clustering was presented by Jim Bezdek in 1981 [107]. In this technique, multi-
dimensional data points fall into a group with a certain degree of belongingness which is
controlled by a membership grade. In this study, the FCM command function in MATLAB
was used to perform the FCM clustering for the input/output data sets and generate the
PPF’s FISs [108]. The FCM clustering process begins with initially random locations of the
cluster’s centers and a membership grade specified for each of the data points. Each cluster’s
center is iteratively adjusted for data input/output set by updating the data point’s cluster
and membership grade. The distance between each data point and the cluster’s center is the
objective function which is to be minimized. The distance is weighted by the membership
grade. The maximum number of iterations and the minimum improvement between two
consecutive iterations in the objective function’s values were 100 and 10107°, respectively.
The number of clusters was chosen to be six for the PPF at 0.1 Hz and 100 Hz, while five
clusters were used at 1 Hz data set classification. As a result, the number of input/outputs

MFs and rules in the FIS equals the number of clusters at each frequency. The generated
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clusters’ centers and membership grades were used by the command line function genfis in

MATLAB to develop a Mamdani-type FIS.

5.2.2 Subtractive clustering

Subtractive clustering was introduced by Stephen Chiu in 1994 and significantly reduced
the current computational costs [109]. For any given input/output set of data, subtractive
clustering is considered a quick way to estimate clusters’ numbers and centers’ locations. In
this study, the subclust command function in MATLAB was used to perform the subtractive
clustering for the data input/output sets and generate the PPF’s FISs [110]. The subtractive
cluster deals with each data point as a possible cluster center. Depending on the distribution
density of the input/output data points, the possibility of being a cluster center is calculated.
The data point with highest likelihood of being a center is selected to be the first cluster’s
center, whereas other number data points are removed based on the cluster influence range
of the input/output clusters’ centers. Then, the algorithm selects the following data point
with the highest likelihood of being a cluster’s center. The latter two steps are repeated until
all data points fall inside the cluster influence range. In this study, a cluster influence range
of one was used to produce the PPF’s FISs at the three strain measurement frequencies. The
generated clusters’ centers were produced by the command line function genfis in MATLAB
to develop a Sugeno-type FIS. One rule was generated for each cluster, and one MF for

input/output variables was produced for every cluster similar to the FCM clustering,.

5.2.3 Type-2 Fuzzy Inference System (FIS)-based PPF

Previous PPF methods used the traditional type-1 MF, which has a unique membership
value and utilizes a linguistic set to model the degree of membership [111]. However, Type-1
MF does not include the model uncertainty in the membership’s degree. On the other hand,
Type-2 MF does have range of values assigned for the degree of membership. These values
range from the Upper Membership Function (UMF) to the Lower Membership Function
(LMF); the range in between is called the Footprint of Uncertainty (FOU). For the proposed
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PPF method, the Type-2 MF was utilized because of model uncertainty that could arise
during the KF model design for both piezoresistive and piezoelectric strain sensors.
Subtractive clustering was used in the input/output data set classification processes with
a cluster influence range of one. In addition, the command line function genfis in MATLAB
was used to develop a Sugeno-Type-1 FIS. The generated Type-1 FISs were converted to
Type-2 FISs using the convertToType2 command line function [112]. The UMF of the
generated type-2 FIS’s parameters matched the MF of the Type-1 FIS. The produced Type-
2 FIS utilizes default properties of the Karnik-Mendel (KM) reduction method to evaluate

the output crisp value by finding the centroid of the Type-2 fuzzy set [112], [113].

5.3 The PPF method testing and validation model

A Simulink model was constructed to validate the PPF method using the data in the
study [39]. The model follows the schematic of the PPF method in Figure 5.4 and calculates
the final fused strain measurement using Equation 5.4. The errors of both the piezoresistive
and piezoelectric sensors were computed and normalized. The normalized errors were fed to
the fuzzy logic controller block which utilized the developed PPF’s FISs for the frequencies
0.1 Hz, 1 Hz, and 100 Hz. The generated weight of wp;,. and wp,;. implemented in Equation
5.4 beside the piezoresistive and piezoelectric strain measurements were used to evaluate the
final fused strain measurements.

The final fused strain measurement was analyzed and investigated for its Root Mean
Square Error (RMSE) with respect to the actual strain measurement. Additionally, it was
compared with the optimal linear smoother-based fusion technique discussed in a study by
Park et al. [39]. For the subtractive clustering based PPF, the generated weights were plotted
for each frequency’s scenario to evaluate the PPF method for sensitivity and performance.
The proposed PPF method fused both characteristics smoothly, taking advantage of all
available strain measurement data, and produced a sensitive wide band PVDF/MWNT

strain sensor.
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Figure 5.4. PPF’s FIS testing and validating Simulink model’s schematic.
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6. DIRECT PIEZORESISTIVE /PIEZOELECTRIC FUSION

6.1 The direct PPF method

The direct PPF method was proposed to combine the piezoresistive and piezoelectric
measurements of the MWCNT /PVDF strain sensors using a fuzzy logic-based methodology,
as shown in Figure 6.1. The piezoresistive and piezoelectric measurements are used by the
DPPEF’s FIS as input variables for the DPPF’s FIS. Compared to the original PPF method in
the previous section, the direct PPF method used the actual piezoresistive and piezoelectric

measurements instead of their estimated errors.

Epive

PPF’s FIS Wpive/Weric Weléghte.d Fusion
quation (4)

Epric

Figure 6.1. Schematic of the direct Piezoresistive/Piezoelectric Fusion (DPPF) method.

The FIS determines the piezoresistive weight (wpj.e) or piezoelectric weight (wpyi.) based
on both the measurements and the FIS’s structure and configuration. The final fused strain
signal (e7) was calculated using Equation 5.1.The piezoresistive strain (¢pi,e) and piezoelec-
tric strain (ep,i.) contribution to the final fused strain measurement are determined by the
assigned weights, which are wpj,. and wp,i., respectively. The weights span the values from
zero to one depending on the sensitivity of the piezoresistive and piezoelectric measurement
at that frequency. This equation has an infinite amount of solutions due to the presence of
the two unknown weighting factors in a single fusion equation. Consequently, one of sen-
sors was assigned a total weight of one while the other sensor’s weight was estimated using

Equations 5.2 or 5.3 .
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At low frequencies, the piezoresistive strain sensor has a higher accuracy and is more
sensitive to strain measurements. On the other hand, piezoelectric sensors outperform the
piezoresistive sensors when taking high-frequency strain measurements. Thus, a weight of
one was assigned to the piezoresistive sensor at low frequency, while the wp,;. was calculated
using Equation 5.3. Conversely, the piezoelectric sensor was given a whole weight of one,
while the wpy, was calculated using Equation 5.2. During the data preparation for the
DPPF’s FIS, all measurements, including the reference strain gauge measurements, were
shifted by a positive constant number ¢ to avoid getting infinity weights in the Equations 5.2
and 5.3 caused by the harmonic strain measurement and zero-crossing at no strain conditions.
The shifted data were used to calculate both weights and the final fused strain was estimated
using the Equation 5.4.

In the direct PPF, to assign either the piezoresistive or piezoelectric weight, the DPPF’s
FIS goes through three phases. These phases are the fuzzification, rule generation and FIS
process, and defuzzification. First, both measurements are mapped to a range of values from
the minimum to the maximum strain values using Membership Functions (MFs) represen-
tation. The MFs are described using linguistic variables implying the input’s or output’s
characteristics. In the DPPF method, either the piezoresistive or piezoelectric’s weight is
selected as the FIS’s output depending on the operation frequency and strain sensitivity for
each measurement characteristic. The Fuzzy Inference System (FIS) converts given fuzzy
inputs into outputs depending on a preassigned set of rules [114]. Then, the fuzzy output val-
ues are transferred to actual values in the defuzzification phase [114]. In the DPPF method,
the intermixed output is defuzzied to produce the desired piezoresistive or piezoelectric’s
weights. The Center of Area (COA) method and a weighted average method are used to
perform the defuzzification prosses for Mamdani and Sugeno FIS, respectively [101]-[103].

Constructing and tuning the FIS given input/output data is a complex process in the
system that contains multiple input/output MFs and rules. Using the error-based PPF, sev-
eral data-driven approaches were utilized to produce the DPPF’s FIS using Fuzzy Logic and
Global Optimization Toolboxes in MATLAB [104]. The method is based on the normalized
input errors for both measurements. The reference strain gauge measurements were assumed

to be the actual strain values. The subtractive clustering-based PPF systems have achieved
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very low RMSE compared to the optimization and Fuzzy C-means (FCM) clustering meth-
ods. As a result, the subtractive clustering technique was used to generate and tune the
FIS’s parameters and assign the rule set for the direct PPF’s performance. All measurement
data and reference strain gauges were shifted by a constant number of one at all operating
frequencies. This methodology resulted in a single FIS for each operation and limited the

fusion to a single operating frequency.

6.2 The Extended Piezoresistive/Piezoelectric Fusion (EPPF) method

As discussed in the previous section, the direct PPF method utilizes the piezoresistive
and piezoelectric’s measurements to perform the fusion. The fusion is performed at a certain
frequency using both measurements and a single FIS that would result in a complex DPPF’s
structure in the case of the strain measurement at a range of operation frequencies. To
address this issue, the EPPF method was introduced to minimize the number of FISs and

reduce the direct PPF method’s complications, as shown in Figure 6.2.

Epive (freq)

PPF’s FIS Whive/Wpric Welghte}d Fusion
Equation (4)

Epric (freq-)

Figure 6.2. Schematic of the Extended Piezoresistive/Piezoelectric Fusion
(EPPF) method.

In the EPPF method, the measurements of the piezoresistive strain (¢ pj,e) and piezoelec-
tric strain (ep,i.) taken at different frequencies were cascaded. The cascaded signals data
was used to generate and tune the EPPF’s FIS, rules, input, and output MFs. In this way,
the PPF method’s generation approach and the fusion equation were used to produce the
EPPF method. In comparison to the DPPF, the EPPF fuses both measurements at a span

of frequencies using a single FIS.
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7. PIEZORESISTIVE /PIEZOELECTRIC MODELING

7.1 Piezoresistive modeling

An equivalent circuit modeling apporach was used to mimic the behavior of both the
piezoresistive and piezoelectric sensors and to produce similar measurements given the ac-
tual input strain. Generally, the signal of piezoresistive strain measurement was processed
through the Wheatstone bridge, the differential amplifier, and the low pass filter [104]. A
similar model, constructed for the piezoresistive PVDF/MWCNT sensor, was constructed
using Simscape Electrical Library in Matlab, as shown in Figure 7.1. This model was used to
simulate the performance of the piezoresistive sensor under excitation frequencies of 0.1 Hz,
1 Hz, 100 Hz, and 1000 Hz. The strain gauge data from [61] was used as the actual strain
signal fed to the models and the model output was then compared with the piezoresistive

measurement in the literature.

R )
D Model Outpu
Pric_a \V/+
SL V

Differential Amplifier Low Pass Filter

G D)o DEC - . - 4“/\/\/\"—““ .
Ref_a + “|
Strain ' +R1 ‘F —9¢
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ﬂ_ - +R2 )
—— NNN——9
C1
‘*’”’i

Wheatstone bridge

Figure 7.1. Piezoresistive model in Matlab Simulink

In the model, an in-parallel R-C circuit is used to represent the sensing element and
the resistance is replaced with strain gauge element from the Simscape Electrical Library.

The initial strain and gauge factor (GF) of the sensing element can be adjusted for the
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strain gauge element. The GF for compress-molding PVDF/MWCNT was found 2.62 [39].
Both spray coating and compress molding fabrication generates a random distribution for
the CNT inside the matrix. The sensing element’s resistance and capacitance were chosen
to be 23.47 k2, and 0.74 nF from an after-poling sensor EIS analysis [61]. The rest of
the Wheatstone bridge’s resistances match the same resistance value of the selected sensing
element for better signal amplification. A calibration factor was implemented to convert the
final output volt signal into a piezoresistive strain measurement. The op-amps with gains of
1000 were used in the piezoresistive circuit model. The Wheatstone bridge’s elements values
during the operating frequencies were kept constant. However, the low pass parameters and

calibration factors are fitted and analyzed to match the desired piezoresistive signal.

7.2 Piezoelectric modeling

Piezoelectric sensors use charge amplifiers which convert the high impedance charge into
output voltage [115]. Given the actual strain € [39], piezoelectric coefficient ds;, sensor length
I, and width b., the sensor’s modulus Y, and the sensor’s capacitance C), the output of the

film can be calculated using Equation 7.1 [115]:

d31Ycchc
= —€

Ve
CP

(7.1)

This equation was used to simulate the resultant voltage caused by the applied strain
measured by the PVDF/MWCNT film. The piezoelectric coefficient of the PVDF is ds
of 24 Pc/N [116]. In this model, the piezoelectric coefficient of the PVDF/MWCNT is
assumed to be the same as PVDF because the PVDF matrix is dominant at the piezoelectric

measurement. The sensor area is assumed to be 1 x2 c¢m?

. The sensor capacitance is C),
simulated as 0.74 nF [61]. As shown in Figure 7.2, the sensing element output is connected
with the connection’s resistance and capacitance which are assumed to be 0.001 2 and 1 pF,
respectively. Then, the output is fed into the Charge Amplifiers, followed by a calibration
factor. This model is used to simulate the performance of the piezoelectric sensor under

the four excitation frequencies. In this simulation, the strain gauge data from [61] is used

as the actual strain signal fed to the models and the model output is then compared with
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Volt_Out

Figure 7.2. Piezoelectric model in Matlab Simulink

the piezoelectric measurement in the literature. The op-amp gain is 400 for all excitation
frequencies. The calibration factor is then fitted and analyzed to match the piezoelectric

signal under the four different excitation frequencies.

7.3 Actual strain estimation using nonlinear modeling

Several researchers have reported the nonlinearity in the CNT-PNC’s piezoresistive and
piezoelectric characteristics. The current-voltage (I-V) curve was used to assess the compos-
ite nonlinearity performance. Ounaies et al. [117] investigated the nonlinear performance
of the single-walled carbon nanotube (SWCNT)/polyimide composites. The tunneling ef-
fect was responsible for the nonlinear behavior. Similarly, nonlinearity was observed for the
0.35 wt.% SWCNT/polydimethylsiloxane composite and faded at the 5wt.% composite [118].
For a similar composite, the I-V curve of a 0.2 wt.% CNT/epoxy composite was nonlinear
and linear at a high concentration of the CNT [119]. The CNT /epoxy composite tunneling
resistance at low CNT content and strain level higher than 0.2 % resulted in a nonlinear
piezoresistive’s performance [73]. In terms of a CNT /polymer’s piezoelectricity, an electro-
spun PVDF nanofibers mat with no CNTs had achieved a linear voltage-weight relationship
[120]. However, nonlinearity was apparent at the 0.3 wt.% CNTs composite. Vinogradov
et al. [121] investigated the PVDF’s dynamic response and reported the accelerated creep
performance due to the cyclic loading at stress levels below the viscoelastic linearity limit.
In these ways, researchers have remarked on the nonlinear piezoresistive and piezoelectric’s

performance of the CNT-PNCs.
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Hammerstein-Wiener models have been used to estimate the actual strain given the
input piezoresistive measurement at a low frequency or piezoelectric measurement at higher
frequencies. The System Identification Toolbox in MATLAB has been used to construct the
Hammerstein-Wiener models. The Hammerstein-Wiener model is used as a black-box model
because it does not include the physical perceptiveness of the internal processes [122]. As
shown in Figure 7.3, the dynamic systems are represented by a discrete linear block and one

or two nonlinear memoryless static blocks [122].

u(t) Input w(t) . X(t) Output y(t)
mlp Nonlinearity g Llne%r/l]? lock ey Nonlinearity [y
f h

Figure 7.3. Hammerstein-Wiener model’s block diagram.

The Hammerstein-Wiener (HW) model has been used for modeling different sensors
and actuators to simulate the nonlinear effect either in input or output of a linear system
[122]. Despite being one model, this model comes in three structure configurations, including
the the Hammerstein model, the Wiener model, and the linear model. It is called the
Hammerstein model if there is no output nonlinearity h block and it is named the Wiener
model if it contains only the linear block and output nonlinearity h block. The nonlinear
Hammerstein-Wiener (nlhw) becomes a linear transfer function if both input and output
nonlinearities are removed. For a SISO system, the nlhw models are configured using the
number of zeros and poles, input and output nonlinearity estimators, and input delay. In this
work, several input/output nonlinearity configurations have been utilized from the system
identification toolbox, such as a sigmoid network, a piecewise linear function, and a unit
gain (no configuration assigned) [122].

A nonlinear function y = F(x,0), where F is a piecewise-linear (affine) function of x,
could be represented by a piecewise-linear nonlinearity estimator object [123]. The input
(x) and output (y) are scalar and 6 is the factor that contains the breakpoints and their
values. This particular nonlinear function contained n breakpoints and linearly interpolated

between these breakpoints [123]. On the other hand, a sigmoid network function is realized
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by the sigmoid network object and is used as a nonlinear mapping function to estimate
the nonlinear Hammerstein-Weiner models [124]. The mapping function used an offset, a
nonlinear function, and a linear weight to estimate the output. The nonlinear function
includes sigmoid unit functions, which perform on the weighted sum of inputs [124]. To
map m inputs z(t) = [z(t1), -+, 2(t,,)]" to a scalar output y(t), the following mathematical

equation is used [124]:

y(t) =yo + (X (t) = X)"PL + S(X(t)) (7.2)

where X(t) is m x 1 vector of inputs with mean X, and yo is a scalar output. Also, Prxp
and L,y are the projection matrix and vector of weights, respectively. The sum of dilated
and translated sigmoid functions is represented by the S(X). For the DPPF and EPPF
methods, the nlhw models were used to estimate the actual strain from either piezoresistive
or piezoelectric sensors. The DPPF and EPPF’s performances were compared with the

actual strain measurement and nlhw models.
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8. RESULT AND DISCUSSION

8.1 Morphological characterization results

8.1.1 Spray-coated MWCNT /PVDF samples

The Scanning Electron Microscope (SEM) images were retrieved for the MWCNT /PVDF
films with different concentrations, as shown in Figure 8.1. For the films with lower concen-
trations of 0 wt% and 0.1 wt%, the specimens have relatively smooth surfaces and signs of
aggregation due to the low concentration of CNT. Limited aggregation also appears at the
specimens with 2 wt% as the CNTs concentration increases. At the film with 4 wt% CNT,

aggregation appears more obviously through the surface, but some areas are limited.

0 wt.% MWCNT/PVDF 0.1 wt.% MWCNT/PVDF

4 wt.% MWCNT/PVDF

Figure 8.1. SEM micrographs of spray-coated sensor result.

The TEM micrographs were captured only for the 4 wt% films because of their small
thickness compared to the other specimens, as shown in Figure 8.2. Two specimens with
average thicknesses of 4 um and 9 um were fabricated for 4 wt% MWCNT/PVDF film with
95 rounds of spray. For the 9 um specimen, on the micrographs, the CNTs appear in dark
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black while the PVDF looks light gray. The dispersion of CNTs is not uniformly distributed
and there are aggregation spots through the specimens. The resulted surface appearance
is affected by the fabrication methodology, which is the spray coating.. The micrograph
picture of the thin film was retrieved by zooming in further, which was not close enough to
compare with previous specimen. However, zooming in on the thinner film shows that both

films have a relatively similar CNT distribution in their matrices.

4 wt.% MWCNT/PVDF (Thicknesss 9 um) 4 wt.% MWCNT/PVDF (Thickness= 4 um)

o
20 pm
Zoomed 4 wt.% MWCNT/PVDF (Thickness= 9 um)

Figure 8.2. TEM micrographs results.

The absorbance charts of the fabricated films were generated using the FTIR device, as
shown in Figure 8.3. Two samples were scanned for each concentration, except the thin
and thick 4% films were only tested once. On the 0 % and 0.1 % films, the o phase peaks
are present at at 765 cm™!, 795 cm ™!, and 975 cm™! bands. Also, intense 3 phase peaks

were recorded at 840 cm™!.

A small peak is present at the band 1279 cm™! for only one
of the plane PVDFs because of the higher thickness of other films. The  phase peaks are
high because of the very low CNT concentration. On the other hand, the 5 phase peaks’

intensities at the 2 % and 4 % shrank significantly. In addition, no signs for the o phase are
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present. These values were used to evaluate the amount of o and  phases before and after

mechanical stretching and electric poling treatments.

FTIR

— 0.1 wit%-1

—0.1wt%-2

2 wt%-1

3 2 Wt%-2

Absorbance

— wi%-1

— 4 Wt%-2(thin)
1
A — 0 Wt%-1
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500 700 900 1100 1300 1500
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Figure 8.3. FTIR result.

8.1.2 Electrospun MWCNT/PVDF samples

In the electrospun samples, parameters were optimized and adjusted to achieve the de-
sired nanofibers of MWCNT/PVDF nanocomposites. Several trails were utilized with dif-

ferent parameter settings, as shown in Table 8.1.

Table 8.1. The electrospinning’s parameters used to generate the
MWCNT/PVDF sensor.

Try | Sensor | CNT% | Distance (cm) | Rate (ml/hr) Volt (Kv)

1 El 0.1% 12 0.15 10.8
2 E2 2% 12 0.15 10.8
3 E2 2% 12 2 10.8
4 E3 215% 12 0.15 10.8
5 E4 0.1% 12 0.15 10.8
6 E4 0.1% 12 0.15 15

7 E4 0.1% 12 0.15 20
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Try 1. E Sensr, 1 t.% Try 2. E Sensr, wt.% Try 3. Sensr, .%
MWCNT/PVDF MWCNT/PVDF MWCNT/PVDF

— lopm JEOL
v_Le>

Try 4. E3 Sensor, 2.15 Wt.% Try 5. E4 Sensor, 0.1 wt.% Try 6. E4 Sensor, 0.1 wt.%
MWCNT/PVDF MWCNT/PVDF MWCNT/PVDF

Try 7. E4 Sensor, 0.1 wt.% MWCNT/PDF

Figure 8.4. SEM micrographs of electrospun sensor result.

The four predeveloped solutions for the electrospinning method were deposited on thin
sheets of aluminum foil. A constant distance of 12 cm was adjusted between the syringe
needle’s tip and the collector during all trials. The pumping rate was fixed at 0.15 ml/hr
except on the third trial in order to observe how the pumping rate influenced the nanofiber
production.

The SEM was used to investigate the nanofibers’ formation, dispersion, and aggregations,

as shown in Fig. 8.4. Nanofibers were created for sensor E4 with 0.1 wt. % MWCNT/PVDF
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nanocomposites using the second method, based on the study [51] solution mixing process, at
different applied voltages. The first method, based on spray-coating solution mixing ratios,
attained higher aggregation at the first try. Elevated aggregations and poor dispersion were
presented in the SEM image in the E2 sensor with 2wt.% CNT deposition. In addition,
when the pumping rate was increased from 0.15 ml/hr to 2 ml/hr, spraying was observed

instead of fiber generation.

8.2 Piezoresistive/Piezoelectric Fusion (PPF) results

The MWCNT/PVDF film has both piezoelectric and piezoresistive characteristics which
are strongly dependent on the dynamic loading frequency. The PPF method was analyzed
at excitation frequencies of 0.1 Hz, 1 Hz, and 100 Hz. For strain measurements under small
operational frequencies (0.1 Hz and 1 Hz), a full weight of one was given to the piezoresistive
sensor due to the high sensitivity measurement. In addition, the PPF method predicted the
piezoelectric’s weight in the final fused signal based on the developed FISs. By contrast, the
whole piezoelectric strain measurements were used due to their high accuracy and sensitivity
at a high frequency (100 Hz). The FISs were used to estimate the piezoresistive weight, which
was applied in the fusion process using 5.4. The performance of the resulting FISs, which were
based on an optimization method, data clustering, and fuzzy Type-2 FIS, were validated and
analyzed using the fused strain’s accuracy and the strain’s RMSE. The generated subtractive
clustering-based PPF’s weights were retrieved and investigated at the three frequencies. The

following sections discuss the results of proposed PPF’s performance.

8.2.1 Optimization-based PPF results

The optimization based PPF’s FISs were tested for the operation frequencies of 0.1 Hz,
1 Hz, and 100 Hz, as shown in Fig.8.5. For the input/output labels, the piezoresistive and
piezoelectric sensors’ variables were numbered as first and second, respectively. Each FIS
had two input and output MFs except the FIS for the 1 Hz operation frequency which had
three MFs. The input variables’ values spanned values between zero and one because the

measurements’ errors for both sensors were normalized. The range of the MF’s outputs were
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Table 8.2. Optimization based PPF’S FISs rules.

Frequency FIS’s rules
. If (enl is mf2) and (en2 is mf2) then (w2 is mf2) (1)
. If (enl is mfl) and (en2 is mfl) then (w2 is mf1) (1)
. If (enl is mfl) and (en2 is mf2) then (w2 is mf1) (1)
. If (enl is mf2) and (en2 is mfl) then (W2 is mf2) (1)
. If (enl is mf2) then (W2 is mf2) (1)
. If (enl is mf1) then (W2 is mf3) (1)
. If (enl is mf2) and (en2 is mfl) then (W2 is mf2) (1)
. If (en2 is mf3) then (w2 is mfl) (1)
. If (en2 is mf2) then (w2 is mf1) (1)
. If (enl is mf3) and (en2 is mf3) then (w2 is mf1) (1)
. If (enl is mfl) and (en2 is mf3) then (W2 is mf1) (1)
. If (enl is mfl) and (en2 is mfl) then (w2 is mf3) (1)
. If (enl is mf2) and (en2 is mf2) then (W2 is mf2) (1)
. If (enl is mf2) and (en2 is mf3) then (W2 is mfl) (1)
10. If (enl is mf3) and (en2 is mf2) then (W2 is mf1) (1)
11. If (enl is mf2) then (W2 is mf2) (1)
1. If (enl is mfl) and (en2 is mf2) then (w1 is mf1) (1)
2. If (en2 is mf2) then (w1l is mfl) (1)
100 Hz 3. If (en2 is mfl) then (wl is mf2) (1)
4. If (enl is mf2) and (en2 is mfl) then (w1l is mf2) (1)
5. If (enl is mf2) and (en2 is mf2) then (w1l is mfl) (1)

0.1 Hz

1Hz

OCOO~NOOODWNRFRORAWNDRE

determined based on the maximum and minimum values of the estimated piezoresistive and
piezoelectric’s weights from either 5.2 or 5.3 at the three operation frequencies.

The developed FIS conveyed the fuzzy system’s inputs into the desired outputs based on
the predetermined fuzzy rules. The final set of rules were generated from the tuning stage
using the tunefis command line function, as shown in Table 8.2. These rules governed the
relationship between the FIS’s inputs and produced the desired outputs. The number of
generated rules for the three operation frequencies 0.1 Hz, 1 Hz, 100 Hz were 5, 11, and 5,
respectively. A higher number of rules was associated with the 1 Hz FIS due to the higher
number of MFs need to relate to each other and the desired weight. To connect between
the antecedent’s conditions, the AND ( & ) operator, which stands for the minimum value
among these conditions’ values, was used. The MIN implication method was implemented
to achieve the proposed FISs. In addition, the MAX method of aggregation was utilized to
combine the rule’s outputs into a solo fuzzy set. The Center of Area (COA) method was used
to defuzzify the combined fuzzy’s output sets in order to generate the appropriate sensors’
weights.

The estimated fused strain was generated and compared with the actual piezoresistive

and piezoelectric strain sensors at the three different frequencies, as shown in Fig.8.6. A
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Figure 8.5. Input and output MFs of optimization based PPF’s FISs.
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Figure 8.6. Optimization based PPF FISs’ fused output strain.
good agreement between the actual strain measurements and the PPF’s fused strains was
observed by using the optimization based FISs. This accuracy was achieved with comparably

low iteration numbers; 20 iterations were used for learning the FIS’s rules and 60 iterations

were used for tuning the FIS’s parameters.

8.2.2 Clustering-based PPF results

The fusion FISs based on the two data clustering methods were retrieved and verified at
the operating frequencies of 0.1 Hz, 1 Hz, and 100 Hz. The clustering methods used were
the FCM and subtractive clustering.In the following subsections, the FISs were analyzed for

their input/output MFs’ parameters and generated rules and fused strain’s RMSE.

Fuzzy C-Means Clustering (FCM) Results

As shown in Fig.8.7, the MFs for input/output variables were generated to fuse the

piezoresistive and piezoelectric NC sensors at the three-operation frequency. The ranges
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of both input and output variables matched those used in the optimization-based FIS. A
minimum number of MFs, which could achieve a good and accurately fused strain, was
manually defined. As shown in 8.7a and 8.7c, the number of input/output MFs have been
chosen to be six MFs at 0.1 Hz and 100 Hz, while a number of 20 MFs was chosen for the
strain measurements fusion at 100 Hz, as shown in 8.7b. The piezoresistive and piezoelectric
characteristic had relatively higher error values at the 100 Hz frequency compared to other
operation frequencies as shown in 8.7b. However, minimizing the MFs would reduce the
output computation complexity and decrease the fused strain accuracy. The MFs were
labeled by variables representing the cluster number for input/output variables’ values.

A set of rules was produced for the FCM clustering based FIS using the genfis command
line function, as shown in Table 8.3. The FISs for 0.1 Hz and 100 Hz frequencies shared six
generated rules, while 20 rules were assigned for the 1 Hz fusion frequency, the number of
MFs and rules associated with each frequency were equal. The AND ( & ) operator was used
to connect the antecedent’s conditions and the MIN implication method was implemented
to achieve the proposed FISs. The MAX method of aggregation was utilized to combine
the rule’s outputs into a solo fuzzy set. To generate the appropriate sensor weights for the
proposed Mamdani FIS, the COA was used to defuzzify the combined fuzzy’s output in a

way similar to the optimization-based FISs.

Table 8.3. FCM clustering based PPF’S FISS rules.

Frequency FIS’s rules

1. If (inl is inlclusterl) and (in2 is in2clusterl) then
(outl is outlclusterl) (1)

2. If (inl is inlcluster2) and (in2 is in2cluster2) then
(outl is outlcluster2) (1)

3. If (inl is inlcluster3) and (in2 is in2cluster3) then
(outl is outlcluster3) (1)

4. If (inl is inlcluster4) and (in2 is in2cluster4) then
(outl is outlcluster4) (1)

5. If (inl is inlcluster5) and (in2 is in2cluster5) then
(outl is outlcluster5) (1)

6. If (inl is inlcluster6) and (in2 is in2cluster6) then
(outl is outlcluster6) (1)

1. If (inl is inlclusterl) and (in2 is in2clusterl) then
(outl is outlclusterl) (1)

2. If (inl is inlcluster2) and (in2 is in2cluster2) then
(outl is outlcluster2) (1)

n. If (inl is inlcluster n) and (in2 is in2cluster n) then
1Hz (outl is outlcluster n) (1)

0.1Hz

and

100 Hz

Wheren=1, 2,..., 20

20 If (inl is inlcluster20) and (in2 is in2cluster20) then
(outl is outlcluster20) (1)

5



. ————
C|U51€"3/ clusters

0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Membership Functions for Input 1 (e1)

é\I‘Ustng
&

— L i L
0 0.1 0.2 0.3 04 0.5 0.6
Membership Functions for Input 2 (ez)

Degree of membership
o
o

cluster3 / clusters

0 < S
-0.12 -0.1 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04
Membership Functions for Output (Wz)

(a 0.1Hz

cluste1

cluste2
cluste3

cluste4
cluste5

cluste6

cluste7

cluste8
cluste9

cluste10

cluste11
B =X < _ cluste12
0 02 0.4 06 08 1 cluste13
Membership Functions for Input 2 (e,)) cluste4

Degree of membership

cluste15
cluste16

cluste17

cluste18
cluste19
cluste20

L — L
0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Membership Functions for Input 1 (e1)

_—— . e _
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Membership Functions for Input 2 (ez)

Degree of membership
o
o

T :
cluster3”
cluster6

0.5F b
0 = — |
-1.5 -1 -0.5 0 0.5 1 1.5 2
Membership Functions for Output (w1) %1078
(c) 100 Hz

Figure 8.7. Input and output MFs of FCM based PPF’s FISs.
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Fig. 8.8, illustrates the evaluation of the the performance of the generated FISs using
the FCM clustering. Compared to the piezoresistive and piezoelectric strain sensors at the
three different frequencies, the PPF method agreed closely with the actual strain, which was
measured using the strain gauge. The FIS at 1 Hz mismatched three out of four peaks, but
was still more accurate than the piezoresistive and piezoelectric sensors. The fusion at 100
Hz achieved a higher accuracy than two other FCM based FISs. Compared to the Park et
al. fusion at 0.1 Hz and 100 Hz, the PPF’s fused strains matched well with the actual strain,

despite the higher number of input/output MFs.

x107 %1074

PPF e

0 0.005 0.01 0.015 0.02
Time (S)

(c) 100 Hz

Figure 8.8. FCM clustering based PPF FISs’ fused output strain.

Subtractive clustering results

The subtractive clustering was the second approach used that was based on data classi-
fication. A Sugeno-based FIS, which utilizes singleton output MFs, was used to develop the
PPF’s FIS [125]. The output MFs may be in the form of either a constant or linear function

in terms of the input values. The linear function based Sugeno FIS was used for this study.
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The final output weight was computed using the i rule output level z; and rule firing strength
w;. The Z; is function in two inputs values e; and ey and three constant values a;, b;, and ¢;,

which were generated using genfis command line function in MATLAB, as shown in 8.1:

z=ar+ by + ¢ (8.1)

In the equation above, wj; is evaluated from the rule antecedent using the AND method
for both input errors. The weighted average was used to compute final output weigh for N
number of rules. The equation is as follows 8.2:

. . Zfi Wiz
Final Output Weight = = 5—— (8.2)

The FISs input’s MFs and output linear equations’ constants were generated and tuned
using the subtractive clustering technique, as shown in Fig. 8.9. Two MFs were assigned
for the normalized error inputs at the three strain measurement frequencies. Each MF
represented a cluster of a range of input values. The Z; functions associated the piezoelectric
output weight at 0.1 Hz and 1 Hz frequencies and the piezoresistive output weight at 100 Hz.
The constant values of each FIS were retrieved to evaluate the final output weights using
the weighting average.

A set of FISs’ rules was generated from the subtractive clustering process using the genfis
command line function, as shown in Table 8.4. Similar to the MFs’ number, three rules were
produced for the FISs at the 0.1 Hz and 100 Hz frequencies. The AND ( & ) operator
was used to combine the fuzzified input’s values for each rule. To generate the appropriate
sensors’ weights, the weighting average was used. The AND operator works as a product of
fuzzified input values [103]. The subtractive clustering method generates an equal number
of input/output MFs and rules. The differences between the developed subtractive-based
FISs were the input MFs’ parameters and the output linear function constants’ values.

The subtractive-based PPF fusion method was tested and compared with the NC piezore-
sistive and piezoelectric strain signals, as shown in Fig. 8.10. A close agreement between
the actual strain measurements and the PPF’s fused strain measurements was achieved by

comparing the subtractive clustering based FISs to the Park et al. fusions at 0.1 Hz and
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Figure 8.9. Input and output MFs of Subtractive clustering-based PPF’s FISs.

Table 8.4. Subtractive clustering-based PPE’S FISS rules

Frequency FIS’s rules
0.1 Hz 1.1f (i_nl Is inlclusterl) and (in2 is in2clusterl) then
i Hz (outl is oyt;clusterl) (1) o
100 Hz 2. If (inl is inlcluster2) and (in2 is in2cluster2) then

(outl is outlcluster?) (1)
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Figure 8.10. Subtractive clustering based PPF’s FISs output fused strain.

100 Hz. A satisfactory performance was achieved using a comparably small number of MFs;
only two MFs were used for the three operating frequencies compared to previous methods,
which used a higher number of MFs.

The piezoresistive and piezoelectric weights were retrieved in order to analyze the devel-
oped subtractive based PPF method, as shown in Fig. 8.11. Higher piezoelectric weights were
generated by the PPF method at 1 Hz than at 0.1 Hz and by the piezoresistive weights at 100
Hz, as shown in Fig. 8.11b. This variation is caused by the higher error of both piezoresistive
and piezoelectric sensors with respect to the actual strain measurements. Conversely, the
generated piezoresistive’s weights at 100 Hz were relatively small, as shown in Fig. 8.11c.
These generated weights were influenced by the approximately harmonic error shape and
comparatively accurate piezoelectric strain sensor. Capturing the error signals’ shapes using

the fuzzy system thus had a significant impact on the PPF method.
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Figure 8.11. Subtractive clustering based PPF’s FISs output weights.
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8.2.3 Type-2 fuzzy inference system PPF results

A Type-1 fuzzy input MF was used to model the degree of membership for input val-
ues within a fuzzy set or cluster in the previous methods. However, this type of input
does not incorporate the model uncertainty in the membership’s degree. Consequently, the
subtractive-based FISs, which were developed in the previous subsection, were converted to
Type-2 FISs, as shown in Fig. 8.12. The input MFs were a type-2 fuzzy set, while the type-1
Sugeno system output MFs were kept the same. Each input membership function consists
of an Upper MF (UMF) and a Lower MF (LMF), where the UMF matches the type-1 MF.
The Footprint of Uncertainty (FOU) spans the region between the Upper and Lower MFs.
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Figure 8.12. Input MFs of fuzzy Type-2-based PPF’s FISs.
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As shown in Table 8.4, the subtractive clustering-based FIS’s rules were used for the
Type-2 FIS’s fusion. A total number of two rules were generated and this matched the
number of MFs. Unlike the Type-1 Sugeno system, the degrees of membership for LMFs
and UMFs were retrieved from the fuzzified inputs’ values. As a result, each MF had two
fuzzy values. The AND ( & ) operator was used to combine the fuzzified input’s values for
each rule resulting in a range of rule firing strengths [126]. To evaluate the output CRISP
value, the aggregated Type-2 fuzzy set converted to the Type-1 fuzzy set, which called the
centroid of the Type-2 fuzzy set. The KM reduction method was used to iteratively evaluate
the centroid [113].

The fuzzy type-2 PPF fusion method was tested and compared with the piezoresistive
and piezoelectric strain sensors, as shown in Fig. 8.13. Similar to the result achieved from
the subtractive-based fusion method, there was a high agreement between the actual strain
measurements and the PPF’s fused strains when compared to the Park et al. fusion method
at 0.1 Hz and 100 Hz. This performance was accomplished using only two MFs for the three

operation frequencies.
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o
o
o

0.005 0.01 0.015 0.02
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Figure 8.13. Fuzzy type-2 based PPF’s FISs output fused strain.
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The RMSE of the developed PPF’s FISs were computed, analyzed, and compared with
the Park et al. fusion method, as shown in Fig. 8.14. Using the optimization methods, the
smallest PPF fused strain’s RMSE was recorded as 1.596E-06 at 100 Hz. The maximum
RMSE of 2.475E-05 accrued at the 1 Hz strain fusion. The fused strain using the proposed
PPF method minimized the RMSE significantly compared to the Park et al. fusion method.
The fusion at 1 Hz was not provided in the study [39], so it was not compared with the
current fusion method. For the FCM-based PPF, the smallest RMSE of 4.43E-06 was cal-
culated at 100 Hz using the PPF method. Compared to the Park et al. fusion method, the
proposed PPF method obtained more accurately fused strain measurements. The smallest
RMSE:s of 5.18E-09 and 3.77E-11 were found at 1 Hz and 100 Hz; respectively, using the sub-
tractive clustering-based PPF method. At 1 Hz, the RMSE was found to be to be 2.628E-05,
approximately similar to the RMSE of the optimization-based FIS. Both the FCM and the
optimization-based FISs were based on Mamdani FIS, which does not overcome the Sugeno
FIS in the nonlinear dynamic application. On the contrary, the PPF successfully estimated
the fused strain at 1 Hz and 100 Hz, using the subtractive-clustering and fuzzy Type-2-based
methods. An average RMSE of 2.64E-09 was estimated at these frequencies. In addition,
at the low frequency strain measurement fusion of 0.1 Hz, both the cluster-based PPF fu-
sions minimized the RMSE compared to the Park et al. fusion. Combining the subtractive
clustering with a type-2 FIS resulted in reducing the RMSE by approximately 4%. This
improvement was gained by the model uncertainty feature of the fuzzy type-2 PPF. The de-
veloped PPF’s FISs, based on the type-2 fuzzy method, successfully fused the piezoresistive
and piezoelectric measurements and produced accurately fused strain measurements.

The results of this study indicate that a real time wide band nanocomposite strain sensor
can be achieved using the proposed PPF method. The subtractive-based PPF utilized the
smallest number of MFs, two MFs, in the three operation frequencies to perform the fusion
which minimized the computation time required for real time fusion of strain measurements.
Similarly, the optimization-based PPF fused both the MWCNT /PVDF measurement’s char-
acteristics and had the same number of MFs at 0.1 Hz and 100 Hz with relatively higher
RMSEs. The fuzzy Type-2 system and subtractive-based PPF had the same number of
MFs, two, and approximately similar RMSEs. The FCM clustering-based PPF contained
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Figure 8.14. Fused strain’s RMSE using PPF’s FISs at different frequencies
and compared with Park et al. fusion’s [39] RMSE.

the highest number of MFs, 20 and 6 MFs, compared to the other derived FISs. The PPF
successfully fused the piezoresistive and piezoelectric characteristics at their optimal perfor-
mance and sensitivity. In the current study, the estimates of the actual strain measurements

were assumed to be available.

8.3 Cantilever vibration results

The piezoresistive and piezoelectric measurements were investigated using a cantilever
beam under different vibration frequencies, as shown in Fig. 4.12. This experiment was
conducted to identify the operating frequencies for each characteristic. Also, these limitations
were used to assign weight during the DPPF and EPPF generating processes. Testing was
completed under vibrations of 0.5 Hz, 1 Hz, 5 Hz, 10 Hz, 50 Hz, 100 Hz, and 1000 Hz. The
FFT results were retrieved for the piezoresistive and piezoelectric measurements at these

frequencies, as shown in Fig. 8.15 and Fig. 8.16. The piezoresistive signals were more

85



sensitive at frequencies 0.5 Hz, 1 Hz, and 5 Hz compared to the piezoelectric measurements.
At the 10 Hz excitation, the piezoelectric measurement achieved a slightly higher SNR of
15.99 dB than the piezoresistive signal’s SNR of 13.43 dB. The piezoelectric measurement
became more apparent and was not affected by the electric hum, which had a fundamental
frequency of 60 Hz. On the other hand, the piezoresistive signal’s magnitude was lower, yet

it was not affected by the noise.
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Figure 8.15. The piezoelectric measurements’ FFT at the cantilever testing setup.

At 100 Hz, the piezoresistive sensor presented high-frequency noises compared to the
piezoelectric sensor. In addition, the piezoelectric sensor was accurate at 1000 Hz, while the

piezoresistive sensor underwent large low-frequency noises. As a result, the piezoresistive sen-
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sor illustrated good signal characteristics at frequencies below 50 Hz, while the piezoelectric

sensor’s measurements were less sensitive to noises.
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Figure 8.16. The piezoresistive measurements’ FFT at the cantilever testing setup.

8.4 Direct Piezoresistive/Piezoelectric Fusion (PPF) results

The piezoresistive and piezoelectric characteristics of the MWCNT /PVDF strain sensor
were influenced by the operating frequency. The piezoresistive sensing element was more
sensitive at low frequencies, while the piezoelectric sensor had was more accurate at higher
frequencies [39]. As a result, the DPPF and EPPF were proposed to fuse both measurements

at specific frequencies and a range of frequencies, respectively. The performances of both
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characteristics were investigated using a vibrating cantilever at different frequencies. In
addition, a 3D force sensor was fabricated and assembled. The piezoresistive and piezoelectric
measurements were taken at the elastic beams of the 3D force structure and were fused using
the DPPF and EPPF methods. The subtractive clustering technique was used to generate

and tune the proposed methods.

8.4.1 3D force sensor vibration results and the DPPF

The 3D force sensor was fabricated and tested for the fusion of strain measurements
and characteristics. The cantilever experiment proved the sensitivity of the piezoresistive
sensor at lower frequencies. In addition, the piezoelectric sensor showed good sensitivity at
frequencies above 50 Hz. As a result, the piezoresistive and piezoelectric measurements were
assumed to be accurate at lower and higher frequencies, respectively. However, each type
of sensor showed a lower content signal at the other sensor type’s accurate measurement
frequency. The DPPF utilized the piezoresistive and piezoelectric’s measurements to achieve
an accurate strain measurement.

The 3D force sensor was tested at 2 Hz, 5 Hz, 10 Hz, and 100 Hz under Z-axis and X-axis
loading scenarios. At the three lower frequencies, the piezoresistive sensor was assigned the
total weight of one, while piezoelectric sensors’ weights were computed using Equation 5.3.
At 100 Hz, the piezoelectric sensors’ weights were computed using Equation 5.2 and the
weight of one that had been appointed for the piezoresistive sensors. The input MFs, the
output MF’s linear equation constant, and the rules were generated and tuned using the
piezoresistive measurement, piezoelectric measurement, and the computed desired weight.
For each FIS, a set of rules was generated to relate the FIS’s input and output MFs, as
shown in Table 8.5. Each resultant input membership function consisted of multiple data
sets or clusters, where the number of MFs equaled the number of clusters and rules. The
same rules table was generated for each FIS except number of rules (n), which depended on

the MF’s number.
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Table 8.5. The DPPFEF’S FISs rules

FIS’s rules
1. If (inlis inlclusterl) and (in2 is in2clusterl) then (outl is outlclusterl)
2. If (inlisinlcluster2) and (in2 is in2cluster2) then (outl is outlcluster2)

n. If (inl isinlcluster n) and (in2 is in2cluster n) then (outl is outlcluster

n)

Z-axis loading scenario

The resultant FISs” input MFs for the operating frequencies were retrieved from the Z-axis
loading test, as shown in Fig. 8.17. The 3D force sensor consisted of four beams in the + X-
direction and the + Y-direction. At each frequency, two input variables were assigned for each
beam’s DPPF’s FIS. These input variables were the piezoresistive and piezoelectric strain
measurements. The input MFs’ range spanned the values from the minimum to maximum
piezoresistive and piezoelectric strain measurement data. At the same time, the degrees of
membership spanned the values from zero to one. The number of MFs at each beam and
frequency was determined by the number of clusters assigned to represent the relationship
between the strain measurements and desired weight by the subtractive clustering method.
The cluster influence range was the spatial parameter that decided if an input/output data
point was considered part of a specific center group. It was a scalar number ranging from
zero to one. In this manner, the number of MFs assigned by the cluster influence range was
defined for each test. For each scenario, the cluster influence range was adjusted manually
to achieve the best estimate of the actual strain with a minimum number of MFs. At least
three MFs were utilized by two beams at the excitation of 2 Hz and 5 Hz, as shown in Fig.
8.17a, b. At the frequency of 2 Hz, because of the lower cluster influence range, as shown
in Fig. 8.17a. Only four MFs were utilized for the DPPF’s FISs at the four beams under
10 Hz excitation in the Z-direction, as shown in Fig. 8.17c. Similarly, the input MFs at the
beams, which vibrated at 100 Hz, used four MFs of the FIS’s input variables except at the

+Y beam. The four MFs were achieved using a cluster influence range of one.

89



+X axis

1
051 1
o L
-3 -2 -1 0 1 2 3
€ Pive %107
a — datal datad data7 datal0
= ——— data2 data$ data8
g data3 datab datad
o
E
@
£
“
o
Y
e 1
=)
@
[=]
05
0
-3
€ Pric «10°
— datal datad data? datal0
— data data$ data8
data3 datab data®
+Y axis

datal data6 datall datalé
data2 data7 datal2 datal?
a data3 data8 datal3
= datad data9 datal4
@ data5 datal0 datal 5
3
£
@
£
k1
@
e 1
o
a
0.5
0
-3
datal datab datal I datal6
data2 data7 datal2 datal?
data3 data8 datal3
datad daa® datald
data5 datal0 datal 5

Figure 8.17. Input MFs of Subtractive clustering based DPPF’s FISs.

" -X axis }
>\
05 1
rd
-
,-//
_— i
0 x L L . :
3 2 - 0 1 2
o € Pive =107
£
2 datal daa2 data3 datad |
a2
E
@
£
k]
@
2 1
@
@
a
05 A
0
-3
EPric %10
datal data2 data3 data |
1 . . =Y axds "
-
e
051 4
-
0 ! . ' . ;
-3 -2 -1 0 1 2
- € Pive «<10°%
£
[ [ datal data2 data3 |
@
o
3
@
E
k]
@
o 1
o0
)
a
05 1
0
-3
€Pric %1078
‘ datal data2 dalaﬂ

(a) 2 Hz

90




Figure 8.17 continued
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Figure 8.17 continued
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The rule output level’s Z; coefficients were generated, and only one of the output MFs
of the -X beam under 2 Hz excitation were plotted, as shown in Fig. 8.18. The rest of the
output MFs at each beam and frequency followed the same process. Table A.1 located in
the Appendix illustrates the MFs’ rule output level’s coefficients. The number of outputs
for each MF equals the number of clusters, input MFs, and assigned rules for each MF. As a
result, four output clusters were generated for the -X beam under the vibration of 2 Hz. In
equation 8.1, piezoresistive and piezoelectric strain measurements and coefficients assigned
by the subtractive clustering method were used to calculate the rule’s output level Z;. In

addition, the number of rules was four (n=4), as shown in Table 8.5.

outlcluster2

outlclusterl
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=107 <107
15 -0.6
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€ 1 T 42
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2 2
=107 o5 x10°
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Figure 8.18. -X beam output MFs under 2 Hz excitation for PPF’s FISs.

The proposed Simulink model was used to test and validate the resultant DPPF’s FISs.
The FISs used the piezoresistive and piezoelectric strain measurements as inputs and the
outputs were based on the appropriate operating frequency. The DPPF’s fused strains
were calculated using Equation 5.4 and the FIS’s output weight. The DPPF’s fused strains
were retrieved and compared with the measurements’ characteristics, measurements from
reference strain gauges, and the nlhw model’s estimated measurements, as shown in Fig.
8.19. The DPPF’s fused strains agreed closely with the reference strain gauges when the 3D

force sensor was excited at the Z-axis. At 10 Hz, the nlhw model’s strain estimate was more
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Figure 8.19. Z-axis loading results of the DPPF.

accurate than the DPPF’s fused strains at the -X beam (2 Hz), the +Y beam (2 Hz), and
the -Y beam (10 Hz). However, the DPPF method did successfully fuse both measurements
and therefore achieved more accurate results.

In this work, different nlhw models were used to estimate the actual strain from either the
piezoresistive or the piezoelectric sensors at three lower frequencies and 100 Hz, respectively.
MATLAB’s system identification toolbox was used to produce the best fit actual strain
estimate. Different nlhw model structures were generated for the strain measurements at

the Z-axis loading test’s 3D force sensor beams. These estimators had different zeros and
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Table 8.6. The nlhw models used at Z-loading strain estimation.

Test Zeros  Poles Model Nonlinearity
7 2HZ 3 4 Hammerstein- pwlinear
Wiener
Z5HZ 2 3 linear -
7 10HZ 3 4 Hammerstein- pwlinear
Wiener
Z 100HZ 2 3 Wiener pwlinear

poles, different model structures, and different nonlinear functions, as shown in Table 8.6.
A similar Hammerstein-Wiener model structure was used at 2 Hz and at 10 Hz to achieve
the best fit actual strain estimates from the piezoresistive measurements. At the 5 Hz strain
estimate, a linear model was used with two zeros and three poles. At 100 Hz, the actual strain
estimate was provided using the Wiener model. The piecewise linear function nonlinearity
estimator was implemented at 2 Hz, 5 Hz, 10 Hz, and 100 Hz.

The DPPF’s FISs generated the desired piezoelectric and piezoresistive weights at the
lower and higher frequencies, respectively. The FIS’s output weights were recorded for each
beam and at each frequency to analyze the DPPF’s performance, as shown in Fig. 8.20. The
total weight of one was assigned for piezoresistive and piezoelectric strain signals at 2 Hz, 5
Hz, 10 Hz, and 100 Hz, respectively. Relatively higher piezoelectric weights were assigned
at 2 Hz and 10 Hz for the fused strain due to the presence of error at these frequencies.
Conversely, the generated weights at 5 Hz and 100 Hz were relatively less, due to the accuracy

of piezoresistive and piezoelectric sensors at these frequencies, respectively.

X-axis loading scenario

The DPPF’s FISs for the X-axis scenario were produced using the same methodology
utilized for the Z-axis scenario. The developed FISs” input MFs for the operating frequencies
were retrieved at the X-axis loading test, as shown in Fig. 8.21. Multiple FISs attained
four MFs as their input variables, where the cluster influence ranges were assigned to be
one. On the other hand, the highest number of inputs MFs was achieved at the +X-axis
and +Y-axis FISs under an excitation of 2 Hz, as shown in Fig. 8.21a. The cluster influence

ranges for the FIS’s piezoresistive and piezoelectric inputs’ MFs at +Y beam (2 Hz) were
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Figure 8.20. The DPPF’s generated weights for piezoelectric and piezoresis-
tive sensors at the Z-axis loading test.

0.4 and 0.3, respectively, which resulted in 21 MFs. The output MFs and rule output levels
were generated using the same procedure that was used for the Z-axis loading fusion. Refer
to Table A.2 in the Appendix for the MFs’ rule output level’s coefficients. Each beam’s FIS
used the same set of rules in Table 8.5. However, the number of rules (n) used matched the
same number of input/outputs MFs.

Using the Simulink model, the generated DPPF’s FISs were tested and analyzed in the
X-axis loading scenario. The generated DPPF’s fused strain, strain measurements, reference
strain gauge measurements, and nlhw models’ estimations, were obtained and presented, as
shown in Fig. 8.22. The DPPF method merged both measurements and achieved accurately
fused strain measurements. On the other hand, the nlhw models provided good actual strain

estimates at most frequencies. Under the Z-axis loading test at 2 Hz, phase shifts were
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observed in both the piezoresistive and piezoelectric strain measurements compared to the

strain gauges’ measurement, as shown in Fig. 8.22a. These differences resulted from the

variations in capacitance, C1, used for the piezoresistive and piezoelectric circuits in both

loading experiments. The sets of n rules used by each beam’s FIS matched the same number

of input/outputs MFs.
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Figure 8.22. X-axis loading results of the DPPF.

As shown in Fig.8.22, the nlhw models produced perfect estimates for the strain measure-

ments at the 3D force sensor’s beams in the X-axis vibration experiment. The parameters

used to generate these models are shown in Table 8.7. A Wiener model structure was used
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for the three highest frequencies, which achieved the best fit of actual strain estimates. The
Wiener models utilized the piecewise linear function nonlinearity estimator for the structure
output’s nonlinear blocks. A linear model was used for strain estimate at an excitation of
5 Hz with the highest number of zeros and poles of four and five, respectively. The same
Wiener model structure was used for both the Z-axis and X-axis loading test under 100 Hz

for the 3D force sensor’s beams.

Table 8.7. The nlhw models used at X-loading strain estimation

Test Zeros Poles Model Nonlinearity
X2HZ 4 5 linear -
X5HZ 3 4 Wiener pwlinear
X10HZ 3 4 Wiener pwlinear

X100HZ 2 3 Wiener pwlinear

The desired piezoelectric and piezoresistive weights were generated by the DPPF’s FISs
at the lower and higher frequencies, respectively. The output weights were retrieved to
investigate the DPPF’s performance for the fusion of every beam strain, as shown in Fig.
8.23. Similar to the Z-axis loading characteristics’ fusion, the piezoresistive strain signals
at excitations of 2 Hz, 5 Hz, and 10 Hz were given a weight of one. On the other hand,
the piezoelectric measurements were accorded the total weights at 100 Hz vibration. The
designed FIS produced higher weights at the 2 Hz and 5 Hz frequencies due to the more
significant inherited phase shift of the piezoresistive and piezoelectric strain measurement at
the elastic structure’s beams. Conversely, lower weights were assigned at the Y-axis beams
because of the loading in the X direction and minimum strain measurements at the Y-axis

beam’s sensing placements.

3D force sensor vibration and the EPPF

The strain measurements were fused using a single FIS for a specific operating frequency.
This method restricted the DPPF method from performing at a single frequency or local
fusion. As a result, the EPPF was introduced to perform the fusion at a wide range of

frequencies. The piezoresistive measurements was more reliable at the 2 Hz, 5 Hz, and 10
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Figure 8.23. The DPPF’s generated weights for piezoelectric and piezoresis-
tive sensors at the X-axis loading test.

Hz frequencies than were the piezoelectric measurements. The EPPF’s FIS fused the strain
measurement at these frequencies. The whole piezoresistive strain value was considered in
equation 5.4, while the FIS generated the needed weight to achieve accurately fused strain
results. The EPPF was produced and tested only for the +X and 4+Y beams. Each beam
was treated as a separate system of a singly supported beam. The previous piezoresistive,
piezoelectric, and strain gauge measurement data obtained from the two-directional loading
and three frequencies were cascaded for each beam separately. In this way, a single signal
contained the three frequencies for each measurement at every loading scenario. These
measurements were used to generate the EPPFs’ FISs from which their input MFs were
retrieved, as shown in Fig. 8.24. A single FIS was generated for each set of directional

loading experimental data. The +X beam’s FISs had higher numbers of MFs compared
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to the +Y beam’s FISs. Six input MFs were generated for the +Y beam from the Z-axis
loading condition data and four input MFs were generated for the +Y beam under the X-axis
loading condition data. The output MFs and rule output levels were generated using the
same method that was used in the Z-axis loading fusion. Refer to Table A.3 in the Appendix
for the MFs’ rule output level’s coefficients.

The EPPF’s MFs were investigated due to the notable difference in MF numbers between
+X and +Y beams. The clustering tool in MATLAB was used to identify and analyze the
number of MFs in each of the four cases. The relationship and the cluster numbers were
generated using the piezoresistive strain measurement, piezoelectric strain measurement,
and the desired piezoelectric weight, as shown in Fig. 8.25. Only the cluster influence range
was used to produce the EPPF’s FISs, while other clustering parameters were kept at the
default values. At the +X beam’s FISs, three approximately concentric ellipses were used
to represent the relationship between the piezoresistive strain, piezoelectric strain, and the
piezoelectric sensor’s weight. Each elliptical function corresponds to a particular frequency’s
desired piezoelectric weights. This correspondence required a higher number of clusters,
leading to a more significant number of MFs required for more accurately fused strain values.
Conversely, the interaction of two or more of these ellipses for the +Y beam minimized the
number of clusters needed to perform the fusion, because one cluster or MF could be utilized
for multiple frequencies fusion. As shown in Fig. 8.25d, the smallest number of three MFs
was assigned based on the given data due to the relatively smaller areas and high interfaces
of these functions.

The generated EPPF’s FISs were tested and analyzed in the 3D force sensor using the
cascaded data and the Simulink validation model. The EPPF’s fused strain was then com-
pared with the piezoresistive and piezoelectric measurements, nlhw models estimates, and
strain gauge measurements, as shown in Fig. 8.26. The EPPF’s fused strains tracked well
with the measurements from the reference strain gauges for the two beams in the Z-axis and
X-axis loading experiments. Even though the original data was cascaded from the previous
experiments, there were smooth transitions between the strain measurements through the

different frequencies compared to the nlhw models.
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Figure 8.24. Input MFs of the EPPF’s FISs for the +X and +Y beams.
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Figure 8.24 continued
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Figure 8.25. EPPF number of MFs and clusters investigation.

The nlhw model produced good estimates for the actual strains using the piezoresistive
measurements at each beam. The best actual strain estimates were reached using the nlhw
model parameter shown in Table 8.8. The Hammerstein model was chosen for the estimate
for all tests except the the X-axis loading of +Y beam, which instead used a linear model with
19 zeros and 20 poles. The input sigmoid network function was used for the Hammerstein

model, which utilized 18 zeros and 19 poles.
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Table 8.8. The nlhw models used at Z and X-loading strain estimation using
the cascaded data.

Test Zeros  Poles Model Nonlinearity
+X beam (z) 18 19 Hammerstein sigmoidnet
+X beam (x) 18 19 Hammerstein sigmoidnet
+Y beam (z) 18 19 Hammerstein sigmoidnet
+Y beam (x) 19 20 linear -

The EPPF’s FISs produced the desired piezoelectric weights for the accompanying mea-
surements taken at different frequencies. The output weights were retrieved to analyze the
EPPF’s performance for +X beam’s strain fusion and +Y beam’s strain fusion, as shown
in Fig. 8.27. The EPPF’s generated weights were classified into three groups of different
weight values. For the +X beam, three distinct weight values in both loading tests resulted
in the higher MFs. By contrast, two similar weight groups with very close magnitudes were
observed in the +Y beam’s tests, as shown in Fig 8.27c¢, d. Consequently, only a small

number of MFs were needed, as shown in Fig 8.25¢, d.

The DPPF and EPPF methods’ RMSE compared to nlhw models

The RMSE was used to assess the proposed fusion method’s performance and to compare
the results of the method with the actual estimate of the nonlinear models. For the DPPF
method, the RMSE of the fused strain was calculated for the Z-axis and X-axis loading
scenarios under the excitation frequencies of 2 Hz, 5 Hz, 10 Hz, and 100 Hz, as shown in Fig.
8.28. The DPPF method achieved the smallest RMSE under most of the loading directions
and frequencies compared to the nlhw models. However, higher RMSEs were associated with
-Y beams at 2 Hz and 10 HZ excitations of Z-axis loading experiments. This is because an
issue with the -Y-axis strain gauge circuit, which had a circuit element failure or external
noise, affecting the actual strain measurement. When an actual strain measurement was
used to generate and tune the fusion FISs, the cumulative DPPF fused strains” RMSEs at
all frequencies were lower than the nlhw models” RMSE by 34 %, 33 %, and 13 % at the
+X-axis, -X-axis, and +Y-axis beams, respectively. On the other hand, the nlhw models

estimated the strain at a 60.8 % lower cumulative RMSE compared to the proposed fusion
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Figure 8.27. The generated EPPF’s piezoelectric weight for +X and +Y beams

method because of the influence of the noise strain gauge at that beam. Relatively smaller
RMSEs were perceived in the Z-axis loading test under the excitations of 2 Hz and 100 Hz
The DPPF achieved the smallest RMSE of 1E-10 at the +Y-axis beam under the vibration
of 100 Hz.

Similarly, the EPPF method was analyzed and compared with nlhw models’ strain es-
timate using the RMSE for the +X-axis beam and + Y-axis beam under the two loading
experiments, as shown in Fig. 8.29. The EPPF fused strains’ RMSE was lower during these
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Figure 8.28. The PPF and nlhw’s models’ RMSE.

testing scenarios except for the X-axis loading test of the +X-axis beam. This was due to the
higher number of MFs needed to achieve more accurate fusion at that condition. The EPPF
fused strain measurement achieved approximately 15 % less accumulative RMSE compared
to the nonlinear model. Relatively higher RMSEs were observed in the +X-axis beam under
X-direction vibration due to the need for higher-order nlhw models and EPPF’s MFs.
These results prove the capability of the proposed DPPF and EPPF to fuse the MWCNT/
PVDF strain sensors’ piezoresistive and piezoelectric measurements. The fused strains suc-
cessfully matched the actual strains with minimal RMSEs at the 3D force sensor’s structure
using both the piezoresistive and piezoelectric characteristics. In the DPPF method, a single
FIS merged the measurements based on their sensitivity at a specific operating frequency,
while single FISs were used to perform the fusion at a range of operating frequencies using

the EPPF method.

8.4.2 The Direct PPF method and [39] fusion method

The Direct PPF’s (DPPF) performance was tested and compared with the proposed
fusion method in [39]. The experimental data from the reference [39] were used to generate

and validate the Direct PPF method. The proposed method was implemented to develop
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Figure 8.29. The EPPF and nlhw’s models” RMSE.

the PPF’s FISs at 0.1 Hz, 1 Hz, and 100 Hz. At the 0.1 Hz and 1 Hz frequencies, the
piezoresistive sensor was assigned the total weight of one, while the piezoelectric sensor’s
weights were computed using Equation 5.3. At 100 Hz, the piezoelectric sensor’s weights
were computed using Equation 5.2 and the weight of one was assigned to the piezoresistive
sensors. The input MFs, output MF’s linear equation’s constants, and rules were generated
and tuned using the piezoresistive measurement, the piezoelectric measurement, and the
computed desired weight. For each FIS, a set of rules was generated to relate the FIS’s
input and output MFs, as shown in Table 8.5. Each resulting input membership function
consisted of multiple data sets or clusters, where the number of MFs equaled the number of
clusters and rules. The same rules table was generated for each FIS except for the number
of rules (n), which depended on the MF’s number.The developed FISs’ input MFs for the
three operating frequencies were retrieved, as shown in Fig. 8.30.

The PPF’s FISs at the 0.1 Hz and the 100 Hz frequencies required two MFs to fuse the
piezoresistive and piezoelectric measurements, where the cluster influence range of one was
assigned at each operating frequency, as shown in Fig. 8.30a,c. On the other hand, the
PPF’s inputs cluster influence range for the 1 Hz frequency was 0.5, resulting in five inputs

MFs for piezoresistive and piezoelectric strains input variables, as shown in Fig. 8.30b. The
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output MFs and rule output levels were generated using the same procedure that was used
for the 3D force sensor fusion. The rest of the output MFs at each beam and frequency
followed the same process. Refer to Table A.4 in the Appendix for the MFs’ rule output
level’s coefficients.

The direct FISs had the piezoresistive and piezoelectric strain measurement as inputs and
either the piezoresistive or piezoelectric characteristic output, depending on the operating
frequency. The PPF’s fused strains were calculated using Equation 5.4 and the FIS’s output
weight. The PPF’s fused strains were retrieved and compared with the measurements’
characteristics, reference strain gauge measurements, and the [39] fused strain, as shown in

Fig. 8.31. The PPF’s fused strains agreed closely with the reference strain gauges compared

to the [39] fused strain.
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The PPF’s FISs generated the desired piezoelectric and piezoresistive weights at the
three operating frequencies. The FIS’s output weights were recorded to analyze the PPF’s
performance, as shown in Fig. 8.32. Relatively higher piezoelectric weights were assigned
at 1 Hz for the fused strain because of the higher number of piezoresistive and piezoelectric
sensor errors at this frequency. Conversely, the generated weights at 0.1 Hz and 100 Hz were
relatively lower due to the high accuracy of piezoresistive and piezoelectric sensors at these

frequencies, respectively.
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Figure 8.32. The PPF’s FISs output weights at 0.1, 1, and 100 Hz.

The direct PPF method was analyzed and compared with the reference [39] fusion method
using the RMSE at 0.1 Hz, 1 Hz, and 100 Hz., as shown in Fig. 8.33. The direct PPF fused
strain’s RMSE was lower compared to the [39] fused strain values at 0.1 Hz and 100 HZ.
The piezoresistive and piezoelectric measurements at 1 Hz were not fused in the study [39],

while a similar RMSE of 1.1E-5 was achieved by the PPF method at 0.1 Hz and 2 Hz.
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The developed direct PPF’s FISs, based on the subtractive clustering method, successfully
fused the piezoresistive and piezoelectric measurements and produced accurately fused strain
measurements with minimum RMSE values.

RMSE
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Figure 8.33. The Direct PPF’s RMSE compared to the [39] fusion method.

8.4.3 The DPPF method for Triangle and Square waves

The DPPF method was tested and validated for different strain signal types using pre-
sumed generated data. Triangle and Square signal waves were assigned for the piezoresistive
sensor, the piezoelectric sensor, and the strain gauges, as shown in Fig. 8.34. For these
tests, the actual strain signals with a magnitude of one were measured by the strain gauges
at an excitation of 1 Hz. The piezoresistive strain measurements were assumed to be more
accurate at this frequency. As a result, a magnitude of 0.8 was assigned for piezoresistive
strain measurements for both tests. At the same time, the piezoelectric strain measurements
were less accurate, with an assigned magnitude of 0.2.

The DPPF’s FISs were produced and the developed FISs” input MFs for both tests were
retrieved as shown in Fig. 8.35. The cluster influence ranges were assigned to be one for FISs’
inputs and outputs. The piezoresistive signals were given the total weight of one, while the

piezoelectric sensors’ weights were computed using Equation 5.3. A total number of two MFs
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Figure 8.34. Original signals at (a) Triangle wave signal and (b) Square wave
tests at 1 Hz.

for the input variables were generated using the DPPF method, where the cluster influence
ranges were assigned to be one for both the input and output variables. Each FIS applied
the same set of two rules from Table 8.5. The outputs MFs for each test were generated using
the same process discussed in the previous sections. Refer to Table A.5 in the Appendix
for the MFs’ rule output level’s coefficients. For the Square wave signal test, a zero-order
Sugeno system was utilized, where the coefficients a; = b = 0 at the output level (Z;) in
Equation 8.1. On the other hand, the b; coefficient became a zero in the Triangle wave test’s
output MFs, which resulted in a linear equation for the Z; in terms of only the piezoresistive
signal. However, the piezoelectric signals still contributed to firing strength (W) in the FIS.

Using the Simulink model, the generated DPPF’s FISs were test and analyzed in both
scenarios. The generated DPPF’s fused strain, strain measurements, and reference strain
gauges were retrieved, as shown in Fig. 8.36. The DPPF method had merged both mea-
surements and achieved accurately fused strain measurements using the Triangle wave and
Square wave signals. The RMSEs were calculated for both tests. A very low RMSE of
1.7E-15 was noted for the Square wave fusion. The DPPF’s RMSE for the Square strain
measurement fusion test was 0.0017.

The DPPFE’s FISs produced the desired piezoelectric weights for the proposed Triangle
and Square strain measurements tests. The output weights were retrieved for the DPPF’s

performance analysis at both fusion tests, as shown in Fig. 8.37. The generated weights

118



0.6 0.8

-
02 0.4

-0.2

-0.4

-0.6

@
- - o<

o
diysiaquiaw jo aaibag

0.4 0.6

=
0.2

-0.4 -0.2

-0.6

A\

- © S}

-0.8

o
diysiequiaw Jo sai1bag

data2

datal

data2

datal

0.1 0.15 0.2

0.05

.
-0.05

-0.1

-0.15

-0.2

o
diystequiaw jo aaibag

02

\‘

0.05

-0.05

0.15 0.1

_—
0.2

o
diysiequiaw Jo eai1bag

EPric

EPric

data2

datal

data2

datal

(b) Square wave

(a) Triangle wave signal

Figure 8.35. Input MFs at (a) Triangle wave signal and (b) Square wave fusion tests.

Pive

PPF

Pive

PPF

Pric -----SG

Pric -----8SG

,
N O N ¥ © o
o A_U o o o
(3) ureng

Time (S)

(b) Square wave signal

Time (S)

(a) Triangle wave signal

Figure 8.36. The DPPF results at (a) Triangle wave signal and (b) Square

wave tests at 1 Hz.

119



inherited the original signal shape and similar weights’ ranges were observed in both tests
because of the similarities in the original signals’ magnitudes. Thus, the DPPF has proven

its effectiveness for fusing piezoresistive and piezoelectric measurements with different types

of signals.
0.2 T T T T T 0.2 T T T T T
015 h 0.15 [ ] [ [ [ [
0.1F p 01k
0.05 h 0.05
£ Of 1 2 0
3 o ol
2 005 . | \ | \‘ | || | 4 B
| | | | |
L ] o
-0.157‘3“ \ ‘c‘ ‘\‘ ‘ﬂ‘ “\ | | | \ ‘\“ I 015}
A oz
-0.25 V V V )‘ V -0.25
0 1 2 3 4 5 6 0 1 2 3 4 5 6
Time (S) Time (S)
(a) Triangle wave signal (b) Square wave

Figure 8.37. The DPPF FISs’ generated piezoelectric weights at (a) Triangle
wave signal and (b) Square fusion tests.

8.5 Piezoresistive/Piezoelectric modeling results

The PVDF/MWCNT strain sensor’s piezoresistive and piezoelectric characteristics were
modeled and analyzed using Matlab Simulink. The circuit elements’ values were fitted with
output piezoresistive and piezoelectric measurements given the actual strains, taken from a
strain gauge, of the experimental data found in the literature [39]. In addition, a preliminary

robustness analysis of these models is presented in the following subsection.

8.5.1 Piezoresistive modeling results

The piezoresistive model was constructed using R-C circuits implemented in three circuit
stages: 1) Wheatstone bridge, 2) differential amplifier, and 3) low pass filter. The model was
tested at the frequencies of 0.1 Hz, 1 Hz, 100 Hz, and 1000 Hz, as shown in Figure 8.38. At
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0.1 Hz, the model captured both peaks while mismatching the strain measurements between
peaks. That is, the piezoresistive measurement at that frequency in the reference data was
not uniform. At 0.1 Hz, the model attained more accuracy and better tracking after the first
peak. There was a phase shift of + 0.0005 sec, between the piezoresistive model output and
piezoresistive signal [39] at 100 Hz, which was corrected. The piezoresistive model carried
out measurements with high accuracy. The piezoresistive strain sensor, as documented in the
literature [39], was not measuring at 1000 Hz; however, a similar model output was achieved

with an overshoot at the beginning of the measurement.
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Figure 8.38. Piezoresistive model output under different excitation frequencies

The low pass filter and the calibration factor (CF) were fitted to match the piezoresis-
tive measurements, as shown in Figure 8.39. Logarithmic Scala was used for the frequency
axes to show the relationships between the frequencies and the models’ parameters. The
CF of -0.0025 was fitted for the piezoresistive measurement model at 0.1 Hz, while a similar
CF of -0.002237 was indicated for the model under other excitation frequencies. The resis-
tance (R2) of the model was 2.9070x10®> Ohm and constant among the tested frequencies.
The capacitance C1 of 1x107%F and 1x107'2F were fitted for the two smallest and largest
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frequencies, respectively. The resistance (R1) increased when the excitation frequency in-
creased. An average resistance of 31.7 ) was indicated by the model at the frequencies of
0.1 Hz, 1 Hz, and 100 Hz. On the other hand, the piezoresistive model, which operates at
1000 Hz, has a renaissance of 3 k). The increase in the R1 at 1000 Hz might be because

1000 Hz is significantly larger than the other frequencies used in the modeling process.
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Figure 8.39. Piezoresistive model parameters fitted under different excitation frequencies

A preliminary robustness analysis of the piezoresistive model was conducted under dif-
ferent excitation strain frequencies, as shown in Figure 8.40. A Band-Limited White Noise
block in Matlab Simulink was used to test the model for robustness. Noises of varying pow-
ers were randomly introduced and the time for which the noise was introduced matched
the simulation’s sample time. The preliminary results from the piezoresistive model showed

good robustness and the model still tracked the strain measurements.

8.5.2 Piezoelectric modeling results

The piezoelectric model was constructed and a charge amplifier was used. The model
was tested at the frequencies of 0.1 Hz, 1 Hz, 100 Hz, and 1000 Hz, as shown in Figure 8.41.
At 0.1 Hz, the piezoelectric signal [39] was almost zero; however, there were small peaks
which were captured by the piezoelectric model. The model tracked the piezoelectric signal

[39] changes at 0.1 Hz with an acceptable degree of accuracy. However, the model did not
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Figure 8.40. Piezoresistive model output under different excitation frequen-
cies and noises.

capture the strain peaks because the piezoelectric signal [39] did not have uniform peaks. In
the simulation, the model and the piezoelectric signal matched closely at 100 Hz and they
also closely agreed at 1000 Hz.

The model’s calibration factor (CF) was fitted under four frequencies, as shown in Figure
8.42. Relatively close CFs were fitted at 0.1 Hz and 1 Hz with an average of 3x1075. The
highest CF value was recorded at 100 Hz with CF a of 1.65x107°. The CF decreased at 1000
Hz to 1.2x107°. The PVDF/MWCNT’s frequency response might have influenced the fitted
CF parameter and further harmonic analysis will be conducted in the future to confirm this
relationship.

A preliminary robustness analysis of the piezoelectric model was conducted under differ-
ent excitation strain frequencies, as shown in Figure 8.43. Similar to the piezoresistive model
analysis, a Band-Limited White Noise block in Matlab simulink was used test the model for
robustness. Different noise’s power were introduced randomly and the noise sample’s times
were matched to the simulations’ sample time. Preliminary results show good robustness for

the piezoelectric model and that the model still tracked the strain’s measurements.
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Figure 8.42. Piezoelectric model’s calibration factor fitted under different
excitation frequencies.

8.6 3D force sensor simulation results

The 3D force sensor captured the three-dimensional force components which were com-
pared to the 3D force/torque used to quantify the 3D force and torque components. The
current study focuses on designing a 3D force measurement and did not take torque or
moments into consideration. The elastic structures of the five selected configurations were
simulated using ANSYS Workbench [96]. The structure’s total deformations, equivalent
stresses, and normal elastic strains at sensor placements were retrieved after the simulations

were conducted. The total deformations, equivalent stresses, and safety factors for each of
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Figure 8.43. Piezoelectric model output under different excitation frequencies and noises.

the bioinspired 3D force sensors on the lateral (X-axis) and perpendicular (Y-axis) force
scenarios were investigated. Forces were applied gradually up to the maximum values of 60
N and 100 N in the direction of X and Y axes, respectively.

The lowest and highest deformation values that measured on the 3D sensors‘ elastic
structures, were DFx= 59.58 x107% mm and DFy= 3.7792x1073 mm in the tree branches
and cross designs, respectively, as shown in Figure 8.44. The implemented branches increased
the stiffness about four times on the X-axis and 32 times on the Y-axis; this decreased the
structure’s flexibility in both directions. The smallest deformation deference between the
force scenarios was found in the tree branch structure with 54.05 x10~% mm difference, this
structure was the most isotropic structure among all of the structures. To investigate the
safety of these designs, maximum equivalent stresses were obtained on each structure, as
shown in Figure 8.45 . The safety factor was defined as the ratio between the yield stress
of the material to the maximum equivalent stress on each 3D force sensor’s structure. All
designs were safe under these force ranges and could be overloaded with a minimum of three
times the assigned force ranges of Fx = 60 N and Fy = 100 N. The smallest safety factors were
observed for the cross design under Y-axis loading conditions which was expected because of

the low stiffness in that direction. Similarly, the spider design had the smallest safety factor
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in X-direction compared to the other designs. The tree branch design was observed to be
the safest structure compared to all the other designs, This safety was achieved because the

split branch design was used on each beam instead of the cross design.
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Figure 8.44. Maximum total deformation of the proposed designs.

In terms of measuring strain at the assigned sensing placements, the average normal
elastic strain was used to analyze the strain measurements. The sensors’ normal elastic
strains were acquired from the surface splits or selected sensing elements’ placements on the
bio-inspired 3D force sensors. In the case of applying 60 N in the X-direction, the average
normal elastic strain values and their contours were retrieved at each of the assigned sensing
elements’ placements for each design, as shown in Figure 8.46.

The positive value of average normal elastic strain at any sensing element indicated that
surface was mostly in tension and a negative value of average normal elastic strain at any
sensing element indicated that the surface was mostly in compression. The turtle, tree
branches, and cross designs showed a perfect decoupling of sensing elements along the Z-
axis from the applied force on X direction. The spider and modified turtle exhibited higher
sensitivity of 3x107% and 2x107® (mm/mm)/N on the Z-axis sensing elements, respectively.
The 3D force sensors indicated symmetrical average normal elastic strain responses while

forces were applied in the X-direction.
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Figure 8.45. Maximum total deformation of the proposed designs.

In terms of sensing element placements, it is desirable to have the elements attached to
the areas which are subject to either tension or compression strains. As shown in the Figure
8.46 contour plots, this was achieved in the turtle, tree branch, and cross designs. The turtle
design exhibited distinct and significant stress distribution in Z-direction under X-direction
loading. On the other hand, the modified turtle design’s sensor placements were based on
the stress variations along the beams.

In the case of applying 100 N along the Y-direction (normal), the average normal elastic
strains and their strain mapping were retrieved at each assigned sensing element’s placement,
as shown in Figure 8.47. The sensing elements underwent a compressive normal elastic strain
in all models except for the spider model’s and tree branch model’s 3D sensors. For each
3D force sensor, the assigned sensing elements were exposed to the same amount and sign of
the average normal strain; this was due to the symmetrical structures and sensing elements’
distributions. The implemented branches inverted the compression on the sensing elements’
areas in the cross design into tension in the tree branches design, as shown in Figure 8.47 d,
e.

As shown in Figure 8.47, the contour plots for the average normal elastic strain were

utilized to assist with the sensor placements. The tree branches design exhibited the most
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homogeneous strain distribution, compared to other designs. The modified turtles design’s
sensor indicated good strain distribution, but the outer side placement of the sensing element
experienced a strain sign variation which should be avoided. Similarly, for more accurate
results, the upper side placement of the sensing element in the spider design should be
avoided. On the other hand, the cross and the turtle sensing element placements indicated
variations in strain distribution along the sensing element.

The absolute average strain sensitivities of the 3D force sensors were obtained from the
responses from each force condition, as shown in Fig. 8.48. The absolute sensitivity at the
sensing elements’ areas of the cross design achieved the highest sensitivity compared to the
other designs when Fy (normal) was applied. In addition, the minimum sensitivity accrued

along X-axis was recorded when the force Fx was applied along the X-axis in the turtle design.

130



The sensing elements on the Z-axis indicated almost zero cross-coupling in the case of Fx
in the cross, tree branches, and turtle designs. On the other hand, the spider and modified
turtle designs were sensitive in the Z-direction when Fx was applied. In the tree branches
design, the branches decreased the strain sensitivity to both force conditions, because of
the increased stiffness which then decreased the structural flexibility. However, there was
a smaller sensitivity difference between the two force conditions in comparison to the cross
design. Similarly, the turtle design had approximately the same sensitivity difference except
it was more sensitive to the loading in the Y-direction, Fy, because of the implemented turtle
shell structure. It is clear that the modified turtle design significantly improved the sensing
sensitivity for the case of the Fy loading condition, but that resulted in coupling the sensing
elements on the Z-axis for the force applied on the X-axis. In addition, the spider design
was more sensitive to both loading conditions than the turtle design; however, coupling was
present.

The tree branches’ structural configuration was selected for the 3D force structure for dif-
ferent reasons. The tree branch configuration attained the most negligible coupling between
the strain measurements at the sensing placement areas for the X-axis loading test compared
to other proposed designs and the cross design. Also, the turtle and tree branches achieved
the lowest sensitivity difference of 5E-8 between the normal and lateral direction loading
scenarios compared to the other design. However, the turtle design had a lower sensitivity
for strain on the X-axis beams under the same direction of loading. On the other hand,
an average sensitivity difference of 1.67E-7 was obtained by the spider, modified turtle, and
cross design. The tree branches design had the highest safety factor for all loading directions
and allowed the structure’s configuration to withstand higher force ranges. In terms of sen-
sor fabrication, a simple two-dimension fabrication process can be utilized to fabricate the
cross and tree branches design, such as a conversion machine, water jet, and laser cutting
process. In comparison, other designs might need advanced machine technologies such as
computer numerical control (CNC). Flat sensing element placements were presented for the
tree branches and cross design, facilitating bonding the sensing elements to the structures’

beams. Consequently, it can be concluded that the tree branch configuration offered the
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best combination of factor of safety, sensitivity, structure fabrication, sensing placements,

and structural integrity as required for a 3D force sensor.
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9. CONCLUSIONS AND FUTURE WORK

9.1 Conclusions

The in situ MWCNT /PVDF nanocomposite strain sensor has the potential to capture
both low and high-frequency dynamic strain measurements using both piezoresistive and
piezoelectric measurements, respectively. However, the strain sensor’s band frequencies are
limited to either piezoresistive or piezoelectric, depending on the design or measurements
criteria. In this study, a novel PPF method is proposed to effectively combine piezoresistive
and piezoelectric characteristics to capture wide frequency MWCNT /PVDF strain measure-
ments in real-time. The proposed piezoresistive /piezoelectric fusion (PPF), based on a fuzzy
logic inference engine and error measurements, was introduced to combine piezoresistive and
piezoelectric sensor data.

Different techniques and methods were used to generate the PPF’s FISs, including the
optimization method, data clustering, and a fuzzy Type-2 system using MATLAB. The
FCM clustering, subtractive clustering, and Type-2 FISs were investigated and compared
with another fusion method already documented in the literature. At a low-frequency (0.1
Hz and 1 Hz) strain measurement, the piezoresistive sensor was assigned a full weight while
the PPF’s FISs estimated the necessary piezoelectric contribution weight. Both weights as
well as the piezoresistive and piezoelectric strain measurements, were used to enhance the
frequency range and increase the measurements’ accuracy using the developed fusion equa-
tion. The subtractive cluster and Type-2 FIS-based PPF fused both measurements while
attaining a high accuracy and relatively small RMSEs. However, Type-2 FIS-based PPF
reduced the subtractive clustering’s RMSE by approximately 4% at the frequency 0.1 Hz by
including the footprint of uncertainty. Both methods fused the measurement using Sugeno
FIS using only two MFs for input/output variables. With the maximum number of MFs
of three, the optimization-based FIS utilized the particle swarm optimization and pattern
search algorithms to learn and tune the FIS’s parameters, respectively. Additionally, the
optimization-based FISs’s RMSE was approximately 60.47 % less than the FCM-based FISs
among the three frequencies. Sugeno-based PPF indicated a high accuracy compared to

the Mamdani FIS because of the Sugeno’s ability to work with dynamic nonlinear systems
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efficiently. The developed PPF was verified with experimental data at the different dy-
namic frequencies presented in [39]. The results correlated very well with the actual strain
measurements and significantly reduced the measurement error of both characteristics. The
proposed fusion approach thus has the potential for other measurement methods influenced
by input frequency or a similar environment.

In this study, a number of bio-inspired structures were investigated for three-dimensional
force sensing. These structures included a spider, turtle, modified turtle, and tree branch.
Finite Element Analysis of these structures was performed to determine the optimal sen-
sitivity, the safety factor, and structural integrity of each model. The FEA results were
compared with the traditional cross-shape design used for 3D force sensors. It was observed
that the tree branch configuration provided the smallest coupling between the forces in the
Y-direction, as did the cross-shape and turtle configurations. While the cross-shape retained
a high sensitivity, it exhibited the smallest factor of safety in the Y-direction. The tree
branch configuration, on the other hand, showed the highest safety factor in this direction.
Overall, it can be concluded that the tree branch configuration offered the best combination
of safety factor, sensitivity, sensing placements, and structural integrity as is required for a
3D force sensor.

The in situ 0.1 wt.% and 2 wt.% MWCNT/PVDF strain sensors were fabricated using
a spray-coating process and were chosen for piezoelectric and piezoresistive strain measure-
ments, respectively. The sensitivity and accuracy of each characteristic were investigated
using a supported beam under different excitation frequencies. The MWCNT /PVDF sensor
was found to be sensitive at frequencies lower than 100 Hz and more noise was observed at
high frequencies. At the same time, the piezoelectric characteristic was found to be sensitive
and to contain less noise at the higher frequencies, which in this study were 100 Hz and
1000 Hz. However, the piezoelectric measurement was found not to be sensitive at very low
frequencies. The tree branch 3D force sensor was introduced and used the fabricated strain
sensing elements on its structure. The piezoresistive and piezoelectric films were attached at
each beam, and reference strain gauges were attached on the opposite side for comparison
and fusion method generation. Wheatstone bridge circuits were used for the piezoresistive

sensors and strain gauges. By contrast, a charge amplifier circuit was used for the piezo-
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electric characteristic measurements. The 3D force sensor was excited at different operating
frequencies in the Z-axis and the X-axis directions, while the 3D force sensor was assumed
to perform similarly in the X-direction and the Y-direction. The piezoresistive, piezoelec-
tric, and strain gauge measurements were used to generate the proposed DPPF and EPPF
using the Fuzzy Logic and Global Optimization Toolboxes in MATLAB. These methods
utilized the Sugeno FIS and the subtractive clustering technique to fuse the piezoresistive
and piezoelectric measurements. Fusion was successfully performed at a single operating
frequency using a single FIS in the DPPF method, while the EPPF method accurately fused
both characteristics at the range of operating frequencies using a unique FIS. The method
achieved a lower RMSE value compared to different nlhw actual strain estimation models.
The DPPF method was tested and validated for different strain signal types using presumed
Triangle and Square signal waves data. The DPPF has proven its effectiveness in fusing
piezoresistive and piezoelectric measurements with different types of signals. The findings
of this study indicate that the MWCNT/ PVDF measurement characteristics can be fused
using the DPPF and EPPF methods and achieve a wide band strain sensor. However, the
proposed fusion method is not restricted to strain measurements, but rather has the poten-
tial to fuse different measurements for a single phenomenon, where particular limitations

restrict measurement characteristics.

9.2 Future work

The PPF method could be applied to different sensing applications where frequency or
other phenomena influencing their performance could be improved through this fusion-based
estimate. Then, these limitations could be overcome. Our results are promising and should
be validated using an investigation with a greater number of frequencies on the MWCNT/
PVDF piezoresistive and piezoelectric characteristics. The proposed fusion methods have not
been tested at all the bioinspired structures and a future study should verify the PPF based
methods for these structures. A stack of piezoresistive and piezoelectric layers will result in
a smaller sensing attachment space required to improve the NC sensor structure. We believe

that our research will serve as a base for future studies on NC measurement fusion. A Printed
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Circuit Board (PCB) circuits constriction for piezoresistive and piezoelectric NC sensors with
short traces would minimize impedance mismatching that is suspected for the measurements’
phase shifts. Future work should concentrate on constructing the 3D force sensor based
on electrospun MWCNT/PVDF films using static or drum collector and enhancing the
strain sensing sensitivity. Further research should also focus on producing a uniform or
homogeneous NC film using an automated spray-coating machine. On a wider level, research
is also needed to investigate the compatibility of the sensing elements and the proposed fusion
method with the 3D force/torque sensor, which takes torque and moments into consideration.
The current 3D force sensor can be miniaturized for different Instrument Assisted Soft Tissue
Mobilization (IASTM) devices by scaling down the bio-inspired structure configuration and
fabricating smaller MWCNT /PVDF sensing elements.

Future studies should investigate the natural frequencies of the proposed 3D force sensor’s
structures and how these frequencies influence on the measurement’s bandwidth. Also,
geometric optimization method could be used in order to create a bio-inspired structural
design with higher sensitivity, lower force coupling, and a wider force range. In addition, the
structure’s natural frequencies under different loading directions could be optimized for the
desired measurement bandwidth using such a technique. Increasing the structure’s natural
frequencies can be achieved by increasing the stiffness or decreasing the mass of the overall
structural design and the four elastic beams. Increasing the natural frequencies of such
structures will produce a higher measurement bandwidth but less strain sensitivity because
of the lower deflection that could be achieved in the structure.

To mass-produce the proposed 3D force sensor, the PPF’s FIS needs to be generated and
tuned using a dataset. In many machine learning applications, better performance and more
representation can be achieved by using more data, especially for complex problems. A mini-
mum number of 500-1000 data points is used in some problems [127], while average problems
utilize 10,000 - 100,000 data points and complex problems will use 100,000 - 1,000,000 data
points. Also, approximately ten times the problem dimension’s data points were used for
the general machine learning problem. Because of the high dimensionality of the problems,
the PPF based methods might need 100,000 - 1,000,000 data points to be generated to tune
their FISs.
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A. OUTPUT MEMBERSHIP FUNCTIONS (MFS) APPENDIX

Table A.1. Output MFs of DPPF’s FISs under Z-loading.

Test-Hz | Fis Output MFs ai outlcluster? 10.4712 -1.1882 2.50E-04
outlclusterl -18.6921 -4.3283 4.63E-05 +X | outicluster3 16.507 17.6723 1.56E-04
outlcluster2 -6.042 -5.5301 4.99E-05 outlcluster4 9.2137 15.3821 8.62E-05
outlcluster3 3.6091 -4.8991 -3.15E-05 outlclusterl 16.9416 -0.293 -2.80E-04
outlcluster4 3.7416 -3.4612 2.38E-05 v outlcluster2 5.7185 0.5228 3.00E-05

X outlclusters -1024.3 559.7861 -0.0467 outlcluster3 5.6718 9.4297 -7.63E-05
outlclusteré -3732.9 3265.2 0.2674 outlcluster4 -8.0349 25.0062 | 3.26E-04
outlcluster? -14.91 -3.6186 0.000282 outlclusterl 16.7447 21.4876 -6.25E-04
outlcluster8 -89.3313 11.7371 -0.0011 X outlcluster2 16.9537 21.9658 6.36E-04
outlcluster9 -1064.6 515.2736 0.0667 outlcluster3 | 5.48E+03 | -4.32E+03 -0.2811
outiclusteri0 | -38724 | 2020, -0.2037 2-100Hz outiclusterd | 551E+03 | -4.34E+03 | 0.2812
outlcluster: -5.7835 .151! -2.83E-06 outlcluster: -10.9161 -63.219 1.13E-04

-Y | outlcluster2 | 28.2659 -3.4234 -0.0048 outicluster2 | -12.6432 -65.0578 -1.12E-04
outlcluster 18.3309 2.9623 0.0041 outlcluster -9.58E+0! .91E+0: -0.176¢
outlcluster. 1.7 11653 0.001 outlcluster4 | -8.11E+0: 4.98E+0: -0.284f

X outlcluster: 11.8362 12.8343 -0.0011 R outlcluster5 | -8.32E+0: 4.95E+0: 0.293:
outlcluster: 15.8392 28.2399 -9.36E-05 outlcluster6 24.3264 110.743 -0.0035

7.2HZ outiclusterd 16.2731 28.1546 2.58E-05 outlcluster? 236.8641 113.1056 0.0036
outlclusterl -1.1242 1.6413 1.15E-05 outlcluster8 -29.0329 -465.914 0.0041
outlcluster2 0.1947 2.0732 -2.81E-05 outlcluster9 | -9.40E+03 | 3.89E+03 0.1734
outlcluster3 -0.8625 0.8262 1.09E-05 outlcluster10 -32.414 -470.359 -0.0042
outicluster4 -0.4849 0.7868 -1.3E-05
outlclusters -11.4761 55.9432 -0.000585
outicluster6 -0.907 0.4297 1.43E-05
outlcluster? 0.9669 15211 7.19E-05
outlcluster8 0.0308 0.0408 -1.49E-05

+Y | outlclusterd 2.8924 -8.9447 0.000245
outlicluster10 0.4942 -0.393 -1.62E-05
outlclusterll -1.2275 0.2507 1.79E-05
outlcluster12 -0.6764 0.9381 1.44E-05
outicluster13 7.0307 29.0944 -0.0011
outlcluster14 -0.85. 0.6338 1.19E-05 |
outlclusterls -0.58 11704 -1.21E-0¢
outlcluster16 -0.50 0.9907 -5.67E-0f
outlclusterl? 1.58 18.0592 -5.87E-0
outlcluster. -0.4792 0.504 -1.43E-0'

+X | outlcluster: -0.4726 0.4946 .4E-08
outlcluster: -0.444 0.4753 1.51E-08
outlcluster: -4.2569 -6.2197 -0.000118
outlcluster: 0.1485 -12.1865 0.000209
outlcluster3 36.1703 1.8492 0.000104

-Y | outicluster4 42.3428 -54.1537 0.000308
outlclusters -47.3886 31.181 -0.000179
outlcluster6 -10.5971 -18.9448 9.07E-05

Z.5Hz outlcluster? 15.7728 33.5159 -0.000122
outlclusterl -4.2569 -6.2197 -0.000118
outlcluster2 0.1485 -12.1865 0.000209
outlcluster3 36.1703 1.8492 0.000104

-X | outlcluster4 42.3428 -54.1537 0.000308
outlclusters -47.3886 31.181 -0.000179
outlcluster6 -10.5971 -18.9448 9.07E-05
outlcluster? 15.7728 33.5159 -0.000122
outlclusterl -0.3148 0.3876 4.12E-07

+Y | outicluster2 -0.2754 0.3356 -1.16E-07
outlcluster3 -0.2431 0.3427 -1.71E-07
outlclusterl -2.2896 1.9093 9.68E-06

X outicluster2 -2.4167 2.0011 -1.09E-05
outlcluster3 12557 -4.3778 -6.26E-04
outicluster4 13.296! -4.8177 6.48E-04
outlcluster: -3.341 0.1096 1.49E-04

v outlcluster: -3.024 0.1551 -1.31E-04
outlcluster: -10.9777 10.83: -4.29E-04

Z-10HZ outicluster4 -11.2774 10.81 4.37E-04
outlclusterl -1.1007 -0.2414 7.21E-05

X outlcluster2 -1.1507 -0.1864 -6.92E-05
outlcluster3 2.7315 -1.4938 -1.08E-04
outicluster4 2.5059 -1.3117 1.02E-04
outlclusterl 0.0178 1.0664 -4.43E-05

Y outlicluster2 0.3024 0.9825 5.34E-05
outlicluster3 -0.7207 3.5961 -3.78E-05
outlclusterd -0.7469 3.8243 3.82E-05
outlclusterl 26.3974 -13.903 -5.44E-04
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Table A.2. Output MFs of DPPF’s FISs under X-loading.

Test- Hz Fis Output MFs ai bi Ci outlcluster12 -2.17E+03 -1.99E+03 0.0216
outlclusterl -84.192 -197.934 -0.0025 outlclusterl3 -1.22E+05 9.97E+04 -59.0082
outlcluster2 -41.974 -44.6608 -0.0014 outlclusterl4 -6.42E+03 8.75E+03 -1.162
outlcluster3 -12.1306 -55.1845 0.0043 outlclusterl5 -1.04E+04 -3.71E+03 0.1403
outlclusterd -223.624 153.4198 0.0475 X-5HZ outlclusterl6 | -4.59E+05 | -1.31E+05 | -38.4287
outiclusters -2.05E+04 -6.14E+03 -0.4208 outiclusterl? -6.25E+04 -4.54E+04 10.5055
outlclusteré 2.90E+03 519.6405 0.1269 outiclusterl -0.52 0.3224 8.26E-06
outicluster7 -415.835 -619.978 -0.0398 Y outlcluster2 -0.593 0.1932 -1.21E-05
outlcluster8 -472.083 -921.506 0.1049 outicluster3 -0.5366 0.426 -5.05E-06
outlcluster9 -713.214 5.33E+03 0.3265 outicluster4 -0.5706 0.3016 5.30E-06

+X outlclusterl0 -9.12E+03 -2.80E+03 -1.3921 outlclusterl -0.545 1.5057 -3.50E-05
outlclusterll -3.38E+03 -2.37E+03 0.7935 outlcluster2 -0.3735 1.1334 6.25E-06
outlcluster12 -1.67E+04 1.64E+04 5.0209 outlcluster3 -0.5479 0.446 -3.48E-05
outlclusterl3 -1.90E+03 -5.68E+03 1.2734 outlcluster4 -0.5204 0.6507 2.33E-05
outlclusterl4 1.41E+05 -1.46E+05 101.1167 outlclusters -1.296 1.0616 -5.79E-05
outlclusterl5 -1.78E+04 8.96E+03 -9.3378 outlcluster6 -1.2937 1.0608 5.78E-05
outlclusterl6 -3.25E+04 4.57E+03 -1.7929 outlcluster? -1.144 0.4083 -5.05E-05
outlclusterl? 2.39E+03 -126.361 -0.8759 +X outlcluster8 -1.1734 0.4324 5.11E-05
outlclusterl8 -1.85E+03 1.04E+03 -0.5501 outicluster9 -1.1996 0.7083 -4.84E-05
outlcluster19 2.10E+05 -1.22E+05 -96.9144 outlclusterl0 -1.2263 0.709 4.99E-05
outlclusterl 12.439 -8.2027 -2.03E-04 outlclusterll -1.1099 0.1439 5.87E-05
outlcluster2 8.5709 -8.4527 1.60E-04 outlcluster12 -0.923 0.2902 -4.77E-05
outicluster3 5.9945 -5.3571 2.00E-04 outiclusterl3 -1.3863 1.6408 8.36E-05
outlcluster4 8.5439 0.7184 -1.81E-04 outlclusterl4 -1.4065 1.6581 -8.55E-05
Y outlclusters -30.741 99.2914 -0.0016 outlclusterls -0.5414 -0.3193 8.14E-05
outiclusteré -272.544 995.1122 0.0378 outlclusterl 1.6482 8.9167 -7.46E-05
outlcluster7 140.1235 13.3553 0.0031 outlcluster2 -1.3315 14.9083 1.04E-04
X-2HZ outlcluster8 21.001 239.9118 0.0129 outlcluster3 -35.2767 20.956 -1.29E-04
outlcluster9 131.3706 91.1069 -0.0023 outlcluster4 -23.4032 145 8.09E-05
outlclusterl0 -457.382 1.25E+03 -0.0711 Y outlclusters 2.2076 -4.6058 2.01E-05
outlclusterl -1.6974 1.6674 -4.48E-05 X-10 HZ outicluster6 3.2392 -5.5306 -2.22E-05
X outlcluster2 -1.9878 1.5274 -6.62E-05 outlcluster? 12.8294 -10.2837 4.36E-05
outicluster3 -2.1631 1.4805 -1.34E-05 outlcluster8 7.2401 -8.4009 2.91E-05
outlcluster4 -1.3983 1.2891 5.45E-05 outlcluster9 14.757 -12.4949 -4.92E-05
outiclusterl -0.9117 0.8113 -4.93E-06 outiclusterl0 8.4732 -9.6109 -3.30E-05
outlcluster2 -0.7996 1.1097 3.37E-06 outlclusterl -1.6459 1.5646 2.77E-06
outlcluster3 -0.8713 1.0594 -3.27E-06 X outlcluster2 -1.7662 1.6133 3.58E-06
outicluster4 -0.8954 0.5327 -6.27E-06 outlcluster3 -0.7788 -0.9548 1.46E-04
outlclusters 25174 4.3588 1.04E-05 outlcluster4 -0.7207 -0.853 -1.43E-04
outlclusteré -1.1236 2.1871 8.37E-06 outlclusterl -1.191 1.016 -4.67E-06
outlcluster? 532.9211 310.299 0.0073 outlcluster2 -1.5697 1.3578 5.96E-06
outicluster8 11.8428 2.8521 -1.15E-04 outlcluster3 -6.0682 10.2577 3.79E-05
outlcluster9 0.7994 -7.7464 5.99E-05 outicluster4 -5.9101 5.4346 6.99E-06
outlcluster10 -1.8207 -8.2315 -7.84E-06 outlcluster5 3.2722 2.2541 -2.41E-05
+Y outlclusterll 3.14E+04 -1.53E+04 0.1366 sy outlcluster6 11.0544 -0.1955 6.01E-05
outlcluster12 -32.6398 -457.466 0.0022 outicluster? -10.9899 3.3524 -3.18E-05
outlclusterl3 611.6531 41.6244 -0.0135 outlcluster8 -7.0721 6.7829 -2.65E-05
outlclusterl4 28.9781 -226.91 -5.02E-04 outlcluster9 -1.0801 1.1647 4.62E-06
outlclusterl5 9.23E+03 -1.10E+04 0.0037 outlclusterl0 -1.084 1.1524 -4.58E-06
outlclusterl6 3.88E+03 -7.15E+03 -0.1516 outlclusterll 0.1461 0.017 7.21E-07
outlclusterl? -0.6209 1.7248 1.68E-06 outlcluster12 -0.1317 0.2919 -1.67E-06
outlclusterl8 5.61E+03 -4.65E+03 -0.1231 outlclusterl -1.4752 -0.4392 -2.49E-04
outlcluster19 2.02E+03 -4.64E+03 0.046 X outlcluster2 -2.6495 -0.1985 3.63E-04
outlcluster20 9.01E+03 523.555 0.1059 outlcluster3 -0.249 -0.8498 -1.17E-04
outlcluster2l 2.65E+04 -2.53E+04 -0.1973 outlcluster4 -1.4303 0.5691 9.24E-06
outlclusterl 0.2788 0.043 1.85E-04 outlclusterl 1.044 -1.1937 -4.61E-06
outicluster2 0.0864 0.198 -1.67E-04 v outlcluster2 0.7511 -1.3216 1.01E-05
outlcluster3 30.5643 -29.9217 0.0065 X-100 HZ outlcluster3 3.3557 -2.4532 3.09E-05
outlcluster4 24.4701 -23.3402 -0.0049 outicluster4 3.4843 -2.8565 -3.39E-05
X outiclusters 3.3951 0.2147 -4.89E-04 outlclusterl 760.4255 -805.295 -0.0829
outlclusteré 2.802 0.3415 4.17E-04 outlcluster2 7.11E+03 -8.57E+03 1.0141
outlcluster7 25.2346 -39.2645 -0.0064 -X outlcluster3 -4.60E+03 -9.58E+03 -2.8552
outicluster8 18.4633 -29.4487 0.0046 outlcluster4 7.77E+03 4.45E+03 -1.2368
outlcluster9 10.1426 3.0929 -4.32E-04 outlcluster5 9.31E+03 -1.61E+03 2.3239
outlcluster10 10.3811 5.5059 7.49E-04 outlcluster6 8.66E+03 -9.33E+03 -1.1557
outlclusterl -1.4905 -1.3609 6.29E-05 outlcluster? 3.69E+03 -1.41E+04 1.7218
v outlcluster2 -1.7096 -1.8262 -8.50E-05 X outlcluster8 2.71E+03 -1.29E+04 -1.5927
X-5HZ outlcluster3 6.1372 -4.9052 -1.17E-04 outlcluster9 -8.01E+03 -4.75E+03 1.2893
outicluster4 6.9134 -5.9286 1.36E-04 X-100 HZ outiclusterl0 675.0596 -937.228 0.0829
outlclusterl 65.4606 -9.5707 0.0047 outiclusterl 0.3918 0.8488 2.47E-05
outlcluster2 58.244 -1.3455 -0.0046 +y outicluster2 -1.8983 -0.1998 2.77E-05
outicluster3 59.1946 1.3564 0.0039 outlcluster3 1.6663 -6.4185 6.07E-05
outlcluster4 176.1687 103.0262 -0.015 outlcluster4 3.8806 -8.2207 -9.16E-05
outiclusters 1.96E+03 2.35E+03 -0.2239
-X outlcluster6 1.01E+03 560.8735 0.002
outlcluster? -34.1221 -59.51 -0.0207
outlcluster8 1.34E+03 1.06E+03 0.2491
outlcluster9 1.51E+04 4.53E+04 -6.0318
outlcluster10 1.85E+03 1.09E+04 1.0874
outlclusterll -3.33E+05 -1.98E+05 -21.3774
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Table A.3. Output MFs of EPPF’s FISs for +X and +Y beams.

EPPF Test | Fis Output MFs ai bi Ci

outlclusterl | 3.73E+04 | -7.23E+04 | 34.4906
outlcluster2 | 6.15E+05 | -5.25E+05 | -148.138
outlcluster3 | 3.24E+03 | -3.49E+04 | -0.6165
outlcluster4 3.02E+04 | -6.51E+05 | 155.2163
outlclusters 7.97E+05 | -1.40E+06 | -103.075
outlcluster6 5.68E+04 | -7.26E+04 | -17.7237
outlcluster? 2.84E+05 | -1.71E+06 | 86.5956
outlcluster8 1.60E+05 | -9.61E+03 -84.437
outlcluster9 | 1.64E+03 | 5.72E+03 -0.515
X axis +X | outlclusterl0 | -2.84E+04 | -4.11E+04 9.0149
outlclusterll | 2.08E+03 | -4.51E+03 0.638
outlclusterl? | -8.04E+04 | -1.67E+04 | -41.5549
outlclusterld | 821.2761 | -4.04E+03 -2.1087
outlclusterl4 | 1.46E+04 | 5.22E+03 | -8.0885
outlclusterl5 | -3.32E+04 | -3.82E+03 | -3.7645
outlclusterl6 | -9.01E+03 | -3.49E+03 | -4.4817
outlclusterl? | -2.55E+04 | 4.59E+04 | 51.9311
outlclusterl8 | 204.0004 | -1.24E+03 | -0.4195
outlclusterl9 | -1.31E+03 | -1.37E+03 0.9266

outlclusterl 2.3511 -1.9337 | -1.37E-05
outlcluster2 1.884 7.2925 2.08E-04
outlcluster3 -3.2969 5.1804 5.79E-05
outlcluster4 0.2978 3.7088 -2.51E-05
outlclusterb -3.3198 5.2125 1.35E-05
outlcluster6 1.4941 3.0858 2.91E-05

outlcluster? -5.1885 2.0377 7.53E-05
outlclusters8 -4.4972 3.3208 -7.06E-06
outlcluster9 -3.789 4.6766 4.15E-05
outlclusterl0 | -3.5959 3.0177 -2.66E-05
outlclusterll | -3.8889 4.7522 -4.17E-05
outlclusterl2 | -3.7156 2.4385 3.56E-05
outlclusterl3 -4.2426 6.0324 -5.72E-05
outlclusterl4 | -4.1947 3.4113 -3.36E-05
outlclusterl5 | -4.2267 4.9222 4.16E-05
outlclusterl6 | -4.1755 3.2601 3.45E-05
Z axis +X | outlclusterl? -4.865 8.147 -7.17E-05
outlclusterl8 | -5.6256 4.5834 -4.86E-05
outlcluster19 -5.1309 4.1396 3.61E-05
outlcluster20 -3.3615 4.1612 2.43E-05
outlcluster2l | -10.1428 11.3692 | -1.98E-06
outlcluster22 | -7.6057 7.1526 2.12E-06
outlcluster23 | -5.2313 7.5352 -5.51E-05
outlcluster24 | -4.5678 4.1432 3.79E-05
outlcluster25 | -2.5143 0.86 -4.16E-05
outlcluster26 -0.26 -0.0495 -2.30E-07
outlcluster27 | -1.4331 0.6805 -1.91E-05
outlcluster28 | -2.5192 -0.3389 7.91E-05
outlcluster29 | -0.8505 1.3421 1.22E-05
outlcluster30 | -2.2786 -0.4761 6.95E-05
outlcluster3l 1.0591 0.2776 4.67E-05
outlcluster32 0.0868 0.0649 -1.68E-05
outlcluster33 1.6689 -3.4776 7.20E-05
outlclusterl -0.9977 0.9919 6.96E-08
X axis +Y outlcluster2 -1.1185 1.0659 -1.02E-07
outlcluster3 -1.1222 1.1164 -5.55E-07
outlclusterl 14.1233 -3.7205 6.90E-04
outlcluster2 12.9294 -2.5603 | -6.22E-04
outlcluster3 9.7391 -6.9035 | -4.63E-04
outlcluster4 10.1483 -3.7944 3.51E-04
outlclusters -7.7934 8.2718 1.98E-04
outlcluster6 -7.266 9.7416 -2.08E-04

Z axis +Y
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Table A.4. Output MFs of DPPF’s FISs using data.

Test- Hz Fis Output MFs ai bi Ci

0.1 Hz a outlclusterl -0.8458 4.0471 1.41E-05
outlcluster2 -0.5058 -4.8181 | -1.40E-04
outlclusterl -1.0722 1.2215 1.70E-04
outlcluster2 -4.2313 0.4295 | -4.50E-04
1HZ b outlcluster3 -0.8776 2.2633 3.83E-05
outlcluster4 -2.3535 0.8841 | -5.69E-04
outlcluster5 -2.9421 1.5752 1.63E-04
outlclusterl -0.96 0.2288 1.00E-05
outlcluster2 -0.726 0.1023 3.65E-06

100 HZ c

Table A.5. Output MFs of DPPF’s FISs for Square and Triangular wave signals test.

Test Output MFs ai bi Ci
square signal outlclusterl 0 0 0.1668
outlcluster2 0 0 -0.2501
triangular signal outlclusterl 0.2062 0 0.005
outlcluster2 0.3059 0 -0.0085
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