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ABSTRACT 

Mathematical and computational modeling allow for the rationalization of complex phenomenon 

observed in our reality. Through the careful selection of assumptions, the intractable task of 

simulating reality can be reduced to the simulation of a practical system whose behavior can be 

replicated. The development of computational models allow for the full comprehension of the 

defined system, and the model itself can be used to evaluate the results of thousands of simulate 

experiments to aid in the rational design process. 

Biomedical engineering is the application of engineering principles to the field of medicine 

and biology. This discipline is composed of numerous diverse subdisciplines that span from 

genetic engineering to biomechanics. Each of these subdisciplines is concerned with its own 

complex and seemingly chaotic systems, whose behavior is difficult to characterize. The 

development and application of computational modeling to rationalize these systems is often 

necessary in this field and will be the focus of this thesis. 

This thesis is centered on the development and application of mathematical and 

computational modeling in three diverse systems in biomedical engineering. First, computational 

modeling is employed to investigate the behavior of key proteins in the post-synapse centered 

around learning and memory. Second, computational modeling is utilized to characterize the drug 

release rate from implantable drug delivery depots, and produce a tool to aid in the tailoring of the 

release rate. Finally, computational modeling is utilized to understand the motion of particles 

through an inertial focusing microfluidics chip and optimize the size selective capture efficiency. 
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 INTRODUCTION 

Computational modeling is the use of computer algorithms to simulate complex systems, whose 

behavior may be difficult or impossible to predict. However, in developing a computational model 

it is necessary to first carefully define the system whose behavior is to be simulated and derive a 

well posed mathematical model to capture the behavior.  Although computational models are 

developed for numerous reasons, this work is mainly concerned with two motives: to enhance the 

understanding of the behavior of a complex system, and to develop a tool for the acceleration of 

the rational design process. 

Mathematical modeling is the utilization of mathematical principles to capture the behavior 

of observed phenomenon. Although, our observable reality is often extraordinarily complex, 

carefully chosen assumptions allow for the complexity of the system to be reduced to a practical 

form. With the necessary assumptions considered, the system can often be represented by a system 

of mathematical equations formulated from fundamental principles. The process of building these 

mathematical models requires an iterative approach of increasing complexities until the behavior 

of the observed system is fully captured. The process of developing the model often provides 

numerous insights to the modeler on the underlying behavior of the system that may not be intuitive 

when simply observing the system. The final product of mathematical modeling is often a large 

system of equations whose behavior is less intuitive than even the observed phenomenon and 

cannot be solved analytically. 

When the analytical solution is difficult or even impossible to derive, numerical methods 

are employed to evaluate the discrete form of the continuous equations. Numerical methods are a 

family of techniques to evaluate mathematical expressions a few examples include: approximation 

theory; interpolation and extrapolation; linear algebra; optimization of nonlinear equations; 

quadrature and orthogonal polynomial; ordinary and partial differential equations; and integral 

equations [1]. Of particular interest is the use of numerical methods to convert a system of ordinary 

and partial differential equations into a system of algebraic equations. The large system of 

algebraic equations can then be solved with linear algebra, however, crunching these equations by 

hand is impracticable. To build and solve these massive systems of algebraic equations 

computational models are developed. 
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Although computational algorithms have greatly accelerated the development and use of 

numerical methods in the last century, numerical methods significantly predate the invention of 

computers by several millennium. One of the earliest uses of numerical algorithms includes a root 

finding algorithm recorded on the Ahmes Papyrus dated 1800-1600 BCE [2]. The field of 

numerical methods continued to grow over the next few millennia, however, many of the greatest 

advancements occurred in the 18th and 19th centuries due to a handful mathematical giants. Of 

these giants the most notable are Gottfried Wilhelm Leibniz, Isaac Newton, Leonhard Euler, 

Joseph-Louis Lagrange, Carl Friedrich Gauss, and Carl Gustav Jacob Jacobi for whom many 

important modern numerical algorithms are named after. 

With the development of calculus in the 17th-18th century mathematical modeling was 

greatly expanded in numerous fields of physics, science, and engineering. Numerical methods for 

the approximation of ordinary and partial differential equations allowed for the modeling of more 

complex phenomenon. The finite difference approximations of derivatives introduced by Brook 

Taylor became an integral tool in approximating the solution for these numerical differential 

equations [3]. The use of finite difference methods to evaluate models in the 19th century led to the 

successful modeling of solid mechanics, diffusion, heat transfer, and electricity/magnetism. With 

the work of Olga Ladyzhenskaya and Alexandre Chorin in the late 20th century this was expanded 

to include complete models of fluid mechanics [4]. 

Mathematical and computational modeling allows for the full comprehension of complex 

systems through the iterative process of model development. The final product is a computational 

model, which is used to accelerate the rational design process. The process begins with the 

observation of a complex phenomenon in reality, which prompts the careful selection of 

assumptions to reduce the system to a tractable form. Next fundamental principles, often 

conservation laws, are utilized to develop constitutive equations that describe the reduced system. 

Based on the governing physics relevant numerical methods are selected and a computational 

model is built. However, this computational model is no more than an educated guess for the 

behavior of the observed system. The accuracy of the model must be verified by quantitatively 

comparing the model to experimental data relevant to the observed phenomenon.  

If the computational model captures the behavior of the observed system than the model is 

complete. However, if the computational model does not capture the behavior of the observed 

system, then the modeler must return to the definition of the reduced system and either relax the 
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assumptions or expand the system by considering the new aspects of the phenomenon. This begins 

the cycle of modeling anew. Notably, when modeling complex phenomenon it is often necessary 

to create subcomponents, or portions of the observed phenomenon that can be independently 

developed and verified prior to a substantial increase in model complexity. 

The discipline of biomedical engineering and the application of engineering principles to 

biology and medicine produces numerous complex systems that evade comprehension. These 

seemingly chaotic systems require the application of mathematical and computational modeling to 

fully understand the nature of their behavior. 

In this body of work, we evaluate multiple complex systems that have either evaded 

intuitive comprehension or whose behavior is difficult to predict. Through the formulation of 

mathematical models and development of computational models a deeper understanding of the 

system is developed along with a tool for potential design optimization. 

 

This dissertation is organized into three parts: 

 

Chapter 2: We develop a computational model for the interactions of postsynaptic proteins 

involved in neuronal plasticity, as well as the impact of genetic mutation of a key synaptic protein, 

synGAP. Although, the detrimental effect of a synGAP mutation has been observed by a couple 

of research groups, there is a deficiency of computational modeling to fully understand the impact 

of a synGAP knockdown. Our model was not only able to predict the impact of synGAP regulation 

on the ability of the synapse to regulate its connectivity, but the model was also able to suggest 

therapeutic targets to restore the bidirectionality of the system. 

 

Chapter 3: We developed a mathematical and computational model for predicting the drug release 

rate from implantable bioresorbable drug delivery depots. Building upon decades of research on 

the modeling of degrading/swelling polymer implants, the current study progresses previous 

models in four aspects: (a) consideration of the impact of phase inversion on the drug release of 

both microspheres and ISFIs; (b) investigation of observable phenomena such as complex implant 

geometries, nonuniform drug distribution, and swelling of larger implants; (c) explicit modeling 

of the production and transport of H+ ions, which catalyze the degradation and diffusion of acid as 
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separate processes; (d)  inclusion of a full probability model for the distribution of oligomers 

produced from random chain scission as proposed by Flory. 

 

Chapter 4: We developed computational modeling for the simulation of the inertial focusing of 

particles in a microfluidics chip. Advanced numerical methods were utilized to model the two-way 

coupled interaction between the particle and the fluid domain to capture the inertial focusing 

behavior of the particles. The model was used to investigate the behavior in an expanded channel 

microfluidics chip, which utilizes the formation of microvortices to size selectively capture 

particles. The computational model was verified and used to aid in the design process of optimizing 

the capture efficiency of the microvortices. 
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 CaM/CaMKII MEDIATED REMODELING OF PDZ DOMAINS AND 

THE INHIBITORY INFLUENCE OF SYNGAP IN THE POST-

SYNAPTIC DENSITY 

2.1 Abstract 

Approximately, 1 in every 60 children in the United States have been diagnosed with Autism 

Spectrum Disorder (ASD) [1]. Of the hundreds of genes associated with ASD, those most highly 

correlated with the disorder produce proteins involved in neuronal synapse function, including the 

mutation of SYNGAP1 gene. Equally highly expressed is the scaffolding protein PSD-95 a major 

constituent of the post-synapse, comprised of three PDZ-domain binding “slots”, which anchor 

transsynaptic protein domains and anchor mobile AMPA receptors to the postsynaptic density. 

The Ras-GTPase activating protein synGAP has been found to occupy up to 10-15% of the 

scaffold’s PDZ-domains at any time, potentially restricting the binding of other proteins to these 

sites including TARPs, Neuroligin, and LRRTM proteins involved in regulating synaptic functions. 

The binding of synGAP to PDZ domains is regulated by Ca2+ activated Calmodulin and 

Ca2+/calmodulin-dependent protein kinase II (CaMKII). Although, the phenotypical impact of 

SYNGAP1 loss-of-function mutations have been observed by several labs, there still lacks 

computational modeling work to fully understand the impact of a synGAP knockdown on the 

system. To gain a full understanding on how synGAP competes with other synaptic proteins for 

binding to PDZ domains, we designed a computational model that captures the frequency 

dependent binding of synGAP and other key synaptic proteins (TARP, LRRTM, and Neuroligin) 

with the PDZ domains of PSD-95. Our model predicts that SYNGAP1 loss-of-function mutations 

result in the dysregulation of the competition for PSD-95 and leads to an over saturation of TARP 

anchored to PSD-95 at the post-synaptic density. Phenotypically, this has been observed as an 

uncontrolled enlargement of excitatory synapses without a mechanism for down regulation.  

Furthermore, the model suggests that the bidirectionality of the system can be recovered through 

the introduction of a PSD-95 inhibitor.  

https://www.zotero.org/google-docs/?tuHH1i
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2.2 Introduction 

Formation and development of memory relies on the structuring of neuronal connections and their 

ability to strengthen and weaken. Neuronal plasticity requires the synaptic connection between 

individual neurons to be able to both strengthen and weaken in response to varying external stimuli 

[1, 2]. The strength of a synaptic connection is often controlled on the molecular level by the 

rearrangement of key proteins in the post-synaptic density (PSD) [3, 4]. The recruitment and 

activation of N-methyl-D-aspartate receptor (NMDAR) and α-amino-3-hydroxyl-5-methyl-4-

isoxazole propionic acid receptor (AMPAR) is necessary for the modulated response of the post 

synapse [4]. 

The continual strengthening of a synaptic connection (long-term potentiation or LTP) and 

weakening (long-term depression or LTD) is a calcium dependent mechanism. During LTP and 

LTD, the NMDARs are activated and allow for an influx of calcium, originating from the pre-

synapse, into the post-synapse which heavily impacts the upregulation and downregulation of 

signaling pathways in the post-synapse. While both pathways require the increase of calcium 

concentration in the PSD from basal conditions, they have opposing mechanisms and outcomes, 

which are regulated by the exact frequency of the calcium stimulation. A low frequency 

stimulation of calcium representative of LTD will lead to a decrease in AMPARs located at the 

head of the PSD, while a high frequency calcium stimulation representative of LTP will lead to an 

increase in AMPARs, Fig 1. 

Recruitment of AMPAR includes the insertion of the receptor into the post-synaptic 

membrane, the diffusion across the membrane, and the trapping of the receptor at the head of the 

synapse where it functions to regulate ion conductance. The anchoring of AMPARs occurs through 

the binding of its auxiliary Transmembrane AMPAR Regulatory Protein (TARP), which has a 

high affinity for AMPAR, to PSD-95 a major scaffolding protein constitutively located in the PSD. 

The binding of TARP to PSD-95 acts to reduce the mobility of the complex and anchor the 

complex to the PSD. PSD-95 also acts to bind and localize other synaptic regulatory proteins 

including Leucine Rich Repeat TransMembrane (LRRTM) and Neuroligins to the PSD. PSD-95 

has three PDZ binding domains highly competed for. The composition of proteins bound to these 

PDZ domains dictate the strength of the synaptic connection. 

SynGAP is found in the post-synapse at high concentrations and has a high binding affinity 

for the PDZ domains of PSD-95, experimental studies have found synGAP binding up to 15% of 
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these domains at a time [5, 6]. SynGAP severely reduces the ability for other proteins, especially 

TARPs, to bind to the PSD-95 through competitive inhibition. Two calcium dependent 

mechanisms for reducing the amount of synGAP bound to PSD-95 have been studied by Kennedy 

et al. [7, 8]. The binding of Ca2+/Calmodulin (Ca2+/CaM) to synGAP has been found to reduce 

synGAP’s binding affinity for PDZ domains, and the phosphorylation of synGAP by 

Ca2+/Calmodulin-Dependent Protein Kinase II (CaMKII) results in a massive decrease in synGAPs 

ability to bind to PSD-95 [7]. This decrease in affinity for PSD-95 results in a dispersion of 

synGAP from the PSD [9]. Additionally, Choquet et al. have observed that the phosphorylation of 

the C-tail on TARP leads to an increase in its binding affinity of PSD-95 [10]. 

The relevant kinase and phosphatase cascades involved in the upregulation and 

downregulation of TARP bound to PSD-95 include the involvement of seven other CaM binding 

proteins (Adenylyl Cyclase type I (AC1), Adenylyl Cyclase type VIII N-terminus (AC8-Nt), 

Adenylyl Cyclase type VII C2b domain (AC8-Ct), calcineurin (PP2B), Myosin Light Chain Kinase 

(MLCK), Neurogranin (Ng), Nitric Oxide Synthase (NOS),  and Phosphodiesterase type I (PDE1); 

as well as Phosphodiesterase type IV (PDE4), Protein Phosphatase 1 (PP1), Inhibitor 1 (I1), Protein 

Kinase A (PKA), and Protein Phosphatase 2 (PP2A), see Fig 4. 

The deregulation of the mechanisms behind the recruitment of AMPAR have been linked 

to several disease states. The most relevant to this study are the loss-of-function mutation of 

SYNGAP1 as well as the dysregulation of SYNGAP1. Deregulation of synGAP leads to a loss of 

the excitatory/inhibitory balance, which has been linked to developmental disorders including 

intellectual disability (ID) and autism spectrum disorder (ASD) [11-16]. Kennedy et al. 

independently evaluated the impact of synGAP’s GAP domain and the PDZ domain-binding motif 

on spine formation in a synGAP knockout (ko). The synGAP ko led to premature development of 

dendritic spine synapses. The ability for synGAP to compete for PSD-95 binding domains was 

found to be necessary in the development of this abnormality [7, 17].  

To understand how frequency-dependent Ca2+ flux influences the system, we designed a 

computational model that captures the dynamic activation of kinase and phosphatase cascades and 

the impact on the remodeling of the proteins bound to the PDZ domains of PSD-95. Of particular 

interest is synGAP’s regulation of the ability for TARP to bind and anchor AMPA receptors at the 

PSD. The model is also used to predict the impact of loss-of-function mutation and dysregulation 
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of SYNGAP1 on the system, and the subsequent loss of typical LTP and LTD reactions to 

characteristic calcium frequency stimulations. 

 

 

Figure 2.1. Neuronal Plasticity. During low frequency stimulations (upper pathway) lower 

concentrations of TARP are bound to PSD-95 and subsequently fewer AMPARs are anchored at 

the PSD resulting in the diffusion out of the PSD, characteristic of LTD. During high frequency 

stimulations (lower pathway) higher concentrations of TARP are bound to PSD-95 and 

subsequently more AMPARs are anchored at the PSD, characteristic of LTD. 

2.3 Materials and Methods  

2.3.1 Model Development 

The dynamic system’s interactions were modeled deterministically according to mass action 

kinetics. The resulting system of ordinary differential equations (ODEs) was numerically solved 

in Python 3.7. The model is parameterized using literature values. Model code is included in 

supplement and has been archived at [Purdue Archive]. 
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2.3.2 Frequency Stimulation 

To simulate low frequency (10 Hz) and high frequency (100 Hz) stimulations, calcium was 

introduced into the model by the time-dependent forcing function 

𝐴 ∗ 𝑒−𝑑(𝑡) = 𝐼𝐼𝐼𝑇(𝑡) 

where A is the amplitude, d is the decay rate of a single calcium spike, * indicates the mathematical 

operator for convolution and ШT describes the sampling function for a period T. 

Calcium stimulations were varied by frequency, and consequently duration. The total amount of 

calcium entering the system was maintained constant. The peak widths of individual calcium 

spikes were simulated as 30 ms [18, 19], Fig 2. 

2.3.3 Sensitivity Analysis 

Model Output 

As a primary model output, we evaluated the change in concentration of TARP bound to PSD-95 

at any of the scaffolding protein’s three PDZ domains over time. This metric was chosen as an 

analogue for short term LTP/LTD by way of AMPAR localization within PSD.  

Two scoring regimes were developed to fully understand the impact of knocking down synGAP 

on the rearrangement of proteins bound to PSD-95, specifically TARP: 

Score 1: Change in TARP bound to PSD-95 normalized to the steady state concentration of TARP 

bound to PSD-95 for wildtype (WT) conditions. 

𝑆𝑐𝑜𝑟𝑒1[𝑆𝐺] =

∑ [𝑇𝐴: 𝑃𝑆𝐷 − 95]𝑁
0

𝑁 − µ𝑆𝑆,𝑊𝑇

µ𝑆𝑆,𝑊𝑇
 

Score 2: Change in TARP bound to PSD-95 normalized to the steady state concentration of TARP 

bound to PSD-95 for knockdown conditions. 

𝑆𝑐𝑜𝑟𝑒2[𝑆𝐺] =

∑ [𝑇𝐴: 𝑃𝑆𝐷 − 95]𝑁
0

𝑁 − µ𝑆𝑆,[𝑆𝐺]

µ𝑆𝑆,[𝑆𝐺]
 

The concentration of TARP bound to PSD-95 was integrated over a time window of 100 

seconds for consistency between vary frequencies of stimulation. Score 1 gives insight into the 

impact of synGAP mutation on the overall increase and decrease of the concentration of TARP 
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bound. Meanwhile, Score 2 gives insight into the impact of synGAP mutation on the frequency 

dependent increase and decrease of TARP bound to PSD-95. 

Analysis Methods 

Time varying sensitivity indices for key protein concentrations and kinetic rates were 

calculated locally by derivative-based sensitivity analysis. Sensitivity indices were also calculated 

globally by partial rank correlation coefficient (PRCC) determination [20] and the variance based 

Sobol method [21].  

In the absence of independent parameter verification by at least two sources, the upper and 

lower bounds for a given species’ concentration were set at a factor of two (2) above and below 

our best estimate. For kinetic and catalytic rates, the upper and lower uncertainty bounds were set 

at a factor of five (5) above and below our best estimate. For local sensitivity analysis, model 

parameters were linearly sampled along the range of uncertainty. For the PRCC and Sobol methods, 

parameter spaces were defined by uniform Latin hypercube sampling (LHS) and Saltelli low-

discrepancy sampling [22], respectively.  

 

Figure 2.2. Defining LTP and LTD. (A) Input function for a 10 Hz calcium stimulation; 

stimulation continues for a 100 pulses. (B) Example of the response of the concentration of TARP 

bound to PSD-95 due to a 10 Hz stimulation. Both scoring mechanisms include an integration of 

the concentration of TARP bound to PSD-95 in the Post-Stim Response window, labeled above. 

The key difference in the scoring mechanisms is whether the concentration is normalized to the 

Pre-Stim Steady State (µSS) of the WT or of the disease state. 
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2.4 Results 

2.4.1 Model Structure 

CaM binds up to four Ca2+ ions, which occurs through cooperative binding, and has the direct 

impact of inducing a conformational change. Depending on the saturation level the binding rate of 

CaM for different binding partners varies dramatically. A nine-state model would be required to 

monitor each Ca2+ ion, however, Romano et al., determined that due to the highly cooperative 

binding of calcium the nine-state model could be reduced to a four-state model with negligible 

error [23]. This project continues the work from Romano et al. with a four state model of CaM. 

CaMKII’s dodecameric structure allows the holoenzyme to bind and phosphorylate up to 

twelve proteins at a time with each subunit of CaMKII containing a kinase, regulatory, and hub 

domain. While CaMKII has a low phosphorylation rate in its closed conformation it has two 

mechanisms for activation: short term activation is induced by the binding of Ca2+/CaM to the 

regulatory domain and long term activation is generated by the phosphorylation of the Thr-286 

site in the regulatory domain. This phosphorylation is often the product of autophosphorylation by 

another kinase domain on the holoenzyme. Monitoring the position and state of each subunit leads 

to a combinatorial nightmare to model, however, Romano et al. developed an ODE model that 

does not account for space and a simplification can be made [23]. The model assumes that CaMKII 

can be modeled as a population of monomers that have the ability to exist in each of the above 

states. The model does not consider physical restrictions in the autophosphorylation process and 

assumes a homogeneous mixture of these units. 

Modeling efforts centered around first simulating in vitro data sets focused on quantifying 

the impact of CaM and CaMKII on synGAP’s ability to bind to PSD-95, and then on simulating 

in vivo conditions to predict synGAP’s role in regulating the binding of TARP to PSD-95. The in 

vitro model was parameterized with previously determined rates from literature, or previous 

computational work [7, 23, 24]. The model was then expanded to include significant proteins 

involved in binding to either CaM or PSD-95, as well as those regulating kinase and phosphatase 

activity, in the PSD, Fig 4. This in vivo model was parameterized with rates determined empirically 

in previous literature, calculated using thermodynamic principle of microscopic reversibility in 

previous studies, or from previous computational work [7, 23, 24]. 
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2.4.2 In Vitro Model 

In Vitro Modeling 

Recent work by the Kennedy lab produced a series of in vitro experiments relating to the binding 

of synGAP to PSD-95, as well as data for the impact of binding and phosphorylation by CaM and 

CaMKII on synGAP’s affinity for PSD-95. Our study utilized the empirical data to parameterize 

the model for the interactions between synGAP, CaM, CaMKII, and PSD-95 [7, 8, 23, 24]. Then 

we verified our in vitro model with additional data sets from Kennedy et al. [7]. 

In Vitro Model Parameterization  

We first designed a model to replicate several in vitro experiments with CaM, synGAP, CaMKII, 

and Ca2+, Fig 3a, to verify the accuracy of our synGAP model. The bulk of the model was 

parameterized by previous studies [7, 8], however, kinetic rates for the binding of CaMKII/CaM 

with synGAP, and the phosphorylation of synGAP by CaMKII was unknown. The rate for 

CaMKII/CaM binding to synGAP was approximated by our best approximation, which was the 

measured binding rate for pS831GluR1 and CaMKII/CaM. The phosphorylation rate of synGAP 

was evaluated empirically by reacting synGAP with Ca2+/CaM/CaMKII and measuring the 

phosphate concentration over a time course of ten minutes [7]. The experimental setup was 

replicated in silico, and the rate constant was found with the least squares method, see Fig 3b. 

In Vitro Model Verification 

Following the parameterization, we sought to verify the impact of CaM binding and CaMKII 

phosphorylation on the binding affinity of synGAP for PDZ domains by replicating the empirical 

data, Fig 3 [7]. Experimental data for the association of synGAP was collected with three different 

setups. SynGAP was either incubated in CaM/Ca2+, CaM/Ca2+ and CaMKII, or alone as a control 

before being introduced to PDZ domains [7], see Fig 3c. The model was able to predict the impact 

of CaM with a relative error of 3.144%, and the impact of CaM/CaMKII with a relative error of 

7.994%, which is well within experimental error.  
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Figure 2.3. In Vitro Modeling. (A) Model design reflecting empirical setup to verify the accuracy 

of the synGAP model. (B) Model parameterization of the phosphorylation rate of synGAP [7]. (C) 

Simulation was compared to experimental data collected by Kennedy et al. for the impact of the 

CaM and CaM/CaMKII on the ability of synGAP to bind with PDZ domains [7]. The concentration 

of synGAP bound to the PDZ domains was normalized by the control, which quantified the 

concentration of synGAP bound to PDZ123 with neither CaM or CaMKII in the solution. 

2.4.3 In Vivo Model 

In Vivo Modeling 

With the synGAP model parameterized and verified the model was expanded to replicate in vivo 

conditions. The addition of twelve highly expressed proteins in the PSD involved in several kinase 

and phosphatase cascades as well as three highly expressed transmembrane proteins that compete 

with synGAP for the binding of PSD-95 required a full parameterization from literature, see Fig 

4. 
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Figure 2.4. In Vivo Modeling. Schematic of the protein interaction among eighteen abundant PSD 

proteins. Interactions are modeled with a system of ODEs derived from mass action law, reaction 

rates are assumed linear. Not shown in the figure is the phosphorylation of AMPAR by CaMKII 

and PKA. 

In Vivo Model Parameterization 

An extensive literature review was conducted to populate the mode. Initial concentration of each 

of the proteins in Fig 4 are displayed in Table 1. Parameter values for kinetic rates are displayed 

in Table S1.  
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Table 2.1. Initial concentration of unbound proteins. 

Species Abbrev. Concentration (µM) Ref. 

ATP 2000 [25] 

CaM 10 [25] 

AC1 42 

2 

[23] 

[26-28] 

AC8 42 

2 

[23] 

[26-28] 

CaN 4 

0.5 

1 

3 

[25] 

[23] 

[29] 

[26, 30, 31] 

KII 20 

20-50 

[25] 

[32-35] 

MLCK 5 [23] 

NG 52 [23] 

NOS 1 [23] 

GluA1 11.6 

9.5136 

[23]   

[24] 

PSD-95 100 [36] 

SG 100 

30-50 

[3] 

[7] 

TA 19 [37, 38] 

LR 11.6 [37] 

NE 7.1 

16.6 

[37] 

[39] 

PP1 5 

0.556 

2 

[25] 

[40] 

[41, 42] 

I1 0.507 [40] 

AMP 0.495 [40] 

cAMP 0.1 [24] 

PKA 1.2 

1 

1.763 

[25] 

[29] 

[40] 

PKAi 0.259 

2 

Hao 2006 

[43], Colledge 2000 

PDE1 4 

2.25 

3.45-4 

[25] 

[29, 40] 

PDE4 2 

3 

2.76 

[25] 

[40] 
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In Vivo Model Verification 

With the full in vivo model developed and parameterized the model was verified with a set of 

empirical data involving concentration of proteins bound to PSD-95 under basal conditions. 

Kennedy et al. collected experimental data on the impact of a heterozygous deletion (HET) of 

synGAP by quantifying the concentration and type of protein bound to PSD-95 for WT and HET 

synGAP [7]. The model was first set to mimic the basal conditions of a WT neuron (Fig 5a) and 

was able to predict the concentrations of synGAP, TARP, LRRTM, and NLGN1 with a relative 

error of 12.107%, 6.087%, 25.843%, and 11.500%, well within experimental error. The model 

then mimicked the heterozygous deletion of synGAP (Fig 5b) and predicted the concentrations of 

synGAP, TARP, LRRTM, and NLGN1 with a relative error of 12.952%, 0.719%, 31.482 %, and 

10.849%, well within experimental error. 

 

 

Figure 2.5. In Vivo Model Verification. (A) Model prediction of the composition of proteins 

bound to PSD-95 during basal conditions of a synGAP+/+ mouse. (B) Model prediction of protein 

rearrangement due to a heterozygous deletion of synGAP [7]. 

2.4.4 Sensitivity Analysis 

Quantifying the impact of each parameter on the model is critical when there is uncertainty in the 

exact parameter value. Understanding which parameters have the most significant impact on the 

model output informs experimentalist where to focus their efforts and accelerates the design of a 

fully comprehensive model.  

The sensitivity of the model to perturbations in kinetic rate (Table 2) and protein 

concentrations (Table 3) was independently quantified using Partial Rank Correlation Coefficients 
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(PRCC) studies. Each study utilized the concentration of TARP bound to PSD-95 over a time 

course of 60 seconds as the model output. To fully understand the system robustness the studies 

were also compared with low (10 Hz) and high (100 Hz) frequency stimulations. 

The study for the significance of kinetic rates found that the binding rate for PKATARP as 

well as CaMKII:TARP have a strong impact on the model output. Less intuitive, the study also 

found that the binding rates for PDE4:PKA were significant. The study for the significance of 

initial protein concentration found that the concentrations of CaMKII, CaM, and PP1 had the 

greatest impact on the model output. Efforts in developing computational models for the synapse 

would greatly benefit from a careful experimental characterization of these values. 

 

Table 2.2. PRCC Values of outliers for varied kinetic rates. Partial Rank Correlation 

Coefficient (PRCC) values for variations in the kinetic rates used in the model. Values for 10 and 

100 Hz are included. 

Frequency [Varied Input Parameter] 

PRCC Value 

10 Hz [onPKA_mem] 

-0.817 

[oncamSGcamKII] 

-0.288 

[oncamCpKIITA] 

0.095 

[onPKAcGA1] 

0.115 

100 Hz [onPKA_mem] 

-0.820 

[oncamSGcamKII] 

-0.129 

[oncamCpKIITA] 

0.109 

[onPKAcGA1] 

-0.085 

10 Hz [onBPDZ] 

0.336 

[catPKA_mem] 

-0.282 

[joinPKAc] 

0.237 

[onPKAPDE4] 

0.102 

100 Hz [onBPDZ] 

0.475 

[catPKA_mem] 

-0.649 

[joinPKAc] 

0.444 

[onPKAPDE4] 

0.105 
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Table 2.3. PRCC Values of outliers for varied protein concentration. Partial Rank Correlation 

Coefficient (PRCC) values for variations in the initial concentrations used in the model. Values 

for 10 and 100 Hz are included. 

Frequency [Varied Input Parameter] 

PRCC Value 

10 Hz [LR] 

-0.133 

[CaMKII] 

0.523 

[R2C2] 

-0.260 

[cycAMP] 

-0.130 

100 Hz [LR] 

-0.129 

[CaMKII] 

0.562 

[R2C2] 

-0.514 

[cycAMP] 

0.133 

10 Hz [PP1] 

0.028 

[CaM] 

0.492 

[synGAP] 

-0.401 

[PSD-95] 

0.163 

100 Hz [PP1] 

0.226 

[CaM] 

0.116 

[synGAP] 

0.272 

[PSD-95] 

-0.228 

10 Hz [AC1] 

-0.169 

[TARP] 

-0.0374 

[PDE1] 

0.110 

[PDE4] 

0.113 

100 Hz [AC1] 

-0.076 

[TARP] 

0.231 

[PDE1] 

0.079 

[PDE4] 

0.088 

2.4.5 Emergent Activity Dependent Effects 

Calcium Dependent Tuning 

With the in vivo model parameterized and verified for accuracy of steady state conditions the 

model was focused on the transients of the system. In particular, the impact of varying the 

frequency of calcium stimulations on the rearrangement of proteins bound to PSD-95.  

Kinase/Phosphatase Cascades 

The preferential activation of phosphatase or kinase cascades was crucial in determining the 

response of the system to specific frequencies of calcium stimulations. With a predominant 

activation of the kinase cascades both synGAP and the C-tail of TARP become more heavily 

phosphorylated, leading to an increase in TARP bound to PSD-95, Fig 6a (red pathway). However, 

if the phosphatase cascades are dominant fewer synGAP and TARP are phosphorylated, leading 

to a decrease in TARP bound to PSD-95, Fig 6a (blue pathway). 
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The calcium dependent nature of the system originates from the variability of the calcium 

saturation levels of CaM and its preference for binding different proteins at different saturation 

levels, Fig 6b. Lower frequency stimulations of calcium saturated the N-terminus of CaM, while 

higher frequency stimulations of calcium saturated both the C and N-terminus of CaM. 

At a lower range frequency stimulation CaM became saturated at the N-terminus and 

preferentially bound PDE1, and CaN, Fig 6b. This increased PDE1s activity and reduced the 

concentration of cAMP in the system and consequently lowers the activity of PKA. With a lowered 

PKA activity, less of Ip35 is active and therefore more PP1 was active. The binding of CaM to 

CaN increased CaNs ability to dephosphorylate and deactivate Ip35 thereby increasing the 

concentration of active PP1. With more active PP1 in the system the amount of phosphorylated 

synGAP and TARP decreased having the cooperative effect of decreasing the concentration of 

bound TARP, Fig 7a. 

At higher range frequency stimulations CaM became preferentially saturated at both the C 

and N terminus; fully saturated CaM preferentially bound to CaMKII, AC subunits, and synGAP, 

Fig 6b. The binding of CaM to AC subunits increased the production of cAMP and therefore the 

activity of PKA. PKA increased the concentration of Ip35 and therefore decreased the 

concentration of active PP1. Meanwhile the binding of CaM to CaMKII increased its activity rate 

and phosphorylated both, synGAP and TARP. The phosphorylation of which increased the 

concentration of TARP bound to PSD-95, Fig 7a. 

Frequency Dependent Phosphorylation of TARP 

Binding of TARP to PSD-95 is highly regulated by the frequency of the calcium stimulation, 

through kinase activity. However, TARP is phosphorylated by both PKA and CaMKII at different 

sites along the cytosolic C-tail. PKA phosphorylates TARP at the T321 site and prevents TARP 

from binding to the PDZ domains of PSD-95. CaMKII phosphorylates several serine sites along 

TARP’s C-tail giving the C-tail and overall negative charge and allowing the tail to dissociate from 

the membrane. This effectively elongates the tail and is then able to bind with deeper PDZ domains 

of PSD-95 [10, 44-47]. 
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Figure 2.6. Frequency Tuning. (A) Protein interaction schematic displaying preferential 

activation based on frequency of calcium stimulation. Kinase pathways (CaMKII, PKA) resulting 

in an increase of bound TARP are displayed in red, while the phosphatase pathways (CaN, PP1) 

resulting in a decrease of bound TARP are displayed in blue. (B) Frequency dependent binding of 

CaM to it’s binding partners. (C) PRCC data for the correlation between binding rates and the 

concentration of TARP bound to PSD-95. (D) Time dependent response of the system to 10 Hz 

(blue line) and 100 Hz (red line) stimulations. Notably for a WT simulation the two scoring 

mechanisms are equivalent, and the pre-stimulation steady is indicated by the dashed grey line. (E) 

Response of the system to varying calcium frequencies from 1 Hz to 100 Hz.  
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2.4.6 Disease State 

To further explore the structural role of synGAP on AMPAR insertion, we modeled the response 

to calcium train stimulus of synGAP homozygous knockout (SG-/-) and heterozygous knockdown 

(SG+/-), Fig 7a. To account for the influence of any regulatory mechanisms in gene expression, Fig 

7b/c shows the predicted LTP/LTD scores for a system from x0 to x2 synGAP concentration over 

a frequency range of 10-100 Hz to mimic conditions seen across LTD and LTP stimulation. The 

equivalent was also shown for LRRTM (Fig 7d) and neuroligin (Fig 7e).  

Model Predictions and synGAP Mutants 

Studies conducted by the Kennedy lab greatly improved the understanding of synGAP’s role as a 

major inhibitor in the recruitment of AMPA receptors in the PSD [17]. Mutant mice were produced 

with homozygous knockouts of synGAP, which led to an accelerated development of neurons 

including the increase in size of spines. The mutant neurons elicited larger frequency and 

amplitudes of mESPCs reflecting an increased neuronal strength. Notably, the reintroduction of a 

synGAP mutant without GAP activity decreased the size of the spines, however both the PDZ 

binding motif and GAP activity were required to fully recover the WT phenotype [17]. Huganir et 

al. reaffirmed that a synGAP knockout leads to an increase in synaptic transmission, but also found 

that an overexpression of synGAP led to a decrease in surface AMPAR [48]. 

Our model fully characterized the inhibitory role of synGAP on the ability for synaptic 

proteins to bind with PSD-95 by sweeping the concentration of synGAP from x0 to x2 and the 

frequency of calcium stimulation from 1 to 100 Hz, Fig 7c-e. The sweeps defined regions for which 

all frequencies of stimulation lead to either an increase or decrease in TARP bound to PSD-95, Fig 

7c. The model replicated the heterozygous synGAP ko and found that there was a large shift of the 

concentration of TARP bound to PSD-95, which was not recoverable by low frequency LTD 

stimulations, Fig7c. Moreover, the ability to modulate the concentration of TARP bound to PSD-

95 was greatly damaged, as low frequency stimulations had a reduced effect on reducing the 

concentration of TARP bound, Fig 7a/b. The model also replicated the homozygous synGAP ko 

and found an even more dramatic shift of the concentration of TARP bound to PSD-95. Moreover, 

the system almost completely lost it’s ability to modulate the concentration of TARP bound to 

PSD-95, Fig 7a/b. 
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Figure 2.7. Autistic state. (A) Time dependent concentration of TARP bound to PSD-95 (Score 

2) for a 10 Hz (navy line) and 100 Hz (red line) calcium stimulation with WT, -/+, and -/- synGAP. 

(B) Model prediction for the impact of decreasing or increasing the concentration of synGAP on 

the concentration of TARP bound to PSD-95 (Score 2) over varying frequency of calcium 

stimulations. (C-E) Model prediction for the impact of decreasing or increasing the concentration 

of synGAP on the composition of the proteins bound to PSD-95 over varying frequency of calcium 

stimulations (Score 1). (C) TARP bound to PSD-95. (D) LRRTM bound to PSD-95. (E) Neuroligin 

bound to PSD-95. 

Therapeutic Targets 

While the reintroduction of WT synGAP with both its PDZ binding and GAP domain intact is 

ideal for recovery of the disease state, the model allowed us to investigate other possible 

therapeutic targets. These targets are aimed at restoring the competition for PSD-95, but cannot 

restore the dysregulation of the ERK signaling pathway caused by the loss of synGAP. Four 

therapeutic targets were evaluated: a phosphodiesterase, CaMKII, PKA, and PSD-95 inhibitor. 

CaMKII inhibitors have been investigated for their ability to reduce or prevent miniature 

excitatory postsynaptic currents [49, 50]. Reducing the concentration of CaMKII in the synapse 

could lead to a decrease in TARP bound to PSD-95, by reducing the concentration of 

phosphorylated TARP and synGAP. Our simulations show that the inhibition of CaMKII leads to 
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a recovery of the LTD response, however, after ~20% knockdown of CaMKII the system looses 

it’s ability to increase the concentration of TARP bound to PSD-95, Figa-c. 

Inhibition of phosphodiesterase has been used for the reduction of overactive neurons by 

increasing the cAMP-PKA signaling [51], thereby increasing TARP phosphorylation by PKA and 

reducing TARPs ability to bind to PSD-95. However, this also has the potential to increase PP1 

activity and increase the concentration of TARP and synGAP bound to PSD-95. Our simulations 

show that while an inhibition of PDE4 leads to a decrease in TARP bound to PSD-95 a ~70% 

inhibition would be required, and it would not recover the bell shaped curve characteristic of low 

frequency stimulations, Fig 8d-f. 

Upregulating transcription of PKA offered another avenue for decreasing the concentration 

of TARP bound to PSD-95 through the increased phosphorylation of TARP’s 321 site. Our 

simulations suggest that an upregulation would return the system to WT conditions, however, the 

concentration of available PKA would have to be increased ~100%, Fig 8g-i. 

Drugs targeting the PDZ interactions have also been investigated as a means to control disease 

related protein signaling [52, 53]. Inhibition of PSD-95 led to not only a decrease in TARP bound 

to PSD-95, but also returned the bidirectionality of the system’s response to varying frequency 

stimulations, Fig 8j-l. 

Of these potential therapeutic drug targets, only a PSD-95 inhibitor was able to completely 

restore the bidirectionality of the systems response to varying calcium frequencies, Fig 8j-l. 
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Figure 2.8. Therapeutic drug targets. (A-L) Impact of varying critical protein concentrations, to 

mimic the impact of inhibitors, on the response of the system. (A,D,G,J) Effect of varying key 

protein inhibition was compared to the plasticity score for a heterozygous ko (black line) and WT 

(red line) of synGAP representative of an Autistic state for calcium stimulations of varying 

frequency. (A-C) CaMKII (D-F) PDE 4 (G-I) PKA (J-L) PSD-95 
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2.5 Discussion 

2.5.1 Model Parameterization 

Model development produced a range of unmeasured parameters that were estimated based on 

previous literature and theoretical work. The impact of the uncertainty of these parameters was 

quantified using PRCC to establish confidence in these values, as well as identify key parameters 

to be investigate by new experimental work. While the model showed great parameter robustness, 

a few key parameters had a significant impact on the model output. The most significant protein 

concentrations were B-CaMKII, CaMKII, R2C2, cycAMP, PP1, CaM, AC1, synGAP, B-PSD-95, 

PSD-95 and TARP, see Fig S1. While the most significant kinetic rates were onPKA_mem, 

oncamSGcamKII, oncamSGcampKII, onPKAcGA1, and onBPDZ, Fig S2. 

2.5.2 Dynamic Inhibitory Role of SynGAP 

SynGAP’s role as a critical inhibitory synaptic protein is only beginning to be understood, however 

what was missing in the field is a computational model of the system. Our project has developed 

a comprehensive model for the competition of the PSD-95 PDZ domains allowing for the 

evaluation of synGAP’s role in defining the composition of proteins bound to PSD-95. The model 

was then used to explore possible therapeutic drug targets in the synapse. We discovered that 

synGAP not only modulates the composition of proteins bound to PSD-95, but also controls the 

calcium frequency response of the system. The knockdown of synGAP dysregulates the ability of 

the system to modulate the concentration of TARP bound to PSD-95 for varying frequency 

calcium signals. 

2.5.3 Proposed Therapeutic Targets 

Aid in the design of therapeutics for the treatment of disease states is a major focus of 

computational biomedical engineering. The mutation of synGAP has led to developmental 

disorders most commonly ASD and ID, which has been investigated in mice models through 

heterozygous and homozygous synGAP knockouts. Our model of the synapse was used to 

investigate four potential therapeutics for the treatment of a heterozygous synGAP knockdown: 

CaMKII, PDE4, PKA, and PSD-95 inhibitor. Surprisingly, only the PSD-95 inhibitor was effective 

at restoring the bidirectional frequency dependent response of the system, Fig 8. Reducing the 
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concentration of PSD-95 resulted in a decrease in TARP and synGAP bound. The excess free 

synGAP was then able to out compete TARP for binding with CaMKII, thereby decreasing the 

overall concentration of TARP phosphorylated by CaMKII. Both mechanisms led to the 

restoration of the system. 

2.5.4 Model Predictions of PSD-95 Mutations 

The model also offered a new perspective on the counter intuitive observations that the increase 

or decrease in the concentration of PSD-95 led to an increase in the size and maturation of the 

synapse. Our simulations show that an increase in the concentration of PSD-95 results in a dramatic 

overall increase in TARP bound to PSD-95, however, dramatically reduces the systems ability to 

respond to both low and high frequency stimulations. On the other hand a decrease in the 

concentration of PSD-95 led to a decrease in the overall concentration of TARP bound to PSD-95, 

and a greatly heightened ability for the system to respond to low and high frequency stimulations. 

Therefore, an increase in PSD-95 allows for more AMPAR to be anchored at the PSD-95, but a 

reduction in PSD-95 allows the synapse to quickly respond to stimulus. 

This could reconcile some of the observations made by Bredt et al., who observed an increase in 

maturation of synapses due to an increase in PSD-95 expression [54]. While Grant et al. observed 

that a PSD-95 knockdown resulted in an increase in synaptic strength for all frequencies of 

stimulation [55]. 

2.5.5 Signaling Role of SynGAP and Future Works 

The current model focuses on synGAPs role as an inhibitory structural protein and does not 

account for synGAPs role in the ERK signal pathway. Kennedy et al. determined that both synGAP 

structural and signaling role are crucial in maintaining the synapses excitatory and inhibitory 

balance, however, they regulate spine maturation through different mechanisms. SynGAP’s PDZ 

binding motif was found to be necessary in the role of localization of PSD-95 in the PSD as well 

as the growth of the synapse. While, synGAP’s GAP activity was found to be necessary for growth 

of PSD protein clusters, and contributes to the growth of the synapse through regulation of the 

cytoskeleton. 
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The current system of proteins was deemed sufficient for the current object of evaluating 

synGAP’s role as a dynamic inhibitory protein for PSD-95. Other proteins in this system exist, 

however, at relatively low abundance and were not included in this model iteration. An avenue for 

increasing this model’s predictive capabilities and clinical uses will be to grow the system to 

incorporate proteins in the ERK pathway and increase the timescale of the simulation. To 

incorporate the ERK pathway CDK, Ras, Rap, B-Raf, Mek ½, p33MAPK, and ERK will be 

included in the next model iteration.  

Another avenue for expanding the model will be to model longer time scales and include 

diffusion of proteins in and out of the synapse including synGAP, AMPAR, and CaMKII. This 

will be coupled with a model for AMPAR endocytosis/exocytosis which will require the inclusion 

of EP, PKC, GRIP, PLA, AA, Raf, RKIP, and Raf-actin. 

Finally, with the full model for neuronal plasticity developed AMPAR- and NMDAR-

gated currents will be modeled with a Hodgkin and Huxley equation to produce the final model 

output. This will allow the model to be compared with a whole host of experimental data. 

2.6 Conclusion 

The use of computational models allows for a more developed understanding of systems biology 

and behaviors that otherwise might escape intuition. Developing a computational model for key 

post-synaptic proteins surrounding PSD-95 allowed for a more complete understanding of the role 

of synGAP, Ca2+/CaM, and CaMKII on inhibiting or stimulating change of protein composition 

within the synapse. The bodies ability to dynamically regulate SynGAP’s affinity for PSD-95 was 

determined to be essential for the system’s ability to upregulate and downregulate the 

concentration of TARP bound to PSD-95, and by proxy the concentration of AMPAR anchored at 

the PSD. 

  The dysregulation of synGAP leads to a loss of the system’s bidirectional response to vary 

calcium frequency stimulations, and an overall increase in the concentration of TARP bound to 

PSD-95. The dysregulation of the system due to a heterozygous knockdown of synGAP was 

recovered with the introduction of a PSD-95 inhibitor. Notably the bidirectionality of the system 

was recovered when the concentration of PSD-95 was reduced by 5%. Future work will be aimed 

at increasing the capabilities of the model by increasing the system of proteins to model the impact 
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of synGAP on the ERK pathway, as well as the recruitment and subsequent anchoring of AMPAR 

to the PSD through diffusion and endocytosis.   

2.7 Appendix A: LHS/PRCC Results 

 
Figure S1. LHS/PRCC for protein concentration. Global sensitivity analysis investigating the 

impact of the initial concentration of each protein in the system on the model output (TARP bound 

to PSD-95).  
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Figure S2. LHS/PRCC for kinetic rates. Global sensitivity analysis investigating the impact of 

the kinetic rates of each protein interatction in the system on the model output (TARP bound to 

PSD-95).  
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 MECHANISTIC COMPUTATIONAL MODELING FOR DRUG 

RELEASE OF IMPLANTABLE, BIORESORBABLE DRUG 

DELIVERY DEVICES 

3.1 Abstract 

Implantable, bioresorbable drug delivery systems offer a unique alternative to current drug 

administration techniques, and allow for patient tailored drug dosage, while also increasing patient 

compliance. This study investigates drug release as a function of water-mediated polymer phase 

inversion into a solid depot within the first hours to days, as well as hydrolysis-mediated 

degradation and erosion of the implant over the next few weeks. Tuning this process allows for 

the drug release rate of the encapsulated drug to be controlled for a wide range of patient needs. 

Mechanistic mathematical modeling not only allows for the acceleration of the implant design 

process but also for the prediction of physical anomalies that are not intuitive and might otherwise 

elude discovery. Finite difference methods were used to solve for the solidification of polymer as 

well as the degradation and erosion of the polymer due to the hydrolysis of ester bonds, which 

produce carboxylic acid terminate oligomers and monomers. Acid dissociation from these 

accumulating byproducts and acidic drugs are also simulated by the model to account for local pH 

change. A sensitivity analysis showed that the impact of the degradation rates was highly time 

dependent, however, the non-catalytic end and auto-catalytic random chain scission rates had the 

most significant impact on the drug release profile. Compared to experimental data, the 

computational model accurately predicted the drug release profile from implantable microspheres 

and in situ forming implants with an average error of 7.200 % and 7.519 % respectively. Moreover, 

the model predicted the drug release during the solidification of the implant with an average error 

of 10.906% for microspheres and 3.539% for the in situ forming implants. This model accurately 

predicts the drug release profiles from a range of implant size and molecular weight, offering a 

tool to accelerate the design process for an implant to meet a patient specific clinical need. 

3.2 Introduction 

Approximately 50% of the US population takes at least one prescription drug, and the number of 

patients is anticipated to increase as the population ages.  Furthermore, as many as 50% of patients 
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do not self-administer their medication as prescribed, which ultimately costs billions of dollars per 

year in avoidable health care costs [1, 2]. Reliance on repetitive doses of one-size-fits all pills not 

only results in low patient compliance, but even when taken as prescribed, results in fluctuations 

of drug concentration around a target zone, resulting in poor clinical outcomes for the patients [3-

5]. Controlled release systems provide a platform to maintain blood plasma levels of drugs without 

the need for repeating dosing [6]. 

Polymer-based controlled release systems have already entered the market and are being 

used to treat a wide range of diseases from cancers to infections with a controlled systemic or local 

drug dosage [7-15]. One such category of implants referred to as in situ forming implants (ISFIs) 

have been used to treat prostate cancer by increasing the body’s systemic concentration of 

leuprolide acetate, which reduces the production of testosterone to treat the cancer [7, 8]. Other 

ISFIs have been designed to release doxycycline only into the local, afflicted tissue to treat gum 

disease (periodontitis) [8, 9]. Microspheres have been developed to be injected and embolized into 

the vasculature around cancerous tissue to cut off the blood supply and release doxorubicin locally 

into the tumor [10]. Current research in the field shows promise of improving the quality of life 

for millions with the development of a long term ISFI that releases a mixture of antiretroviral drugs 

for the treatment or prophylaxis of HIV [11]. The drugs maintained their potency allowing for the 

release system to be effective on a time scale of week to up to one year [11]. 

These two controlled release platforms (ISFI, and microspheres) can be designed to 

encapsulate a wide range of drugs and can be placed nearly anywhere in the body via a single 

minimally invasive injection. Typically, these phase sensitive implants consist of a biodegradable, 

biocompatible polymer dissolved in a biocompatible and water immiscible solvent. ISFIs are 

injected directly into the body where counter exchange of water from the tissue and solvent from 

the implant solution drives a phase inversion of the polymer, resulting in the formation of a solid 

drug-eluting depot [13]. Implantable microspheres are first formed via phase inversion in a 

collection tank before the solid depot is implanted into the body [16, 17]. As the polymer 

precipitates out of solution, the water simultaneously acts as a catalyst for the degradation of the 

bioresorbable polymer through hydrolysis of ester bond linkages [18]. These release systems give 

a characteristic burst of drug followed by a period of diffusion limited release, then as the polymer 

degrades, a period of degradation enhanced release. The release profile dictates the drug 

concentration in a patient’s blood plasma over the course of the drug therapy [19]. 
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To better meet patient needs, drug release profiles could be tuned by varying factors such 

as the polymer composition, hydrophobicity of the solvent, and polymer chain length [19]. 

Developing these technologies into personalized healthcare requires that the rate of drug release is 

predictable and tunable. However, experimentally optimizing the parameters that influence the 

drug release is time consuming and expensive [15]. Development of a mathematical model in 

which experimentally controllable parameters can be varied to accurately predict drug release 

profiles would allow for efficient testing of parameter regimes that produce reliable control of 

desired drug release profiles, and would facilitate the rational design of implant formulations. 

Building upon decades of research on the modeling of degrading/swelling polymer 

implants, the current study progresses previous models in four aspects: (a) consideration of the 

impact of phase inversion on the drug release of both microspheres and ISFIs; (b) investigation of 

observable phenomena such as complex implant geometries, nonuniform drug distribution, and 

swelling of larger implants; (c) explicit modeling of the production and transport of H+ ions, which 

catalyze the degradation and diffusion of acid as separate processes; (d)  inclusion of a full 

probability model for the distribution of oligomers produced from random chain scission as 

proposed by Flory [20]. The ultimate goal of this work is to create a mechanistic model of these 

implants with as few estimated parameters as possible such that the model is able to predict a wide 

range of drug release profiles from multiple systems while also providing insight into the processes 

that most impact drug release profiles in different time regimes. 

3.3 Materials and methods 

3.3.1 Materials 

Poly(DL-lactide-co-glycolide) (PLGA 50:50, acid endcap, 4A, MW 53 kDa, inherent viscosity 

0.38 dl/g) was obtained from  Evonik Birmingham Laboratories (Birmingham, AL). Poly(DL-

lactide-co-glycolide) (PLGA 50:50, acid endcap, MW 15 kDa) was obtained from PolySciTech 

(West Lafayette, IN)., ) . N-methyl-2-pyrrolidone (NMP) was obtained from Fisher Scientific and 

sodium fluorescein (MW 376.28) was obtained from Acros Organics. All supplies were used as 

received. 
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3.3.2 Preparation of polymer solutions 

Polymer solutions were prepared by combining poly(lactic-co-glycolic) acid (PLGA), N-methyl-

2-pyrrolidone (NMP), and fluorescein in a 39:60:1 mass ratio. First, fluorescein was dissolved in 

NMP and then PLGA was added. The solution was stirred overnight to ensure complete 

dissolution. Polymer was stored at room temperature for less than a week before use. 

3.3.3 Drug release studies 

Implants were formed by injecting 60 µL of polymer solution into 10 mL of phosphate buffered 

saline (PBS). Implants were kept at 37°C on a shaker at 100 rpm for the duration of the study. 

Samples were taken from the bath side solution at  0.25, 0.5, 1, 2, 4, 6, 24, 48, 72, 96, 120, 144, 

168, 240, 336, 408, 504  hours post-exposure to aqueous conditions (post-exposure). The bath 

solution was completely replaced at these time points to maintain sink conditions. Residual drug 

mass after 21 d was determined by degrading the implants in 2 M NaOH. The fluorescence of all 

samples was quantified using a SpectraMax M5 microplate reader using an excitation of 485 nm 

and emission of 525 nm, and results were compared to a standard curve to obtain the cumulative 

mass of fluorescein released. 

3.3.4 Scanning Electron Microscope (SEM) imaging 

To prepare implants for SEM imaging, implants at selected time points were first freeze-fractured 

on dry ice and then lyophilized for 4 days. After lyophilization, implants were mounted on 

aluminum stubs and sputter-coated with platinum for 60 s using a Cressington 208 HR sputter 

coater. Imaging was done using a NovaNanoSEM with a spot size of 3 and a voltage of 5.00 kV. 

3.3.5 Diffusion-Weighted Magnetic Resonance Imaging (DWI) 

To perform DWI, implants were formed as described above. At each time point (0.25, 1, 2, 4, 6, 

24, 48, 72, 96, 120, 144, 168, 240, 336, 408, 504 h post-exposure), implants were removed from 

solution and placed into a 3D-printed insert centered in a water-filled phantom bottle. DWI was 

conducted using a Bruker BioSpec 70/30 USR 7T Preclinical MRI system and Bruker rat 

head/mouse body RF RES 300 1H 075/040 QSN TR volume coil. A standard diffusion-weighted 

spin echo protocol was utilized (TE=17.5 ms, TR=2500 ms, FOV=35x35 mm2, slice 
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thickness=0.80 mm, b=0,1000 s/mm2). The raw diffusion data was used to create apparent 

diffusion coefficient (ADC) maps of the implant as previously described [21]. 

3.3.6 Fluorescence Recovery After Photobleaching (FRAP) 

Three different types of samples were prepared for FRAP analysis. The first sample was a solution 

of 2000 ng/mL fluorescein in phosphate buffered saline (PBS) placed under a coverslip on a 

microscope slide. The second was approximately 60 µL of polymer solution, prepared as described 

in section 2.2 above, placed under a coverslip on a microscope slide. The third sample was the 

same polymer solution placed under a coverslip on a microscope slide with the slide then placed 

in a PBS bath for 24 h to allow for polymer solidification via phase inversion. 

FRAP was performed on an upright Zeiss LSM T-PMT confocal microscope (Carl Zeiss, 

Thornwood, NY) with a 40x water immersion objective lens. Experiments were performed at room 

temperature. Photobleaching was achieved by focusing the 405 nm laser line at 90% power 

(27mW) on circular sample areas 37.4 µm in radius. Fluorescence recovery was then recorded at 2% 

laser power (0.6mW). Measurements were taken in mid-plane of the cover and bottom glass slides 

(as verified by reflectance imaging). 

3.3.7 Mathematical Modeling and Numerical Analysis 

The numerical solution of the system of PDEs was evaluated using a finite difference method 

solver in Python 3.7 with the development environment Spyder 3.3.6. To ensure numerical 

accuracy while maintaining unconditional stability of the solution, the system of PDEs modeling 

the reaction-diffusion equations was solved with a conserved 2nd order central (CN-2) and 

backwards differential formula (BDF-2) schemes with adaptive time stepping. The nonlinear 

equations were linearized through decoupling and solving for intermediate steps. The system of 

ODEs modeling the acid dissociation was solved with the 4th order Runge Kutta on a much finer 

time scale. Large simulation sweeps utilized the Brown Community Cluster on the Purdue campus. 

3.3.8 Modeling Parameterization/Verification 

Model development produced a set of parameters whose values were unknown, or that varied over 

a large range. These included diffusion coefficients for drug, oligomers, monomers, and solvent 
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through precipitated polymer as well as four degradation rates for end or random, and noncatalytic 

or auto-catalytic chain scission. Diffusivity values were derived from experimental data and 

degradation rates were approximated by fitting a series of degradation profiles, see section 3.5.2. 

Simulations were used to predict a host of outputs that were compared to independent empirical 

measurements. Given that there was uncertainty in some of the unknown model parameter values, 

global sensitivity analysis was utilized to access the sensitivity of model output (drug release 

profile) over a range of unknown parameter values. Latin Hypercube Sampling (LHS) was used to 

efficiently sample input parameter space and partial rank correlation coefficient analysis was used 

to assess model output sensitivity [22-25]. LHS/PRCC studies were conducted to evaluate model 

sensitivity to parameters involved in diffusion separately from parameters involved in degradation 

rates. 

3.4 Results 

3.4.1 Model Development 

In this work, our modeling efforts center around the presence of water in the implants (Fig 1). As 

water diffuses into the controlled release systems, the polymer precipitates into a solid state thereby 

decreasing the diffusivity of drug out of the depot. In the case ISFIs, the solidification of the 

implant occurs over a time scale of days resulting in an initial burst of drug out of the implant. The 

introduction of water also catalyzes the hydrolysis of the ester bonds of immobile long polymer 

chains to produce short diffusible polymer chains [18]. As the small polymer chains are transported 

out of the implant, the porosity of the polymer increases over time resulting in increased diffusion 

of drug out of the ISFI. To capture the various aspects of these water-dependent processes we take 

a comprehensive approach to modeling time and space varying polymer solidification (Section 3.2) 

and water-dependent hydrolysis of the ISFI polymer (Section 3.3). These processes are then 

combined and solved through a sophisticated numerical analysis scheme (Section 3.4) that allows 

for 3D simulation of temporal and spatially dependent drug release profiles. 
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Figure 3.1. Scheme of solidification and degradation. (Bottom) The drug release from the 

implant is controlled by the solidification of the ISFI, and at later time points by degradation and 

erosion of the solid polymer matrix (white circles indicate pore formation). (Top) The influence 

of these two mechanisms on the drug release profile. 

3.4.2 Modeling Polymer Solidification 

The impact of varying the size of the phase-sensitive controlled release vehicles was considered 

by evaluating experimental data taken from 10 µm and 50 µm microspheres and 5 mm ISFIs [16, 

26]. Each of these systems developed a unique geometry resulting from the phase inversion 

process. Rather than relying on the full geometries derived from imaging, simplified model 

geometries were designed to capture the most salient features of the release vehicles (i.e. shell 

thickness, pore size/distribution, interior matrix thickness, and implant size). One major benefit of 

reducing the complexity of the geometry with regard to space is that the geometric parameters can 

be easily modified to sweep parameter regimes for optimal conditions to produce desired drug 

release profiles. 

Confocal images from literature were used to establish the geometric parameters of 

microspheres. The confocal images taken by Pack and colleagues depict completely solid 10 µm 

microspheres, however, the 50 µm microspheres had pores distributed throughout the volume of 

the release vehicle [16, 27]. To account for these random pores, the average distance of each pore 

from the center and the size of the pore was evaluated (17.99, 3.80 µm), along with standard 
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deviations (6.08, 1.48 µm), and skew (-0.65, 1.48), respectively. A skewed gaussian function was 

then used to randomly select the position and size of the pores throughout the implant. 

To design the geometry for the 5 mm ISFI a SEM image (Fig 2a) from a 2 day old implant, 

well into the solidification phase, was converted to binary in Python (Fig 2b) and reduced to a 

simplified geometry (Fig 2c). Previous data on the swelling of each 15, 29, and 53 kDa implants 

was used to update the size of the implant on discrete time points [6]. The implants swelled at 

different rates but reached a maximum increase in cross sectional area of  2.40, 2.20, and 1.73 for 

15, 29, and 53 kDa, respectively [26]. 

Each of the geometries for the ISFIs and microspheres were built as an array of 1s and 0s 

representing polymer rich and lean regions, respectively. Fig 2d shows one such array, which we 

refer to as a mask, that is then applied to the mathematical model to distinguish the spatial state of 

the precipitated polymer. This reduced geometry was verified to introduce negligible error, see 

section 3.4. 

However, mask is only useful for a completely precipitated implant and does not take into 

consideration the time-varying nature of the solidification process, especially at early time points 

when water is still diffusing into the system. 
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Figure 3.2. Model development of polymer solidification. (A) SEM image of a cryosectioned 

implant after 2 days post-exposure. (B) Binary geometry built from section of SEM image (red 

box in A). (C) Simplified geometry of the implant built in Python. (D) Plot of mask as a function 

of radial distance at a cross section of the simplified geometry (red line in B). (E) Volume fractions 

of water (𝜑𝑤) and solvent (𝜑𝑠) after 2 days in the coagulation bath as a function of radial distance; 

implant boundary is denoted by the dashed black line. (F) Final Mask function after the 𝜏𝑡𝑒𝑟 is 

applied to mask based on the volume fractions and the ternary phase diagram. (G) Empirically 

derived ternary phase diagram for PLGA 50:50, data from Exner et. al [28]. Blue circle represents 

the initial volume fractions of the ISFIs. (H) Sample of the empirical data utilized to develop the 

ternary phase diagrams [28]. 
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To model the time dependent nature of the polymer solidification, we solved for the 

diffusion of water in and solvent out of the implant utilizing theory for multicomponent diffusion 

developed initially by Maxwell and Stefan [29, 30]. The flux of polymer molecules is gradual, and 

the momentum imparted on the solvent and water molecules is negligible. The solidification rate, 

as well as the diffusivity of the solidified and dissolved polymer were considered, allowing the 

phase inversion to be modeled by the Maxwell-Stefan equation for an ideal, binary mixture: 

 

∑
𝑥𝑖𝑥𝑘

Đ𝑖𝑘
(𝑢𝑖 − 𝑢𝑘)

2
𝑘=1 = −

𝑥𝑖

𝑅𝑇
(∇𝑇,𝑃µ𝑖), i = 1,2  (1a) 

 

where 𝑥𝑖 = 𝑐𝑖/𝑐𝑡, 𝑐𝑖 is the molar concentration of component i, 𝑐𝑘 is the molar concentration of 

component k, 𝑐𝑡is the total molar concentration, 𝑢𝑖 is the molar velocity of component i, 𝑢𝑘 is the 

molar velocity of component k, Đ𝑖𝑘 = 𝑅𝑇/ς𝑖𝑘 , where ς𝑖𝑘  is the frictional coefficient between 

components i and k, R is the ideal gas constant, T is the temperature of the system, and µ𝑖 is the 

chemical potential. Introducing components molar fluxes N𝑖 , driving force d𝑖 , and flux J𝑖  gave 

equation 1b: 

 

∑
𝑥𝑘𝐽𝑖−𝑥𝑖𝐽𝑘

𝑐𝑡Đ𝑖𝑘

2
𝑘=1 = − 𝑑𝑖, i = 1,2  (1b) 

 

which was modeled as 

 

𝑐𝑡 (
𝑑1
𝑑2
) = [

𝐵1,1 𝐵1,2
𝐵2,1 𝐵2,2

] (
𝐽1
𝐽2
) (1c) 

𝐵𝑖𝑖 =
𝑥𝑖

Đ𝑖𝑛
+ ∑

𝑥𝑘

Đ𝑖𝑗

2
𝑗≠𝑖  , 𝐵𝑖𝑗 =

−𝑥𝑖

Đ𝑖𝑗
+

𝑥𝑖

Đ𝑖𝑛
 (1d) 

 

[31-34]. The friction coefficients were found by using the following relationships 

 

𝐷1 =
𝑅𝑇

𝜌1ς11
𝑀𝑤1

+
𝜌2ς12
𝑀𝑤2

, 𝐷2 =
𝑅𝑇
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𝑀𝑤2

+
𝜌1ς21
𝑀𝑤1

, ς12 = (ς11ς22)
1/2, ς12 = ς21 (1e-h) 
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determined by Vrentas et. al and Bearman et. al [35, 36], where 𝜌𝑖 is the density of component i 

and 𝑀𝑤𝑖 is the molecular weight of component i. 

 

Using equations 1c-h the mass transport of solvent and water was evaluated, while monitoring the 

volume fractions of each component, 𝜑𝑖. The volume fractions are defined as 

 

𝜑𝑖 =
𝑀𝑤𝑖

𝜌𝑖
𝑐𝑖 (2a) 

∑ 𝜑𝑖
3
𝑖=1 = 1, 𝑖 = 1,2,3 (2b) 

 

where 𝜑𝑖 is the volume fraction of component 𝑖. 

The solidification of the polymer was determined by overlaying the volume fractions with 

a ternary phase diagram, Fig 2g. The ternary phase diagrams for vary polymer Mw (Fig 2g) were 

developed by fitting empirical data [28] with a Hill equation (Fig 2h). The solidification was 

represented by the variable 𝜏𝑡𝑒𝑟 and applied to spatially dependent variable mask to give a spatially 

and temporally dependent variable Mask. The function Mask is defined as 

 

𝑀𝑎𝑠𝑘 =  𝜏𝑡𝑒𝑟 ∗ 𝑚𝑎𝑠𝑘 (2c) 

 

where 𝜏𝑡𝑒𝑟 is derived from a ternary phase diagram for PLGA, (NMP or DCM), and water, Fig 2g. 

Ternary diagrams produced in Fig 2g agrees with ternary phase diagrams previously published [19, 

37-39]. 

The rate of solidification has the impact of controlling the encapsulation efficiency of microspheres 

[40-45], and the initial burst of drug from ISFIs [46-48], as well as the final polymer geometry 

formed [46]. 

3.4.3 Mathematical Model of Polymer Degradation 

Polymer degradation occurs through the hydrolysis of linking ester bonds, which was modeled by 

a system of reaction-diffusion equations tracking the change in concentration of chain scission, Rs. 

Depending on where the chain scission occurs along the polymer chain either an oligomer, Col, or 

monomer, Cm, is produced. These small polymer chains are able to diffuse out of the implant, 
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which increases the porosity and consequently the diffusivity of the polymer. Another important 

characteristic of Col and Cm are that these small polymer chains terminate in a carboxylic acid end 

group, which further catalyzes the cleavage of ester bonds [49-51]. This produces two feedback 

loops: the production of Col and Cm further catalyzes the polymer degradation and increases Rs; 

and the diffusion of Col and Cm out of the implant increases the diffusivity of the polymer, see Fig 

3. 

 

 

Figure 3.3. Scheme of degradation/erosion mathematical model. Water (CH2O) diffuses into the 

implant initiating chain scission (Rs). End chain scission (Res) occurs when the terminal ester bonds 

(Cend) are hydrolyzed producing monomers (Cm), while random chain scission (Rrs) occurs when 

the interior ester bonds (Ce) are hydrolyzed producing oligomers (Col). The total production of 

oligomers (Rol) and monomers (Rm) are monitored to evaluated the porosity (Vpore) of the polymer 

which directly impacts the diffusivity of the polymer for oligomers (Dol), monomers (Dm), and the 

loaded drug (Ddrug). The dissociation of H+ ions (CH+) from the carboxylic acid terminals of the 

polymer are evaluated due to their catalytic impact on the degradation of the polymer. The swelling 

of the polymer (V(t)) also impacts the diffusivity of the polymer. The increase in diffusivity 

increases the diffusion rate of oligomers, monomers, and drug out of the implant. 

Rate of Chain Scission 

In developing the mathematical model for polymer degradation, we began in a similar fashion as 

the work of Wang et al. [49-51] with an equation to describe the rate of chain scissions per unit 

volume. The equation for chain scission is a function of non-catalytic and autocatalytic rate of 

degradation, given by: 
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𝑑𝑅𝑠

𝑑𝑡
= 𝑘1𝐶𝑒𝑠𝑡𝑒𝑟𝐶𝐻2𝑂 + 𝑘2𝐶𝑒𝑠𝑡𝑒𝑟𝐶𝐻+𝐶𝐻2𝑂 (3) 

 

where Rs is the concentration of chain scissions, 𝐶𝑒𝑠𝑡𝑒𝑟 is the concentration of ester bonds available 

for degradation, 𝐶𝐻+ is the concentration of acid produced, 𝐶𝐻2𝑂 is the concentration of water, 𝑘1 

is the non-catalytic degradation rate constant, and 𝑘2 is the auto-catalytic degradation rate constant. 

Previous work assumed that water saturation of the polymer is on a much shorter time scale than 

degradation and erosion, and therefore not considered [49, 51-56]. However, we accounted for the 

time and spatial saturation of water by applying the weighting function Mask (section 3.2), Eq 4. 

 

𝑑𝑅𝑠

𝑑𝑡
= [𝑘1𝐶𝑒𝑠𝑡𝑒𝑟 + 𝑘2𝐶𝑒𝑠𝑡𝑒𝑟𝐶𝐻+]𝑀𝑎𝑠𝑘 (4) 

 

Flory observed that polymer scission occurs through both random and end chain scission at 

different rates that have a varied impact on the polymer [20]. Random chain scission has the effect 

of dramatically reducing the average molecular weight of the polymer, while end chain scission 

more efficiently produces acidic byproducts. Experimental data has shown that both are necessary 

in modeling the degradation of polymer [52, 57-61], therefore we included both end and random 

chain scission, which are defined by the equations: 

 

𝑑𝑅𝑒𝑠

𝑑𝑡
= [𝑘𝑒1𝐶𝑒𝑛𝑑 + 𝑘𝑒2𝐶𝑒𝑛𝑑𝐶𝐻+]𝑀𝑎𝑠𝑘 (5a) 

𝑑𝑅𝑟𝑠

𝑑𝑡
= [𝑘𝑟1𝐶𝑒 + 𝑘𝑟2𝐶𝑒𝐶𝐻+]𝑀𝑎𝑠𝑘 (5b) 

 

where 𝑅𝑒𝑠 is end chain scission, 𝑘𝑒1 is the non-catalytic end scission rate constant, 𝐶𝑒𝑛𝑑  is the 

concentration of terminal ester bonds available for end chain scission, 𝑘𝑒2 is the auto-catalytic end 

scission rate constant, 𝑅𝑟𝑠 is random chain scission, 𝑘𝑟1 is the non-catalytic random scission rate 

constant, 𝐶𝑒  is the concentration of interior ester bonds available for random chain scission, 

and 𝑘𝑟2 is the auto-catalytic random scission rate constant. 
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Crystallinity 

To account for the observed change in crystallinity that occurs during polymer degradation, we 

followed the work by Han et. al, which considered the formation of crystallites, 𝜒𝑐, due to the 

raveling of polymer chains into parallel lattice structures [53]. During the solidification of the 

release vehicle, the dissolved polymer has a greater degree of freedom resulting in initial 

crystallinity, 𝜒𝑐0. During a chain scission, the end of the polymer has an increased flexibility and 

has a probability, 𝑝𝑐, of forming a crystallite. Work by Tsuji et. al has shown that once formed the 

crystallites take months to degrade, which is outside of the simulations timescale and therefore 

degradation of crystallites was not considered [54, 62]. The equation for unrestrained growth of 

crystallites, 𝜒𝑒𝑥𝑡, is given by 

 

𝜒𝑒𝑥𝑡 = 𝑝𝑐𝜂𝐴𝑅𝑠𝑉𝑐 (6) 

 

where 𝜂𝐴 is Avogadro’s constant and 𝑉𝑐 is the volume of an average crystallite. To account for 

growth restrictions 𝜒𝑐𝑚𝑎𝑥 is introduced as a limiting term for the maximum crystallinity and 𝜆 is 

an empirically derived constant set to 1 [54]. 

 

𝑑𝜒𝑒𝑥𝑡

𝑑𝜒𝑐
= [𝜒𝑐𝑚𝑎𝑥 − 𝜒𝑐]

𝜆 (7) 

𝜒𝑐 = 𝜒𝑐0 −
(𝜒𝑐𝑚𝑎𝑥−𝜒𝑐)

𝜆

𝜆+1
 (8) 

 

Integrating Eq 7 results in Eq 8 and allows for modeling the production of crystallites during chain 

scission with a volume restraint [54]. 

Production of Acidic Byproducts 

Work by Flory et al. used probability distributions to evaluate the average size of the polymer 

chains resulting from linear condensation and hinted that a similar approach would be useful in 

modeling random chain scissions [20]. The probability of a polymer chain of x units being 

produced by a chain scission is governed by the binomial probability distribution: 
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𝑁𝑥 = 𝑁𝑝(1 − 𝑝)
𝑥−1 = 𝑁0𝑝

2(1 − 𝑝)𝑥−1 (9a) 

 

where 𝑁𝑥 is the probability of having a polymer chain of x units, 𝑁 is the total number of polymer 

chains, p is the probability of an event, and 𝑁0 is the total number of units. Eq 9a is then converted 

to a weight fraction: 

 

𝑤𝑥 =
𝑥𝑁𝑥

𝑁0
 (9b) 

𝑤𝑥 = 𝑥𝑝2(1 − 𝑝)𝑥−1 (9c) 

 

where 𝑤𝑥  is the weight fraction of polymer chain of x units. Eq 9c is then generalized for a 

distribution of oligomers: 

 

𝑤𝑜𝑙 = ∑ 𝑥(𝑝)2(1 − 𝑝)𝑥−1𝐿
𝑥=2  (9d) 

 

where 𝑤𝑜𝑙  is the weight fraction of all oligomers, and L is the maximum length of mobile 

oligomers. Therefore, the probability function used for predicting the weight fraction of oligomers 

produced during random chain scission is given by: 

 

𝑅𝑜𝑙

𝐶𝑒𝑠𝑡𝑒𝑟0
= ∑ 𝑙 (

𝑅𝑠

𝐶𝑒𝑠𝑡𝑒𝑟0
)
2

(1 −
𝑅𝑠

𝐶𝑒𝑠𝑡𝑒𝑟0
)
𝑙−1

𝐿
𝑙=2  (9e) 

𝑅𝑜𝑙

𝐶𝑒0
= ∑ 𝑙 (

𝑅𝑠

𝐶𝑒0
)
2

(1 −
𝑅𝑠

𝐶𝑒0
)
𝑙−1

𝐿
𝑙=1  (9f) 

 

where Rol is the total concentration of short polymer chains produced over reaction time, Ce0 is the 

initial concentration of interior ester bonds and 𝑙 is the length in ester bonds of the oligomer chain 

[61, 63]. In this work we continue by applying equation 9f to evaluate the production of oligomers, 

while Pan et. al continues by generalizing eq 9f to allow for empirical tuning [64]. 

The distinguishing characteristic between 𝐶𝑜𝑙  and 𝑅𝑜𝑙  is that 𝐶𝑜𝑙  is reduced when the 

oligomers diffuse out of the polymer matrix, while 𝑅𝑜𝑙 accounts for all the ester bonds of oligomers 

that have been produced. Unlike random chain scission, end scission produces exactly one 
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monomer during each scission event. Therefore Rm = Res, where Rm is the total concentration of 

monomers produced over reaction time. 

The concentration of ester bonds available for degradation is a function of both degradation 

and formation of crystallites. 𝐶𝑒 is equivalent to the initial ester bond concentration reduced by the 

concentration of ester bonds of all oligomers and monomers formed, and the concentration of 

crystalline esters bonds, Eq 10a. Eq 9 was substituted into Eq 10a to producing, Eq 10b,  the 

functional equation for the concentration of ester bonds available for random chain scission: 

 

𝐶𝑒 = 𝐶𝑒0 − (𝑅𝑜𝑙 + 𝑅𝑚) − 𝜔𝜒𝑐 (10a) 

𝐶𝑒 = 𝐶𝑒0 [1 − ∑ 𝑙 (
𝑅𝑠

𝐶𝑒0
)
2

(1 −
𝑅𝑠

𝐶𝑒0
)
𝑙−1

𝐿
𝑙=2 − 𝑅𝑒𝑠] − 𝜔𝜒𝑐 (10b) 

 

where 𝜔 is the molar concentration of ester bonds in the crystalline phase. The concentration of 

terminal ester bonds available for end chain scission is determined by: 

 

𝐶𝑒𝑛𝑑 = 2𝑁𝑐ℎ𝑎𝑖𝑛0 + 2(𝑅𝑟𝑠 − (
𝑅𝑜𝑙

𝑚
)) = 2𝑁𝑐ℎ𝑎𝑖𝑛0 + 2(𝑅𝑟𝑠 − (

1

𝑚
∑ 𝑙 (

𝑅𝑠

𝐶𝑒0
)
2

(1 −
𝑅𝑠

𝐶𝑒0
)
𝑙−1

𝐿
𝑙=2 ))  

 (11) 

 

where 𝑁𝑐ℎ𝑎𝑖𝑛0 is the initial number of chains, and 𝑚 is the average chain length of oligomers 

formed during degradation. 

Acid Dissociation 

Water hydrolyzes the ester bonds of the polymer to produce two new terminal groups, a hydroxyl 

and a carboxylic acid group. The carboxylic acid functional group has a high degree of reversible 

acid dissociation, thereby promoting further degradation of the polymer. The total concentration 

of H+ ions distributed throughout the implant is regulated by both the acidity of the drug and the 

production of carboxylic acid end groups through the chain cleavage. Therefore, the concentration 

of H+ ions was modeled by: 

 

𝐶𝐻+ = 𝐶𝐻+,𝑝𝑜𝑙𝑦𝑚𝑒𝑟 + 𝐶𝐻+,𝑑𝑟𝑢𝑔 (12) 
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where the contribution of H+
 ions by the polymer, including long polymer chains, oligomers, and 

monomers, are defined as CH
+

,polymer, and the contribution H+ ions by the drug are defined by C-

H
+

,drug. 

Due to the rapid fluctuations of diffusivity of these acidic products during solidification 

and degradation, it is probable that diffusion can be rate controlling. It then becomes necessary to 

solve for acid dissociation as a time dependent event, rather than rely on an equilibrium expression. 

It has also been previously noted that when the diffusivity of polymer is too low, the equilibrium 

concentration of reactants is not maintained, and the reaction may not reach equilibrium [20]. 

Therefore, acid dissociation from the carboxylic acid was modeled using mass action kinetics: 

 

𝐶𝐶𝑂𝑂𝐻

𝑘𝑜𝑛
⇌
𝑘𝑜𝑓𝑓

𝐶𝐻+ + 𝐶𝐶𝑂𝑂− (13a) 

 

where 𝐶𝐶𝑂𝑂𝐻 is the concentration of acid, 𝐶𝐻+is the concentration of dissociated ions, 𝐶𝐶𝑂𝑂− is the 

concentration of conjugate base formed, 𝑘𝑜𝑛 is the rate of acid association, and 𝑘𝑜𝑓𝑓 is the rate of 

acid dissociation. Eq. 13a was then rewritten in the form of the ordinary differential equation: 

 

𝑑𝐶𝐶𝑂𝑂𝐻

𝑑𝑡
= 𝑘𝑜𝑛𝐶𝐻+𝐶𝐶𝑂𝑂− − 𝑘𝑜𝑓𝑓𝐶𝐶𝑂𝑂𝐻 (13b) 

 

which was then expanded to account for long polymer chains (Cpol), oligomers (Col), monomers 

(Cm), acidic drug (CDrug), and water/buffer (CH2O). The protonation of the solution from these five 

proton donors is represented by: 

 

∑ 𝐶𝐻+,𝑘
5
𝑘=1  (14) 

 

where 𝐶𝑝𝑜𝑙, 𝐶𝑜𝑙, 𝐶𝑚, 𝐶𝑑𝑟𝑢𝑔, and 𝐶𝐻2𝑂 are represented by k = 1,2,3,4, and 5 respectively. 

 

Substituting Eqns 10b, 11, 12, and 14 into 5a and 5b generated the final expression for the 

degradation rates: 

𝑑𝑅𝑟𝑠

𝑑𝑡
= 𝐶𝑒0 [1 − ∑ 𝑙 (

𝑅𝑠

𝐶𝑒0
)
2

(1 −
𝑅𝑠

𝐶𝑒0
)
𝑙−1

𝐿
𝑙=2 − 𝑅𝑒𝑠 − 𝜔𝜒𝑐] {𝑘𝑟1 + 𝑘𝑟2[∑ 𝐶𝐻+,𝑘

5
𝑘=1 ]}𝑀𝑎𝑠𝑘 (16a) 
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𝑑𝑅𝑒𝑠

𝑑𝑡
= [2𝑁𝑐ℎ𝑎𝑖𝑛0 + 2(𝑅𝑟𝑠 − (

1

𝑚
∑ 𝑙 (

𝑅𝑠

𝐶𝑒0
)
2

(1 −
𝑅𝑠

𝐶𝑒0
)
𝑙−1

𝐿
𝑙=2 )) ] {𝑘𝑒1 + 𝑘𝑒2[∑ 𝐶𝐻+,𝑘

5
𝑘=1 ]}𝑀𝑎𝑠𝑘

 (16b) 

 

The analytical solution for the rate of production of the short chain polymers, 
𝑑𝑅𝑜𝑙

𝑑𝑡
 was determined 

as: 

 

𝑑𝑅𝑜𝑙

𝑑𝑡
=

𝑑

𝑑𝑡
(∑ 𝑙 (

𝑅𝑠

𝐶𝑒0
)
2

(1 −
𝑅𝑠

𝐶𝑒0
)
𝑙−1

𝐿
𝑙=2 ) =  ∑

−𝐶𝑒0(
𝑅𝑟𝑠
𝐶𝑒0

)(1−
𝑅𝑟𝑠
𝐶𝑒0

)
𝑙−2

(𝑙(
𝑅𝑟𝑠
𝐶𝑒0

)+
𝑅𝑟𝑠
𝐶𝑒0

−2)(
𝑑𝑅𝑟𝑠
𝑑𝑡

)

((
𝑅𝑟𝑠
𝐶𝑒0

)−1)

2
𝐿
𝑙=1  (17a) 

 

Every end chain scission produces a monomer so the concentration of monomers produced, 𝑅𝑚, 

is modeled by equation 17b. 

𝑑𝑅𝑚

𝑑𝑡
=

𝑑𝑅𝑒𝑠

𝑑𝑡
 (17b) 

 

3.3.3.5 Polymer and Drug Transport 

Assuming the polymer degradation products are well-mixed and soluble, the erosion of 𝐶𝑚 

and 𝐶𝑜𝑙 was modeled by the conserved form of Fick’s second law of diffusion to account for the 

non-homogeneous material. The diffusion-reaction equations for 𝐶𝑜𝑙 and 𝐶𝑚 become: 

 

𝑑𝐶𝑜𝑙

𝑑𝑡
=

𝑑𝑅𝑜𝑙

𝑑𝑡
+ ∑

𝜕

𝜕𝑥𝑖
(𝐷𝐶𝑜𝑙(𝑥𝑖, 𝑡)

𝜕𝐶𝑜𝑙

𝜕𝑥𝑖
)3

𝑖=1  (18a) 

 

𝑑𝐶𝑚

𝑑𝑡
=

𝑑𝑅𝑒𝑠

𝑑𝑡
+ ∑

𝜕

𝜕𝑥𝑖
(𝐷𝐶𝑚(𝑥𝑖 , 𝑡)

𝜕𝐶𝑚

𝜕𝑥𝑖
)3

𝑖=1  (18b) 

 

Diffusion of drug, H+ (which is transported as hydronium), and the conjugate bases out of the 

system were modeled in a similar manner with a conserved form of Fick’s second law of diffusion, 

represented by 𝜓. The diffusion terms are then rewritten for a spherical coordinate system: 

 

∑
𝜕

𝜕𝑥𝑖
(𝐷

𝜕𝐶

𝜕𝑥𝑖
)3

𝑖=1 =
1

𝑟2
𝜕

𝜕𝑟
[𝐷𝑟2

𝜕𝜓

𝜕𝑟
] +

1

𝑟2𝑠𝑖𝑛𝜃

𝜕

𝜕𝜃
[𝐷𝑠𝑖𝑛𝜃

𝜕𝜓

𝜕𝜃
] +

1

𝑟2sin𝜃2
𝜕

𝜕𝜙
[
𝜕𝜓

𝜕𝜙
] (19) 
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and reduced to a one dimensional equation, which was applied to all of the simulation present in 

this study, with the exception of the geometric reduction studies in section 3.4: 

∑
𝜕

𝜕𝑥𝑖
(𝐷

𝜕𝐶

𝜕𝑥𝑖
)1

𝑖=1 =
1

𝑟2
𝜕

𝜕𝑟
[𝐷𝑟2

𝜕𝜓

𝜕𝑟
] (20) 

 

3.3.3.6 Porosity/Diffusivity of Polymer 

Following the work by Pan et. al [55], the porosity of the polymer matrix was defined by 

the loss of drug and short polymer chains from the release vehicle, evaluated by the equations: 

 

𝑉𝑝𝑜𝑟𝑒,𝑜𝑙,𝑚 =
𝑅𝑜𝑙+𝑅𝑚

𝐶𝑒0
−
𝐶𝑚+𝐶𝑜𝑙−𝐶𝑜𝑙0−𝐶𝑚0

𝐶𝑒0
 (21a) 

𝑉𝑝𝑜𝑟𝑒,𝑑𝑟𝑢𝑔 = 1 −
𝐶𝑑𝑟𝑢𝑔

𝐶𝑑𝑟𝑢𝑔,0
 (21b) 

 

The contribution of each is proportional to 𝑓𝐷𝑟𝑢𝑔, which is the volume ratio of drug to polymer. 

Therefore, the final equation for porosity was given by Eq. 22 [55]. 

 

𝑉𝑝𝑜𝑟𝑒 = 𝑉𝑝𝑜𝑟𝑒,𝑜𝑙(1 − 𝑓𝑑𝑟𝑢𝑔) + 𝑉𝑝𝑜𝑟𝑒,𝑑𝑟𝑢𝑔𝑓𝑑𝑟𝑢𝑔 (22) 

 

The diffusivity of the polymer was modeled as: 

 

𝐷 = 𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟 + (1.3𝑉𝑝𝑜𝑟𝑒
2 − 0.3𝑉𝑝𝑜𝑟𝑒

3 )(𝐷𝑝𝑜𝑟𝑒 − 𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟) (23) 

 

where 𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟 is the diffusivity of a component (ie. drug, water, polymer degradation products, 

etc.) through pure polymer, and 𝐷𝑝𝑜𝑟𝑒 is the diffusivity of a component (ie. drug, water, polymer 

degradation products etc.) through dissolved polymer [62]. 

 For the ISFI, significant swelling was observed, and to account for the increased diffusivity 

of the polymer during the swelling of the implant we modified equation 23 to account for free-

volume theory. The relationship between polymer diffusivity and the implant volume expansion 

is based on the generalized free-volume theory proposed by Fujita et al. [65-67] based on work by 

Turnbull and Cohen [24], and further developed by Peppas et al. [68-74]. The function for the 

polymer diffusivity was 
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𝐷(𝑡) = 𝐷0 ∗ 𝑒
−𝛽𝑠𝑤(1−

𝑉(𝑡)

𝑉0
)
 (24a) 

 

where D(t) is the polymer diffusivity as a function of time, D0 is the equilibrium polymer 

diffusivity, V(t) is the polymer volume as a function of time, V0 is the initial polymer volume, and 

an empirical term (𝛽𝑠𝑤) [69-72]. 

 

𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟 = 𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟,0 ∗ 𝑒
−𝛽𝑠𝑤(1−

𝑉(𝑡)

𝑉0
)
 (24b) 

 

𝐷 = (1 −𝑀𝑎𝑠𝑘) ∗ 𝐷𝑝𝑜𝑟𝑒  +  𝑀𝑎𝑠𝑘 ∗ [𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟,0 ∗ 𝑒
−𝛽𝑠𝑤(1−

𝑉(𝑡)

𝑉0
)
+ (1.3𝑉𝑝𝑜𝑟𝑒

2 −

0.3𝑉𝑝𝑜𝑟𝑒
3 ) (𝐷𝑝𝑜𝑟𝑒 − 𝐷𝑝𝑜𝑙𝑦𝑚𝑒𝑟,0 ∗ 𝑒

−𝛽𝑠𝑤(1−
𝑉(𝑡)

𝑉0
)
)] (24c) 

 

 The final equations 2a, 16a-b, 18a-b, 22, 23, and 23/24c are solved as a system of PDEs to 

evaluate the drug release rate from the release vehicles. 

It becomes important to recognize that the diffusivity of the polymer is a function of 𝜑𝑖,  𝐶𝑜𝑙, 𝐶𝑚, 

and 𝐶𝑑𝑟𝑢𝑔 (acting as a feedback loop) and thereby is a spatially and temporally dependent function. 

This also means that the PDE governing mass transport is nonlinear and must be treated with great 

care to reach a stable and accurate numerical solution. 

3.4.4 Verification of Geometry Reduction 

In creating the simplified time-dependent geometry of the model it was necessary to verify that 

each of the following assumptions or simplifications did not introduce significant error: (1) 

reduction of the dimensionality of the model to one spatial dimension, (2) use of a simplified 

spatial geometry without the random shell pores, and (3) use of a stochastic model for the internal 

pores in the 50 µm implant. 
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Reduction of spatial dimensions 

COMSOL was used to simulate the diffusion drug out of a solid three dimensional spherical 

implant, Fig 4a, which was directly compared to a Python simulation of the radial drug diffusion 

out of the implant, Fig 4b. The initial drug concentration was set to high order polynomial depicted 

by the darkest navy line in Fig 4b. This was necessary in the COMSOL simulation to prevent the 

software’s treatment of a discontinuous variable, which dramatically impacts the model results. 

The drug release rates from these two simulations were compared in Fig 4c. The use of a model 

with a single spatial dimension of radial diffusion introduced a maximum of 0.949% error. 

ISFI Geometry Simplification 

SEM images of the fully solidified implant were imported into Python where the images were 

converted into binary, with 1 representing polymer matrix and 0 the pores. The drug released from 

the simplified geometry (Fig 4d) and the SEM geometry (Fig 4e) where compared to verify that 

no significant source of error was being introduced, Fig 4f. The reduction of the geometry derived 

from SEM images to the simplified geometry introduced a maximum error of 0.864% with the 

inclusion of shell pores, and 8.048% when the shell pores are excluded, Fig 4d-f. 

Microsphere Geometry Simplification 

Experimental data collected by Pack et. al determined that not only do 50 µm microspheres 

contained randomly distribution of interior pores, but that the loaded drug was heterogeneously 

distributed in these pores [16]. The experimental data was used to build a COMSOL simulation 

for the diffusion of drug out of 2D slice geometry, Fig 4g. To reduce the complexity of the model 

the distribution of the pores was analyzed and applied to a Python model for a single spatial 

dimension, Fig 4h. The drug released from the 2D COMSOL simulation (solid grey line) and the 

stochastic 1D Python simulation (solid blue line), in the absence of polymer degradation, are 

compared to experimental data, Fig 4i [16]. These two simulation results are also compared to the 

drug released from a 1D Python simulation with a homogeneous initial drug distribution (dashed 

blue line), Fig 4i. With a single spatial dimension, stochastic model for the random distribution of 

pores in the 50 µm implant introduced a maximum error of 3.230%, while modeling a 

homogeneous initial drug distribution produced a maximum error of 20.440%, Fig 4g-i. 
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Figure 3.4. Numerical Verification. (A) COMSOL simulation out of a sphere in three spatial 

dimensions. (B) Python simulation out of a sphere in a single spatial dimension. (C) Overlaying 

drug release predictions from A and B. (D) Python simulation for drug diffusion out of simple 2D 

slice geometry of an ISFI, 2 days post-exposure.(E) Python simulation for drug diffusion out of a 

complex 2D slice geometry derived from SEM images of an ISFI, 2 days after formation. (F) 

Overlaying the entire 30 day time course of drug released from the 2D geometries shown in D and 

E. (G) COMSOL simulation for drug diffusion out of 50 µm microsphere with a 2D slice geometry 

derived from confocal images, 6 hours after formation [16]. (H) A single geometry from the Python 

stochastic simulation for radial diffusion out of the 50 µm microsphere. (I) Comparison of the drug 

released from 2D COMSOL simulation (solid grey line), 1D stochastic heterogeneous Python 

simulation (solid blue line), 1D homogeneous Python simulation (dashed blue line), and 

experimental data for 67 kDa 50 µm microsphere [16]. FIX COLORS BLUE AND GREY 
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3.4.5 Model parameterization 

In developing this model two sets of unknown parameters are introduced: the diffusivity of 

oligomer, monomers, water, solvent, and the loaded drug through the polymer; and the four 

degradation rates of the polymer. 

Model parameterization: diffusivity 

Reviewing literature data of drug release profiles from vehicles of varying combinations of drugs 

and PLGA50:50 Mw allowed us to develop an empirical equation for the diffusivity as a function 

of drug and polymer Mw [21, 28, 56, 75-87], Fig 5a. The data was found to be best fit by an 

exponential function, Fig 5b. This function was then used to approximate individual diffusion 

coefficients for the diffusion of NMP and dichloromethane (DCM); the degradation products 

oligomers and monomers; and drugs Fluorescein and Piroxicam through solid polymer, Dpolymer. 

Fluorescent recovery after photobleaching (FRAP) was performed to measure the 

diffusivity of fluorescein in 53 kDa dissolved polymer (1.387e-6 m2/day) and water (5.356e-6 

m2/day), Table S1. The arithmetic mean was taken for the diffusion of the loaded drug through 

polymer pores, see table S1. Diffusion weighted imaging (DWI) was used to measure the 

diffusivity of water in the solidifying polymer. The diffusivity ranged from 3e-10 m2/s (solid 

polymer matrix) to 2e-9 m2/s (degraded polymer solution). These values were used to parameterize 

the diffusivity of water, hydroxide, and H+ (which exists as hydronium) through the solidified 

polymer and soluble polymer pores (Dpore and Dpolymer, respectively for each component). The 

Stokes-Einstein equation was then used to approximate the values of Dpore for the solvent, 

monomers, and oligomers. 

Model parameterization: degradation rate constants 

The degradation rates (ke1, ke2, kr1, kr2) for the polymer were approximated by fitting the 

degradation profiles for the 50 µm implants with empirical data, Fig 5c-f [16]. The values for these 

rates were determined to be: 𝑘𝑒1 = 3.75𝑒 − 3 𝑚3/(𝑚𝑜𝑙 ∗ 𝑑𝑎𝑦) ,  𝑘𝑒2 = 3𝑒 − 6 𝑚
6/(𝑚𝑜𝑙2 ∗

𝑑𝑎𝑦) ,  𝑘𝑟1 = 7𝑒 − 6 𝑚3/(𝑚𝑜𝑙 ∗ 𝑑𝑎𝑦) , and 𝑘𝑟2 = 1𝑒 − 2 𝑚6/(𝑚𝑜𝑙2 ∗ 𝑑𝑎𝑦) . Allowing initial 
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crystallinity of each Mw implant to vary with the final Mn allowed for accurate fits (Fig 5c-f), 

parameter values can be found in table S5. 

 

Figure 3.5. Model Parameterization.  (A) Experimental data collected from a literature review 

of PLGA 50:50 nanoparticles and small microspheres were used as a training set for the polymer 

diffusivity as a function of the Mw of the polymer and the analyte. [21, 28, 56, 75-87]. (B) The 

equation used in the regression analysis along with the parameters fits and the R2 value. (C-F) The 

degradation profile of 67, 49, 34, and 21 kDa, PLGA 50:50 polymer 50 µm microspheres, 

respectively was used to parameterize the degradation rate constants (ke1, ke2, kr1, kr2) [16]. 

3.3.6 Model Verification 

With the diffusivities through polymer matrix and pores, and the degradation rates 

parameterized, the predictive capability of the model was evaluated. Simulations were compared 

against a host of experimental data including: drug release profiles and encapsulation efficiencies 

of 10 µm microspheres; drug release, degradation, and mass loss profiles of 5 mm ISFIs; and the 

pH distributions and encapsulation efficiencies of 50 µm microspheres of varying Mw [16, 21, 26, 

88]. 

Solidification Model Verification 

To verify the accuracy and predictive capabilities of the solidification model, simulation results 

were compared to four sets of empirical data: DWI data for the 5 mm implants, early drug release 
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from the 5 mm implants, and the encapsulation efficiencies of both the 10 and 50 µm implants, 

Fig 6. 

DWI data of 15 and 53 kDa PLGA 5 mm implants was sampled at 0.25, 1, 2, 3, 7, and 10 

days post-exposure. Early time points (0.25-3 days) are shown in Fig 6a and 6b. The DWI images 

show the formation of a solid polymer shell for both Mw polymers within a day, which is 

maintained over weeks, while the core of the implant solidifies over days but decays within a week. 

For the 53 kDa polymer, the solvent, which is evident by the dark blue regions of the MR images 

(Fig 4a), takes much longer to leave the implant thereby delaying the formation of the core over 

three days and its subsequent degradation. By contrast, the solvent leaves the low Mw polymer 

implant within a day allowing the core of the implant to form within the first day, and the core 

degrades within the first three days. 

During solidification, the model predicts the time scales of polymer solidification of both 

the 15 and 53 kDa polymers shown by the rapid transition from liquid to solid polymer in the 

ternary phase diagram, Fig 6c-e. The grey boxes around the time points in the ternary phase 

diagrams correspond to the respective DWI images in Fig 6a,b. To verify that the model was able 

to predict the drug release rates, simulations of 15, 29, 53 kDa 5mm ISFIs was compared to 

experimental data, Fig6f-h. Absolute error between experimental measurements and model 

predictions averaged over the first 3 days was found to be 3.514, 3.167, and 2.057%, respectively, 

giving an average absolute error for the 5 mm implants of 2.913%, Fig 6f-h [26]. 

The respective manufacturing processes for producing microspheres was also considered. 

To produce the microspheres a stream of codissolved PLGA and drug were broken up by acoustic 

excitation into uniform spheres, which were collected in a bath for 3 hours to solidify. These 

implants were then lyophilized for 2 additional days to ensure the removal of solvent and water 

[16, 17]. This process was simulated by the model to increase the accuracy of the overall simulation 

and to verify the solidification model by predicting the encapsulation efficiency that was measured 

experimentally by Pack et. al [16]. The solidification rates used for the ISFIs (Fig 2g) were also 

used for modeling the microsphere solidification, except for the solidification rate for the 15 kDa, 

which would result in the complete loss of drug. The model predicted the encapsulation 

efficiencies of 6.5, 21, 34, 49, and 67 kDa 10 µm implants, as well as 21, 34, 49, and 67 kDa 50 

µm implants, see Fig 6i-j, with an average absolute error of 10.767% and 11.044% for the 10 and 

50 µm implants, respectively. 



 

 

77 

 

 

 

 

 

 

 

Figure 3.6. Solidification Model Verification. (A) DWI data for a 15 kDa, 5 mm implant 

collected over the first 3 days (B) DWI data for a 53 kDa, 5 mm implant collected over the first 3 

days. Regions of dark blue indicate the retention of solvent and a slower solidification process. (C) 

Ternary phase diagrams overlaid with experimentally derived binodal line (dashed blue) and the 

predicted volume fractions of a 15 kDa, 5 mm implant as 0, 1, 6, 24, 48, and 72 hours post-exposure. 

Gray boxes correspond to 6, 24, 48, and 72 hours post-exposure in increasing lightness. (D) 

Ternary phase diagrams overlaid with experimentally derived binodal line and the predicted 

volume fractions of a 29 kDa, 5 mm implant as 0, 1, 6, 24, 48, and 72 hours post-exposure.(E) 

Ternary phase diagrams overlaid with experimentally derived binodal line and the predicted 

volume fractions of a 53 kDa, 5 mm implant as 0, 1, 6, 24, 48, and 72 hours post-exposure [28]. 

Gray boxes correlate to 6, 24, 48, and 72 hours in increasing lightness. (F) Empirical data for the 

drug released from a 15 kDa, 5mm implant (dots) is compared to model prediction (solid line) over 

the first 5 days [26]. (G) Empirical data for the drug released from a 29 kDa, 5mm implant (dots) 

is compared to model prediction (solid line) over the first 5 days [26]. (H) Empirical data for the 

drug released from a 53 kDa, 5mm implant (dots) is compared to model prediction (solid line) over 

the first 5 days [26]. (I) Empirical data for the encapsulation efficiencies for varying polymer Mw 

(6.5, 21, 34, 49, and 67 kDa) for 10 µm implants (grey bars) compared to model prediction (blue 

bars) [16]. (J) Empirical data for the encapsulation efficiencies for varying polymer Mw  (21, 34, 

49, and 67 kDa) for 50 µm implants (grey bars) compared to model prediction (blue bars) [16]. 
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Degradation Model Verification 

To verify the accuracy and predictive capabilities of the polymer degradation model, the 

simulation results were compared to five sets of empirical data: drug release from 10 µm implants, 

drug release and pH distribution within 50 µm implants, drug release and mass loss from 5 mm 

implants. 

Drug release rates from 6.5, 21, 34, 49, and 67 kDa 10 µm microspheres were simulated 

and compared to previous data [16], Fig 7g-k. The absolute error between predicted and measured 

values were 14.349, 8.000, 7.136, 4.9090, and 3.453%, respectively (Fig 7g-k solid navy lines). 

Giving an average absolute error of 7.590%. The polymer diffusivity was then allowed to vary 

slightly to match early time points of the experimental data, see Fig 7g-k, without degradation 

(dashed grey lines). These values were then used to quantify error in the model prediction of 

polymer diffusion coefficients (Fig 5b). All values for parameters can be found in table S5. The 

predicted values for polymer diffusivities for the 10 µm implants were predicted with an average 

relative error of 41.351%. 

The model predicted the drug release rate from the 21, 34, 49, and 67 kDa 50 µm 

microspheres with an absolute error of 8.950, 7.583, 6.353, and 3.949% respectively, see Fig7a-d 

(solid navy lines) [16].  With an average absolute error of 6.709%, however, with the corrected 

drug diffusion coefficients, found in Fig 7g-k (dashed grey lines), the average error for the 50 µm 

implants decreases to 4.333% (Fig 7a-d dashed blue lines). The average position of pores for the 

21, 34, and 49 kDa implants were also allowed to vary within 10% to match the experimental data, 

see Fig 7a-d (dashed grey lines). By explicitly modeling the polymer degradation process and acid 

dissociation, we were able monitor the pH change of the implant, which influences the 

conformation and the potency of the drug [89-91]. Experimental data from Liu et al was compared 

to the pH gradient predicted by the model, Fig 7e-f [88]. Predicted pH values were spatially 

averaged and compared to measured pH values; resulting in a relative error of 3.688%. 
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Figure 3.7. Degradation Model Verification. (A-D) Empirical data for the drug release of 21, 

34, 49, and 67 kDa, 50 µm implants is compared to model predictions using the determined 

degradation parameters and diffusivity function (solid navy). For the 21 and 34 kDa, 50 µm 

implants the average position of the pores was shifted from 17.99 to 19.50 µm (dashed blue) [16]. 

(E-F) Comparison of the spatial average pH in the 50 µm implants from data collected by Liu et 

al. for 7, 14, 21, and 28 days [88] compared to model predictions. (G-K) Empirical data for the 

drug release of 6.5, 21, 34, 49, and 67 kDa, 10 µm implants is compared to model predictions 

using the determined degradation parameters and the diffusivity function (solid navy). Polymer 

diffusivity values are also allowed to vary to determine error in the diffusivity function, with 

degradation (dashed blue) and without degradation (dashed grey) [16]. 
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To verify that the model can account for implants of larger size (5mm) the model 

predictions were compared to experimental data for the drug release, see Fig 8d-f, and mass loss 

profiles, see Fig 8g-i. Phase diagrams, Fig 8a-c, allow us to not only understand the impact of the 

solidification process in terms of volume fractions, but also the impact of polymer degradation and 

swelling on the partial volume fractions. Each individual phenomenon has a different impact on 

the phase transition which can clearly be seen by the 53 kDa ISFI (Fig 8c black arrows). Phase 

inversion causes the volume fraction of water to increase, while the volume fraction of polymer 

remains constant. Swelling increases this exchange, while also decreasing the polymer volume 

fraction. Degradation causes the volume fraction of water to increase, while the volume fraction 

of solvent remains constant. 

The drug release profile for the 15, 29, and 53 kDa implants were predicted with a time 

average absolute error of 7.300,9.295, and 5.961% respectively, see Fig 8d-f (solid navy lines). 

With an average absolute error of 7.519 %. The impact of the swelling parameter for the diffusion 

of hydronium was evaluated by setting ßCH = 0, see Fig 8d-f (dashed blue lines). The value of the 

swelling parameter was allowed to very, see Fig 8d-f (solid grey lines), values are reported in table 

S5. Mass loss of the 15, 29, and 53 kDa were predicted with an absolute error of 4.778, 5.224, and 

6.080%. Giving an average absolute error of 5.36%. 
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Figure 3.8. Degradation Model Verification. (A-C) Ternary phase diagrams overlaid with 

experimentally derived binodal line (dashed black) and the predicted volume fractions of a 15, 29 

and 53 kDa, 5 mm implant sampled every day for 4 weeks (dots) [28]. Black arrows indicate the 

impact of solidification, swelling, and degradation on the volume fractions. (D-F) Empirical data 

for the drug release of 15, 29, 53 kDa, 5 mm implants compared to model predictions (solid navy). 

Swelling parameter values are also allowed to vary to determine error in the estimation of β (solid 

grey). The impact of the accelerated release of CH+ due to swelling was evaluated by setting ßCH = 

0 (dashed blue). (G-I) Mass loss of the ISFIs are also predicted by the model (solid navy) [26]. 

3.4.6 Parameter Variation and Model Sensitivity Analysis 

To quantify the impact of the variation of each model parameter on the drug release profiles, we 

performed global parameter sensitivity analysis using Latin Hypercube Sampling with 

quantification using partial correlation coefficient (PRCC) analysis [92, 93]. Two global sensitivity 

analyses were run for both the microspheres and ISFIs for the entire time course of drug release to 

evaluate the impact of variation in diffusivity of each mobile molecule in the system and polymer 
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degradation rates (see section 3.5) on drug release, respectively (Fig S3, S4). PRCC results in 

correlation coefficients that relate the variation in parameter input with the variation in model 

output, with 1 being perfect positive correlation, and -1 being perfect negative correlation. The 

PRCC data showed that for the microspheres (10 µm), the non-catalytic end and auto-catalytic 

random scission rates (ke1, kr2) had the greatest impact on model results (Fig S3), while in the 

ISFIs (5mm) the auto-catalytic degradation rates have a larger impact on the drug release profile 

(Fig S4). The microspheres were profoundly impacted by the diffusion coefficient for the diffusion 

of drug through the solid polymer, while the ISFIs were only affected by variations in this 

parameter for the first day post-exposure. The ISFIs were more greatly affected by the diffusion 

coefficient for oligomers and monomers than the microspheres, Fig S3 and S4. 

3.5 Discussion 

Using the mechanistic model, we were able to investigate the impact of specific aspects of the 

controlled release vehicle’s geometry, mobile molecule diffusivity, and polymer degradation on 

drug release profiles. These investigations were able to produce significant insight into the aspects 

of these polymeric systems that can be manipulated to produce desired dynamics of drug release. 

3.5.1 Model Geometry 

To accurately predict the drug release from controlled release vehicles, prior knowledge of the 

solidified geometry was required. For the 10 µm microspheres, the implants were completely solid 

and had a uniform drug distribution. The 50 µm implants were not solid but had randomly 

positioned as well as randomly sized pores which followed a skew-normal distribution. 

Accounting for the localization of drug in the pores and through the polymer matrix of the 50 µm 

implant allowed for the accurate modeling of the microspheres. Without this non-uniform drug 

distribution it would be impossible to unify the 10 and 50 µm microspheres, Fig 4i. Therefore, 

there is a need for a model to simulate phase inversion and accurately predict the geometry of the 

solidified implant and the drug distribution throughout the implant. 

Our DWI data shows that unlike the microspheres, which solidified within 3 hours, the 

ISFIs require 3 days to solidify (Fig 6a,b), resulting in the formation of a complex structure. The 
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most salient features of the 5 mm ISFIs, Fig 2a, were the shell thickness and the radius of the 

implant. The interior pores had an insignificant impact on the degradation and drug release 

profiles, Fig 4d-f. However, the impact of the shell pores was not negligible introducing an average 

error of 8% (Fig 4f). Furthering the need for a simulation to predict the formation of these pores. 

We found that the swelling of these implants, which was quantified by the Exner lab [26], 

had a significant impact on the diffusivity of the polymer, see Eq 24b and Fig 7. Without including 

swelling, the simulation was unable to predict the sustained release of the 15 kDa implant. The 

sustained drug release profile was not able to be predicted by, an increased degradation rate due to 

the positive feedback of auto-catalytic degradation. Including swelling in the model not only 

provided a more prolonged release of drug (Fig 8d-f) as compared to a pure degradation model 

(Fig 7a-d,g-k), but also reduces degradation by releasing acidic byproducts out of the polymer 

matrix (Fig 8d-f dashed line). Therefore, not only will further development into the impact of 

swelling on polymer diffusivity will be critical in reducing model error, but understanding the 

relationship will be key in designing implants with specific drug release profiles. 

3.5.2 Model Parameterization Diffusivity/Degradation 

Functionalizing the relationship between the PLGA Mw and the polymer diffusivity has not only 

been critical in predicting the drug release from the variety of implants but allows for future work 

to approximated diffusion coefficients for a variety of diffusion controlled release applications. 

Previous work by Pack et. al. estimated this relationship for the 10 and 50 µm separately. 

While the values were close and even identical for the higher MW polymers, the diffusivity of low 

Mw polymers was inconsistent between the different implant sizes. The goal of our project was to 

develop a unified model for any size and MW implant. Accounting for the localization of drug 

concentration in the randomly distributed pores was crucial in unifying the microsphere models, 

Fig 4g-i. 

The function for diffusivity, Fig 5b, was found to predict the diffusivity coefficient of 

piroxicam in 6.5, 21, 34, 49, and 67 kDa PLGA 50:50 with an average error of 45.950 %.This error 

while seemingly large is reasonably small when considering that the value of diffusivity varies 

over 11 orders of magnitude from the diffusion of water to the diffusion of a large drug such as 

clarithromycin. The PRCC analysis determined that although including the varying polymer 
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diffusivity was critical to the model, the diffusivity of the drug through the polymer was negligible 

compared to that of the solvent and oligomers. Therefore there is a need to carefully quantify the 

transport of polymer byproducts as well as the effect of varying organic solvents on the release of 

drug from the implants. 

Although, allowing each of the degradation rates to vary based on polymer Mw would have 

led to a better fit in Fig 4a-d and a better prediction in Fig 7g-k (dashed blue lines), it was viewed 

as unmechanistic and an overparameterization of the model. The relationship between the end and 

random chain scission rate were consistent with predictions made by Flory [20] who believed that 

end scission occurred an order of magnitude faster than random scission. The model suggests that 

between a pH of 5 and 4, Fig 7f-g, end scission occurred 68x to 11x more often than random 

scission. 

3.5.3 Auto-catalytic degradation 

Degradation of PLGA through the cleavage of esters bonds has the important consequence of 

producing acidic byproducts, which then further enhances chain scission. The impact of auto-

catalytic degradation can be seen, in the 5 mm ISFI, when comparing the degradation of the 

polymer shell to that of the core (Fig S5), and when observing the degradation in the walls of the 

interior pores of the implant (Fig S6a). Experimental DWI and SEM data, show extensive 

degradation and erosion of the interior of implant, while the shell retains structurally integrity for 

the first 10 days (Fig S5). After 10 days, the shell rapidly degrades until its rupture at day 17. 

While the core of the implant sustains the most rapid degradation as a whole, the wall 

between the interior pores sustains the greatest rate of degradation, which is seen in Fig 14a. Rather 

than the pores exclusively breaching where it was the thinnest, they broke open where the most 

bulk polymer was, for example at the intersection of four pores in a hexagonal close-packed 

structure (Fig S6). This increased degradation is due to the auto-catalytic nature of the PLGA 

copolymer degradation and the increased concentration of 𝐻+ ions in the nucleation site (Fig S6a, 

S6b). The computational model predicts the highest concentration of polymer chain scission to 

take place in these nucleation sites (Fig 6c) due to the inclusion of the auto-catalytic degradation 

term in Eq. 1. The importance of the autocatalytic degradation for the large ISFIs is quantitatively 

reaffirmed by the results of the PRCC analysis where ke2 has the greatest correlation with drug 

released from the implant, Fig S4. The microspheres show a more uniform distribution of acid, Fig 
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S3, and are more impacted by the non-catalytic degradation rate ke1. The PRCC data reaffirmed 

the need for considering all four unique degradation rates. 

Evaluating the production and diffusion of H+ ions rather than estimating them as a lumped 

constituent with the oligomer, and drug [52, 57-60]allowed the model to predict the pH change 

within the implant (Fig 7e-f) and evaluate the impact on polymer degradation and drug release. pH 

change within the implant can be also particularly important parameter to consider when designing 

patient-specific or treatment-specific controlled release vehicles, as some tissues do not have 

significant rates of clearance to tolerate highly acidic systems. 

Previous literature has modeled polymer degradation with a single first/second order decay 

term [16, 51, 55, 56, 75]. However, the experimental data and model predictions developed in this 

work, demonstrate that to fully understand, and therefore control, the degradation of the implant it 

becomes necessary to not only consider end and random scission, but also noncatalytic and 

autocatalytic degradation [52, 58]. 

3.5.4 Modeling error 

Numerical solutions of the governing PDEs in Python proved to be a reliable computational model 

for predicting the drug release rate of the implant for varying PLGA molecular weights, and size. 

Model error, on the drug release profile, introduced by reducing the geometry to the simplified 

model was determined to be an average of 0.864% with shell pores and 8.048% without. A mesh 

convergence study quantified the numerical error introduced by the algorithm at 0.111%, and 

0.787% error was introduced in the stochastic model for the 50 µm microspheres, see Fig S7. 

The solidification model was shown to be accurate within a  3.341% average error in 

predicting the drug release from ISFIs in the first 3 days, however there was 10.767 and 11.044% 

error in predicting the encapsulation efficiency of the 10 and 50 µm microspheres, respectively. 

Also the solidification rate for the lowest molecular weight microspheres utilized the data for the 

solidification of the 29 kDa ISFIs rather than the 15 kDa ISFIs. There is also significant error in 

predicting the early mass loss from ISFIs, see Fig 8g-I, which is due to a higher retention of solvent 

than the empirical data suggests. These differences in model prediction versus experimental data 

on solvent diffusion indicate that the  solidification model used in this project was much too simple 

to completely explain this phenomenally complicated process, emphasizing the need for a future 

work on a mechanistic model of polymer solidification. 
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The degradation model was also quite accurate with an average of 7.842% error in 

predicting the drug release profile of the 5 mm ISFIs (excluding the first 3 days), and an average 

of 8.003% error in predicting the drug release from the 10 µm microspheres. There was, however, 

notable error in the late stage release profiles of the 5 mm ISFIs. The divergence from predicted 

values after 15 days for the 5 mm ISFIs is likely due to the difficulties in collecting experimental 

data for the later time points. The computational model is developed having a perfect sink 1 mm 

away from the surface of the implant, however, the empirical data shows that this particular ideal 

sink condition was not satisfied [26]. This would account for the steepness of the simulated release 

profile as compared to the experimental data. 

3.6 Conclusion 

Given the high potential for controlled release vehicles to be tailored to individual patient need 

and to increase patient compliance, there is a high potential for their increased and broad use as a 

replacement for conventional forms of therapeutic administration. Development and validation of 

mechanistic computational models, as we have done here, lends significant insight into the 

underlying physical and chemical processes that determine drug release dynamics. Furthermore, 

by incorporating mechanistic detail, these models are able to be applied to a variety of release 

vehicle formats, from 10 µm microspheres formed in vitro, to 5mm in situ forming implants with 

a variety of molecular weights. This will allow researcher and developers to rapidly screen for 

conditions (i.e. implant size, polymer molecular weight, polymer ester bond content, drug pH) that 

produce desired drug release profiles. Thus, we expect this newly developed tool to assist in an 

acceleration of the iterative design process for producing controlled release vehicles. Immediate 

future work will be aimed at reducing the model error by collecting experimental data for the 

diffusion of a variety of drugs in polymers of various molecular weight to further characterize this 

complex relationship. Another future goal will be to increase the complexity of the solidification 

model to accurately simulate the phase inversion stage so that prior knowledge of the implant 

geometry and initial drug distribution are not required by the model. 
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3.9 Appendix 

Appendix A. FRAP Data 

 

Table S1. FRAP Data. FRAP data collected for two samples: sample 1 was the diffusion of 

fluorescein in water, and sample 2 is the diffusion of fluorescein in dissolved polymer (53 kDa). 

 Sample 1t-half 

[s] 

Diffusion 

[µm2/s] 

Sample 2 t-half 

[s] 

Diffusion 

[µm2/s] 

Run 1   4.5576 17.22358294 

Run 2 1.665 47.14606703 4.8886 16.05739917 

Run 3 2.0206 38.84895655 5.1843 15.14152375 

Run 4 1.3447 58.37599584 4.9417 15.88485776 

Run 5 1.6417 47.81519254 4.9130 15.97765146 

Average  48.04655299  16.05700302 
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Appendix B. DWI Data 

To properly model the degradation of the polymer, we chose to model the diffusion of the polymer 

oligomers and hydronium produced from the dissociation of hydrogen ions from the carboxylic 

acid end groups, separately. The MR data gave us both spatial and temporal resolution of the 

diffusivity of the implant to water as the polymer solidifies. Great care was taken to ensure that 

the organic solvent did not influence the data, Figure 1. We used these values for the diffusivity of 

the implant to water and hydronium. 

 

 

Fig S1. Analyzing DWI Data. (Left) DWI data for the 53 kDa ISFI, 2 days post-exposure. The 

diffusivity of water is not only influenced by the precipitation of the polymer, but also by the 

presence of organic solvent. (Right) The average diffusivity of the implant’s shell and interior over 

14 days. 

 

To ensure that the added computational cost was necessary the model was run twice with all the 

same parameters except the diffusion of the hydronium was solved for using the diffusivity of the 

oligomers. The result was a huge increase in the degradation phase of the drug release profile, 

Figure 2. 
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Fig S2. Impact of modeling diffusion of acid. Drug release profile when using the MR data (blue) 

or the oligomer (grey) diffusivity for the diffusivity of the hydrogen ions as compared to the 

empirical data for the 53 kDa implant. 

 

To properly determine the degradation rates it is necessary to model the ions and oligomers as 

having separate diffusivities. 
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Appendix C. LHS/PRCC Results 

 

 

Fig S3. LHS/PRCC for degradation rates. (Top) Global sensitivity analysis for the 10 µm 

microspheres, investigating the impact of degradation rates on the drug release profile. (Bottom) 

Global sensitivity analysis for the 10 µm microspheres, investigating the impact of diffusion 

coefficients on the drug release profile. 
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Fig S4. LHS/PRCC for degradation rates. (Top) Global sensitivity analysis for the 53 kDa ISFI, 

investigating the impact of degradation rates on the drug release profile. (Bottom) Global 

sensitivity analysis for the 53 kDa ISFI, investigating the impact of diffusion coefficients on the 

drug release profile. 
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Appendix D. Impact of Autocatalytic Degradation 

 

Fig S5. Interior degradation. DWI (top) and SEM (bottom) data for a 53 kDa 5mm ISFI 

corroborating extensive interior degradation and enlargement of the interior pore size, while the 

shell of the implant remains intact up to 10 days. 

 

 

 

Fig S6. Interior pore degradation. A) SEM images taken from 5 days after formation show 

accelerated degradation between pores. B) Depiction of the nucleation site. C) Magnified 2D 

model show quicker degradation where the polymer is the thickest. 
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Appendix E. Model Error 

 

 

Fig S7. Numerical Error. (left) Error introduced by stochastic variations of the pores in the 50 

µm implants. (right) Error introduced by reducing mesh size. 

 

Table S2. Error in Encapsulation Efficiency. Error in predicting encapsulation efficiencies for 

10 and 50 µm microspheres. 

10 µm Experimental Model Error 50 µm Experimental Model Error 

6.5 KDA 0.436 0.47 3.4 6.5 kDa na na  

21 KDA 0.484 0.585 10.1 21 kDa 0.507 0.449 5.8 

34 KDA 0.595 0.853 25.8 34 kDa 0.609 0.449 16 

49 KDA 0.558 0.82 26.2 49 kDa 0.592 0.795 20.3 

67 KDA 0.66 0.898 23.8 67 kDa 0.638 0.959 32.1 

AVERAGE   17.86 Average   18.55 

 

Table S3. Error in Predicting Burst of Drug from ISFIs. Error in predicting the burst of drug 

in the first three days from the 15, 29, and 53 kDa ISFIs. 

Time 

(Days) 15 kDa 29 kDa 53 kDa 

0 0 0 0 

0.000694 0.618605 0.615609 0.125576 

0.020833 1.002027 6.301118 0.210152 

0.041667 2.162772 2.712277 1.898253 

0.083333 2.997528 2.941846 3.760481 
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0.166667 4.123892 2.745987 5.329084 

0.25 4.867726 3.394127 3.737764 

0.333333 5.055775 4.275742 1.902631 

1 2.294014 6.690966 4.022396 

2 3.572021 4.63953 3.86442 

3 6.421459 3.280951 4.653251 

Average 3.311582 3.759815 2.950401 

 

 

Table S4. Error in pH Prediction. Error in predicting the time dependent pH change for a 50 µm 

microsphere. 

pH Error Experimental Model Error 

7 Days 4.942 5.308 7.420 

14 Days 4.825 4.983 3.282 

21 Days 4.717 4.700 0.353 

28 Days 4.508 4.342 3.697 

Average   3.688 
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Fig S8. Drug Release Error 50 µm microspheres. Time dependent, absolute error in predicting 

the drug released from the 50 µm microspheres. Average error for the 21,34,49, and 67 kDa 

implants is 6.075, 6.239, 0.499, and 2.851%. 
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Fig S9. Drug Release Error 10 µm microspheres. Time dependent, absolute error in predicting 

the drug released from the 10 µm microspheres. Average error for the 6.5, 21,34,49, and 67 kDa 

implants is 13.902, 5.040, 6.273, 8.734, and 6.064%. 

 

 

 

Fig S10 Drug Release Error, 5mm ISFIs. Time dependent, absolute error in predicting the drug 

released from the 5 mm ISFIs. Average error for the 15, 29, and 53 kDa implants is 7.300, 9.295, 

and 5.961%, respectively. 
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Fig S11 Time Dependent Mass Loss Error for 5mm ISFI. Absolute error in predicting the loss 

of mass from the 5mm ISFIs over 21 days. Average error for the 15, 29, and 53 kDa implants is 

4.778, 5.224, and 6.080%, respectively. Average error after 3 days for the 15, 29, and 53 kDa ISFIs 

is 3.679, 2.328, and 3.342%, respectively. 
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Appendix F. Model Parameters Values 

 

Table S5. Model Parameters. Values for all model parameters and values of the optimized 

parameters shown in figures 7 and 8. 
10 µm 6.5 kDa  21 kDa  34 kDa  49 kDa  67 kDa  

Parameters pred. opt

. 

pred. opt

. 

pred. opt

. 

pred. opt

. 

pred. opt. 

ke1 3.75e-3 - 3.75e-3 - 3.75e-3 - 3.75e-3 - 3.75e-3 - 

ke2 2.81e-6 - 2.81e-6 - 2.81e-6 - 2.81e-6 - 2.81e-6 - 

kr1 7e-6 - 7e-6 - 7e-6 - 7e-6 - 7e-6 - 

kr2 1.12e-2 - 1.12e-2 - 1.12e-2 - 1.12e-2 - 1.12e-2 - 

Xc0 0.2511 - 0.2162 - 0.1824 - 0.1254 - 0.1 - 

Dpoly_drug 

xe-18(m2/s) 

12.221 40 3.178 4 1.804 3 1.167 2.5 0.802 1.5 

β na na na na na na na na na na 

50 µm   21 kDa  34 kDa  49 kDa  67 kDa  

ke1 na na 3.75e-3 - 3.75e-3 - 3.75e-3 - 3.75e-3 - 

ke2 na na 2.81e-6 - 2.81e-6 - 2.81e-6 - 2.81e-6 - 

kr1 na na 7e-6 - 7e-6 - 7e-6 - 7e-6 - 

kr2 na na 1.12e-2 - 1.12e-2 - 1.12e-2 - 1.12e-2 - 

Xc0 na na 0.2162 - 0.1824 - 0.1254 - 0.1 - 

Dpoly_drug 

(m2/s) 

na na 3.178 4 1.804 3 1.167 2.5 0.802 1.5 

β na na na na na na na na na na 

ISFI 15 kDa  29 kDa  53 kDa      

ke1 3.75e-3 - 3.75e-3 - 3.75e-3 -     

ke2 2.81e-6 - 2.81e-6 - 2.81e-6 -     

kr1 7e-6 - 7e-6 - 7e-6 -     

kr2 1.12e-2 - 1.12e-2 - 1.12e-2 -     

Xc0 0.1288 - 0.1920 - 0.1288 -     

Dpoly_drug 

xe-18(m2/s) 

4.575 - 2.212 - 1.034 -     

β 8.4 8.2 8.4 10 8.4 10     
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 UTILIZATION OF DIRECT FORCING IMMERSED BOUNDARY 

METHODS FOR THE OPTIMIZATION OF INERTIAL FOCUSING 

MICROFLUIDICS 

4.1 Introduction 

Inertial focusing microfluidics have gained significant momentum in the last decade for their 

ability to separate and filter mixtures of particles and cells based on size [1-3]. However, the most 

important feature is that the separation is passive, without the need for external forces. At the heart 

of inertial focusing is the balance between counteracting lift forces: shear and wall-induced lift. 

Shear-induced lift is a product of the curvature of the fluid flow and the rotation of the particle in 

the flow, while wall-induced lift is generated by the disturbance of the fluid by the particle near a 

wall. This phenomenon was first observed by Segre and Silberberg for the focusing of particles in 

a pipe, and was later extended to the focusing of cells and particle in rectangular channels [4]. 

Taking advantage of inertial focusing we explore particle capture utilizing an expanded channel 

microfluidics chip design. By expanding a small region of the straight channel microvortices form 

in the well, which allows for size selective trapping of particles [1, 2]. 

 Modeling the two-way coupled with traditional finite volume method (FVM) or finite 

element method (FEM) can prove costly as with each time step the body-fitted grid would have to 

be re-meshed [5, 6]. Immersed boundary methods (IBM) offer a cost effective solution, rather than 

solving the fluid equations on a body fitted grid they are solved on a regular cartesian grid and the 

boundary conditions are imposed on the fluid domain by the addition of a forcing term. The 

Navier-Stokes equations are solved for on this Eulerian grid, while the Newton-Euler equations 

that govern the motion of the particle are solved for on the Lagrangian grid that defines the surface 

of the particle. The direct forcing IBM accounts for the force and torque acting on the particle by 

the requirement of the predict fluid velocity to be the local velocity of the particle on the surface 

of particle [7, 8]. Interpolations are required to find the velocity of the fluid on the Lagrangian 

nodes, and then a spreading function to return the force on the Lagrangian nodes back to the 

Eulerian grid [9]. 
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4.2 Materials and Methods 

4.2.1 Experimental Methods 

Design and Fabrication of Microfluidics Chips 

For this study, two chip designs were produced to evaluate the inertial focusing properties of 

particles. The first chip design is a straight channel microfluidics chip fabricated in 

polydimethylsiloxane (PDMS, SYLGARD184 Silicone Elastomer Kit) using a master mold 

developed with standard photolithography. A silicon wafer with dry resist film (PerMX 3050 series, 

DuPont Electronic Technologies) was used to develop the mold and cast the PDMS, which was 

then bound to a glass slide (Sigma Aldrich) and baked for 45 minutes at 95  ֯C. A second series of 

chip designs were produced with an expanded channel to produce microvortices for particle 

retention. These microfluidics chips were designed by cutting pressure sensitive adhesive (PSA, 

ARseal 90880, Adhesive Research, cyclic olefin copolymer (COC, Zeon Zeonor zf14-188) with a 

laser cutter (Universal Laser Systems, VSL350). 

Particle Imaging  

Experimental data for the motion of buoyant polystyrene microparticles of size 1 and 7.32 µm in 

diameter, and acrylic particles of size 20 µm in diameter (Fisher Scientific) were captured using a 

fluorescence microscope (Axio Observer, Zeiss). Shutter speeds were varied from 1/10 to 1/10000 

s, allowing for both particle image velocimetry (PIV) data analysis and the observation of complete 

pathlines. The 1, 7.32, and 20 µm particles were mixed with deionized water at a concentration of 

5x107 , 2.5x105 , and  6x104   particles per mL, respectively. Particles were collected in a syringe 

(BD syringe, 1mL) and pumped through PEEK tubing (IDEX, 1569) utilizing a syringe pump (KD 

Scientific Inc) to vary flow conditions (0.1 ≤ 𝑅𝑒 ≤ 500). 

Image Analysis 

The expanded well design produced two separate fluid domains with dramatically different 

Reynolds numbers (Re), which required separate in-house algorithms for the quantification of 

particle velocities. For regions of slow fluid motion, particle motion was captured in image pairs 

that produced a strong cross-correlation, which is ideal for PIV analysis. However, in regions of 

high Reynolds flow the particles became faint streaks, and cross-correlation procedures became 
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nonviable. Particle streak velocimetry (PSV) was employed to find and quantify the length of the 

streaks to determine the particles velocity. 

 The first few image pairs were used to segment the images into regions of large and small 

Re flow to be quantified by either PIV or PSV, respectively. The first image pair from the stack 

was split into interrogation window and evaluated with a FFT cross-correlation algorithm to 

evaluate the strength of cross-correlation for each window, Fig 1a. Windows that produced cross-

correlation resembling a Dirac function were quantified with PIV for the entire image stack. 

Regions with a cross-correlation domains of lowered and wider peaks in the cross-correlation 

domain were segmented with a morphological operator to look for streaks, Fig 1b. If streaks were 

identified of significant size PSV was used to quantify the particle motion in the window for the 

entire stack. If there were no significant streaks in the window, then the particle velocity of that 

window was set to zero to avoid extraneous velocity vectors, Fig 1c. This allowed for rapid and 

accurate quantification of the particle motion in the entire fluid domain within the microfluidics 

chip, Fig 1d. 

 

Figure 4.1. PIV/PSV Algorithm. (A) Image pair used to produce mask to separate windows for 

PIV or PSV analysis. (B) Cross-correlation of a window in the image pair. (C) Segmentation of 

images to identify streaks. (D) Final quantification of particle velocities in the entire system. 

Regions quantified with PIV/PSV are red/blue, respectively.  

4.2.2 Numerical Methods 

Governing Equations 

Particle motion was governed by Newton-Euler equations, while the fluid motion was governed 

by the Navier-Stokes equations. 
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The incompressible, Newtonian Navier-Stokes equations: 

𝜕𝑢𝑖

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
𝑢𝑖𝑢𝑗 = −

𝜕𝑝𝑖

𝜕𝑥𝑖
+

1

𝑅𝑒

𝜕

𝜕𝑥𝑗
 
𝜕𝑢𝑖

𝜕𝑥𝑗
 (1) 

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0 (2) 

where 𝑢𝑖  is the ith component of the fluid velocity, 𝑥𝑗  is the jth dimension, and 𝑝𝑖  is the ith 

component of pressure. Notable this system was 2D flow and gravity was negligible in this system 

for small buoyant particles. Re is defined as 

𝑅𝑒 =
𝜌𝑓𝑈𝐿

𝜇
 (3) 

where 𝜌𝑓 is the density, 𝜇 is the dynamic viscosity, U is the characteristic velocity, and L is the 

characteristic length of the fluid. 

The particle was modeled by a string of interconnected nodes, the motion of which includes both 

translational and rotational velocity: 

𝑢𝑝𝑛 = 𝑢𝑝 + 𝜔𝑝 𝑥 𝑟 (4) 

where 𝑢𝑝𝑛 is the velocity of the particle node, 𝑢𝑝 is the velocity of the particle, 𝜔𝑝 is the angular 

velocity of the particle, and r is the radial arm from the position of the node to the center of mass 

of the particle. Assuming buoyancy the Newton-Euler equations became: 

𝜌𝑝𝑉𝑝
𝜕𝑢𝑝

𝜕𝑡
= ∮ 𝜏 ∗ 𝑛𝑑𝑎

𝜕𝑉
+ 𝐹𝑐 (5) 

𝐼𝑝
𝜕𝜔𝑐

𝜕𝑡
= ∮ 𝑟 𝑥 (𝜏 ∗ 𝑛)𝑑𝑎

𝜕𝑉
+ 𝑇𝑐 (6) 

where 𝜌𝑝 is the density of the particle 𝑉𝑝 is the volume of the particle, 𝐹𝑐 is the force introduced by 

a collision, 𝐼𝑝 is the moment of inertia of the particle, 𝑇𝑐 is the torque introduced by a collision, 

and 𝜏 is the total stress tensor acting on the particle. Finally, eq 1 is modified to include the forcing 

term: 

𝜕𝑢𝑖

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
𝑢𝑖𝑢𝑗 = −

𝜕𝑝𝑖

𝜕𝑥𝑖
+

1

𝑅𝑒

𝜕

𝜕𝑥𝑗
 
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝑓𝑖 (7) 

where the forcing term f is zero everywhere except in the vicinity of the particle. 

First Order Accurate Immersed Boundary Method 

The Navier-Stokes equations are handled with pressure-correction scheme, which is highly 

compatible with the direct forcing IBM [5, 10]. The numerical method is semi-implicit second 

order difference method, where operator splitting was used to handle the linear terms with the 2nd 
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order backward difference formula (BDF-2) and the nonlinear terms with the 2nd order Adams-

Bashforth (AB-2) explicit method. Spatially the viscous terms were approximated with the 2nd 

order central difference (CD-2) method, an adaptive upwind-downwind scheme is used to 

approximate the convective terms, and the Laplacian in the Poisson problem is approximated with 

a 9-point scheme (∝= 1/3) [11]. The velocity and pressure components are solved for on a fully 

staggered grid, also known as a Marker And Cell (MAC) scheme, Fig 2 bc. 

The first step of Chorin’s projection method is to solve for the intermediate fluid velocity without 

the added forcing term: 

𝑢𝑖
∗−𝑢𝑖

𝑛

∆𝑡
=

1

𝑅𝑒

𝜕2𝑢𝑖
𝑛

𝜕𝑥𝑗𝜕𝑥𝑗
 −

𝜕(𝑢𝑖𝑢𝑗)
𝑛

𝜕𝑥𝑗
 (8) 

where 𝑢𝑖
∗  is the intermediate fluid velocity, and is notably not divergence free. As mentioned 

previously this is solved in two steps: linear and nonlinear terms. The second step is to solve for 

the forcing term, which done by first interpolating the intermediate fluid velocity onto the 

Lagrangian nodes: 

𝑈𝑙
∗ =  ∑ 𝑢𝑖𝑗

∗ 𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑛)∆𝑥∆𝑦𝑖𝑗  (9) 

where capital letters represent values on the Lagrangian grid, and 𝛿𝑑 is the Dirac delta function, 

Fig 2a,b. 

The forcing term on the Lagrangian nodes is then computed: 

𝐹𝑙
𝑛+1/2

=  
𝑈𝑝(𝑋𝑙

𝑛)−𝑈𝑙
∗

∆𝑡
 (10) 

where 𝑈𝑝(𝑋𝑙
𝑛) is the velocity of the particle node, which includes both translational and rotational 

velocity. Equ 10 handles both the no slip and no penetration boundary conditions. Finally, the 

forcing term is interpolated back onto the cartesian grid: 

𝑓𝑖𝑗
𝑛+1/2

=  ∑ 𝐹𝑙
𝑛+1/2

𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑛)∆𝑉𝑙𝑙  (11) 

where ∆𝑉𝑙  is the volume of the Lagrangian grid cells, Fig 2c. The third step is to update the 

intermediate velocity to account for the forcing term: 

𝑢𝑖
∗∗−𝑢𝑖

∗

∆𝑡
=  𝑓𝑛+1/2 (12) 
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Figure 4.2. Interpolation Between Eulerian and Lagrangian Grid. The immersed boundary 

method utilized two independent grids to resolve the fluid-surface interface. A method for 

interpolating between the fully staggered Eulerian grid and the Lagrangian grid is achieved 

utilizing IBM. (A) The 4-point Dirac delta function the kernel is used to interpolate between the 

grids. (B) The interpolation of the intermediate fluid velocity onto the Lagrangian nodes. Dark 

blue triangles are the intermediate U-velocity nodes, which are known and used to find the 

intermediate fluid U-velocity at the Lagrangian node (large black dot), Equ 9. The Lagrangian 

forcing term is then found to impose the no-slip boundary conditions, Equ 10. (C) The spreading 

of the forcing term from the Lagrangian nodes onto the Eulerian nodes. The forcing term from 

each of the neighboring Lagrangian nodes (large black nodes) are interpolated onto the Eulerian 

node (dark blue triangle), Equ 11. Each node has a discrete volume, ΔV, associated with it such 

that the collection of nodes form a thin shell around the particle.  

 

In the fourth step, the projection function is solved: 

−
𝜕2𝑝𝑛+1

𝜕𝑥𝑗𝜕𝑥𝑗
= (

𝜕𝑢𝑗
∗

𝜕𝑥𝑗
)
1

∆𝑡
 (13) 

In the final step, the approximated pressure is used to update the divergence free velocity at the 

n+1 step: 

𝑢𝑖
𝑛+1−𝑢𝑖

∗∗

∆𝑡
=  −

𝜕𝑝𝑛+1

𝜕𝑥𝑖
 (14) 

After solving for the velocity and pressure of the fluid domain at the next time point, the position 

of the particle needs to be updated. Utilizing Cauchy’s principle for hydrodynamic force and torque: 

∮ 𝜏 ∗ 𝑛𝑑𝑎
𝜕𝑉

= −∫ 𝑓𝑑𝑥
𝑉

+
𝑑

𝑑𝑡
∫ 𝑢𝑑𝑥
𝑉

 (15) 

∮ 𝑟 𝑥 (𝜏 ∗ 𝑛)𝑑𝑎
𝜕𝑉

= −∫ 𝑟 𝑥 𝑓𝑑𝑥
𝑉

+
𝑑

𝑑𝑡
∫ (𝑟 𝑥 𝑢)𝑑𝑥
𝑉

 (16) 

Equs 5 and 6 are finally modified in terms of the forcing term, 

(𝜌𝑝 − 𝜌𝑓)𝑉𝑝
𝑑𝑢𝑝

𝑑𝑡
= −𝜌𝑓 ∑ 𝐹𝑙

𝑛+1/2
∆𝑉𝑙

𝑁𝑙
𝑙=1 + 𝐹𝑐

𝑛+1/2
 (17) 
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𝐼𝑝
𝑑𝜔𝑐

𝑑𝑡
= −𝜌𝑓 ∑ 𝑟𝑙

𝑛 𝑥 𝐹𝑙
𝑛+1/2

∆𝑉𝑙
𝑁𝑙
𝑙=1 + 𝑇𝑐

𝑛+1/2
 (18) 

Second Order Accurate Immersed Boundary Method 

The direct-forcing IBM does not directly enforce the no-slip/no-penetration boundary conditions 

on the IBM nodes, but through the body force term f introduced after the discretization of Navier-

Stokes equations, Equ 7. Although, this method benefits from a diffuse distribution of the forcing 

term, it may not impose the accurately. By implementing the multidirect forcing scheme the 

boundary condition 𝑢𝑖
∗∗ ≈ 𝑈𝑝, with a required accuracy [5, 12]. The multidirect forcing scheme 

proposed by Luo et al. [12] included the iterative algorithm: 

𝑈𝑙
∗∗,𝑚 =  ∑ 𝑢𝑖𝑗

∗∗,𝑚−1𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑛)∆𝑥∆𝑦𝑖𝑗  (19) 

𝐹𝑙
𝑛+1/2,𝑚

= 𝐹𝑙
𝑛+1/2,𝑚−1

+  
𝑈𝑝(𝑋𝑙

𝑛)−𝑈𝑙
∗∗,𝑚

∆𝑡
 (20) 

𝑓𝑖𝑗
𝑛+1/2,𝑚

=  ∑ 𝐹𝑙
𝑛+1/2,𝑚

𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑛)∆𝑉𝑙𝑙  (21) 

𝑢𝑖
∗∗,𝑚−𝑢𝑖

∗

∆𝑡
=  𝑓𝑛+1/2,𝑚 (22) 

where the equations are indexed by m for a total number of iterations of Nm. Following the work 

of Breugem et al. the solver is upgraded with the three-step Runge-Kutta, and a higher order 

accurate pressure increment method [5, 13]. For a single time step: 

for q = 0:3 

𝑢𝑖
∗ = 𝑢𝑖

𝑛 +
∝𝑞∆𝑡

𝜌𝑓
[−∇𝑝𝑞−1/2 +

1

𝑅𝑒

𝜕2𝑢𝑖
𝑛

𝜕𝑥𝑗𝜕𝑥𝑗
 −

𝜕(𝑢𝑖𝑢𝑗)
𝑛

𝜕𝑥𝑗
] +

𝛽𝑞∆𝑡

𝜌𝑓
[−∇𝑝𝑞−1/2 +

1

𝑅𝑒

𝜕2𝑢𝑖
𝑛−1

𝜕𝑥𝑗𝜕𝑥𝑗
 −

𝜕(𝑢𝑖𝑢𝑗)
𝑛−1

𝜕𝑥𝑗
]

 (23) 

𝑈𝑙
∗ =  ∑ 𝑢𝑖𝑗

∗ 𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑞)∆𝑥∆𝑦𝑖𝑗  (24) 

𝐹𝑙
𝑞+1/2,0

=  
𝑈𝑝(𝑋𝑙

𝑞
)−𝑈𝑙

∗

∆𝑡
 (25) 

𝑓𝑖𝑗
𝑞+1/2,0

=  ∑ 𝐹𝑙
𝑞+1/2,0

𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑞)∆𝑉𝑙𝑙  (26) 

𝑢𝑖
∗∗,0 =  𝑢𝑖

∗ + ∆𝑡𝑓𝑞+1/2,0 (27) 

for m = 0:Nm 

𝑈𝑙
∗∗,𝑚 =  ∑ 𝑢𝑖𝑗

∗∗,𝑚𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑞)∆𝑥∆𝑦𝑖𝑗  (28) 

𝐹𝑙
𝑞+1/2,𝑚

=  𝐹𝑙
𝑞+1/2,𝑚−1

+
𝑈𝑝(𝑋𝑙

𝑞
)−𝑈𝑙

∗∗,𝑚

∆𝑡
 (29) 
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𝑓𝑖𝑗
𝑞+1/2,𝑚

=  ∑ 𝐹𝑙
𝑞+1/2,𝑚

𝛿𝑑(𝑥𝑖𝑗 − 𝑋𝑙
𝑞)∆𝑉𝑙𝑙  (30) 

𝑢𝑖
∗∗,𝑚 =  𝑢𝑖

∗ + ∆𝑡𝑓𝑞+1/2,𝑚 (31) 

end 

−
𝜕2𝜙𝑞+1/2

𝜕𝑥𝑗𝜕𝑥𝑗
= (

𝜕𝑢𝑗
∗∗,𝑁𝑚

𝜕𝑥𝑗
)

𝜌𝑓

(∝𝑞+𝛽𝑞)∆𝑡
 (32) 

𝑢𝑖
𝑞+1

−𝑢𝑖
∗∗,𝑁𝑚

∆𝑡
=  −

(∝𝑞+𝛽𝑞)

𝜌𝑓

𝜕𝜙𝑛+1

𝜕𝑥𝑖
 (33) 

𝑝𝑞+1/2 = 𝑝𝑞−1/2 + 𝜙𝑞+1/2 (34) 

end 

where ∝𝑞= [32/60,25/60,45/60], 𝛽𝑞 = [0,−17/60,−25/60], and 𝜙 is the pseudo incremental 

pressure.  

Collisions were modeled using a short ranged repulsive force, based on the work of Glowinski et. 

al [14, 15]. 

𝐹𝑐,𝑃1
𝑛+1/2

{
 
 

 
 

0 𝑖𝑓 |𝛾⃗𝑃1,2| > 2𝑅𝑃 + ∆𝑟𝑐,

𝜅𝑐 (
2𝑅+∆𝑟𝑐−𝛾⃗⃗⃗𝑃1,2

∆𝑟𝑐
)
2 𝛾⃗⃗⃗𝑃1,2

|𝛾⃗⃗⃗𝑃1,2|
 𝑖𝑓 2𝑅𝑃 < |𝛾⃗𝑃1,2| < 2𝑅𝑃 + ∆𝑟𝑐,

𝜅𝑐 (
2𝑅+∆𝑟𝑐−𝛾⃗⃗⃗𝑃1,2

∆𝑟𝑐
)
4
𝛾⃗⃗⃗𝑃1,2

|𝛾⃗⃗⃗𝑃1,2|
 𝑖𝑓 |𝛾⃗𝑃1,2| < 2𝑅𝑃

 (17) 

where 𝛾⃗𝑃1,2 = 𝑋⃗𝑃1 − 𝑋⃗𝑃2, ∆𝑟𝑐 is the threshold distance for the repulsive force, and 𝜅𝑐 = 𝜌𝑝𝑉𝑝|𝑔|.  

4.3 Results 

4.3.1 Model Verification 

To verify the accuracy of the computational model, the model was compared to experimental data 

of increasing complexity. The accuracy of the numerical scheme solving for the Navier-Stokes 

equation was first verified by comparing the model to experimental data for the lid driven flow in 

a square cavity for Reynolds number of 100, 400, and 1000, Fig 3a. Cross-sections of fluid velocity 

predicted by the model were compared to Ghia et. al [16] resulting in an average relative error of 

0.802%. The accuracy of the IBM was then evaluated by comparing the model to another classical 

problem in fluid mechanics, flow past a stationary cylinder modeled with IBM mesh, Fig 3b. For 

mid-range Re, from 10 to 100, steady vortices downstream of the cylinder were formed. 

Experimental data for the structure of the steady vortices were compared to model predictions with 
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an average relative error of 4.139%. These steady vortices become unsteady at higher Re which 

transitioned to unsteady von Karmann vortices for higher Re. The vortex shedding creates 

oscillations in lift and drag forces on the cylinder, Fig 3c. Finally, the coefficient of drag for the 

cylinder was compared to experimental data over varying Re. The model predicted the coefficient 

of drag on a cylinder for Re = 0.1, 1, 10, 30, 120, and 1000 with an average relative error of 3.016%, 

Fig 3d (red dots). 

 

Figure 4.3. Model Verification. (A) Results from Ghia et. al [16] (black dots) are compared to 

the model predicted for fluid velocity across mid-sections (grey lines) for the lid driven cavity flow. 

Normalized velocity magnitude is plotted as a contour plot. (B) Pseudo streamlines for the flow 

over a cylinder with Re=30 and definitions of structural parameters of the steady vortices. (C) 

Comparison of experimental data [17] for the flow over a cylinder with predicted values from the 

model. (D) Coefficient of lift and drag for the flow over a cylinder at a Re of 100. (E) Comparison 

of experimental data to model predicted values for the coefficient of drag for varying Re. 

 

The accuracy of the algorithm developed for the quantification of the velocity field within 

the microfluidics chips as well as the experimental error were evaluated through the comparison 
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to synthetic image pairs and the analytical solution for channel flow. The PIV/PSV algorithm was 

first used to quantify the velocity field for synthetic images for linear and vortical flow, with an 

average error of 0.04995 pixels/frame. The experimental error was then quantified by comparing 

the known analytical solution for the flow through a 50 µm channel with velocity field for 1 µm 

beads, quantified with the PIV/PSV algorithm. The average absolute error was found to be 

25.546%, which was within the standard deviation, Fig 4. 

 

 

Figure 4.4. Experimental Error and PIV/PSV Verification.  Comparison of analytical solution 

for flow through a 50 µm channel (navy line) with the velocity of 1 µm beads (black dots), 

quantified with the PIV/PSV algorithm.  

4.3.2 Inertial Focusing 

With both the accuracy of the numerical methods for solving the acceleration of the fluid and solid 

phases as well as the PIV/PSV algorithm verified, the model was used to predict the inertial 

focusing of particles. Experimental data was collected for the migration of 7.32 µm particles, in a 

straight 50 µm wide PDMS channel (blockage ratio of 0.146), into two beams of particles off the 

side of the walls. Images were collected every 500 µm downstream of the inlet with short and long 

exposure to monitor the distribution of particles along the width of the channel (W), as well as 

their velocities, Fig 5a,b.  

Cross sections of the fluorescent streak images, Fig 5b, were analyzed to quantify the radial 

distribution of particles across the width of the channel, Fig 5c. Model predictions for the 

distribution of particles along the width of the channel were compared to the experimental data. 
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The model predicted the final equilibrium position of the particles at 0.120 y/W from the wall, Fig 

5d. Experimental data found the particles migrating to a stable equilibrium position of 0.1255 y/W, 

which is in agreement with the previously measured equilibrium position of 0.125 y/W [18]. The 

relative error in the model prediction of 4%, or 0.025 µm was well within in the standard deviation 

of the experimental data of 2.5 µm. 

 

 

Figure 4.5. Particle Migration Across Streamlines. (A) Brightfield image of 50 µm channel 

with 7.32 µm beads. (B) Fluorescents of the 7.32 µm beads at a Re of 20 and an exposure of 1/10 

s. (C) Example cross section of fluorescence normalized to FWHM (red line), 1 mm downstream 

of the inlet. Approximate wall positions and centerline are depicted by dashed grey lines and a 

dashed black line, respectively  (D) Experimental data (black dots) for the average radial position 

of particles downstream of the inlet compared to predicted results from IBM simulations (navy 

line). 

4.3.3 Particle Capture 

Experimental data for motion of 7.32 and 20 µm beads were collected for varying Re to quantify 

the size selective capture of particles as a function of well geometry and Re. The velocity fields of 

the 7.32 µm beads through the expanded channel microfluidics device for a Re of 5 and 120 were 

quantified using the PIV/PSV algorithm, Fig 6a-d. The particle velocity across the entire 
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channel/well at the centerline was compared to the numerical simulation for the fluid velocity 

profile, Fig 6e-f. For the higher Reynolds flow the algorithm was unable to detect the streaks in 

the channel due to their low signal to noise ratio, Fig 6f. However, however the algorithm did 

quantify the velocity of the particles entering the low Reynolds vortex from the higher Reynolds 

channel flow, Fig 6f (red circle). 

 

Figure 4.6. Particle Capture in Microvortices. (A) Long exposure images of 7.32 µm beads for 

Re = 5, and (B) Re = 120. (C) Short exposure images were then used to collect PIV/PSV Data for 

Re = 5 and (D) Re = 120. (E) Comparison of u-velocity of mid-slice of PIV/PSV data (black dots) 

and model predictions (blue line) for Re = 5 and (F) Re = 120. Notably the difference between the 

data point circled in red and the model predictions for the fluid velocity is the inertia of the particle 

that keeps the particle moving rapidly as it enters the well before it decelerates.  

 

 Numerical simulations were also compared to experimental data collected by Papautsky et 

al. [1], for the size selective trapping of microparticles. Simulations showed the size selective 

trapping of 20 µm beads for both 300x300 µm (Fig 7a), and 400x400 µm (Fig 7b) wells. The 

experimental data for the instantaneous position of 20 µm (blue xs) and 7.32 µm (grey xs) beads 

[1] were overlayed with simulation predictions for the motion of 20 µm (blue dots) and 7.32 µm 

(black dots), Fig 7b. 
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Figure 4.7. Size Selective Capture. (A) Model simulations for the size selective capture of 20 µm 

particles, while the 7.32 µm particles pass the 300x300 µm well without entering, Re = 135. The 

particle color represents normalized time from navy to maroon, which are plotted over a quiver 

plot of the fluid velocity field. (B) Comparison of experimental data for the instantaneous position 

of 7.32 µm (grey xs) and 20 µm (blue xs) particles, collected by Papautsky et. al [1], to simulation 

results for motion of 7.32 µm (black dots) and 20 µm (blue dots) particles. 

 

 Papautsky et al. reported that the size selective capture of particles within the microvortices 

was also Reynolds number dependent. To characterize the Reynolds number dependent capture of 

the 7.32 µm particles in a 300x300 µm experimental data was collected for Re = 5, 100, and 200 

with the characteristic length of the channel width, Fig 8d-g. The experimental data was then 

compared to model predictions, Fig8 a-c, both of which found that at Re 200 the particles collided 

with the downstream wall of the well and entered the well on the outmost streamlines, Fig 8c,g. 

This is in agreement with the results from Papautsky et al. who observed 7.32 µm particles entering 

the microvortices at Re 215 [1]. 
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Figure 4.8. Re Dependent Particle Capture. (A-C) Model simulations for the Re dependent 

capture of 7.32 µm particles for (A) Re = 5, (B) Re = 100, and (C) Re = 200. The 7.32 µm particles 

are plotted in red over a quiver plot of the fluid velocity field. (D-F) Fluorescent streak images of 

the 7.32 µm particles for (D) Re = 5, (E) Re = 100, and (F-G) Re = 200. The fluorescent streak 

image in (G) was taken a few seconds after (F) and shows the collision of a few fluorescent 

particles with the side of the well and their subsequent entry into the well.  

4.4 Discussion 

4.4.1 Error in PIV/PSV Algorithm 

The PIV/PSV algorithm was able to quantify the displacement of particles in rotational flow with 

subpixel accuracy, for synthetic images. However, the quantified experimental data for the flow 

through a rectangular channel was compared to the analytical solution with an average absolute 

error of 25.546%. This error is likely experimental error and will be corrected with more rigorous 

protocols for experimental data collection.  

The algorithm performed well for quantifying the particles velocities within both the low 

and high Reynolds flow of the expanded channel microfluidics devices. Although the algorithm 

accurately quantified the motion of particles in the entire system for Re = 5, the algorithm could 

only accurately quantify the velocity of particles within and entering the well for Re = 120 and 

360, Fig 6. Inside the channel (Re = 120 and 360) the particle velocity was too great for the particle 

streaks to be detected over the background noise, Fig 6f. 
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4.4.2 Microfluidics Device Fabrication 

The current method of fabrication for the expanded chip design relies on a laser cutter to etch the 

design. This not only produces rough boundaries that will likely affect the inertial focusing of the 

particles, but also limits the channel size to >150µm which is too large to observe inertial focusing 

of 7.32µm. This limits the application of the chip design to either capturing 7.32µm beads with a 

larger well or only capturing 20µm beads. To increase the resolution of the well microfluidics chip, 

the design will be fabricated using standard photolithography in the same way the straight chip 

design was fabricated. 

4.4.3 Microfluidics Device Optimization 

With the model able to predict the inertial focusing of the particles, as well as the development of 

microvortices at varying Re, the model will be used to aid in the design and optimization of the 

well microfluidics devices. Utilizing IBM any type of well geometry can be modeled as well as 

allow for the modeling of elastic, deformable cells. These simulations can be used to evaluate the 

rate of particle drift, which is directly related to their size and deformability. The opening of the 

well can then be modified to increase or decrease the amount of time the particles spend moving 

past the opening, thus allowing, or preventing a size specific particle from drifting into the well 

and becoming captured. The shape of the well can also be modified to modulate the strength of the 

vortices to aid in particle retention. 

4.4.4 Biomedical Engineering Applications 

Size selective capturing has numerous applications for filtering biological samples. The filtration 

of cancerous cells out of the blood stream for analysis is a practical use of these chip designs as 

the larger cancerous cells will experience a larger shear force and become captured in the wells 

much more readily than red blood cells [2]. Inertial focusing is also greatly influenced by 

deformability of the particle; increased deformability shifts the focusing of the particle towards the 

centerline. This could be taken advantage of by filtering out malaria infected red blood cells, which 

become rigid during the incubation of the viral infection. 
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4.5 Conclusion 

Utilizing continuous and direct forcing immersed boundary methods we developed a model that 

accurately simulates the inertial focusing of particles. The model was then expanded to model the 

expansion of the channel with IBM and simulate the capture of 7.32 µm particles within the wells. 

Future work will aim at utilizing the developed IBM model to optimize the geometry to enhance 

size selectivity and efficiency of the particle capture. The model will also be expanded to account 

for deformable and rigid cells. 
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 CONCLUSION 

In this thesis, we explored the application of mathematical and computational modeling to three 

different systems in biomedical engineering: neuronal protein interactions, drug release from 

unconventional drug delivery devices, and the migration of particles in inertial microfluidics 

channels. Each application of computational modeling expanded the understanding of the system 

and offered a new tool to further investigate variations in the system. 

5.1 Contributions 

5.1.1 Neuronal synapse model 

Our computational model for the interaction of key synaptic proteins involved in learning and 

memory was able to fully capture the calcium dependent response of the system. The model then 

successfully described the reaction of the system to a SYNGAP1 loss-of-function mutation, which 

resulted in an oversaturation of TARP anchored at the PSD. Ultimately, the model produced 

valuable insight into the behavior of the system and the dynamic inhibitory role that synGAP plays. 

The model also proved to be a useful tool in suggesting potential drug targets that could restore 

the bidirectionality of the system. 

5.1.2 Bioresorbable drug delivery depot model: 

The mathematical and computational model for the drug release rate from drug delivery depot was 

able to accurately predict the drug release rate from three different bioresorbable depots for a 

sweep of polymer molecular weights. Including both the amount drug lost in the solidification 

process of the phase inversion, as well as the drug released due to polymer degradation. This model 

deepened the understanding of the importance acidic byproducts and all four modes of degradation 

on the system. The model also offers a valuable tool for the rational design of drug delivery devices 

to meet patient specific need. 
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5.1.3 Inertial microfluidics model: 

Our computational models for the migration of particles within inertial microfluidics devices were 

able to accurately simulate the motion of particles of varying size within devices of varying 

geometry. The model accurately predicted the inertial focusing of the particles with an error of less 

than a micron, the size selective capture of particles within a 400x400 µm well, and the Reynolds 

number dependent capture 7.32 µm particles. This model offers a tool for the design optimization 

of inertial microfluidics devices, for a variety of size selective processes. The model will be used 

to optimize the capture efficiency of circulating tumor cells or malaria infected cells by varying 

the shape and opening of the well. 

5.2 Future Work 

Although this thesis developed a series of valuable computational models for exploring each of 

their respective systems, they ultimately create more questions and future goals than they answer. 

Both the blessing and curse of science. 

5.2.1 Neuronal synapse model 

The current model for the post-synapse accounts for synGAP’s inhibitory structural role, however, 

it does not account for synGAP’s role in the ERK pathway. SynGAP’s signaling pathway has been 

experimentally determined to be necessary for neuronal plasticity [1]. Experimental data has also 

observed the migration of critical synaptic proteins: synGAP, AMPAR, and CaMKII in and out of 

the synapse [2, 3], which will be a crucial component of the next model iteration. This will also 

require modeling the endocytosis/exocytosis of AMPAR to the PSD, and relevant proteins. Lastly, 

the applicability of the model could be dramatically increased with the inclusion of an 

electrophysiological model of the AMPAR- and NMDAR-gated currents. 

5.2.2 Bioresorbable drug delivery depot model: 

The accuracy of the model could be significantly increased by collecting data on the diffusion of 

a variety of drugs out of a variety of polymer molecular weights, to further characterize the 

relationship. The current model also required that both the geometry of the fully solidified polymer, 

and the initial drug distribution to be known. To increase the applicability of the model the 
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solidification model will be increased in complexity to accurately simulate the phase inversion of 

the implant and predict the final geometry and drug distribution.  

5.2.3 Inertial microfluidics model: 

The spatial resolution of the microfluidics devices will be greatly improved by utilizing standard 

photolithography for all the chip designs. With a higher resolution for the fabrication of 

microfluidics chips a larger variety of chips designs could be produced, and aid in the better design 

of these devices. With the computational model well validated it can be used as a tool for design 

optimization by running numerous variations in the microfluidics chip design. To model more 

complicated well geometries immersed boundary methods will be employed to model the walls of 

the microfluidics device. The immersed boundary method can also be used to model the material 

properties of cells and capture the impact of deformability on inertial focusing. The filtering out 

of malaria infected RBCs and circulating tumor cells out of a blood sample is an ideal target for 

the future model iterations. 
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