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ABSTRACT 

This dissertation examines the impact of the expansion of renewable technology at both 

national and local level, through distinct essays. At the national level, the first paper analyzes the 

effects of economic and distributional impacts of climate mitigation policy, in the context of a 

developing country, to understand the interactions between the energy system and the 

macroeconomic environment. In the case of the local level, the second paper uses synthetic control 

method, to estimate the effect at the county level of utility scale wind in the development indicators 

for two counties in the U.S.  

The first paper assesses the economic and distributional impacts of Nicaragua’s 

commitments to limit future greenhouse gas emissions in the context of the Paris Agreement, 

known as the Nationally Determined Contributions (NDCs). The analysis relies on two distinct 

models. The first is a top-down approach based on a single-country computable general 

equilibrium (CGE) model, known as the Mitigation, Adaptation and New Technologies Applied 

General Equilibrium (MANAGE) Model. The second is a bottom-up approach based on the Open-

Source energy Modeling System (OSeMOSYS), which is technology rich energy model. The 

combined model is calibrated to an updated social accounting matrix for Nicaragua, which 

disaggregates households into 20 representative types: 10 rural and 10 urban households. For the 

household disaggregation we have used information from the 2014 Living Standards Measurement 

Study (LSMS) for Nicaragua. Our analysis focuses on the distributional impacts of meeting the 

NDCs as well as additional scenarios—in a dynamic framework as the MANAGE model is a 

(recursive) dynamic model. The results show that a carbon tax has greatest potential for reduction 

in emissions, with modest impact in macro variables. An expansion of the renewable sources in 

the electricity matrix also leads to significant reduction in emissions. Only a carbon tax achieves 

a reduction in emissions consistent with keeping global warming below 2°C. Nicaragua’s NDC 

alone would not achieve the target and mitigation instruments are needed. An expansion of 

generation from renewable sources, does not lead to a scenario consistent with a 2°C pathway.  

The second paper measures the impact of wind generation on county level outcomes 

through the use of the Synthetic Control Method (SCM). SCM avoids the pitfalls of other methods 

such as input-output models and project level case studies that do not provide county level 

estimates. We find that the local per capita income effect of utility wind scale is 6 percent (translate 
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into an increase of $1,511 in per capita income for 2019) for Benton County and 8 percent for 

White county in Indiana (an increase of $2,100 in per capita income for 2019). The per capita 

income effect measures the average impact, which includes the gains in rents from capital, land, 

and labor from wind power in these counties. Moreover, we find that most of the rents from wind 

power accrue to the owners of capital and labor. Even assuming the lowest projections of electricity 

prices and the highest reasonable cost we still find a 10 percent minimum rate of return to capital 

for both Benton and White counties’ wind power generators. Furthermore, we find that there are 

excess rents that could be taxed and redistributed at the county, state, or federal level without 

disincentivizing investment in wind power. 
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 OVERVIEW  

The growth in electricity generation from renewable energy sources has been significant. 

In fact, generation from renewable sources (wind, geothermal, solar, hydro and biomass) around 

the world has doubled since 2008.1 National governments have decided to expand and integrate 

renewable sources into their economies, since it helps countries with energy security, making 

countries less dependent on fossil fuels and less vulnerable to oil price shocks. Moreover, it can 

reduce greenhouse gas (GHG) and other emissions, improving the health of the citizens by 

reducing environmental pollution. Finally, but not less important, renewable energy can offer 

economic and development opportunities both at the country and local level. 

The economic and development opportunities that arise from the expansion of renewable 

energy is the least understood of the benefits from renewable energy. However, this is a crucial 

element for individuals in rural communities of the developed world, as well for governments in 

developing countries. Wind, for example, has been advertised as a “major job creator” with over 

“114,000 Americans work on wind.” 2  Renewable energy investment has been asserted to 

“generate significant direct employment opportunities, and these are far greater than those of 

conventional energy sources.”3 This dissertation will measure the impacts at either the national 

level or county level of the expansion of renewable energy, hoping to shed some light into the 

important issue of expansion of renewables, and its effects on the economy.  

The first essay adapts and calibrates a Computable General Equilibrium (CGE) model and 

an energy optimization model for a developing country, Nicaragua. The two models are also soft-

linked model providing a model that can give us economy wide effects, sectoral effects, as well as 

distributional and welfare implications. Moreover, the model provides estimates of the welfare 

impacts of changes in the electricity matrix from a predominately fossil fuel-based generation to 

one that relies more on renewable sources. 

The second essay provides an alternative approach to measure the effect on local outcomes 

of large capital-intensive investment at the county level. Specifically, we analyze utility scale wind 

 
1 International Renewable Energy Agency (IRENA) Statistics Time Series.   
2 American Wind Energy Association. 
3  European Union Energy Initiative, Policy Brief “The employment effects of renewable energy development 

assistance”.  
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generation in two counties in the U.S. Currently, the most widely used method to measure the 

impact at the local level are Input-Output models. Input-output models, though widely used, have 

several pitfalls that may give incorrect estimates of the effects of large capital-intensive projects 

at the county level. We believe that synthetic control method may give us a better estimate for 

these types of investments at the local level.  
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 NICARAGUA’S CLIMATE MITIGATION POLICY: 

SECTORAL AND INTER-HOUSEHOLD EFFECTS  

 Introduction  

A report by the United Nations Framework Convention on Climate Change (UNFCCC, 2016) 

highlights that Nationally Determined Contributions (NDCs) will reduce the global average 

emissions per capita by 5 percent in 2030 relative to the 2010 level. Though these efforts would 

not be enough to keep global warming below 2oC relative to the pre-industrial level (Rogelj et al., 

2016), the Paris Agreement reflects an international consensus that climate change is a significant 

threat to a human life and action is needed to prevent continued global temperature increase 

(UNFCCC, 2016). 

Nicaragua is a late signatory to the Paris Agreement, having argued that the agreement did 

not have stringent enough commitments by developed countries (Government of Nicaragua-GoN, 

2018).4 According to a World Bank study (WB, 2013), Nicaragua is a “renewable energy paradise” 

with extensive solar, wind, geothermal and wave energy resources. Therefore, it has the potential 

to substantially increase its electricity generation from ‘clean’ energy sources and to provide 

energy services to Nicaraguans that lack access to the national grid and reliable electricity supply.5 

Also, a substantial share of Nicaragua’s economy is heavily reliant on natural resources with its 

most important sectors for the year 2020 being agriculture (18 percent of GDP), manufacturing 

(apparel and textiles, 17.1 percent of GDP), and services (tourism industry—hotels and restaurants, 

2.1 percent of GDP).  

The greenhouse gas (GHG) emissions for Nicaragua in 2010 were just over 15 MtCO2eq,6 

(around 2 tCO2eq per capita), or 0.01 percent of the global GHG emissions. The main contributors 

to GHG emissions are land-use change and forestry (67.9 percent) and the energy sector 

(29.4 percent). Oil is the only source of CO2 emissions from fossil fuel combustion, while the 

 
4Source: UNFCCC NDC Registry. The unconditional target for Nicaragua is to continue to increase the share of 

renewables to 60 percent by 2030 as well as to maintain the country’s carbon sink at current levels compared to the 

Business-as-Usual Scenario (BAU) by 2030. A commitment that it will very likely meet since the generation of 

electricity from renewable sources is already over 50 percent. The conditional target is to increase the national carbon 

sink by 20 percent as compared to the BAU scenario.  
5 13.2 percent of the population still lack access to electricity according to the World Bank (2019a). 
6 Nicaragua’s NDC: “Contribución Nacionalmente Determinada a la Mitigación del Cambio Climático (NDC) de la 

República de Nicaragua ante la Convención Marco de Naciones Unidas sobre Cambio Climático (CMNUCC)”. 

https://en.wikipedia.org/wiki/Intended_Nationally_Determined_Contribution
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transportation sector accounts for half of the emissions from fossil fuel combustion (IEA, 2020). 

Though Nicaragua is a low emitter of greenhouse gases, it is ranked as the “world’s fourth-most-

affected country by extreme weather” according to the 2017 Germanwatch Climate Risk Index 

(Kreft et al., 2017). 

Nicaragua’s vulnerability to climate change largely comes from the fact that rural 

Nicaraguans, which make up 41 percent of the population, have at least half of their income coming 

from rain-fed agriculture. Less than 2 percent of the households are using irrigation according to 

Food and Agricultural Organization of the United Nations (FAO, 2020). With such phenomena as 

El Niño and La Niña bringing droughts and floods, “25 percent of farming households experience 

chronic or temporary food insecurity” (FAO, 2020). Moreover, Nicaragua’s mean annual 

temperature has increased by 0.9˚C since 1960 and is expected to increase by 3.5˚C by 2100 (FAO, 

2020). Frequency of hot days and hot nights has also been increasing every season. Furthermore, 

decreases in precipitation are already affecting the country—precipitation has decreased by 8.4 

percent in 2010 relative to the mid-century levels and it is expected to decrease further by 36.6 

percent by 2100 (WB, 2009).7 Several recent studies showcase the point of high vulnerability of 

Nicaraguan households to the future climate change impacts (Quiroga et al., 2020; Herrera et al., 

2018). Gourdji et al. (2015) estimate that since 1970, climate trends have already significantly 

affected Nicaraguan agriculture, as bean and maize yields have declined between 4 percent and 12 

percent per decade. 

Nicaragua’s emissions have increased considerably over the last 50 years, and the growth 

rate in emissions is higher than the growth in GDP per capita However, even though the growth 

rate of emissions is high, Nicaragua is a low GHG emitter (with 0.76 ton/CO2 per capita as shown 

in Figure 2.1). Though being a small GHG emitter itself, Nicaragua has a huge incentive to support 

global climate mitigation efforts and prove its commitment by stringent national emission 

reduction policies. At the same time, with almost 30 percent of population living below the national 

poverty line (WB, 2020), implementation of ambitious mitigation measures has a high risk of 

adversely impacting the most vulnerable parts of the population. Therefore, impacts of climate 

mitigation policies must be understood clearly before implementation. 

 
7 We have taken this into consideration, and we have included in the different scenarios a reduction of the hydro 

power, though the other forms of renewable power will increase.  
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Source: IEA 2020 

Figure 2.1. CO2 emissions in Nicaragua 

 

Several recent studies have explored various aspects of the energy and environmental 

transition in Nicaragua. De Leon Barido et al. (2015) evaluates fuel-switching strategies and their 

associated costs for different power generation mix scenarios (over 2014-2030). The study 

explores the theoretical potential of solar, geothermal and hydropower energy, using a bottom-up 

model. The authors find that under the Business as Usual (BaU) scenario, 39 percent of the 

electricity comes from oil-based generation at the beginning of the period (throughout 2014-2017) 

but decreases to 4 percent at the end of the period (2026-2030), with an average cost for the period 

of $129/MWh. In the BAU scenario geothermal becomes one of the most-cost-effective 

investment and by the 2026 more than half of the generated electricity comes from geothermal 

generation.  Geothermal energy is one of the main sources of electricity generation in Nicaragua 

due to 3 main reasons: a) potential geothermal projects are located near existing power system 

infrastructure; b) “its bountiful resource potential”, c) geothermal energy can provide baseload 

power. Wind generation reaches 12 percent and solar generation 3 percent by 2026. The 

assumptions in the BaU scenario include oil prices of US$80/bbl and increases in oil prices of 2 

percent per year, low-risk geothermal investment (geothermal sites proving viable and cost-

effective); wind cost does not change significantly over time since it is considered a mature 
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technology, but solar cost decline. The 3 scenarios main scenarios developed were a) changing 

prices (from BAU US$80/bbl to US$50/bbl), b) risk of certain resources (a high-risk geothermal 

scenario, where only half of Nicaragua’s potential geothermal projects are viable) and c) renewable 

energy policy mandates (implementation of solar and geothermal mandates). The geothermal 

mandate’s results are similar to the BaU scenario. The solar mandate provides the most expensive 

scenario, US$161 MWh. The results from a high-risk geothermal and the large hydro moratorium 

produce the second and third most expensive cost US$157 MWh. 

Casillas and Kammen (2010) describe possible interventions in rural Nicaraguan 

communities that would allow provision of energy services in a cost-effective manner, offering 

the potential to address aspects of rural poverty while also transitioning away from fossil fuels. 

Considered energy efficiency measures include installation of power meters and compact 

fluorescent lights that were actually implemented in two rural communities in the Atlantic region. 

Several other energy measures were modelled in the study, 8  including transition to biogas, 

installation of wind turbines, improvements in the efficiency of public lighting and installation of 

solar photo voltaic (PV). The authors show that relative to the BaU with electricity being generated 

using diesel power generators only, all the considered measures (except for PV) lead to the 

additional cost. The installation of electricity meters in these rural communities in Nicaragua 

allowed for accurate billing of households’ consumption, and also reduction in energy 

consumption. There was also a reduction in the daily consumption of electricity due to the change 

of incandescent bulbs with Compact Fluorescent Lights (CFLs). The changes were due mainly to 

behavioral and market interventions. Even if there was a reduction of the consumption, the cost 

was higher relative to the BaU, because there is a regressive tariff structure where the smallest 

consumers pay a fixed rate, so even with energy efficient measures the distributional effects might 

be negative, since even if there is a reduction of consumption, poorer household still pay a fixed 

rate.  

Rivera and Wamsler (2014) explore climate change adaption and disaster risk reduction in 

Nicaragua. The paper analyzes the perceptions of policy makers regarding climate change adaption 

(CCA) practices in the urban areas of Nicaragua. The authors conclude that the policy makers are 

at an “early stage” of integrating CCA practices. 

 
8 These measures were not actually implemented in the rural communities. 
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At the same time, an assessment of the economy-wide and distributional impacts of the 

future climate mitigation policies in Nicaragua is an important point not addressed in the literature. 

In this study, we are aiming to fill this gap by exploring the set of emission reduction scenarios 

consistent with Nicaragua’s NDC, as well as more ambitious climate mitigation efforts. In doing 

so we rely on the soft-linkage between an energy system model OSeMOSYS (Howells, et al., 2011) 

and a computable general equilibrium model MANAGE (van der Mensbrugghe, 2018), both 

representing dynamic single-country modelling frameworks. Such a methodological approach 

allows us to achieve a detailed representation of the energy sector and explicitly model the 

transition in energy technologies (as represented in the OSeMOSYS), as well as explore the 

economy-wide and distributional impacts of the energy polices (relying on the MANAGE model). 

We investigate a range of policy scenarios with different levels of mitigation effort. These 

include the BaU scenario, which corresponds to the continuation of current policy efforts – 75 

percent share of electricity generated comes from renewable sources by 20309; scenario 2 under 

which Nicaragua reaches a target of 85 percent share of electricity generated by renewables in 

2030, as well as maintains the country’s carbon sink10 at current levels.11 Moreover, we explore a 

carbon tax scenario, with two different carbon revenue redistribution schemes to the households. 

Lastly, we explore a pessimistic scenario, where due to the political crisis and COVID-19 

Nicaragua’s renewable expansion plans are delayed and its share of generation from thermal is 

higher than expected by 2030.  

The rest of the paper is organized as follows. Section 2 provides an overview of the 

Nicaraguan energy sector and outlines potential energy transition scenarios. Section 3 provides an 

overview of the methodological approach used to assess economy-wide, energy and distributional 

impacts of the climate mitigation scenarios. Section 4 discusses the data used in the models. 

Section 5 presents the results of the stand-alone models as well as our linked approach. Finally, 

Section 6 and provides conclusions and recommendations to the policy makers that would enable 

an efficient implementation of climate mitigation policies in Nicaragua. 

 
9 Though it is unusual to see the NDC commitment in terms of electricity generation from renewable energy there are 

a couple of countries that also set their commitment in terms of generation from renewable sources. Japan’s renewable 

target is 22-24 percent in power generation. In the case of the EU, the goal is to have at least 27 percent in power 

generation by 2030 from renewable sources.  
10 Carbon sink is any reservoir that accumulates and stores carbon and lowers CO2 from the atmosphere.  
11 In the current assessment we do not explicitly model carbon sinks. 
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 Energy and environmental policy in Nicaragua: An overview 

2.2.1  Country background 

Nicaragua is the largest country in Central America, bordering El Salvador and Honduras to 

the north and Costa Rica to the south, with an estimated population of around 5.6 million. The 

population growth rate in the country has been decreasing steadily, averaging 1.2 percent in 2019. 

Population ages 65 and above are increasing as a share of total population, while the share of 

younger population is decreasing. However, most of the population is still young, with a median 

age of 26.5 years.  

During 2020, Nicaragua saw a 2 percent reduction in its gross domestic product (GDP) due 

to COVID-19, just like the rest of the Central American region and the world. The sectors that 

were hardest hit due to the pandemic were hotels and restaurants, electricity, financial services, 

transport and fishing. The year before the country’s GDP also saw a decrease of 3.7 percent, due 

to the political crisis that started in 2018. GDP per capita adjusted for purchasing power parity 

(PPP) for Nicaragua was around $5,299 for 2020. This represents a decrease from 2017 (the year 

before the political crisis and the pandemic started), when GDP per capita was $6,004, due to the 

political crisis in the country that started in April 2018. The average annual growth rate was 4.5 

percent before 2018 (2000-2017), with a real growth rate of 4.6 percent in 2017 (BCN, 2020). 

The most important sectors include agriculture (coffee, other crops, livestock) and mining. 

Food is another important sector driving growth in Nicaragua followed by services and the apparel 

sector. According to the Central Bank of Nicaragua (BCN, 2021), in 2020, the sectors that had a 

positive growth were: construction (11.7 percent), commerce (4.9 percent), mining (3.3 percent) 

and the livestock, water, health, agriculture sectors all grew at a rate of around 1 percent. However, 

the tourism sector (i.e., hotels and restaurants) was hit hard for the third year in a row (-32.5 

percent). Other sectors like transport (-7.6 percent), electricity (- 17.1 percent) and financial 

intermediation (-11.5 percent) also experienced a sharp decline.  

2.2.2 Current state of the energy sector 

Nicaragua heavily depends on fossil fuels to meet the energy needs of the transport, industry 

and power generation sectors. Fossil fuels, especially oil derivatives such as gasoline, diesel, liquid 

petroleum gas (LPG), bunker fuel and kerosene, are the major energy sources consumed in the 
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country, for a total of 1,654 ktoe consumed in 2018 or 42 percent of the total energy supplied. 

(IEA, 2020). Gasoline is solely used in the transport sector; diesel is used both by transportation 

and industry. Fuel oil is used for electricity generation. Recent efforts, especially in the power 

sector have led to the steady increase in the share of renewables during the last 15 years. Renewable 

energy use, especially geothermal, wind, solar, hydropower and biomass have the potential to be 

scaled up further and faster, which will help expand electricity access and additionally diversify 

the energy mix (IDB, 2015).12  

 

Figure 2.2. Total energy supplied by source in Nicaragua 

 

Nicaragua does not have any domestic oil or gas; therefore, the country imports all fossil 

fuels. Even with the diversification efforts towards renewables of the electricity matrix, imports of 

fossil fuels represent 20 percent of total imports for 201913 and 41 percent of its total energy supply 

in 2018.14 Even though there is a high reliance on imported fossil fuels, the energy sector is a 

strong contributor to economic development of the country and is the reason why the country has 

made a priority to continue the expansion of renewables. Renewables are expected to help improve 

 
12 Battery electricity storage is a key technology to be able to support high levels of variable renewable electricity. 

Nicaragua’s electricity system does not have battery storage capacity, hence when storage capabilities were modelled 

in OSeMOSYS, the parameter was set to zero. Since it is expected that the installed capacity will increase, so will the 

electricity system.  
13 BCN Import data: https://www.bcn.gob.ni/estadisticas/sector_externo/comercio_exterior/importaciones/index.php 
14 IEA Data and Statistics https://www.iea.org/data-and-statistics/data-tables?country=NICARAGUA 
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energy security and provide access to the Nicaraguans that still lack access to reliable electricity 

supply.  

The residential sector is the sector that accounts for the largest share of energy consumption 

(43.4 percent), followed by the transportation (28 percent), industry (13 percent), commercial (11 

percent) and agriculture sector (2 percent) as shown in Figure 2.3. Though the residential sector is 

the biggest sector in terms of energy consumption, transportation is the sector with the highest 

growth, going from 246 ktoe in 1990 to 736 ktoe in 2018,15 and it is expected to keep growing at 

a fast pace due to the increase in the number of vehicles in the country.   

 

Source: IEA 2020 

Figure 2.3. Nicaragua: Energy consumption by different sectors 

Power sector 

Nicaragua electricity access is lower than for other countries in Central and South America 

with only 88 percent electricity access rate (WB, 2020). Most of the population that lacks access 

to electricity is in rural areas that are scattered throughout the country. Electricity consumption per 

capita has doubled from the 1990’s levels reaching 0.6 MWh/capita in 2018 (IEA, 2020), but is 

still much lower than the Central and South American region average (2.1 MWh/capita).  

 
15 IEA 2020.  
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The National Energy Policy (Decree No. 13-2004) ensures that the country’s energy demand 

is met, prioritizes the usage of renewable energy and outlines the allocation of resources and 

mechanisms to maximize benefits (lower generation cost especially during high oil prices, energy 

independence, since the country does not produce oil, but it is rich in geothermal, wind and solar 

resources). To prioritize renewable projects four specific laws for renewable projects were 

implemented: 1) Law 532 (2005) offers the opportunity to further accelerate cost competitive 

renewable energy integration into the national system by providing tax exemptions and preferential 

tariffs for renewable energy. 2) Law 467 (2003) promotes hydroelectricity promotion establishing 

incentives for hydroelectric projects as well as a ceiling on the number of hydroelectric projects. 

3) Law 443 promotes the exploration and exploitation of geothermal resources providing the same 

incentives as in Law 532 for geothermal projects. 4) Decree 65-2005 promotes electricity 

expansion in rural areas as well as promotes small-scale renewable energy projects.  

The National expansion plan of electricity generation16 involves the determination of the 

generation technology options (fossil fuel, wind, geothermal, etc.) to be added to the Nicaraguan 

power system as well as the years that they are going to be installed to meet the electricity demand 

over the horizon 2019-2033.  

The National expansion plan especially promotes small hydropower, geothermal energy, 

wind power and biomass potential (widespread penetration of improved cookstoves and 

sustainable wood value chains). By 2019, renewable energy generation had reached 54 percent of 

total power generation, with wind power (17.4 percent), geothermal (17.1 percent), biomass (13.3 

percent), hydro (5.4 percent) and solar (0.6 percent).17   

The wholesale price of electricity generation over the period 2005-2014 has ranged between 

US$90/ MWh and US$172/ MWh, as seen in figure 2.4. The price in 2008, one year before the 

first wind power plant became operational, was US$137/MWh, while in 2009, it decreased to 

US$120/MWh, even after the capital incurred for the wind power plant (IDB, 2015), since the oil 

prices were slightly lower in 2008 than in 2009. The fluctuations of the oil prices and the fact that 

 
16 Latest plan corresponds to the years 2019-2033 http://www.mem.gob.ni/wp-content/uploads/2019/05/Plan-de-

Expansion-de-la-Generacion-Electrica-de-2019-2033.pdf 
17 Electricity Generation  for Nicaragua 

https://www.ine.gob.ni/DGE/estadisticas/2019/generacion_neta_dic19_actmar20.pdf 

 

http://www.mem.gob.ni/wp-content/uploads/2019/05/Plan-de-Expansion-de-la-Generacion-Electrica-de-2019-2033.pdf
http://www.mem.gob.ni/wp-content/uploads/2019/05/Plan-de-Expansion-de-la-Generacion-Electrica-de-2019-2033.pdf
https://www.ine.gob.ni/DGE/estadisticas/2019/generacion_neta_dic19_actmar20.pdf
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Nicaragua is not an oil producer is another reason why the country wants to have a higher share of 

generation coming from renewables, since it will shield it more from oil price fluctuations.18  

 

Source: IDB, 2015 

Figure 2.4. Wholesale prices and evolution of renewable energy in Nicaragua 

 

Nicaragua is part of the Central American Electrical Interconnection System (SIEPAC for 

its acronym in Spanish), which allows the country to buy or sell energy in the Regional Electric 

Market (MER for its acronym in Spanish). The MER is a market shared by the six Central 

American countries: Guatemala, El Salvador, Honduras, Nicaragua, Costa Rica, and Panama. This 

market would allow Nicaragua to sell unused energy if the country decides to expand its renewable 

energy sources beyond its future needs. The Central American countries trade with each other, 

especially countries like El Salvador, that need to import annually an average of 5 percent of their 

total electricity demanded; having to import electricity from the other Central American countries, 

especially from Panama (Alvarado de Cordoba and Belt, 2018). 

SIEPAC is composed of 1830 km of electrical grid that connects the countries of Guatemala, 

El Salvador, Honduras, Costa Rica and Panama (as can be seen in the figure 2.5). It does not 

include Mexico nor Colombia, though the northern part of Guatemala and the southern of Panama 

are partly connected to these countries.  

 
18 In 2009, even with the first wind power plant of the country, there is a reduction in the electricity generated from 

renewable sources, this is because of the draught in 2009, which affected the capacity of the hydropower plants to 

produce electricity.  
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Source: IDB, 2015 

Figure 2.5. Electrical interconnection system of the Central American countries 

 

All the countries in Central America have been expanding generation capacity to meet 

rising energy demand, and during the period 2011-2016, countries like Guatemala, Honduras and 

Panama experienced the largest growth; while Honduras, Guatemala and Nicaragua experienced 

the largest growth in renewable generation capacity during the same period. Costa Rica and 

Nicaragua experienced the highest average retail prices, $219 per MWh and $191 per MWh in 

2016, respectively, as well as the highest residential and industrial prices. Most of the generation 

from the countries in the region comes from private generation, except for Costa Rica, where more 

than 80 percent comes from public enterprises (Alvarado de Cordoba and Belt, 2018).  
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Table 2.1. Key sector and utility-level indicators for the Central American countries 

  Costa Rica El Salvador Guatemala Honduras Nicaragua Panama 

Aggregate Technical & 

Commercial Losses -AT&C (%) 
11 11 9 35 21 14 

Average retail price 

$/MWh(2016) 
219 150 110 139 191 162 

Average spot prices 

(2016)$/MWh 
61.9 81.5 51.8 NA 73 58.5 

Average residential price 2015 

$/MWh 
177 128 130 142 173 144 

Average industrial price 2015 

$/MWh 
188 148 130 193 219 218 

Percentage change in total 

generation capacity 2011-2016 
31 11 62 49 26 46 

Percentage of electricity 

generated from renewable 

sources (2016) 

98.2 56.9 59.1 49.6 50.3 67.0 

Percentage change in renewable 

generation capacity 2011-2016 
42 13 99 102 75 65 

Electricity demand (2016 in 

GWh) 
10913 6645 10400 6100 3700 9000 

Exports GWh 2016 181 224 1110 16 18 398 

Imports GWh 2016 313 1212 5 195 205 30 

Percentage private generation 

2016 
18 72 76 72 90 90 

 Source: Alvarado de Cordoba and Belt, 2018 

The total installed capacity in Nicaragua reached 1467.31 MW for 2017. In the last 10 

years, the average annual growth rate of total installed capacity has been around 6 percent. Most 

of the additions have been towards the renewable sector, especially wind, geothermal and 

hydropower19. In 2014, the base year of our data, the conventional fossil fuel capacity accounts for 

a little more than half of other technologies (54.1 percent), followed by wind power (12.7 percent), 

biomass (12 percent), geothermal (10.5 percent), hydro (9.7 percent) and solar power (1.0 percent).  

Nicaragua’s power system consists of 29 plants in 2017 with 10 of them being fuel oil 

plants, and the rest renewable energy plants. The plants are interconnected with the national 

 
19 With respect to the size of the different power plants, they range depending on the technology. Hydropower plants 

range from small hydro power plants (5 MW) to medium size power plants (150 MW), with most ranging around 

30MW. The wind power plants average around 40 MW (around 30 turbines). Geothermal plants are around 30 MW 

as well as biomass. Fuel oil plants have an installed capacity that averages 140 MW. In the case of solar plants, most 

of them have small capacity, averaging around 300 kW.  
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electricity transmission system. Two companies, Disnorte and Dissur, oversee the distribution and 

commercialization of energy and are private companies, though some of the fuel oil plants are 

public/private enterprises.  

 

 

Source: IEA 2020 

Figure 2.6. Nicaragua: electricity generation by different sources 

 

Electricity demand has been increasing by an average of 3.7 percent per year during the 

last 12 years (Ministry of Energy and Mines-MEM, 2019). The increases are largely due to 

increases in electricity coverage (rather than increases per consumer). Given the steady increase 

in the demand, we have seen also a steady increase in the nominal capacity of the National 

Interconnected System (SIN for its Spanish nomenclature), increasing from 746.2 MW in 2006 to 

1,767.3 MW in 2017.  

The MER facilitates the imports and exports between Central American countries. Other 

countries like El Salvador import a significant amount of electricity from Guatemala and Panama, 

the main exporters. In the case of Nicaragua, imports have been rising steadily, reaching 197 GWh 

2018, though it is less than one percent of the total electricity consumed in the country.   
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 Methods 

Computable general equilibrium (CGE) models combine economic theory with data, 

representing the market choices of different agents while maintaining resource allocation 

constraints. One of the features that make CGE so appealing is the fact that CGE captures industry-

to-industry linkages highlighting effects that are not usually intuitive, since they a bring greater 

level of detail and complexity than other models.  

MANAGE is a recursive dynamic single country CGE model designed to focus on energy, 

emissions, and climate change. MANAGE allows evaluation of the distributional effects of 

policies for the different economic sectors and agents. Like most other CGE models, households 

are assumed to maximize utility and firms to maximize profits. Prices adjust so that there is a 

global equilibrium across all markets. The model enables a detailed specification for the energy 

sector, allows for capital/labor/energy substitution in production, as well as intra-fuel energy 

substitution across all demand agents with multi-input and multi-output structure. In the short-run, 

energy is assumed to be a near complement with capital, but a substitute in the long-run. Therefore, 

when the price of electricity goes up, e.g., due to an increase in the price of oil, then this increase 

leads to greater production costs in the short run but fading over the long run with market and 

structural adjustments.20.  

Final demand comprises household, government and investment expenditures on goods 

and services. The factors of production are labor (skilled and unskilled), capital (mobile and fixed), 

energy, and land. Household income derives from the after-tax remuneration of production factors: 

land, labor, natural resources, capital, plus transfers. Household expenditure is allocated across 

consumption, taxes, and savings. Similar to production, household expenditures are based on an 

aggregation of production commodities, using a nested structure. The aggregated commodities 

include agriculture and food, natural resources, energy, textile and wearing apparel, manufacturing, 

construction, private services, and public services. A transition matrix approach is used to convert 

‘consumer’ goods to produced goods. 

 
20 Just like in the case of GTAP, household demand is modeled using constant-differences-in elasticity (CDE). Import 

demand assumes the familiar Armington assumption, where goods are differentiated based on region of origin. One 

of the assumptions made in MANAGE is that prices of exports and imports are exogenous (small country assumption), 

therefore the level of production of a small country does not affect the price received by exporters nor the internal 

demand affects world prices. The production structure is a nested Constant Elasticity of Substitution (CES) with 

intermediate inputs (excluding energy) and value added (plus energy) as a fixed share of output. 
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The production of firms is modelled using a nested constant-elasticity-of-substitution 

(CES). Unlike many standard models, energy is extracted from the intermediate demand bundle, 

and combined with capital. Given the vintage structure (described further below), energy and 

capital are short-term complements but long-term substitutes. The model is solved as a static 

equilibrium in each time period with dynamic equations linking exogenous factors driven by the 

accumulation of capital, employment growth and various productivity factors including labor and 

energy. Population and labor stock growth are exogenous.  

One of the distinctive features of the model is a vintage structure for capital that allows for 

putty/semi-putty assumptions with sluggish mobility of installed capital. The vintage structure 

impacts model results through two channels. First, it is typically assumed that Old capital has lower 

substitution elasticities than New capital. A higher savings rate will lead to a higher share of new 

capital and thus greater overall flexibility. The second channel is through the allocation of capital 

across sectors. New capital is assumed to be perfectly mobile across sectors. Old capital is sluggish 

and released using an upward sloping supply curve. In sectors where demand is declining, the 

return to capital will be less than the economy-wide average.  

Another important feature of the MANAGE model includes incorporation of non-price 

related changes in preferences. This is accomplished via preference ‘twist’ parameters (Dixon and 

Rimmer, 2002). The twist parameters change the preference for one set of commodities in a 

demand system relative to other commodities, but without changing the aggregate cost. In the case 

of electricity generation, this feature allows us to assume a target for renewable electricity as a 

share of total electricity demand and implement the twist assuming no change in prices (from the 

base year).  

The model dynamics are driven by three factors shared by most neo-classical growth 

models. Population and labor force growth rates (the labor force growth rate is typically equated 

to the growth rate of population, which has been divided into 3 different categories, 0-14, 15-64, 

and over 65 years of age). The second factor is capital accumulation. The aggregate capital stock 

in any given year equals to previous year’s capital stock, less depreciation, plus the previous 

period’s volume of investment.  

The MANAGE model solves a Mixed Complementary Problem (MCP) to find equilibrium 

solutions. MCP is given by a system of equations, where we have sets of non-negative variables: 
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prices, quantities, and income levels, combined with optimizing behavior of agents and the 

standard equilibrium conditions and income constraints. 

2.3.1 Energy System  

OSeMOSYS is an engineering optimization model that could be used for both medium and 

long-term energy planning or energy policy analysis. The model is a representation of the energy 

system, including the most important energy carriers and conversion technologies, with all the 

interrelations and dependencies represented. OSeMOSYS computes the energy supply mix (in 

terms of generation capacity and energy delivery) which meets the energy services demands every 

year and in every time step, minimizing the total discounted costs. Being a linear optimization 

model, the objective as described in equation (1) is to minimize the cost subject to a given demand, 

and while also taking into account constraint factors. 

Objective21                minimize ∑ TotalDiscountedCosty,t,r    y,t,r                           (1) 

where: 

                           ∀y,t,rTotalDiscountedCosty,t,r

= DiscountedOperatingCosty,t,r

+ DiscountedCapitalInvestmenty,t,r

+ DiscountedTechnologyEmissionsPenalty22y,t,r

− DiscountedSalvageValue23
y,t,r

 

It can cover all or individual energy sectors, including heat, electricity and transport and 

has a user-defined spatial and temporal domain and scale24. The energy demands can be met 

through a range of technologies which have certain techno-economic characteristics and draw on 

a set of resources, defined by certain potentials and costs. On top of this, policy scenarios may 

impose certain technical constraints, economic realities, or environmental targets. As in most long-

 
21 y represents year, t technology and r region (in Nicaragua we only have one region). 
22 DiscountedTechnologyEmissionsPenalty represents annual cost of emissions by technology t, discounted through 

the DiscountRate. 
23  DiscountedSalvageValue represents salvage value of storage facilities, discounted through the parameter 

DiscountRate. 
24 The sectors included are agriculture, commercial, industrial, power, transport and residential. Heat is not included 

since Nicaraguan homes do not require heat. 
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term optimization modeling tools, OSeMOSYS in its standard configuration assumes a single 

decision-maker, perfect foresight and competitive markets. 

OSeMOSYS is organized in blocks, with the objective as block (1). The other important 

blocks are the (2) cost, (3) storage, (4) capacity adequacy, (5) energy balance, (6) constraints and 

(7) emissions, all of which must be adapted to the country or region in question. Costs are 

associated with each technology; hence it includes operation cost, investment cost, net emission, 

and production penalties. The costs consider capacity constraints, and the fact that for each 

technology there must be enough capacity to meet “its energy use or production requirements” 

(Howells, et al. 2011). It is important to note that the rate of activity, electricity production and use 

and emissions are calculated for “time slices” during the year. Constraints relate to maximum or 

minimum: a) total capacity, b) new capacity investment limit, c) annual limit on activity for each 

technology, d) limit on the model period activity. Moreover, there should be enough capacity to 

allow a reserve margin as well. The emissions are calculated per unit of activity for each 

technology. The model allows for annual limits on the emissions as well.  

OSeMOSYS provides the “structure” to find the best cost-efficient matrix of electricity, 

however, it is up to the researcher to adapt it to the country in question. To adapt the model to the 

country, the model needs for all of the parameters to be defined for the country (electricity 

generating technologies, cost structures of the country, storage capacity of the country, energy 

balances for the country, electricity constraints faced by the electricity, etc.).  

The technologies covered by OSeMOSYS are more than just the power sector, it includes 

the entire energy sector. The technologies  can be classified in the following broad sectors: a) solid 

biomass used in agriculture, commercial, industrial sectors, etc.; b) charcoal used in agriculture, 

commercial, industrial sectors, etc.; c) diesel used in agriculture, non-agriculture, commercial, 

industrial, transportation sectors, etc.; d) distribution technology in agriculture, commercial, 

industrial sectors, etc.; e) gasoline used in agriculture, commercial, industrial, transportation 

sectors, etc.; f) LPG used in the commercial, upstream sector; g) water used in agriculture, 

commercial, power, industrial, residential sectors, etc.; h) kerosene used in the commercial sector; 

i) petroleum coke used in the industrial sector; j) geothermal energy used in the power sector; k) 

fuel oil used in the power sector; l) hydro energy used in the power sector; m) wind energy used 

in the power sector; n) jet fuel used in the transportation sector; o) exports of diesel, electricity, 
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gasoline, etc.; p) imports of oil, gasoline, electricity, LPG, etc.; q) regions (coffee, forest, grains, 

permanent meadows and pastures, etc.; r) power stations (biomass, diesel, hydro, solar, etc.);  

The technologies use fuel as an input that makes the technology perform its duty or convert 

fuel into energy. Just like the technologies they are closely related with the technologies, solid 

biomass technology uses solid biomass fuel, diesel technology uses diesel, with as many categories 

of fuel as technologies are available.  

2.3.2 Representation of the electricity sector in the developed modelling framework 

The electricity sector is different from other sectors because of the following: a) the 

quantity of power generating is fixed at specific times and the generating capacities are limited; b) 

the process to build power plants may take years, even decades; c) electricity needs to be consumed 

as soon as it is produced because of the cost of storage. Therefore, electricity sector needs to be 

modelled a little different from the other sectors and these distinctive features are included. 

Months or years are needed to build power capacity. This feature is included in 

OSeMOSYS and no electricity is produced above the accumulated capacity. Unlike other 

commodities, there is a fixed endowment of capital whose upper bounds are defined by the 

available capacity per year for each technology. The sector-specific capital can be thought of as 

special equipment that has no economic use in another sector, such as a water dam used to produce 

hydroelectricity cannot be used for solar panels, or much less in another sector.  

In MANAGE each consumer good could also have its own energy bundle, which allows 

different demand shares across the energy sector. The top nest decomposes demand for good k into 

a non-energy bundle, XKFNNRG, and an energy bundle, XKFNRG (as defined in the GAMS code). 

The energy bundle also allows for energy efficiency through the 𝜆 parameter that is specific for 

each consumer good (k), household (h) and for each energy carrier (e). The price of the energy 

bundle is determined for each agent and for each consumed commodity PKF. This specification, 

which allows to distinguish between the energy bundle and household and energy carriers comes 

in handy later for the linkage with OSeMOSYS.  
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2.3.3 Model linkage 

The two approaches, the bottom-up approach or also known as the engineering approach 

allows the description of the energy system, while the top-down models allow depict the economy, 

relying on the elasticity of substitution between different production factors, and optimize social 

welfare. The two methods are different but complement each other.  

For energy analysis there has been a move towards hybrid modelling (Faehn et al., 2020); 

since it “brings CGE models one step closer to more detailed, engineering-based, bottom-up 

models” to be able to have the “comprehensiveness” of the CGE models and the “technological 

detail” of energy models. According to Hourcade et al. (2006) and Bataille (2005) a high-quality 

hybrid model system should incorporate at least three properties: (1) technological explicitness, 

(2) microeconomic realism and (3) macroeconomic completeness. 

Faehn et al. (2020) also point out that baselines projections in models that are hybrid 

present 3 different methodologies: a) the hybrid models has characteristics that are designed for 

“integrating technological bottom-up features and endogenizing the responses of investment and 

utilization of technologies to costs, prices and restrictions”; b) the exogenous parameters and 

variables of the model come from external information sources, i.e. MEM; c) the resulting hybrid 

model provides a new model that provides pathways with consistent values for the parameters and 

variables.  

Though the move has been towards hybrid modelling, there are not many papers that 

combine both models, and even fewer that are centered on the developing world. One of those few 

papers are Merven et al. (2017). This paper presents two linked models, SATIM and eSAGE, using 

the linked model to illustrate two scenarios: a) improving the energy efficiency utilization and an 

ambitious CO2 reduction scenario for South Africa.25 

MANAGE and OSeMOSYS are soft linked to form a hybrid model. For this purpose, we 

have used the input from OSeMOSYS model that provides a detailed specification of the energy 

sector and included into MANAGE. When OSeMOSYS calculates the optimal energy mix, all the 

relevant economic factors such as fixed and variable operating cost, maintenance cost, overnight 

cost, etc., as well as important technological features, such as size of plants (discrete investment 

size), efficiency and availability factors are taken into account. This optimal energy mix is used in 

 
25 There is a previous paper based on South Africa, that uses a “hybrid” model to understand South Africa mitigation 

objectives and key challenges (Schers et al, 2015).  
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MANAGE; we have matched the levels of output (in physical units) for the electricity sector, as 

well as the evolution and structure of technology costs. The linkage between MANAGE and 

OSeMOSYS models requires that both models use the same macroeconomic variables that are 

feeding the model, GDP growth, population growth. 

To incorporate energy data into MANAGE we have followed similar procedure to Malcom 

and Truong (1999). Just like GTAP, MANAGE is expressed in terms of value units (i.e., dollars), 

where value is the composite of multiplying volume and price. However, the adjustment can only 

be made either for volume or prices. The adjustment chosen was based on volumes. The volume 

and price data in OSeMOSYS were used and serve to adjust the electricity volume and price data 

in MANAGE. Moreover, targets of values of final consumption, imports, exports were used to 

adjust the data. We use cross entropy to “fit” the targets with the rest of our information to prepare 

our SAM table for Nicaragua and making it consistent with the 2014 base year.   

Table 2.2. Linking procedures 

Linking procedures for MANAGE and OSeMOSYS  

  MANAGE (CGE model) OSeMOSYS (Energy model) 

Emphasis  Monetary flows Physical flows (quantities and prices) 

Common drivers 
Population projection 

GDP projection 

Outputs 

Private production Power generation mix 

Sectoral production Energy supply 

Relative prices Power investment profile 

Investment   

Inputs 

Emission trend Demand for energy services 

Productivity factor Input demand 

  Technological cost 

  Data 

2.4.1 Data inputs and reconciliation approach 

MANAGE was tailored to reflect the Nicaraguan economy using the Nicaraguan social 

accounting matrix (SAM).26 The SAM is a characterization of macro and micro economic accounts 

 
26 A Social Accounting Matrix is an augmented Input-Output matrix that ‘closes’ all economic accounts such as 

household income, tax revenue re-cycling, savings, transfers, and non-trade balance of payment flows.  
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that include transactions and transfers among all economic agents. In a SAM each account is 

represented by a row and column, where each cell represents the payment from the account of its 

column to the account of its row. The income of the account always appears along its row, 

expenditure of the account appears down its column. The SAM, like other economic accounting 

systems captures a year, and is the basis of the CGE model.  

The 2010 SAM of Nicaragua was provided by the Central Bank of Nicaragua.27 The SAM 

was updated to 2014 by using information from the Central Bank, for example macro aggregates. 

Coss entropy was used to minimize the differences and maintain consistency in the data. The cross-

entropy approach matches the information for different macro and sectoral targets such as GDP, 

consumption, investment, and energy balances. We use a cross entropy approach since it provides 

a flexible method for updating and estimating a SAM, allowing the user to take advantage of prior 

information to be used efficiently in the estimation (Robinson et al., 2000). The SAM provided by 

the Central Bank provides an ample disaggregation, with 115 activities (ranging from agriculture 

to public sector, including as well as disaggregated electricity generation technologies). 28 

Moreover, it includes 118 commodities and production factors such as capital, labor (self-

employed and employed), land, and natural resources.  

Nicaragua is a highly unequal country, with a Gini coefficient of 0.48 (WB, 2019b). The 

richest 20 percent of the population accumulates 45.4 percent of total income, while the poorest 

20 percent receives only 6.8 percent of the total income. In 2014, the reference year of our 

simulations, as well as the base year of the Living Standards Measurement Study (LSMS)29 survey, 

national per capita income averaged at around US$1,513. A high percentage of the population 

lives in the rural areas (42 percent) with a higher incidence of poverty, as 71 percent of the poor 

are from rural areas and 29 percent from the urban.  

The SAM provided by the Central Bank of Nicaragua had a single household, however, a 

disaggregated household was necessary for our analysis, so we disaggregated the single household 

 
27 Given for research purposes only.  
28 The disaggregation included: thermal public generation, hydroelectric public generation, thermal private generation, 

geothermal private generation, hydroelectric private generation, biomass private generation, wind private generation, 

transmission services, distribution services, refined oil.  
29 The LSMS 2014 for Nicaragua is a representative survey of the entire population of Nicaragua and comprises a total 

of 7,570 households that cover all of the areas of the Nicaraguan territory.  
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into 20 different households, 10 rural and 10 urban households30. We use information from the 

latest Nicaraguan LSMS survey of 2014 as well as a cross entropy approach, to maintain 

consistency and achieve certain macroeconomic indicators and for it to reflect the inequality in the 

country. 

Since we need to simulate climate change policies, we paid particular attention to the 

energy flows among industries, and consumers as well as energy sources. Nicaragua’s electricity 

supply comes from multiple activities: oil, hydro, wind, solar, and biomass. We have kept these 

sectors in the MANAGE model. The electricity sector was included already in the Nicaraguan 

SAM, but we needed to include solar technology, electricity output subsidies and updating to 2014, 

to adequately portray the electricity flows from industries and consumers.31 

The richest deciles, both in the rural and urban areas, spend less (as a percentage of their 

income) on food, agriculture and forestry compared with poorer households (See Appendix table 

2.1). In the case of rural households in the first decile, public services, which include free education, 

health services, as well as other public services such as programs to fight poverty, are an important 

part of the consumption of these households. Given that these are the poorest households, it makes 

sense that the importance of social programs as well as public services is high. The share of private 

services (which includes private health and private education, but also computing, law, insurance 

services among others) increases as the households are richer. Chemical’s share (which includes 

fertilizer, ethanol, chemical products, pharmaceutical products, tires, plastic products, among 

others) is relatively constant for both rural and urban households. It averages around 11 percent in 

rural households and 8.7 percent in urban households. Poorer rural households tend to spend more 

on agricultural products, while richer households spend more on pharmaceutical products, tires, 

among others. Richer households, in both rural and urban areas spend more of their income on 

manufactured goods (including machinery, medical equipment, transport equipment, electrical and 

electronic equipment). The tenth urban decile spends as much as 13 percent of their income on 

manufactured goods. Electricity expenditure share is slightly higher for rural than urban 

households.  

 
30The disaggregation is important since poorer households spend a higher portion of their income on food and other 

basic necessities. In the case of electricity, deciles 6, 7 and 8 tend to spend the most in electricity as a proportion of 

their budget. Therefore, the effects of climate policies and expansion of electricity will be very different depending on 

the decile. 
31 Emissions were calculated using information from IEA as well as taking into account energy volumes and emission 

factors.  
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The BaU scenario in OSeMOSYS uses the projections from the MEM for investment and 

operations cost for the period 2014-2030.The BaU scenario also uses the National expansion plan 

of electricity generation for 2019-2033, as well as projections for energy demand, electricity 

projects to be implemented, plan of retirement for power plant and projection of fuel prices.32 We 

have also used information from the MEM as well as the National Center of Energy Dispatch 

(CNDC for its acronym in Spanish). For demand generation we have used the hourly historical 

national electricity demand as well as the generation profile. The wind turbine output comes from 

historical values as well as projections from the MEM. The average solar irradiation in Nicaragua 

is 5.21 kWh/m2 with different irradiation depending on the area of the country. We have also 

considered the seasonality present in Nicaragua, where February to May are sunniest months. The 

geothermal and biomass estimates used the information provided from the MEM about the 

historical information on generation and production (utilization factor, effective capacity, and 

installed capacity). The costs in the objective function and for each electricity generating 

technology also come from information provided by the MEM. The model uses a discount rate of 

5 percent and one mode of operation.33.  

Final energy is available in the form of liquid, solid and gas fuels, and electricity. Nicaragua 

is a tropical country so there is no need for heat in the winter. As with other energy models, the 

demand is exogenous to the model. In our case, we are making them consistent with the demand 

coming from the different industries and sectors as well as with MANAGE’s demand whenever 

possible.  

2.4.2 Other data inputs 

Some of the other information needed for the model pertains to the exogenous variables 

that dictate the dynamic dimension of the model: projections for population and labor force growth 

rates. The BaU and other scenarios use the projections from the GoN. The elasticities of 

 
32 The projections are based on the reports and projections from the MEM in which the price of fuel goes from $40.72 

per barrel and reaches $96.59 per barrel in 2033. In the case of diesel, the MEM, the projections are expected to go 

from $62.22 per barrel to $112.1 per barrel in 2033 which also match the projections from the BCN, which is another 

source for our macroeconomic projections.   
33 Modes of operation are usually defined “if a technology can use various input or output fuels and can choose the 

mix of these input or output/fuels. In OSeMOSYS for example, a CHP plant may vary between producing heat in one 

“mode of operation” and electricity in another. The “capacity” remains constant simply because the same piece of 

machinery produces both outputs. The modes of operation are indexed by the letter “m”, though for our different 

scenarios there is only 1 mode of operation. 
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substitution used in the model are based on the best estimates found in the literature and expert 

advice (Arrow et al, 1961; Balistreri, 2003; Antras, 2004; van der Werf, 2007; Okagawa and Ban, 

2008). We have provided a detailed list of the elasticity’s values in Appendix 1 as well as those 

used in other CGE models for comparison. In the case of price and income elasticities, we have 

also used a combination of estimates available in the literature (Regmi, 2001; Regmi and Meade, 

2013; Regmi and Seale, 2010; Seale et al., 2003).  

Our first set of elasticities comes from the Seale et al. (2003) and the second from 

Gharibnavaz and Verikios (2018). In the case of Seale et al. (2003), we use the different categories 

provided to match with the sectors in the Nicaraguan economy. The sectors provided by Seale et 

al. (2003) are: a) Food, beverage and tobacco, b) Clothing and footwear, c) Gross rent, fuel and 

power, d) House operations, e) Medical care, f) Education, g) Transport and communication, and 

h) Recreation and i) Other. Since there are no decile categories, we use the different country 

categories, where we use low-income countries for the lower deciles, middle income countries for 

the middle deciles, and for the last two deciles we use high income countries elasticities. The 

elasticities from Gharibnavaz and Verikios (2018) provide 21 sectors that range from agriculture, 

forestry and fishing to wholesale trade and art, sports and recreation. The estimates from 

Gharibnavaz and Verikios (2018) are by quintile, so we use the quintile elasticities and the different 

sectors as a blueprint for the income elasticities of our Nicaraguan model. 

The elasticities have also been adapted to make sure that there is no substitution between 

the natural resource factor and the net output bundle for the electricity generating activities. There 

is also no substitution across the factors of production for the energy generating activities, nor 

between capital and the skilled labor bundle for the electricity generating activities.  

  Results 

2.5.1  Climate mitigation scenarios 

Nicaragua’s NDC includes promotion of renewable energy, committing to achieving 60 

percent of electricity generation from renewable sources by 2030. Nicaragua’s NDC goal is in 

terms of the electricity generation mix rather than in terms of reduction of emissions. Moreover, it 

has committed to reforestation (increasing the absorption capacity by 20 percent), but that 

objective is dependent on international financial support (conditional NDC target). Our scenarios 
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are more ambitious than Nicaragua’s NDC, since the goal of 60 percent of electricity coming from 

renewable sources has already been reached in 2020. Our BaU scenario or Scenario 1, is in line 

with the projections in the National Expansion Plan of Electricity Generation from 2019-2033. In 

our BaU scenario, Nicaragua achieves 75 percent of electricity generation via renewable sources 

in 2030. In scenario 2, Nicaragua achieves at least 85 percent of electricity generation from 

renewable sources. Scenarios 3A and 3B are more in line with traditional scenarios in the context 

of the Paris Agreement and also target a greater reduction in emissions to make it consistent with 

a 2℃ pathway.  

Both scenario 3A and  3B include a carbon tax of US$40. The difference between scenario 

3Aand scenario 3B, is that in Scenario 3B we implement a carbon tax that is redistributed back to 

the household using a uniform shifter34, while in scenario 3A, the tax is redistributed back to the 

households through a targeted approach, with a bigger share being redistributed to poorer and rural 

households35. A carbon tax of US$40 is consistent with papers like Robiou du Pont (2016), 

“identifying global cost-optimal mitigation scenarios consistent with the Paris agreement”. A 

carbon tax ranging of US$40 is consistent with a 2℃ pathway, where emissions can range for the 

year 2030 between 202 to 74 percent with respect to the emissions in 2010 for Nicaragua.36 

Moreover, in our opinion, the capability and the equal cumulative per capita are more egalitarian 

and realistic methods given that the emissions’ goals allocated to developed countries is stricter, 

and less stringent for developing countries. The capability and the equal cumulative per capita 

method reflect the disparities in GDP per capita and given that Nicaragua is a poor country and a 

low emitter. Therefore, these two methods are realistic approaches that consider that Nicaragua is 

a poor developing country.   

Scenario 4 is not a mitigation scenario, but rather a pessimistic scenario, where the 

renewable expansion plans from the MEM are delayed or do not happen, and the country relies 

more heavily on fossil fuel generation than first expected. In this scenario, fossil fuel generation is 

35 percent of total generation or more by the end of 2030.    

 
34 Carbon tax implies lower direct taxes paid by the household, and the reduction is implemented via an additive 

shifter.  
35 Urban and rural household in decile 1 have been allocated 20 percent of all revenues from carbon tax, 15 percent 

allocated to decile 2, 10 percent to decile 3 and 5 percent to deciles 4. The other deciles get zero redistribution.  
36 If an average of the different methods was chosen, a carbon tax of over US$100 would have been needed. A carbon 

tax of more than US$100 is not a realistic scenario for a poor country like Nicaragua.  
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2.5.2 Results using the energy system model OSeMOSYS  

The reference case follows the projections from the MEM with the Net Present Value (NPV) 

cost over the period 2014-2030 reaching $US39,787 million. The NPV covers all of  the energy 

sector, which includes a) the different fuels (solid biomass, charcoal, diesel, gasoline, LPG, etc.) 

used in agriculture, commercial, industrial, transport, residential and upstream sector; b) fuels 

(biomass, diesel, gasoline, kerosene, LPG, etc.) used in the power sector, c) centrally generated 

electricity from biomass, fossil fuel, solar, geothermal, hydro, wind stations; d) electricity for 

distribution; e) oil refineries and f) energy (charcoal, diesel, fuel oil, etc.) imports. The NPV for 

the power sector only for the same period is US$7,649.51 million, and this is the sector that is 

more closely linked with MANAGE. The NPV translates to an average electricity generation cost 

of US$96.7/MWh for the period 2014-2030 in 2014 prices.   

The expected growth in demand for the electricity sector matches the latest projections of 

the MEM (2018) of around 4 percent. The transportation sector is among the sectors with the 

highest increase (9 percent on average), following the increase in the number of vehicles and 

motorcycles in the next decade. The residential sector (compared with the agriculture, commercial, 

industrial) is also expected to see pronounced growth given increases in the electrification rate, 

and greater consumption by households (5.3 percent). Refinery production (diesel, gasoline, fuel 

oil, kerosene, liquid petroleum gas) decreases during 2015-2016 because of a fire at the Puma 

energy facility.  

Installed capacity increases steadily throughout the years, especially for renewable energy, 

with geothermal biomass increasing the most during the period 2014-2030 (Figure 2.7). Some of 

the older fossil fuel plants (Heavy Fuel Oil (HFO) and diesel) retire in 2018 and 2026, and most 

of the new additions in the renewables sector happen in 2014, 2018 and 2026. The additions to 

solar capacity, though small compared with the additions to some of the other technologies, 

represent an increase of 70 times the capacity in 2014.  
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Figure 2.7. Total capacity and new additions (MW) in BaU scenario- OSeMOSYS 

 

Though there are important additions to energy, the generation cost per year is expected to 

decrease in the BaU scenario. The year 2014 was a year of high oil prices, compared to subsequent 

years, hence the generation price during 2014 is higher. The average cost for the period is US$96.7. 

The most expensive year in terms of electricity generation cost is 2014 with US$124.4/MWh, and 

the least expensive is 2030 with US$64.3 /MWh. Generation steadily increases to meet the demand, 

increasing from 12.8 PJ in 2014 to 29.5 PJ in 2030, which is in line with the demand projected by 

the MEM (see figure 2.8).   
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Figure 2.8. Yearly electricity generation cost in Nicaragua- OSeMOSYS 

 

Scenario 2 assumes that at least 85 percent of the electricity generation comes from 

renewable sources. The additional generation comes from geothermal and wind power primarily 

(smaller increases in hydro and solar as well). Scenario 2 leads to increases in the electricity 

generation with respect to the BAU scenario (an increase of 5 PJ over 2023-2030). Even with the 

increased production coming from renewable sources present in Scenario 2, the average cost 

between the BaU and scenario 2 differs only by about US$7.3 dollars on average for the period. 

The reductions in emissions under this scenario are 2,264.54 thousand tons of CO2).  

In the case of scenario 3,37 a carbon tax of US$ 40 produces the greatest reduction in 

emissions out of all the scenarios. In scenario 3, the reductions in emissions are 7,626.11 thousand 

tons. The reductions in emissions lead to significant reductions in fossil fuel generation, since in 

OSeMOSYS the agents are forward looking, and adjust to a restriction in emissions by reducing 

fossil fuel generation. (see Figure 2.9). In scenario 3 all of the renewable sources increased their 

participation in electricity generation; however, it comes at a cost, and the highest generation cost 

are under scenario 3.   

 
37 In the case of OSeMOSYS the carbon tax of US$40 was implemented via limiting emissions. The same percentage 

reductions obtained in the scenario 3 of MANAGE was applied to scenario 3 in OSeMOSYS.   
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Scenario 4 is the pessimistic scenario; in this scenario Nicaragua underperforms and does 

not achieve its expected goal of at least 75 percent of the electricity generation from renewable 

sources. Under this scenario the fossil fuel plants (diesel and HFO) do not retire, and additional 

fossil fuel power plants are built to meet demand. Under this scenario, emissions increased 

compared to the BaU scenario (cumulative emissions of 2276.85 thousand tons of CO2).  

 

Figure 2.9. Electricity generation in Nicaragua- OSeMOSYS 

2.5.3 Results using the MANAGE model 

This section includes the results of the MANAGE model after both models’ baselines are 

harmonized and the energy mix is transferred from OSeMOSYS into MANAGE, fixing the energy 

mix 2030, similar to Berg et al. (2012) 38. The BAU scenario includes the same projections for 

new investment and retirements of electricity generation plants contained in OSeMOSYS from the 

Nicaraguan Expansion Electric Generation Plan for 2019-2033. The closure rule applied is the 

default closure, where the government expenditure and savings are fixed in real terms at the 2014 

level. The household tax shifter is endogenous as well as the GDP deflator39. Investment is savings 

driven, and the trade balance is fixed. The numeraire is the exchange rate.  

 
38 We do not fix the energy mix for all years, but we make sure that it is the same in percentage for both beginning 

and end year, and it varies slightly in the years in between 2015-2029. Moreover, given that the energy matrix is 

linked, the prices from each model follow each other very closely.   
39 Government revenues are endogenous and aggregate real government expenditures are fixed. The government 

balance is fixed, achieved with a uniform shift in the household direct tax schedule, hence household tax shifter is 

endogenous depending on the government revenues.  
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The BAU scenario includes a 1 percent annual increase in productivity of renewable power 

sector.40 The energy efficiency growth in consumption assumed is 1.01 percent applied to all 

activities, small compared with developed countries but best estimate for the country according to 

energy experts at the MEM.  

Since both models’ baselines have been harmonized and the energy mix transferred from 

OSeMOSYS for 2030, the 2014 and 2030 energy mix are the same in both models (see Table 2.3). 

In both models, generation from fossil fuel sources in 2014 accounts for 45.2 percent of total 

electricity generation, followed by geothermal (17.8 percent), hydropower (11 percent), wind 

power (17.1 percent), biomass (8.5 percent) and solar (0.1 percent) in 2014. The carbon dioxide 

emissions for Nicaragua in 2014 are estimated around 4,513 thousand tons for the year 2014. At 

the end of our period, 2030, the carbon dioxide emissions are expected to almost double, 7,023 

thousand tons in the BAU scenario.  

 

  

 
40 Productivity of value-added bundle, represented by lambdav in the MANAGE model, to make it closer to the 

assumptions made in OSeMOSYS.  
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Table 2.3. OSeMOSYS vs. MANAGE BaU (percentage of total generation) 

Production of electricity 

Percentage of total generation 

OSEMOSYS 
 

2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Biomass 9% 8% 9% 10% 12% 12% 12% 10% 11% 10% 9% 9% 8% 8% 7% 7% 7% 

Fossil fuel 45% 51% 49% 43% 48% 45% 35% 37% 40% 38% 38% 35% 31% 28% 25% 24% 24% 

Geotherm

al 

18% 11% 16% 17% 15% 19% 20% 17% 14% 18% 16% 19% 30% 36% 42% 45% 44% 

Hydro 11% 14% 11% 13% 11% 10% 17% 16% 16% 15% 19% 19% 13% 12% 11% 10% 10% 

Solar 0% 0% 0% 1% 1% 1% 1% 6% 6% 6% 6% 6% 7% 6% 6% 6% 6% 

Wind 17% 16% 15% 16% 14% 14% 16% 14% 14% 13% 12% 12% 11% 10% 9% 8% 8% 

Total 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Production of electricity 

Percentage of total generation 

MANAGE 
 

2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Biomass 9% 11% 11% 11% 11% 11% 11% 10% 10% 10% 10% 10% 9% 9% 8% 8% 8% 

Fossil fuel 45% 45% 45% 44% 42% 41% 41% 39% 38% 37% 35% 34% 32% 31% 28% 26% 25% 

Geotherm

al 

18% 16% 17% 18% 20% 21% 22% 26% 27% 28% 31% 32% 34% 36% 40% 42% 43% 

Hydro 11% 9% 9% 9% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 

Solar 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 2% 2% 3% 4% 4% 5% 6% 

Wind 17% 18% 17% 17% 17% 16% 16% 14% 14% 13% 12% 12% 11% 10% 9% 9% 8% 

Total 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
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Scenario 2 is the same scenario implemented in the OSeMOSYS model. In this scenario, 

Nicaragua sees an increase in the installed capacity of geothermal, wind, especially (and smaller 

increases in solar, biomass and hydropower). The cumulative reduction in emissions are 290 

thousand tons in CO2. Since Nicaragua has already an important share coming from renewable 

sources, the reductions coming from an additional 10 percent generation from renewable sources, 

lead to important, though modest reductions of CO2. 

 

 

Figure 2.10. Electricity generation in Nicaragua- MANAGE 

 

Scenario 3A (US$40 carbon tax with redistribution towards poorest deciles) achieves the 

highest reduction in emissions of all the scenarios closely followed by scenario3B (US$40 carbon 

tax uniform redistribution) with a cumulative reduction of 8,757 and 8,644 thousand tons of CO2, 

respectively. Scenario 4 leads to an increase in the emissions from the BaU scenario (increase in 

cumulative emissions of 6,253 thousand tons). The results achieved under Scenarios 3A and 3B 

are consistent with a 2℃ pathway, and more ambitious than the NDC presented by Nicaragua,41 

which would not be consistent with a 2℃ pathway. Scenario 3A and 3B are below the 137.5 

percent (emissions in 2030/ emissions in 2010) necessary to achieve reductions that would be 

consistent with a 2℃ reduction. Scenario 3A and 3B is around 132 percent (emissions in 2030/ 

emissions in 2010), while scenario 2 is around 143 percent and 180 percent for scenario 4.  

 
41 Nicaragua’s NDC is 60 percent of the electricity generation comes from renewable sources.  
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Table 2.4. Cumulative CO2 emissions from fossil fuel combustion in MANAGE 

  Emissions in 2014 Emissions in 2030 

Cumulative 

reductions in 

emissions 2014-

2030 

 Thousand tons 

Scenario 2                 4,513.11                  6,471.40  

                    

(290.80) 

Scenario 3A                 4,513.11                  5,967.45  

                  

(8,757.62) 

Scenario 3B                 4,513.11                  6,001.60  

                  

(8,644.36) 

Scenario 4                 4,513.11                  8,154.96   6,253.26  

 

The main reductions in emissions in Scenario 2 come from fossil fuel generation (33 percent 

reduction in emissions in 2030 with respect to BaU 2030), refined oil (-7.4 percent), and metal 

sector (-2 percent). This is consistent with what we would expect to happen; less generation from 

fossil fuel sources given the expansion of renewable power plants and therefore less demand for 

diesel and other refined oil products used in electricity generation. Other sectors, such as the 

mining sector, are slightly affected given the increase in prices of electricity. In scenario 3 (both 

A and B) the main reductions come from fossil fuel generation (26.7 percent increase in emissions 

in 2030 with respect to BaU 2030), transportation (16.1 percent), refined oil (15.8 percent), textiles 

and apparel (8.4 percent) and manufacturing (6.7 percent), with carbon intensive sectors 

experiencing the greatest decrease as is expected with a carbon tax.  There is also a reduction in 

emissions in the residential sector, however, the reduction in emissions varies depending on 

whether we are in scenario 3A or 3B. In scenario 3B, there is a reduction in emissions from all 

deciles for both urban and rural, with slightly greater reductions from higher deciles. However, in 

scenario 3A, the extra income from the poorest deciles is partly spent on more products like butane 

gas, and other commodities that lead to marginally more carbon emission from these deciles. In 

scenario 4 increases in emissions mainly comes from more emissions in fossil fuel generation as 

is expected since the generation from fossil fuel sources is 35 percent.  

The impact on GDP and other macroeconomic variables under the different scenarios is 

small and varies depending on the scenarios. In scenario 2, an expansion of generation from 

renewable sources leads to increases in electricity prices as well as capital prices, which trickles 

down to other sectors and hence leads to the decrease in exports and expenditure. The effect on 
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GDP is -0.2 percent in 2030 (see table 2.5), with a positive change in capital stock (especially in 

the power sector as is expected in this scenario). Under scenario 4, there is also a small decrease 

in GDP (0.2 percent with respect to the BaU in 2030), increase in imports (especially increases in 

petrol and other refined oil products) all due to the subsidies by the government towards electricity 

generation from fossil fuel sources which leads to and expansion of these activities. Results under 

scenario 3A (redistribution to poor household) and 3B (uniform tax shifter) are very similar, since 

in both scenarios a carbon tax of US$40/ton of CO2 is applied. Nonetheless, it is important to 

mention that in scenario 3A there is a reduction in GDP (0.4 percent with respect to BaU), while 

there is no reduction in GDP in scenario 3B. The redistribution increases the income of poorer 

deciles, but this increase in income and expenditure in poorer deciles does not offset the reduced 

expenditure coming from the richest deciles, and therefore the negative impact on GDP and 

expenditure is higher in scenario 3A than in scenario 3B, leading as well to reductions in exports 

and imports.  

 

Table 2.5. Decomposition of the change in GDP under different scenarios 

  

GDP 
Private 

expenditures 
Investment Exports Imports 

Scenario 2 -0.2 -0.2 -0.1 -1 -0.8 

Scenario 3A -0.4 -0.3 -0.9 -2.3 -1.8 

Scenario 3B 0 -0.3 1.3 -1.7 -1.3 

Scenario 4 -0.2 -0.6 0.6 2.2 1.7 

 

Equivalent variation (EV) is used as the measure of welfare for households in the MANAGE 

model. In Equation 2 the equivalent variation represents the level of income (EV) necessary to 

achieve contemporaneous utility level u, at base prices, 𝑃𝐾𝐹0. 

∑ 𝛼ℎ,𝑘 
𝑘𝑓

𝑢ℎ
𝑒ℎ,𝑘𝑏ℎ,𝑘

𝑘 (
𝑃𝐾𝐹ℎ,𝑘,0

𝐸𝑉ℎ𝑃𝑜𝑝ℎ
)𝑏ℎ,𝑘 ≡ 1                 (2) 

Welfare impacts can only be calculated in the MANAGE model. The results depend on the 

scenario and the decile and whether the household is urban or rural. Scenario 2 has a negative 

impact on the different deciles for both the urban and rural (less than 1 percent see table 2.6). The 

negative impact mainly comes from decreases in labor income (Appendix table 2.12) since the 

expansion of the power sector towards renewables leads to reductions in the demand for labor as 
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well as wages, due to increases in capital and capital cost. Though the impact on EV is modest, it 

affects slightly more the poorer deciles than the richest decile, since the gains in capital income 

offsets some of the losses in labor income, and these gains only accrue to the richest deciles.  

A carbon tax leads to a price rise relative to the BaU scenario, especially in energy 

commodities, making energy intensive commodities more expensive. The carbon tax in scenario 

3A is allocated back to the poorest 4 deciles. The poorest decile (decile 1) in both rural and urban 

areas gets 20 percent of the total carbon tax revenue (40 percent in total both urban and rural areas). 

The second poorest decile gets 15 percent of the total carbon tax revenue. The third poorest decile 

gets 10 percent, and the fourth poorest decile gets only 5 percent of the total carbon tax revenue. 

Because of this redistribution, in scenario 3A, we see the poorest deciles’ EV improving with 

respect to the BaU scenario. The increase in EV for decile 1 and 2 in rural areas is 31.9 and 21.4 

percent respectively. The increase is pronounced because these two deciles are near the poverty 

line, and the redistribution from the carbon revenue serves as an extremely effective redistribution 

program to combat poverty. The change in EV is especially pronounced in the rural areas when 

compared to the urban areas, even if they receive the same amount in the redistribution from carbon 

taxes, due to the fact that the poverty levels are more acute in the rural areas (and hence income).  

Though the gains from redistribution for the poorest deciles are large, the change in EV with 

respect to the BaU of richer deciles is small, 1 percent or less.  
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Table 2.6. Changes in welfare by decile 

  Change in EV wrt BAU 2030 

  R_hh1 R_hh2 R_hh3 R_hh4 R_hh5 R_hh6 R_hh7 R_hh8 R_hh9 R_hh10 

Scenario 

2 -0.26% -0.26% -0.26% -0.26% -0.27% -0.31% -0.39% -0.36% -0.24% -0.13% 

Scenario 

3A 31.93% 21.41% 13.68% 5.82% -1.02% -1.54% -1.85% -1.45% -1.85% -1.99% 

Scenario 

3B 0.00% -0.01% -0.01% -0.02% -0.02% -0.04% -0.04% -0.04% -0.13% -0.24% 

Scenario 

4 -1.05% -1.03% -1.03% -1.06% -1.13% -1.33% -1.37% -1.11% -0.10% 0.25% 

  Change in EV wrt BAU 2030 

  U_hh1 U_hh2 U_hh3 U_hh4 U_hh5 U_hh6 U_hh7 U_hh8 U_hh9 U_hh10 

Scenario 

2 -0.30% -0.30% -0.36% -0.33% -0.29% -0.22% -0.22% -0.25% -0.29% -0.23% 

Scenario 

3A 15.43% 7.81% 3.62% 0.40% -0.98% -1.15% -1.37% -1.27% -1.53% -1.67% 

Scenario 

3B 0.00% 0.00% -0.03% -0.08% -0.10% -0.19% -0.27% -0.27% -0.33% -0.71% 

Scenario 

4 -1.63% -1.61% -1.68% -1.42% -1.09% -0.61% -0.40% -0.54% -0.49% 0.04% 
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While in scenario 3A we redistribute the income back to only the four poorest deciles, in 

scenario 3B we use a uniform tax shifter to redistribute the carbon tax to all deciles. The effect on 

EV under scenario 3B is less favorable for poorer households, since their share of the carbon tax 

revenue is small when compared with scenario 3A. In scenario 3B, poorer deciles are slightly 

worse off than in the BaU. However, richer deciles do better in scenario than in scenario 3A, since 

the change in EV is less negative, since they get a greater portion of the carbon tax revenue. The 

investment is also much higher in scenario 3B, and since only the richer households can save, the 

capital income from the increased investment accrues only to the richer deciles.  

Finally, in scenario 4, a delay in phasing out fossil fuel plants in Nicaragua, leads to 

decreases in welfare for most deciles of the population, especially the poorest. The decreases in 

welfare under scenario 4 are coming from changes in labor income, with decreased wages when 

compared with the BaU, especially for the tertiary educated labor force. The lower labor income 

is attenuated in the richer deciles by gains in capital income with respect to the BaU, since in this 

scenario there is an expansion and heavy subsidies towards electricity generation from fossil fuel 

sources.  

  Conclusions, recommendations and further work 

This paper illustrates the soft linkage between a CGE model and an energy model, 

MANAGE and OSeMOSYS. We conclude that the rapid conversion of the electricity sector 

toward renewable technologies, does not mean hefty increases in the price of electricity in 

Nicaragua, though the geothermal and wind investments (the main technologies replacing fossil 

fuel generation) require significant upfront investment, it comes at a modest loss of GDP and 

welfare. In Scenario 2, even with a significant increase in the geothermal, wind and installed 

capacity of the country, the average cost difference with respect to the BAU scenario is US$7.3 

per MWh for the period 2014-2030. 

Under the BAU scenario, Nicaragua will not reach emissions that are consistent with a 2℃ 

pathway under any approach42. Nicaragua’s NDC has already been achieved by 2020 (60 percent 

or more from electricity generation coming from renewable sources) and a more stringent target 

(85 percent or more of electricity generation coming from renewable sources – our scenario 2 will 

 
42 Nor the capability, equal per capita, greenhouse development rights, equal cumulative per capita nor constant 

emissions ratio.  
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not achieve emissions consistent with a 2℃ pathway. A carbon tax of US$40 is the only scenario 

that would allow the country to reach its target of emissions consistent with a 2℃ pathway, with 

small reductions in GDP and a positive impact on welfare on the poor if a redistribution scheme 

targeted to the poor is used. A carbon tax with revenues redistributed back to the poor has the 

potential to serve as a very successful program to combat poverty and lift the poorest out of poverty, 

while helping the country achieve emissions consistent with a 2℃ pathway. 

Nicaragua has a lot of potential to further expand electricity generation, a potential of 1,700 

MW of geothermal capacity, with only around 40 percent reached in our optimistic scenario where 

all the geothermal projects come to fruition and are operational by 2030. Furthermore, 

hydroelectric power has the most potential for generating clean energy in Nicaragua, with more 

than 2,000 MW. Even under scenario 2, our most optimistic scenario, the country is only using 

less than 40 percent of its potential (and not just in geothermal, but it is also less than its potential 

in solar, wind and hydro). Therefore, an expansion in the power sector is possible and achievable, 

and the extra electricity not consumed in the country could be sold in the Central American market, 

to countries like Guatemala and El Salvador that have a big deficit in electricity generation 

compared to their demand.  

The next steps for our paper are to complete a full intertemporal integration, using an 

iterative model approach, where we link the CGE model and the energy model via a sequential or 

a recursive dynamic process, and compare the results with a soft linkage.  
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  Appendix 

Appendix Table 2.1. Budget shares for urban aggregates consumption categories, % 

  

Rural 

R_hh1 R_hh2 R_hh3 R_hh4 R_hh5 R_hh6 R_hh7 R_hh8 R_hh9 R_hh10 

Food 50.6% 49.5% 51.2% 45.2% 51.5% 50.8% 46.4% 44.3% 34.5% 38.9% 

Other manuf 7.0% 9.3% 9.0% 9.4% 9.5% 9.6% 11.4% 12.6% 12.8% 10.3% 

Chemicals 12.5% 11.6% 11.3% 12.7% 10.6% 11.1% 7.6% 11.0% 13.2% 10.0% 

Electricity 1.1% 1.2% 1.2% 0.9% 0.9% 0.9% 1.1% 1.2% 0.9% 1.3% 

Services 25.3% 22.5% 21.7% 24.9% 21.4% 19.9% 23.2% 22.9% 31.3% 24.2% 

Transport 3.0% 5.5% 5.2% 6.3% 5.4% 6.0% 8.0% 6.1% 6.4% 14.4% 

Oil products 0.5% 0.4% 0.6% 0.5% 0.8% 1.7% 2.4% 1.9% 1.0% 0.8% 

  

Urban 

U_hh1 U_hh2 U_hh3 U_hh4 U_hh5 U_hh6 U_hh7 U_hh8 U_hh9 U_hh10 

Food 52.6% 56.3% 55.0% 49.3% 46.5% 42.9% 42.2% 40.5% 35.2% 23.2% 

Other manuf 5.5% 6.5% 7.2% 8.8% 9.5% 9.4% 9.9% 9.8% 10.5% 17.8% 

Chemicals 8.2% 8.0% 9.1% 9.1% 8.8% 9.6% 9.6% 9.1% 9.1% 7.6% 

Electricity 1.2% 1.4% 1.3% 1.4% 1.5% 1.6% 1.7% 1.8% 1.9% 2.0% 

Services 29.3% 23.1% 23.0% 25.7% 28.2% 30.7% 31.2% 32.8% 37.0% 41.8% 

Transport 2.9% 4.5% 4.1% 5.4% 5.3% 5.4% 5.0% 5.5% 5.7% 6.7% 

Oil products 0.2% 0.3% 0.4% 0.4% 0.3% 0.3% 0.5% 0.5% 0.7% 0.9% 
 

Source: LSMS Nicaragua 2014 
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Appendix Table 2.2. Nicaragua CGE model sectors 

I.  Agriculture II. Energy  

Agriculture Thermal Public Generation  

which includes SAM 

activities Hydro Public Generation  

Coffee Thermal Private Generation  

Sugar cane Geothermal Public Generation  

Corn Hydro Private Generation  

Beans Biomass Generation  

Rice  Wind Generation  

Sorghum  
Banana III. Mining 

Soy bean Mining  

Peanuts  which includes SAM activities 

Sesame Gold and silver 

Tobacco 

Extraction of construction 

materials 

Pasture Extraction of other minerals 

Vegetables  
Fruits IV. Public Services 

Wheat Public Services 

Other agricultural products which includes SAM activities 

Agricultural services Water and distribution 

Cattle  Sewerage 

Pork Garbage disposal and others 

Poultry Government admin services 

Other animals Primary education private 

Forestry Secondary education private 

Wood Tertiary education  private 

Other forestry products Primary education public 

Fish Secondary education public 

Shrimp Tertiary education public 

Lobster Health private 

Other seafood Social services 

 Electricity transmission 

 Electricity distribution 
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V. Private Services VII. Petrol XI. Manufacturing 

Private services Petrol Manufacturing  

which includes the SAM 

activities  which includes SAM activities 

Asociation services VIII. Textile and Apparel Wood products 

Culture and sports services Textiles and apparel Paper products 

Other services  Chemical products 

Wholesale trade IX. Food Glass 

Retail Food Cement 

Accomodation services 

which includes SAM 

activities Ceramics 

Supply of food and beverage Beef Common metals 

Transportation services Frozen meat and others Metal products 

Truck services Seafood 

Manufacturing of machinery 

and transport equipment 

Water transportation Sugar Furniture and others 

Air transportation Dairy products  
Auxiliary transport Oils and fats  
Postal services Milling products  
Communication services Prepared products  
Cable services Baked goods  
Financial services central bank Other prepared goods  
Bank services Liquor  
Financial intermediary services Wine  
Insurance and pensions Malt liquors  
Real estate residential rental Non alcoholic beverages  
Real estate non-residential 

rental Tobacco products   
Commission real estate   

Machinery rental X. Construction  
Computing services Construction  

Research and development 

which includes SAM 

activities  
Law and accounting services Residential construction  

Other professional services 

Non-residential 

construction  

 

Civil engineering 

construction  
VI. Refined oil Other construction  
Refined oil  Construction services  
 

Source: Author’s own construction 
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Appendix Table 2.3. Assumptions and projections for oil 

Year 

Oil Diesel oil Fuel oil Coal Natural gas 

US$ per barrel US$ per barrel US$ per barrel US$ per metric ton US$ per cubic meter 

2016 52.9 85.1 70.0 123.6 0.12 

2017 53.9 86.9 64.6 126.7 0.13 

2018 55.0 88.6 66.2 128.2 0.14 

2019 56.7 91.7 75.1 129.8 0.15 

2020 58.5 94.6 78.2 132.1 0.16 

2021 60.3 98.2 81.9 133.5 0.17 

2022 62.2 102.0 85.8 135.1 0.17 

2023 64.1 106.0 89.7 136.5 0.17 

2024 66.2 110.1 93.9 137.8 0.18 

2025 68.3 114.4 98.3 139.1 0.18 

2026 70.5 119.1 103.1 140.4 0.19 

2027 72.7 124.1 107.9 142.2 0.19 

2028 75.0 129.4 113.0 143.8 0.19 

2029 77.5 134.9 118.4 144.5 0.19 

2030 80.0 140.7 124.1 145.3 0.19 
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Appendix Table 2.4. Elasticities used in our different scenarios 

Parameter  Explanation 
Vintage/Activity or 

Commodity  
Value/Range 

sigmacae(h,k)  CES substitution elasticity across energy goods   0.900 

sigmae(a,v) Intra-fuel substitution elasticity 
Old 0.250 

New 2.000 

sigmaf(f) 
CES elasticity of substitution for top level final 

demand bundle 
  1.010 

sigmafaa(f) 
CES  substitution across non energy goods in other 

final demand 
  1.010 

sigmafae(f) 
CES substitution across energy goods in other final 

demand 
  0.900 

sigmah1(i,h) 
CES substitution elasticity between marketed and 

home produced commodities 
  1.010 

sigmah2(i,h) 
CES substitution elasticity for home produced goods 

across source activities 
  1.010 

sigmak(a,v) Capital energy substitution elasticity 

Non-electricity 

activities 
0.800 

Electricity 

activities 
0.100 

sigmaks(a,v) Capital skilled labor substitution elasticity   0.100 

sigmamg(j) CES substitution for margin demand   1.010 

sigmanr(a,v) 
Substitution elasticity between nat. resources and net 

output 
  0.100 

sigmas(i) CES elasticity for domestic use table   1.200 

sigmasl(a,v) Intra-skilled substitution elasticity    0.500 

sigmaul(a,v) Intra-unskilled substitution elasticity   0.500 

sigmav(a,v) Capital (+E) labor substitution elasticity 
Old 0.900 

New 1.015 

sigmax(i) CET elasticity 

All commodities, 

except 
3.000 

Electricity  6.000 

Petroleum  6.000 

Refined oil 6.000 

sigmacae(h,k)  CES substitution elasticity across energy goods   0.900 

sigmae(a,v) Intra-fuel substitution elasticity 
Old 0.250 

New 2.000 

sigmaf(f) 
CES elasticity of substitution for top level final 

demand bundle 
  1.010 

sigmafaa(f) 
CES  substitution across non energy goods in other 

final demand 
  1.010 

sigmafae(f) 
CES substitution across energy goods in other final 

demand 
  0.900 
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Source: Author’s own construction 

 

 

  

sigmah1(i,h) 
CES substitution elasticity between marketed and 

home produced commodities 
  1.010 

sigmah2(i,h) 
CES substitution elasticity for home produced goods 

across source activities 
  1.010 

sigmak(a,v) Capital energy substitution elasticity 

Non-electricity 

activities 
0.800 

Electricity 

activities 
0.100 

sigmaks(a,v) Capital skilled labor substitution elasticity   0.100 

sigmamg(j) CES substitution for margin demand   1.010 

sigmanr(a,v) 
Substitution elasticity between nat. resources and net 

output 
  0.100 

sigmas(i) CES elasticity for domestic use table   1.200 

sigmasl(a,v) Intra-skilled substitution elasticity    0.500 

sigmaul(a,v) Intra-unskilled substitution elasticity   0.500 

sigmav(a,v) Capital (+E) labor substitution elasticity 
Old 0.900 

New 1.015 

sigmax(i) CET elasticity 

All commodities, 

except 
3.000 

Electricity  6.000 

Petroleum  6.000 

Refined oil 6.000 
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Appendix Table 2.5. Elasticities used on other CGE models 

Nesting structure and elasticities of substitution for several models 

Author(s) 
Nesting 

Structure 
Elasticities Technical change 

Bosetti et al. (2006) (KL)E 
𝜎𝐾,𝐿 = 1; 𝜎𝐾𝐿,𝐸 = 0.5 

  

exog TFP; endog. 

Energy specific 

Burniaux et al. (1992)d (KE)l 
𝜎𝐾,𝐸 = 0 𝑜𝑟 0.8;  𝜎𝐾𝐸,𝐿

= 0 𝑜𝑟 0.12 𝑜𝑟 1  
exogenous 

Edenhofer et al. (2005) KLE 𝜎𝐾,𝐿,𝐸 =0.4 endog. factor-specific 

Gerlagh and Van der 

Zwaan (2003) 
(KL)E 𝜎𝐾,𝐿 = 1.4; 𝜎𝐾𝐿,𝐸 =0.4 

endog. energy-specific 

Goulder and Schneider 

(1999) 
KLEM 𝜎𝐾,𝐿,𝐸,𝑚 = 1 

endog. TFP 

Kemfert (2002) (KLM)E 𝜎𝐾𝐿𝑀,𝐸 =0.5 endog. energy-specific 

Manne et al. (1995) (KL)E 𝜎𝐾,𝐿 = 1; 𝜎𝐾𝐿,𝐸 =0.4 exogenous 

Paltsev et al. (2005) (KL)E 
𝜎𝐾,𝐿 = 1; 𝜎𝐾𝐿,𝐸 = 0.4-

0.5 
exogenous 

Popp (2004) KLE 𝜎𝐾,𝐿,𝐸 = 1 endog. energy-specific 

Sue Wing (2003)e (KL)(EM) 
 𝜎𝐾,𝐿 = 0.68-0.94; 

𝜎𝐸,𝑀 =0.7; 𝜎𝐾𝐿,𝐸𝑀 =0.7 
endog. TFP 

Source: van der Werf (2007) 

 

Parameters: Elasticity of substitution  

Goods Elasticity of substitution (σ) 

Exports goods vs. Domestic goods 2.5 

Armington goods vs. General goods 2.5 

Between non electricity energies 0.25 

Non electricity vs. electricity 0.5 

Inter-electricity industry 

0.25-0.5 (assuming increases with 

time) 

Consumption vs. leisure 0.8 

Elasticity vs. VA and energy 0.7 

Intra-fossil fuel substitution in final 

demand  0.5 

Elasticity of substitution vs. oil and gas 2 
Source: Okagawa and Kanemi (2008) 
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Appendix Table 2.6. GTAP Income Elasticities 

      Target Income Elasticities of Demand  

grains  otherfood food meatlvstk  dairy  bev_tob textwapp rent_fuel other transport durables services 

AUS 0.16 0.14 0.24 0.09 0.93 0.87 1.02 1.14 1.13 1.06 1.1 

NZL 0.09 0.41 0.09 0.09 0.89 0.83 0.98 1.13 1.12 1.04 1.11 

JPN 0.09 0.34 0.71 0.54 0.9 0.85 0.99 1.13 1.12 1.04 1.12 

KOR 0.18 0.59 0.64 0.71 0.94 0.89 1.06 1.29 1.28 1.13 1.28 

IDN 0.41 0.66 0.77 1.08 0.89 0.83 1.03 1.39 1.36 1.11 1.41 

MYS 0.18 0.58 0.36 0.36 0.93 0.87 1.04 1.2 1.2 1.09 1.2 

PHL 0.19 0.64 0.66 0.5 0.96 0.9 1.08 1.33 1.32 1.15 1.33 

SGP 0.27 0.22 0.46 0.4 0.96 0.9 1.05 1.17 1.16 1.09 1.16 

THA 0.1 0.56 0.34 0.47 0.85 0.8 0.96 1.14 1.14 1.02 1.16 

VNM 0.34 0.65 0.98 0.85 0.87 0.82 1.01 1.45 1.44 1.1 1.39 

CHN 0.4 0.86 1.1 0.8 0.97 0.93 1.11 1.31 1.07 1.35 1.06 

HKG 0.18 0.33 0.32 0.48 0.92 0.87 1.02 1.15 1.14 1.06 1.17 

TWN 0.1 0.49 0.52 0.24 0.95 0.9 1.07 1.23 1.23 1.11 1.19 

IND 0.3 0.74 0.69 0.62 0.92 0.86 1.07 1.7 1.62 1.18 1.4 

LKA 0.4 0.69 1 0.67 1.02 0.96 1.16 1.49 1.46 1.24 1.56 

RAS 0.32 0.79 0.83 0.68 1.01 0.95 1.15 1.5 1.47 1.23 1.31 

CAN 0.14 0.14 0.17 0.09 0.92 0.86 1.01 1.12 1.12 1.04 1.12 

USA 0.16 0.12 0.1 0.09 0.9 0.85 0.99 1.1 1.09 1.02 1.07 

MEX 0.09 0.55 0.34 0.44 0.89 0.83 1 1.21 1.19 1.06 1.21 

CAM 0.34 0.6 0.52 0.46 0.91 0.85 1.02 1.24 1.23 1.09 1.21 

VEN 0.14 0.48 0.33 0.3 0.91 0.85 1.01 1.16 1.15 1.06 1.14 

COL 0.3 0.57 0.49 0.35 0.87 0.81 0.97 1.16 1.15 1.03 1.13 

RAP 0.26 0.58 0.62 0.51 0.89 0.83 1 1.23 1.21 1.06 1.27 

ARG 0.09 0.5 0.17 0.13 0.93 0.87 1.04 1.21 1.19 1.09 1.24 

BRA 0.19 0.53 0.52 0.41 0.95 0.89 1.06 1.23 1.22 1.11 1.19 

CHL 0.2 0.53 0.56 0.41 0.94 0.88 1.05 1.23 1.22 1.1 1.25 

URY 0.18 0.51 0.2 0.13 0.99 0.87 1.11 1.27 1.26 1.16 1.24 
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RSM 0.28 0.59 0.46 0.43 0.88 0.8 1 1.25 1.23 1.07 1.22 

GBR 0.09 0.29 0.19 0.09 0.91 0.85 1.01 1.13 1.12 1.04 1.12 

DEU 0.15 0.23 0.3 0.09 0.94 0.89 1.04 1.16 1.16 1.08 1.12 

DNK 0.15 0.24 0.29 0.09 0.93 0.88 1.02 1.15 1.14 1.07 1.12 

SWE 0.22 0.27 0.1 0.09 0.94 0.89 1.04 1.17 1.16 1.08 1.15 

FIN 0.19 0.36 0.13 0.09 0.93 0.87 1.03 1.16 1.15 1.07 1.16 

REU 0.18 0.33 0.3 0.21 0.9 0.84 0.99 1.12 1.11 1.03 1.13 

EFT 0.12 0.31 0.16 0.09 0.93 0.88 1.04 1.16 1.15 1.07 1.13 

CEA 0.17 0.55 0.41 0.4 1.02 0.96 1.14 1.32 1.32 1.2 1.29 

FSU 0.19 0.54 0.29 0.26 0.81 0.76 0.92 1.15 1.13 0.97 1.16 

TUR 0.17 0.56 0.6 0.48 0.95 0.89 1.06 1.24 1.23 1.11 1.28 

RME 0.31 0.52 0.57 0.5 0.9 0.83 1.01 1.21 1.19 1.06 1.18 

MAR 0.18 0.7 0.7 0.65 0.99 0.9 1.12 1.48 1.46 1.21 1.28 

RNF 0.23 0.68 0.68 0.55 1.04 0.95 1.17 1.45 1.43 1.25 1.29 

SAF 0.5 0.55 0.63 0.65 0.77 0.72 0.88 1.17 1.12 0.95 1.21 

RSA 0.65 0.61 0.52 0.53 0.76 0.71 0.89 1.54 1.46 1 1.35 

RSS 0.68 0.62 0.62 0.52 0.82 0.77 0.96 1.52 1.46 1.06 1.39 

ROW 0.33 0.56 0.57 0.55 0.9 0.85 1.02 1.27 1.25 1.08 1.32 
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Appendix Table 2.7. Fuel/Energy types in OSeMOSYS 

AGRBIO Solid biomass used in agriculture 

AGRCHC Charcoal used in agriculture 

AGRDSL Diesel used in agriculture 

AGRELC Nicaragua agriculture electricity demand (includes fishing) 

AGRGSL Gasoline used in agriculture 

AGRLPG LPG used in agriculture 

AGRWAT1 Water used in agriculture region 1 (Pacific) 

AGRWAT2 Water used in agriculture region 2 (Central) 

AGRWAT3 Water used in agriculture region 3 (Atlantic) 

BIO Biomass 

CHC Charcoal 

COF Coffee 

COMBIO Biomass used in the commercial sector 

COMCHC Charcoal used in the commercial sector 

COMDSL Diesel used in the commercial sector 

COMELC Electricity used in the commercial sector 

COMGSL Gasoline used in the commercial sector 

COMKER Kerosene used in the commercial sector 

COMLPG LPG used in the commercial sector 

COMWAT1 Water used in commercial sector region 1 (Pacific) 

COMWAT2 Water used in commercial sector region 2 (Central) 

COMWAT3 Water used in commercial sector region 3 (Atlantic) 

CRP Other crops 

CRU Crude oil 

DSL Diesel 

ELC001 Centrally generated electricity 

ELC002 Electricity for distribution 

GEO Geothermal energy 

GRN Grains 

GSL Gasoline 

HFO Fuel Oil 

HYD Hydro energy 

INDBIO Biomass used in the industrial sector 

INDDSL Diesel used in the industrial sector 

INDELC Electricity used in the industrial sector 

INDGSL Gasoline used in the industrial sector 

INDHFO Fuel oil used in the industrial sector 

INDKER Kerosene used in the industrial sector 

INDLPG LPG used in the industrial sector 

INDPCK Petroleum coke used in the industrial sector 

INDWAT1 Water used in industrial sector region 1 (Pacific) 

INDWAT2 Water used in industrial sector region 2 (Central) 

INDWAT3 Water used in industrial sector region 3 (Atlantic) 

KER Kerosene 

LND1 Land resource region 1 (Pacific) 
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LND2 Land resource region 2 (Central) 

LND3 Land resource region 3 (Atlantic) 

LNDFOR1 Forested land region 1 (Pacific) 

LNDFOR2 Forested land region 2 (Central) 

LNDFOR3 Forested land region 3 (Atlantic) 

LNDMPA1 Permanent meadows and pastures region 1 (Pacific) 

LNDMPA2 Permanent meadows and pastures region 2 (Central) 

LNDMPA3 Permanent meadows and pastures region 3 (Atlantic) 

LNDOTH1 Other land region 1 (Pacific) 

LNDOTH2 Other land region 2 (Central) 

LNDOTH3 Other land region 3 (Atlantic) 

LPG Liquid petroleum gas 

OHC Other hydro carbons 

OSD Oilseeds 

PCK Petroleum coke 

PRM Permanent crops 

PWRBIO Biomass used in the power sector 

PWRDSL Diesel used in the power sector 

PWRGEO Geothermal energy used in the power sector 

PWRHFO Fuel oil used in the power sector 

PWRHYD Hydro energy used in the power sector 

PWRSOL Solar energy used in the power sector 

PWRWAT1 Water used in power sector region 1 (Pacific) 

PWRWAT2 Water used in power sector region 2 (Central) 

PWRWAT3 Water used in power sector region 3 (Atlantic) 

PWRWND Wind energy used in the power sector 

RESBIO Biomass used in the residential sector 

RESCHC Charcoal used in the residential sector 

RESELC Electricity used in the residential sector 

RESKER Kerosene used in the residential sector 

RESLPG LPG used in the residential sector 

RESWATR1 Water used in residential sector rural region 1 (Pacific) 

RESWATR2 Water used in residential sector rural region 2 (Central) 

RESWATR3 Water used in residential sector rural region 3 (Atlantic) 

RESWATU1 Water used in residential sector urban region 1 (Pacific) 

RESWATU2 Water used in residential sector urban region 2 (Central) 

RESWATU3 Water used in residential sector urban region 3 (Atlantic) 

SOL Solar energy 

SUG Sugar 

TRADSL Diesel used in the transport sector 

TRAELC Electricity used in the transport sector 

TRAGSL Gasoline used in the transport sector 

TRAJFL Jet fuel used in the transport sector 

UPSDSL Diesel used in the upstream sector 

UPSELC Electricity used in the upstream sector 

UPSHFO Fuel oil used in the upstream sector 
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UPSKER Kerosene used in the upstream sector 

UPSLPG LPG used in the upstream sector 

UPSOHC Other hydrocarbons used in the upstream sector 

UPSWAT1 Water used in transformation sector region 1 (Pacific) 

UPSWAT2 Water used in transformation sector region 2 (Central) 

UPSWAT3 Water used in transformation sector region 3 (Atlantic) 

VEG Vegetables 

WATENV1 Environmental water flow region 1 (Pacific) 

WATENV2 Environmental water flow region 2 (Central) 

WATENV3 Environmental water flow region 3 (Atlantic) 

WATEVT1 Evapotranspiration region 1 (Pacific) 

WATEVT2 Evapotranspiration region 2 (Central) 

WATEVT3 Evapotranspiration region 3 (Atlantic) 

WATGRD1 Groundwater recharge region 1 (Pacific) 

WATGRD2 Groundwater recharge region 2 (Central) 

WATGRD3 Groundwater recharge region 3 (Atlantic) 

WATNAG1 Water for non-agricultural uses region 1 (Pacific) 

WATNAG2 Water for non-agricultural uses region 2 (Central) 

WATNAG3 Water for non-agricultural uses region 3 (Atlantic) 

WATPRC1 Precipitation region 1 (Pacific) 

WATPRC2 Precipitation region 2 (Central) 

WATPRC3 Precipitation region 3 (Atlantic) 

WATRUN1 Runoff water region 1 (Pacific) 

WATRUN2 Runoff water region  2 (Central) 

WATRUN3 Runoff water region 3 (Atlantic) 

WATSUR1 Surface water region 1 (Pacific) 

WATSUR2 Surface water region  2 (Central) 

WATSUR3 Surface water region 3 (Atlantic) 

WND Wind energy 
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Appendix Table 2.8. OSeMOSYS units 

# Parameter Unit Default 

1 AnnualEmissionLimit   kton 9999 

2 AnnualExogenousEmission   kton 0 

3 AvailabilityFactor   - 1 

4 CapacityFactor    - 1 

5 CapacityOfOneTechnologyUnit - 0 

6 CapacityToActivityUnit - 1 

7 CapitalCost  Million $/GWh 0 

8 DaysInDayType - 7 

9 DepreciationMethod - 1 

10 DiscountRate - 0.05 

11 EmissionActivityRatio  Mton/PJ 0 

12 EmissionsPenalty  m$/Mton 0 

13 FixedCost    m$/GW 0 

14 InputActivityRatio    - 0 

15 MinStorageCharge PJ 0 

16 ModelPeriodEmissionLimit kton 99999 

17 OperationalLife Year 1 

18 OperationalLifeStorage Year 99 

19 OutputActivityRatio   - 0 

20 REMinProductionTarget  PJ 0 

21 ReserveMargin  1 

22 ResidualCapacity   GW 0 

23 ResidualStorageCapacity   GW 0 

24 SpecifiedAnnualDemand   PJ 0 

25 SpecifiedDemandProfile  - 0 

26 StorageMaxChargeRate PJ 99 

27 StorageMaxDischargeRate PJ 99 

28 TotalAnnualMaxCapacity  GW 99999 

29 TotalAnnualMaxCapacityInvestment m$ 99999 

30 TotalAnnualMinCapacity  GW 0 

31 TotalAnnualMinCapacityInvestment m$/GW 0 

32 TotalTechnologyAnnualActivityUpperLimit   PJ 99999 

33 TotalTechnologyModelPeriodActivityUpperLimit  PJ 99999 

34 VariableCost Million $ 0 
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Appendix Table 2.9. Income elasticities used 
 

Gharibnavaz and 

Verikios (2018) 

Seale et al.(2003) 

Agriculture and food Range (0.88, 0.40) Range (0.88, 0.40) 

Natural resources Range (1.58, 0.47) Range (1.42, 1.16) 

Energy Range (0.84, 0.32) Range (1.37, 1.15) 

Wearing apparel Range (1.22, 0.49) Range (0.93, 0.90) 

Other 

Manufacturing 

Range (1.26, 0.40) Range (1.36, 1.15) 

Transportation 

services  

Range (0.94, 0.30) Range (1.41, 1.16) 

Construction Range (1.42, 0.66) Range (1.36, 1.15) 

Private services Range (1.24, 0.46) Range (1.59, 1.22) 

Public services Range (1.08, 1.06) Range (1.08, 1.06) 
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Appendix Table 2.10. Price Elasticities Used 
 

Seale et al.(2003) 

Agriculture and food Range (-0.65,-0.40) 

Natural resources Range (-1.14,-0.94) 

Energy Range (-1.01,-0.95) 

Wearing apparel Range (-0.77,-0.74) 

Other Manufacturing Range (-1.00,-0.93) 

Transportation 

services  

Range (-1.41,-1.16) 

Construction Range (-1.04,-0.93) 

Private services Range (-1.20,-1.00) 

Public services Range (-0.88,-0.87) 
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Appendix Table 2.11. Parameters assumptions in OSeMOSYS 

Variable cost   InputOutputActivityRatio   Fixed Cost   
PWRBIO002 0.001  PWRBIO001 PWRBIO 6.667  PWRBIO001 27.173 

PWRDSL001 4.5  PWRBIO002 PWRBIO 2.857  PWRDSL001 29.118 

PWRDSL002 5.3  PWRDSL001 PWRDSL 4.673  PWRGEO001 3010.06 

PWRDSL003 7.2  PWRDSL002 PWRDSL 2.786  PWRHFO001 9.118 

PWRDSL004 99999  PWRDSL003 PWRDSL 2.5  PWRHYD001 21 

PWRGEO001 0.001  PWRDSL004 PWRDSL 2.513  PWRSOL001 20.362 

PWRGEO002 0.001  PWRGEO001 PWRGEO 2.513  PWRWND001 0.304 

PWRGEO003 0.001  PWRGEO002 PWRGEO 1.74    

PWRHFO001 8  PWRGEO003 PWRGEO 2.040816    

PWRHFO002 8  PWRHFO001 PWRHFO 2.5  Discount rate 0.05 

PWRHFO003 8  PWRHFO002 PWRHFO 2.326    

PWRHFO004 8  PWRHFO003 PWRHFO 3.135  Operational life  

PWRHYD001 0.32  PWRHFO004 PWRHFO 2.5  

Just electricity 

technologies 

PWRHYD002 0.32  PWRHYD001 PWRHYD 1  PWRBIO002 25 

PWRHYD003 0.32  PWRHYD002 PWRHYD 1  PWRDSL001 25 

PWRHYD004 0.32  PWRHYD003 PWRHYD 1  PWRGEO001 40 

PWRHYD005 0.32  PWRHYD004 PWRHYD 1  PWRHFO001 25 

PWRHYD006 0.32  PWRHYD005 PWRHYD 1  PWRHYD001 100 

PWRSOL001 0.001  PWRHYD006 PWRHYD 1  PWRSOL001 25 

PWRSOL002 0.001  PWRSOL001 PWRSOL 1  PWRWND001 25 

PWRSOL005C 0.001  PWRSOL002 PWRSOL 1    
PWRSOL006R 0.001  PWRSOL005C PWRSOL 1  Yearsplit   
PWRWND001 0.001  PWRSOL006R PWRSOL 1  SEA1BAS 0.227 

PWRWND002 0.001  PWRWND001 PWRWND 1  SEA1INT 0.207 

PWRWND003 0.001  PWRWND002 PWRWND 1  SEA1PEK 0.062 

PWRWND004 0.001  PWRWND003 PWRWND 1  SEA2BAS 0.231 

   PWRWND004 PWRWND 1  SEA2INT 0.21 

       SEA2PEK 0.063 
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Appendix Table 2.12. Labor Income  

Change of labor income  in year 2030 w.r.t. BaU  

  

Scenario 

2 

Scenario 

3A 

Scenario 

3B 

Scenario 

4 

R_hh1 -0.2% -1.0% -0.6% -0.5% 

R_hh2 -0.2% -1.0% -0.6% -0.5% 

R_hh3 -0.2% -1.0% -0.6% -0.5% 

R_hh4 -0.2% -1.0% -0.6% -0.5% 

R_hh5 -0.3% -1.1% -0.7% -0.6% 

R_hh6 -0.3% -1.4% -1.0% -0.9% 

R_hh7 -0.5% -1.8% -1.0% -1.1% 

R_hh8 -0.5% -1.5% -0.6% -1.0% 

R_hh9 -0.7% -2.2% -0.8% -1.1% 

R_hh10 -0.7% -2.2% -0.9% -1.0% 

U_hh1 -0.3% -1.0% -0.6% -1.0% 

U_hh2 -0.3% -0.8% -0.4% -1.0% 

U_hh3 -0.3% -1.2% -0.7% -1.0% 

U_hh4 -0.3% -1.2% -0.7% -0.8% 

U_hh5 -0.3% -1.3% -0.7% -0.7% 

U_hh6 -0.3% -1.4% -0.8% -0.7% 

U_hh7 -0.4% -1.6% -0.8% -0.8% 

U_hh8 -0.4% -1.4% -0.8% -0.8% 

U_hh9 -0.5% -1.9% -0.9% -0.7% 

U_hh10 -0.6% -2.2% -0.9% -0.7% 
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Appendix Table 2.13. Wage impacts of climate change scenarios 

 

  

Primary 

education 

Secondary 

education 

Tertiary 

education  

Primar self 

employed  

Secondary  

self 

employed 

Tertiary 

self 

employed 

Scenario 

2 -0.33% -0.34% -1.64% -0.14% 0.12% -1.60% 

Scenario 

3A -1.14% -1.96% -5.37% -0.03% -2.00% -5.24% 

Scenario 

3B -0.70% -1.38% -2.02% 0.18% -1.46% 0.22% 

Scenario 

4 -1.35% -0.46% -1.70% -0.13% 1.97% -2.81% 
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 WIND ENERGY, RURAL AMERICA AND ECONOMIC 

DEVELOPMENT: A QUANTITATIVE STUDY OF TWO COUNTIES 

At the beginning of 2000, wind generation was 5,593 GWh in the U.S. By 2017, electricity 

generation from wind had increased 45 times, reaching 254,303 GWh. 43 By 2030, it is expected 

that wind will supply 20 percent of all U.S. electric power. 44  The increase in wind energy 

production has come from developments in wind energy technology that have reduced the cost of 

electricity generated, which has been on par with coal since 2014. 45. 

The landscape of many rural counties in the U.S. has been transformed by the rapid spread 

of utility scale wind farms. While almost no U.S. counties had any wind farms prior to 2008, today 

many small counties throughout the Midwest, South and Great Plains produce enough power to 

serve 100,000 homes. We chose two such rural counties, Benton and White counties in Indiana, 

for a detailed case study on how they have been affected by utility scale wind power generation. 

These two counties possess many wind turbines and are relatively small; thus, we expected an 

observable effect. The contribution of wind is almost one-fifth of the GDP for Benton county, 

making it possible to measure. Moreover, the wind endowment in Indiana varies across counties, 

with northwest and central Indiana having the best average wind speeds. Since utility scale wind 

generation has been rapid and differentially distributed, it allows for a difference-in-difference 

type of study. 

Wind farms tend to locate in rural America, which has been especially hit by the decline in 

manufacturing jobs. Wind farms can bring massive amounts of external capital investment into 

rural counties, along with high expectations that such investments will boost the local economy, 

create jobs and provide additional local revenues. Most econometric and Input-Output (I-O) 

studies have studied the average effects of wind farms on employment and income. By contrast, 

we will analyze the local effects rather than the average effects. In our study, we found that the 

 
43 Electric Power Monthly (EIA, 2019). 
44 Report ”20% Wind Energy by 2030” EIA (2008). 
45 Using 300-400 feet turbines Cardwell (2014) 
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local per capita income effect of utility scale wind is around 7 percent in each county, which 

translates to an increase of $2,800 (2017 dollars) per year due to wind power industry. 46 

Furthermore, average effect studies do not address the distributional consequences of the 

impact of wind farms, as we do in this study. Counties have provided wind farms important tax 

incentives for locating within their jurisdictions, in addition to federal incentives for wind farms. 

As such, it is important to understand how the benefits are allocated. Are the incentives accruing 

to local workers and landowners, or are they mainly going to the owners of capital from outside 

the county? Based on our research, the owners of capital and landowners are the clear winners in 

the redistribution. 

  Benton and White Counties 

Benton and White counties have had utility wind generation since 2009. 47 The growth of 

the wind power industry has been very rapid in these counties. There was no wind power generated 

in Indiana before 2008, and by 2010 the nameplate capacity had reached 1,036 MW, ranking 12th 

out of all of the states in the U.S. The average height of the turbines in the state of Indiana is 262 

feet (80 meters). 48 The cost of each wind turbine is around $2-3 million dollars. Benton County is 

the county with the most wind turbines in the state; with 495 towers or turbines in 2012. The impact 

on the GDP of wind power generation is very significant for both counties, with the sales of wind 

power energy averaging $56 million for both counties. 

Both Benton and White counties are located in north-central part of the state. Both counties 

are rural, heavily dependent on agriculture (corn and soybean). They are also small, particularly 

Benton county, with less than 9,000 residents. The population in these counties, just like in other 

counties in rural America is declining, with a median income of $50,000 per year.49 

 
46  Econometric studies have found that the average aggregate increase in county level personal income is 

approximately $11,000 (or 24 percent increase Brown et al. (2012)). Input-Output models average effects are even 

greater, with earnings per MW generated at the county level that oscillate between $18,180 - $50,080 in 2008 dollars 

(GAO, 2004). 
47 They are not the only counties with wind power, but the most important ones in terms of generation. Madison, 

Tipton and Randolph counties also have utility scale wind, but they are relatively late comers (Grant and Howard 

counties are also projected to have wind farms in the future). 
48 The cost curve are heterogeneous among the different states. States like Texas, Oklahoma, Iowa have greater wind 

endowments, greater wind speeds. Moreover, though Indiana has average height wind turbines, the taller the turbines 

the lower the cost, hence 400 feet turbines, which are becoming more common make the returns greatly heterogeneous, 

another reason why we are focused on local effects rather than average effects. 
49 https://datausa.io/profile/geo/benton-county-in 
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 Timeline of Utility Scale Wind in Indiana 

The development of wind farms started in 2003, with the Tall Towers study that “developed 

wind maps for the state and identified candidate sites for wind farms” (Mulvaney et al., 2013). The 

study found that Benton County and surrounding area was” commercially developable area in 

terms of wind production” (GEC, 2005). Then in 2006, Benton County passed an ordinance to 

allow the construction of wind turbines within the county. Benton County Wind Farm, the first 

project to establish utility scale wind in the state of Indiana started commercial operations in 2007, 

though wind generation did not start until 2008. The energy is sold to Duke Energy, which sends 

it to Kentland substation and then to the Chicago Market.50 Fowler Ridge, another big project 

located in Benton County, quickly followed, with the commercial operation starting in 2008 for 

phase I and III and 2009 for phase II. Fowler Ridge also sells the majority of its electricity outside 

the state, to the Appalachian Electric Company in Virginia. Amazon Fowler Ridge is the last 

newcomer to Benton County. It started operations in 2016, and unlike the rest is selling it directly 

to Amazon Web Services. 

White County operations began in 2009, a year later than Benton. The developer for this 

county has been Horizon Wind Energy, which has developed the project in four phases but had all 

phases online by October 2010. Just like Benton County, the energy is being sold to a major 

electricity utility company, American Electric Power (AEP) to be sold to wholesale markets.51  

It is important to mention that most of the wind farms were fully operational by 2010, and 

that when we calculate the effects on the local outcomes, we do so by averaging over the years 

2010-2015.  

Another reason why these counties were chosen by the wind developers was the proximity 

to the PJM regional transmission grid. The PJM grid provides energy used to meet the renewable 

portfolio standards for 13 states (Mulvaney et al., 2013). 

 
50 http://www.bentoncounty.in.gov/windfacts 
51 U.S. Wind Energy Projects - Indiana”. American Wind Energy Association. 2010-09-30. Archived from the original 

on 2012-12-28. Retrieved 2011-03-07 and ”Indiana Office of Energy Development - Wind Power”. IN.gov - Official 

Website of the State of Indiana. 
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 Revenue and Benefits from Wind Power 

The revenue generated from wind power was calculated for 2015.52 For the calculations, 

we use wind production during the different times of the day and the year and use average prices 

of energy for the different time slices. 53The average revenue for the counties is around $56 million 

per year. 

The benefits to the community have consisted in direct payments that have gone towards 

various programs, specifically payments to school corporations, road improvements, supplement 

funding for schools, libraries and an industrial park. Wind companies make payments for the 

restoration of damaged roads and drainage tiles, which happens during the transport of the wind 

turbines. According to interviews with economic development officials in the county as of 2019, 

Benton county had received $26 million from wind companies and similar amounts for White 

county, excluding taxes. The taxes paid to Benton county from 2008 until 2018 were estimated to 

be $3 million with the hopes of increases when the abatements expire. By 2012, the assessed value 

of the 495 turbines located in Benton County was $1.319 billion. The abatement expires in 2018, 

in which year they would owe the county $3.7 million per year in taxes.54 White County is 

expected to receive similar amounts in payments and taxes. 

Landowners have also benefited from payments. The amount paid to each landowner has 

been variable, depending on the company to which they lease land and the phase of the project13. 

The payments consist of a yearly compensation for the lease of land and a percentage of the energy 

produced by the turbines. The payments average around $7,000 per turbine. The lease agreement 

states that landowners lease one acre of land per turbine, though in reality, the turbines take only 

0.25 of an acre per wind turbine, therefore, the landowners are able to have wind turbines on their 

property as well as continue producing soybean and corn. 

 Incentives 

Recent U.S. policy to promote wind energy generation has largely relied on federal 

production tax credit (PTC). The PTC is an inflation adjusted per kilowatt hour tax credit available 

for electricity that is generated from renewable sources. The tax credit awards $0.015 per kWh in 

 
52 2015 is an average year, hence a good year to obtain average revenues. 
53 Indiana Hub RT. 
54 Prepared by the Indiana Department of Local Government Finance, Utility Assessment Overview. 
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1993 dollars, given the inflation adjustment, the tax credit was $19/MWh or $24/MWh in 2017. 

The credit lasts for 10 years after the date the facility is placed in service55. The PTC was originally 

enacted in 1992 and has been renewed and expanded numerous times. In 2009, most recently 

through the American Recovery and Reinvestment Act of 2009 and later in 2011 through the 

American Taxpayer Relief Act of 2012, and lastly through the Tax Increase Prevention Act. The 

benefits of the tax credit has helped offset the capital cost of the wind turbines (GAO, 2004). 

Currently, there is an extension of the PTC of 5 years, that is scheduled to expire in 2020. 

Besides the PTC, which has been the most impactful policy incentive in the recent years 

(DOE, 2004), there is also, the Investment Tax Credit (ITC), the Section 1603 Grants Program56 

(part of the American Recovery and Reinvestment Tax Act of 2009) and the accelerated 

depreciation. The ITC provides a 30 percent tax rebate on the amount of capital expenditures. The 

Section 1603 program provides payments to reimburse eligible applicants for a portion of the cost 

of installing the specified energy property (USDT), 2019). Section 1603 Program is in lieu of the 

ITC, hence not both can be taken at the same time. Accelerated depreciation has allowed the 

depreciation of the wind investment over a 5- or 6-year period rather than 20 to 25 years that are 

the actual life of the wind turbines. Even shorter periods than 5 years have been periodically 

available since 2008, which provides great advantages tax-wise and financially. 

There are also incentives at the state level for wind power. In the specific case of Indiana, 

there is the Renewable Energy Tax Exemption. This exemption is for any wind system producing 

electricity installed after December 31, 2011, allowing for the assessed value of the system to be 

exempt from property taxes. Moreover, also at the state level, there is the Indiana Sales Tax 

Incentive for Electrical Generating Equipment, where all the machinery, equipment and tools that 

are used in the production of renewable technology are exempt from sales tax57. 

At the local level, both counties have in place tax abatement for the wind power generation. 

The abatement allows the operators of the wind turbines to reduce and in some cases eliminate the 

property taxes that are due at the local level or district level (for at least several years). 

As seen in Figure 3.1, if the wind developers are cash strapped, then they tend to take the 

cash grant over the PTC. The cash grant has been taken by most of the developers in White County. 

 
55 https://www.energy.gov/savings/renewable-electricity-production-tax-credit-ptc 
56 To be a beneficiary of the program, the energy properties had to be began construction or be in service in 2009,2010 

or 2011, the program is no longer accepting applications 
57 https://www.in.gov/oed/2413.htm 
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The accelerated depreciation and the tax abatement are taken by both types of companies, cash-

strapped and regular companies. 

 

 

Figure 3.1. Incentives and Benefits to Wind Developers and Generators 

 Literature Review  

The literature review consists in the methods used to estimate the effect of wind power at 

the local level. 

3.5.1 Measurements of the Impact of Wind Power 

In part one, we describe the methods that have been used to estimate the effects of wind power on 

rural outcomes. The methods used can be organized into 3 main types: Input-Output (I-O) models, 

project level studies and finally ex post econometric analysis. I-O models give us multipliers that 
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can be used to “estimate the economy wide effects that an initial change in economic activity has 

on a regional economy” (Bess and Ambargis, 2011). Hence, I-O models estimate “sectorial impact” 

in the demand at the regional level. However, the multipliers provided by these models are the 

same, regardless of whether the change comes from more government spending or a change in 

demand. Moreover, I-O models make assumptions that may not be true (Bickel (1987), Cheney 

(2018), DeSilva et al. (2015), Ten Raa (2009), Walras 1874): a) “Fixed proportion usage for all 

industrial inputs and factors of production”. This implies that if an industry doubles its inputs, the 

outputs will also double, and there will be no substitution. b) “Supply of inputs and factors is 

assumed to be perfectly elastic”, with no increase in the prices or cost of production (but that may 

not hold since normally wind farms are in rural communities with limited factor or input supply 

((Leontief, 1955), (DeSilva et al., 2015)). Furthermore, I-O models require model coefficients that 

tend to be based in national rather than local input-output tables (or the national coefficients are 

adjusted to reflect also the ratio of an industry’s share of regional earnings to the industry’s share 

of national earnings). All the elements mentioned above, tend to distort the local impact. 

As Bess and Ambargis (2011) explains, the assumption of fixed proportion usage also 

implies that there is a fixed production pattern with respect to labor. Changes in output in I-O 

models imply that a proportional change in jobs that is based on the patterns of the average 

production in the local economy. This may not be the case, since the firm may choose to increase 

the number of hours that an employee works, rather than hire an additional person. Therefore, a 

change in output may not lead to a change in the number of jobs. It also assumes that that the firms 

in the regional or local economy are operating below full capacity, hence “employees are available 

for hire at the existing wage rate”.  

There are several studies measuring the impact of wind generation at the county level using 

Input-Output Analysis. A well-known I-O study of wind farms is done by Lantz and Tegen (2009). 

This study is interesting since it not only finds the empirical estimates of projects that are in 

operation but compare its results with previous studies of community wind projects.58 The study 

finds that wind projects provide “4-6  jobs per year per MW during construction and 0.3-0.6 long 

term jobs per MW during operations”. Moreover, “comparing retrospective results of community 

wind to hypothetical average absentee projects, the impacts are 1.1-1.3 times higher during 

 
58 Community wind projects are locally owned development projects; hence the impact of projects own by the 

community should be higher than those own by companies outside the community. 
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construction and during operations are 1.1-2.8 times higher for community wind”. However, this 

study, like other Input-Output studies makes the assumptions previously stated above. 

One of the other approaches to measuring the impact of wind generation at the county level 

is through project level case studies. Project level case studies may overestimate the economic 

development impacts of wind development since they commonly use self-reported employment 

and income ((Brown et al., 2012), (Loveridge, 2004)). Moreover, since they focus solely on direct 

impacts and on individual cases, they may not representative, since they may be based on peak 

jobs rather than average jobs or full-time jobs ((Brown et al., 2012), (DeSilva et al., 2015)). 

The U.S. Government Accountability Office (U.S. GAO) performed in 2004 one of the 

first and most widely cited project level studies that measures the economic development impact 

from utility scale wind generation. GAO studied 11 counties, through interviews and site visits. 

The study found that although wind power does not contribute significantly to total farm income 

in 10 states with the highest installed wind power capacity; it has considerably benefited some 

farmers and rural communities. On average the study cites that a land lease for wind turbines 

receive $2,000-$5,000 per turbine per year, and hence add to employment and tax revenues. 

Moreover, the lease payments guarantee a relatively stable income, which may last for more than 

20 years. Furthermore, large wind power projects have been established in some of the nation’s 

poorest rural counties. In the case where the farmers owned or partially owned the turbine, the 

lease payments could add to several thousand dollars per year for a turbine, and that would double 

or triple their income. The estimates of job per MW oscillate between 0.3 to 0.6 (during operations), 

and the earnings per MW generated are between $18,180 to $50,080 (in 2008 dollars) when it is 

owned by somebody outside the community. If the wind turbines are owned locally the jobs 

estimations are higher, between 0.9 -1.3 jobs per MW; and $92,040-$135,690 (in 2008 dollars). 

Finally, but not less important, the third approach is econometric analysis. Econometric 

studies provide an average estimation of the effect on local outcomes of wind scale generation at 

the county level by using a large number of counties that have wind power in the U.S. However, 

the estimates obtained are still the average of the effect on all the counties studied. Brown et al. 

(2012) is the first to conduct an ex-post econometric analysis at the county level of wind power 

installations of wind power (using an IV variable: availability of high-quality wind resource). The 

paper found that for each megawatt of wind power capacity installed in the period 2000-2008, the 

county-level personal income increased approximately by $11,000 and employment increased by 
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0.5 jobs. DeSilva et al. (2015) uses a similar methodology, however they find that there are only 

modest impacts on employment at the industry level, and no effect at the county level for the state 

of Texas.  

Given the shortcomings of the I-O model and project level case studies, and the fact that 

econometric studies give us only “average” effects, we needed another method to measure the 

impact. We chose Synthetic Control Method (SCM) since it is a “powerful, yet surprisingly simple 

generalization of the differences in differences strategy” (Cunningham, 2018). If we use an 

econometric model, we are going to get estimates, but these estimates will be average estimates 

that may not match the reality of all counties. If we use difference in difference, we may run into 

the trouble that the selection of the control group is ad hoc and there is sampling variance in the 

standard errors. For all of these reasons we believe that synthetic control is the best method to 

measure the effect a capital-intensive investment in counties in the U.S. and there is no ad hoc 

selection of the control group. 

 Data 

For the synthetic control estimations, we use county level panel data for the period 1970- 

2015. Our sample period begins in 1970 since it is the first year that we have data for most of the 

variables, while at the same time giving us 36 years of pre-treatment period. The year chosen for 

treatment period is 2006. Construction in Benton started in 2007, by choosing the year 2006, we 

make sure to account for any increase in employment due to the construction of the wind farms, 

including even the effect of hiring of land surveyors. We also chose 2006 so that it is a year before 

the Great Recession, a very atypical period, with higher unemployment and lower per capita 

income than average. The last year of available data for most of our variables is 2015. We measure 

the effect from 2010-2015, so that we get 6 years of the impact of the wind farms, where most of 

the projects are fully operational. Moreover, 6 years seems a reasonable period to measure the 

impact at the county level. 

Our outcome variables are per capita income (logged), employment (logged), fiscal 

revenue (logged), and personal income (logged) which are adjusted, and a moving average is used 

(3 year moving average). The difference between per capita income and personal income is that 

personal income is an aggregate measure of the county level of income, while per capita income 

considers the population. Moreover, per capita income consists of wages, cash received, self-
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employment income, interest, dividends, social security (and other payments from the state) 

received by individuals. Personal income considers the income of individuals as well as those of 

non- profit institutions that primarily serve the individuals, as well as funds. The predictor 

variables are population (logged), poverty rates, education (at least a bachelor’s degree), 

population density, distance to work, county-level area of harvested corn and soybean. Only corn 

and soybean are taken into account, since these are the only two crops harvested in White and 

Benton County. 

The predictor variables are average over the period 1976-2005 and augmented by adding 

three years of lagged outcome variable (1980, 1997, and 2005). Appendix C provides additional 

information about the data sources. When running synthetic control, we dropped counties located 

in metropolitan areas, since we are trying to reproduce the local outcomes in Benton and White 

counties, which are rural counties. We also dropped neighboring counties to account for possible 

spillover effects. We use standard synthetic control techniques, where the synthetic Benton and 

White County reflect the values of the different outcome predictor variables for our different 

outcome variables before the construction of wind farms in the counties. We estimate the effect of 

utility wind generation in these counties by taking the difference between our different outcome 

variables in White and Benton County respectively versus their synthetic versions before 2006. 

We also perform percentile rank statistics and placebo studies to confirm whether our estimates 

are large relative to the ones obtained if we apply the same analysis to donor counties. 

 Methodology and Estimation Methods 

3.7.1 Synthetic Control Method 

The synthetic Control Method (SCM) is a relatively new method for policy evaluation 

developed by Abadie and Gardeazabal (2003), Abadie et al. (2007). According to Cunningham 

(2018) “the synthetic control approach developed by Abadie and Gardeazabal (2003), Abadie et 

al. (2007), and Abadie et al. (2015) is arguably the most important innovation in the last 15 years 

(Athey and Imbens, 2017).” The appeal of SCM versus other methods lies in its simplicity; it is a 

“generalization of the difference-in-difference” method (Cunningham, 2018). Moreover, it has the 

added bonus that the researcher does not have to do a selection of the control group via ad hoc 

methods. SCM allows the researcher to “optimally choose a set of weights when applied to a group 
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of corresponding units; to produce an optimally estimated counterfactual to the unit that received 

the treatment.” Moreover, SCM estimated causal effect is based on the outcome in a given year. 

The counterfactual is based on the same year, so there is no extrapolation, but rather interpolation 

(Abadie et al., 2007). 

By optimally choosing a set of weights, the SCM allows the researcher to see the weights 

chosen for the counterfactual unit. This sometimes may make the process of explaining the 

selection harder, since in our case somebody may object to a specific county being used, but unlike 

a regression, the weights are not done blindly (Cunningham, 2018). Furthermore, SCM allows 

merging qualitative approach with a quantitative approach (Cunningham, 2018). This is especially 

important for our study, since to be able to make a convincing argument about the applicability of 

the results to local policy makers, we need to introduce some elements from interviews to the 

personnel at the county level. Finally, but not less important. Abadie et al. (2007) and Cunningham 

(2018) point out how it “removes subjective researcher bias”, since the weights are not chosen by 

the researchers but rather by a formula that is intended to minimize a distance function, given a set 

of covariates. SCM uses longitudinal data to build the weighted average of non-treated units or 

control units that best reproduces characteristics of the treated unit over time, prior to treatment. 

Then the impact of treatment is quantified by a simple difference after treatment: treated vs 

synthetic cohort ((Abadie et al., 2007), (Fernandes et al., 2016)). Time varying unobservable make 

difference- in-difference (D in D) or even propensity score matching with D in D invalid59 (Sovich, 

2019), and this is another reason why we have chosen SCM. 

SCM is constructed jointly to minimize differences between treated and synthetic units, 

while also taking into account “the time path of the outcome variable for the treated and synthetic 

unit in the pre-treatment period” ((Fernandes et al., 2016), (Sovich, 2019)). In our case the data 

that we have is counties, with j=1,2……J over T periods (years). Where j=1 is the treated county, 

and the other counties are the donor pool that do not have wind power. 𝑌𝑗𝑡  is our outcome variable 

of interest, i.e.  per capita income.  

Following Abadie et al. (2007) we have: 

𝑌𝑗𝑡
𝑁 =  𝛿𝑡 +  𝜋𝑗𝑡                                                                     (1) 

 
59 In the case of Propensity Matching Scores (PMS) only accounts for the observed and observable covariates. Factors 

that affect assignment to treatment and outcome but that cannot be observed cannot be accounted for in the PMS 

procedure. 



 

 

88 

𝑌𝑗𝑡
𝐼 =  𝛿𝑡 + 𝛼𝑗𝑡𝐷𝑗𝑡 +  𝜋𝑗𝑡                                                     (2) 

𝜋𝑗𝑡 =  𝜃𝑡𝑋𝑗 + 𝜆𝑡𝜇𝑗 +  휀𝑗𝑡                                                    (3) 

With: 

t: time (in years) 

j: County 

𝑌𝑗𝑡
𝑁is the untreated observation  

𝑌𝑗𝑡
𝐼  is the treated observation  

𝐷𝑗𝑡=1 for treated firm, post treatment 

 𝛿𝑡 is an unobserved common factor (e.g. time FE) 

𝛼𝑗𝑡 is period-specific treatment effect  

𝜃𝑡
′   is a vector of parameters 

𝑋𝑗  is a vector characteristics of unit j (e.g. population, education, etc.)60 

𝜆𝑡
′  is a vector of time varying factors (common unobserved factors) 

𝜇𝑗 is a vector  of unknown factor loadings 

 휀𝑗𝑡  is an independent and identically distributed (i.i.d) transitory shock 

A consistent estimate of 𝛼𝑗𝑡 can be obtained by subtracting (2) - (1) if (𝜆𝑡
𝐼 −  𝜆𝑡

𝑁 ) 𝜇𝑗 ≈ 0. 

This occurs in SCM under certain conditions61, where “V is some (k x k) symmetric and positive 

semi definite matrix” (Abadie et al., 2007). Typically, V is a diagonal with main diagonal 𝑣1, . . 𝑣𝑘. . 

V represents the relative importance of each “matching variable” in determining the weights62  

Let 𝑊 = (𝑤2, … , 𝑤𝐽+1) be a vector of weights with 𝑤𝑗 ≥ 0 ∀𝑗. Given V, choose elements 

of the W (weight) matrix 𝑤𝑗 to minimize pretreatment gaps between characteristics of synthetic 

and treated or control units (see Table 3.1 for the weights used for the synthetic White and Benton 

County). 

 𝑋1 and 𝑋0are chosen as predictors post intervention outcomes, with the weights chosen to 

minimize ∥ 𝑋1 −  𝑋0𝑊 ∥. 

 
60 County characteristics is exogenous data used, the other listed here are coefficients that are estimated 
61 If the pre-treatment period is sufficiently large, the average factor loadings of control county equal the loadings of 

the treated county, and hence any correlation between weights and the error term will go to zero. 
62 There are various ways to choose V; we could minimize MSPE, cross-validation, regression, subjective assessment 

of predictive power of X, etc.) 
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∥ 𝑋1 − 𝑋0𝑊 ∥= √(𝑋1 − 𝑋0𝑊)′𝑉(𝑋1 − 𝑋0𝑊)63                                            (4) 

subject to 𝑤𝑗 ≥ 0, ∑ 𝑤𝑗𝑗≠1 = 164. 

In our case j=1 is the treated unit, and there are J+1 treated units. Let 𝑋𝑗𝑚 be the value of 

the m-th covariate for county j. Then, synthetic control weights minimize: 

∑ 𝑣𝑚(𝑋1𝑚 − ∑ 𝑤𝑗𝑋𝑗𝑚)2

𝐽+1

𝑗=2

𝑘

𝑚=1

                                                                     (5) 

With 𝑣𝑚 is a weight that reflects the “relative importance” assigned to the m-th variable 

that we use to measure the difference between our treated county and the synthetic control county 

(please see Table 3.2, where we see the relative importance that we assigned to the different county 

characteristics).  𝑊∗ depends on the choice of V, and 𝑊∗(𝑉) should match the behavior of the 

outcome variables for Benton and White County in the absence of wind power. 

Given W, choose elements of V to best fit the pre-treatment time path of the outcome 

variable Y. 

𝑚𝑖𝑛𝑉𝑀𝑆𝑃𝐸(𝑌) =  ∑(𝑌1𝑡 − ∑ 𝑤𝑗
∗(𝑉)

𝐽+1

𝑗=2

𝑇0

𝑇=1

𝑌𝑗𝑡)2                         (6)65 

This problem can be thought of as a bi-level problem, where the main objective is the 

minimization of the difference between the observed variable Y (in our case this will correspond 

to the income, employment and fiscal revenue) and the synthetic Y variable. On the lower level, it 

is a minimization of the vector of weights given the vector of V (or the combination of our predictor 

variables). So we are going to find, for each county the αjt or the effect of the treatment on that 

counties, or the gap between 𝑌1𝑡 −  ∑ 𝑤𝑗
𝐽+1
𝑗=2 𝑌𝑗𝑡 . 

 
63 Because only one county at the time is exposed to the intervention and only after period 𝑇0 (with 1 ≤𝑇0  ≤ T) we 

have that 𝐷𝑖𝑡= 1 if j=1 and t > 𝑇0 , 0 otherwise.  
64 X are explanatory variables. As explained in Firpo and Possebom (2017). The weights are the solution to a nested 

minimization problem, where �̂�(𝑉) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑊∈𝜔(𝑋1 − 𝑋𝑗𝑊)′𝑉(𝑋1 − 𝑋𝑗𝑊) . Moreover, �̂�  = 𝑎𝑟𝑔𝑚𝑖𝑛𝑉∈𝜐  (𝑌1 −

𝑌0�̂�(𝑉))′𝑉(𝑌1 − 𝑌0�̂�(𝑉)), �̂� is a weighting vector that measures the relative importance of each county and is the 

relative importance of each of the K predictors. SCM makes county 1 as similar as the actual county, while at the same 

time considering the K predictors and the “pre-intervention values of the outcome variables when we choose the 

Euclidean metric) to evaluate the distance between county 1 and the SCM predicted values”. However, that is not the 

only way, Abadie and Gardeazabal (2003), and Abadie et al. (2007) propose two other ways to choose the V. 
65 In our case j=1 is the treated unit, and there are J+1 treated units 
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3.7.2 Percentile Rank Statistics 

In the previous section we discussed the methodology of synthetic control to be used. 

However, one question remains, whether the estimate obtained from synthetic control is 

statistically significant. To be able to answer that question, we need to test whether the estimate 

that we obtained for Benton and White County is larger than of another county chosen at random, 

and that was applied the treatment. The percentile rank is a “simple, distribution-free method for 

pooling synthetic control case studies” (Dube and Zipperer, 2015). The percentile rank statistic as 

proposed by Dube and Zipperer (2015) estimates the average treatment over a specific time period 

as follows: 

𝛽�̂� =  
1

(𝑇 − 𝑇0)
∑ (𝑌𝑐𝑡 − ∑ 𝑤𝑘𝑌𝑘𝑡)                       (7)

𝐾𝑐

𝑘=2

𝑇

𝑡=𝑇0+1

 

where 𝛽�̂� is the average treatment effect or the effect at the county level of wind power over (T -

𝑇0) post-treatment period, and 𝐾𝑐 is the donor pool for the treated county. Our post-treatment 

effect uses the same 6 year window (2010-2015) that we used for synthetic control66. 

Dube and Zipperer (2015) percentile rank statistic allow us to determine whether wind 

power had a statistically significant effect, e.g., the 𝛽�̂�  lies in the extreme tails of the distribution 

of the placebos, and hence whether the effect of wind power is large relative to the effect of wind 

power on a county at random67. 

The percentile rank statistic is a method that allows us to estimate the mean effect of wind 

power on counties in Indiana using statistical inference. The percentile rank statistic is calculated 

as 𝑝𝑐 =  𝐺𝑐 ̂(𝛽�̂�)  where 𝐺𝑐 ̂  is the empirical cumulative distribution function (CDF) of the 𝛽�̂� 

statistic. The percentile rank statistic is uniformly distributed on the unit interval under the null 

hypothesis of no impact of wind power at the county level (𝛽�̂� = 0)68. Pooling across Benton and 

White counties strengthens the statistical inference.  

The percentile rank statistic allows us to pool the results obtained for Benton and White 

County, measuring the effect of wind power on per capita income for the state of Indiana.  However, 

 
66 We could have used a longer post-treatment period, 2007 rather than 2010. However, we wanted to make sure that 

the effect of wind power at the county level was in full effect, hence we use 2010. Nonetheless, there is hardly any 

difference in terms of the treatment effect even if we use as start year 2007. 
67 To be able to create the distribution, we ranked the counties in relation to the point estimates of 40 placebo counties, 

and then divide the rank by 41 (40 placebos + 1 treated countries). 
68 We will find the effect of wind power at the county level with a 5 percent confidence level for a two-sided test. 
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we need to compare that statistic against a critical value. For that we use the contribution of Dube 

and Zipperer (2015), where the mean of the percentile ranks of the effects in the treated counties 

can be used to assess statistical significance for the pooled Hodges and Lehmann (2012) point 

estimate by “using the exact inference that is valid for small samples” (Dube and Zipperer, 2015). 

Moreover, by using the inverted mean rank statistic we can build a confidence interval. This is 

very important, since we can have an interval of the impact of wind power in a county. Using a 

statistical significance level of five percent, we are looking for when the percentile rank statistic is 

less than 0.025 or greater than 0.975. Using rank statistic is similar and can be seen as an extension 

of the placebo-based inference used by Abadie et al. (2007). 

The mean of the percentile rank statistic has a known distribution, which allows for exact 

inference. It is important to note that the limitation of using this method is that we are testing “the 

sharp null that effect is zero everywhere, as opposed to the average effect being zero” (Dube and 

Zipperer, 2015). This means that for both counties the effect is zero, rather than the effect being 

zero when taking the effect of wind power on both counties. 

The main reason for us to use the method developed by Dube and Zipperer (2015) are the 

confidence intervals. The importance of the confidence intervals is that it gives the critical values 

of β for which the effect of wind power cannot be rejected, or the values of per capita income that 

do not have an effect on the different outcomes at the county level of wind power. They are 

calculated by inverting the mean adjusted percentile rank statistic at the 95 percent value using the 

empirical distribution that we have obtained from the treatment effects for the placebo counties.   

By pooling both counties, we are strengthening the statistical inference. The p-values 

associated with the mean of the percentile rank provide information about statistical significance 

of the estimate, but they do not give a range of the plausible effect of wind power on counties. To 

measure the mean treatment effect and confidence interval, we make use of the inverted rank 

statistics developed by Dube and Zipperer for the mean treatment effects at a 95 percent confidence 

interval. The Hodges-Lehman confidence interval are calculated by mean-adjusted percentile rank 

statistic as:  

�̅�(𝜏) =
∑ 𝑝�̂�(𝛽�̂� − 𝜏)𝑐

𝐶
                                   (8) 

where 𝑝�̂� (.) represents the county specific percentile rank after the wind power at the county level 

treatment effect 𝛽�̂� estimate adjusted by parameter τ and C is the number of counties (in our case 
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is 2 -Benton and White County).  The boundaries of the 95-confidence interval (known as the 

Hodges-Lehman confidence interval) are calculated by identifying the values of τ at 0.025 and 

0.975, which will give us our confidence interval. The Hodges-Lehman point estimate, another 

important statistic used with the percentile rank, is calculated by holding τ at 0.569.  The Hodges-

Lehman confidence interval in our case provides a “precise” confidence interval of the common 

effect of the wind power at the county level. The Hodge-Lehman point estimate is obtained from 

collapsing the confidence intervals. Another advantage of the Hodge-Lehman confidence interval 

is that it is robust to outliers. 

 Results 

3.8.1 Synthetic Control Results  

SCM creates a counterfactual county in order to recreate the effects of what would have 

happened to a county if wind power generation had not been implemented. To the best of our 

knowledge, after the implementation period, there were not new significant industries nor 

economic shocks that affected either Benton or White County besides the wind power generation. 

Therefore, the SCM estimates are the differences between having wind generation in their counties 

versus no wind generation capacity, with no other effects affecting the post-implementation period. 

 
69 Dube and Zipperer (2015) and Fernandes et al. (2016) provides a detailed explanation of the Hodges-Lehman 

confidence interval and point estimates. 
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Figure 3.2. Per Capita Income for Benton and Carroll Counties 

The counterfactual units are created by choosing weights for counties and predictor 

variables that best match the pre-treatment trajectory of an outcome variable at the county level. 

We have excluded neighboring counties so that there are no spillover effects being picked up in 

the SCM estimation. In the case of the outcome variable per capita income, for Benton County, 

the weights for the counties are shown in Table 3.1. Two counties were chosen by SCM, Carroll 

and Clinton counties. Carroll County is one of the few counties in the state with very small 

population for the state of Indiana (which is an important attribute given that Benton County is 

among the smallest counties, in terms of population, in the state). Clinton County has a bigger 

population than Carroll County, but small relative to other counties in the state and shares a lot of 

the same characteristics as Benton County, hence it makes sense why the differences are 

minimized when we choose these two counties. Since synthetic Benton is made up mostly of 

Carroll, we show in Figure 3.2 the per capita income for Benton and Carroll counties throughout 

the period 1970-2015. As we can see, in the pre-treatment period (before 2006), Carroll and Benton 

counties per capita income closely resembled each other. However, after the wind farms started 

operations in Benton County, the differences between Benton and Carroll counties become 

pronounced, with the income of Benton County considerably higher in the post-treatment period. 
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Table 3.1. County Weights in the Synthetic Benton 

and White County for per Capita Income 

Benton County  

County Weight 

Carroll 0.909 

Clinton 0.091 

  

White County  

County Weight 

Wells 0.376 

Clinton 0.228 

Pike 0.176 

Henry 0.127 

Miami 0.051 

Noble 0.032 

Switzerland 0.01 

 

The counterfactual units are created by choosing weights for counties and predictor 

variables that best match the pre-treatment trajectory of an outcome variable at the county level. 

We have excluded neighboring counties so that there are no spillover effects being picked up in 

the SCM estimation. In the case of the outcome variable per capita income, for Benton County, 

the weights for the counties are shown in Table 3.1. Two counties were chosen by SCM, Carroll 

and Clinton counties. Carroll County is one of the few counties in the state with very small 

population for the state of Indiana (which is an important attribute given that Benton County is 

among the smallest counties, in terms of population, in the state). Clinton County has a bigger 

population than Carroll County, but small relative to other counties in the state and shares a lot of 

the same characteristics as Benton County, hence it makes sense why the differences are 

minimized when we choose these two counties. Since synthetic Benton is made up mostly of 

Carroll, we show in Figure 3.2 the per capita income for Benton and Carroll counties throughout 

the period 1970-2015. As we can see, in the pre-treatment period (before 2006), Carroll and Benton 

counties per capita income closely resembled each other. However, after the wind farms started 

operations in Benton County, the differences between Benton and Carroll counties become 

pronounced, with the income of Benton County considerably higher in the post-treatment period. 

Figure 3.4 shows the per capita income between synthetic Benton County and actual 

Benton County, as well as synthetic White County and actual White County. In the case of Benton 

County, (red lines), it closely matches Figure 3.2. This make sense, since synthetic Benton County 
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is a combination predominantly of Carroll County. (The dotted black line in 2006 represents our 

implementation period. We chose 2006 to avoid the crisis period, and to make sure that we were 

not picking up the effects of construction). The average effect (by average effect, we mean the 

average of years 2010-2015) on per capita income for Benton County is around 6 percent or $1,400 

more per capita income per year entering the county. 

 

Figure 3.3. Per Capita Income for White and Selected Counties 

In the case of White County, represented by the blue lines, in figure 3.4, the average effect 

on per capita income of having wind generation is 8 percent. An 8 percent increase in per capita 

income translates into $2,100 more in per capita income per year due to wind farms. For White 

County there is no single county that makes up the synthetic White County, but rather a 

combination of 7 counties, as is shown in Table 3.1. A combination of counties is needed since no 

single county follows exactly the pre-treatment trajectory for White County. In Figure 3.3 we can 

see how before 1983 the selected counties had a very similar per capita income, however, after 

1983, counties like Wells achieved a higher income per capita than the selected counties, being 

overtaken around 2010 by White County, around the time when the wind farms were fully 

operational in White County. 
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As part of the results of SCM, we also obtain a predictor balance, where we can compare 

the different variables, treated and synthetic before intervention. The variables that we compare 

are employment, percentage of population with a college degree, population, population density, 

agricultural index, time travel to work and lagged per capita. Population density is the variable that 

differs the most between treated and synthetic, and the reason being that population density is 

difficult to replicate since there are not many counties with such a low population and land 

dimensions as is the case for Benton County. 

White County has a higher population than does Benton, around 25,000 people. Hence the 

fit for the synthetic variables is better than that for Benton County. However, on average it is still 

smaller than the combinations of counties that are used for creating the synthetic White County. 

For the rest of the variables, actual White County and synthetic White County follow each other 

very closely. 

 

 

Figure 3.4. Per Capita Income vs. Synthetic Control 

In Appendix D we show the results for the rest of the outcome variables for both counties: 

employment, fiscal revenue, personal income. 

To be able to produce quantitative inference, we use placebo studies as it is done 

traditionally in Abadie and Gardeazabal (2003) and Abadie et al. (2007). Placebos testing allow 

us to assess whether the effect of wind power estimated by the synthetic control method is large 

compared to the effect of it being estimated for a county at random. Therefore, what we do is to 

iteratively apply the synthetic control method to the counties in the donor pool, or in other words, 
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we measure the effect on each county in the donor pool as if they also had wind projects located 

in their counties. The results for the placebo test for Benton and White County are shown in Figure 

3.5 and 3.6. 

 

Figure 3.5: Per Capita Income Gaps in White and Placebo Gaps in Control Counties 

 

In Figure 3.5 and 3.6, we observe that the gray lines represent the gaps associated with the 

40 different runs of the test, or in other words, the differences between the synthetic per capita and 

the actual per capita for the 40 counties that are acting as “placebos”. The superimposed black line 

denotes the gap for Benton County. In our case, unlike the case of Abadie et al. (2007) it is not 

visually possible to say that there is an unusually large distribution of a gap in Benton when 

compared to the rest of the counties in the donor pool. 

Since it is not visually possible to determine whether the effect on per capita income on 

Benton County is large, when compared to the effect on other counties that do not have wind farms, 

we turn our focus to percentile rank statistic. The Dube and Zipperer (2015) percentile rank statistic 

allow us to determine whether wind power had a statistically significant effect. This happens when 
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the percentile rank statistic lies in the extreme tails of the distribution of the placebos. If the 

changes in per capita income for Benton and White County lie in the tails of the distribution, then 

we say that the effect of wind power is large relative to the effect of implementing wind farms on 

a county at random70. 

Table 3.2. Per Capita Income Predictor Means for Benton and White Counties 

Predictor Balance 

  Benton County White County  

Variable Treated Synthetic Treated Synthetic 

Employment 8.34 8.98 9.39 9.35 

% with college degree  10.53 10.31 9.90 10.11 

Population 9.17 9.92 10.08 10.19 

Pop. Density  23.18 56.85 50.01 78.42 

% of area harvested  0.89 0.74 0.73 0.60 

Time travel to work 24.40 25.31 23.40 23.31 

Per capita lagged (1980) 9.06 9.04 9.03 9.03 

Per capita lagged (1997) 9.99 9.98 9.96 9.94 

Per capita lagged (2005) 10.24 10.21 10.14 10.17 
Note: The variable % of area harvested represents the acres of corn and soybean harvested 

compared with the total area of each county. 

 

We reject the null hypothesis of no impact of wind power at a 5 percent significance level 

(tails are below 0.111 and above 0.888). 

In Table 3.3 we calculate the percentile rank statistic. In the case of per capita income, the 

mean percentile rank is 0.902, which is greater than the 0.888 or the critical value at the 97.5 

percentile. The percentile rank statistic follows an Irwin-Hall distribution. Hence, we can reject 

the null hypothesis of no impact of wind power at the county level. 

Table 3.3. Percentile rank statistic 

County 

Change in per 

capita income  

Rank of 

country wrt 40 

Percentile rank 

statistic 

(Rank/41) 

Benton 0.06 36 0.9 

White 0.09 38 0.9 

    
Mean ∆pc 0.07 pbar 0.9 

 
70 To be able to create the distribution, we ranked the counties in relation to the point estimates of 40 placebo counties, 

and then divide the rank by 41 (40 placebos + 1 treated firm). 
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The Hodges-Lehman point estimate and the Hodges-Lehman confidence interval are 

shown in Table 3.4. In the case of per capita income for both counties we observe that the 

confidence interval goes from an impact of 0.55 percent to 14.67 percent. The Hodges Lehman 

point estimate is 7.54 percent, or very close to the mean of the impact of both counties. We must 

remember that what the Hodges- Lehman point estimate tell us that the “mean effect of wind power 

on per capita income at the county level is around 7.54 percent.” 

Table 3.4. Hodges-Lehman Point Estimate and Confidence Interval 

Outcome HL Estimate 95% Confidence Interval 

PCincome 0.08 (0.01-0.15) 
Note: ’HL’ stands for Hodges-Lehmann estimates. The confidence interval gives us an 

estimate of where the impact may lie. In our case we see is always positive. 

3.8.2 Robustness Test 

To check the robustness of the SCM estimates we followed three different approaches. In 

the first approach we use different conditioning variables Xj in the construction of the synthetic 

county incorporating only lagged outcome variables into the set of the conditioning variables Xj. 

If we only use lagged variables, the fit for both counties improves marginally if analyzed 

graphically, as can be seen in Figure 3.6. However, the estimates of the impact on per capita 

income increase substantially if we only use lagged outcome variables. The impact on per capita 

income goes from 6 percent in Benton County to 9 percent in the same county. Likewise for White 

County, the impact on per capita income increases from 7 percent to 13 percent. This suggest that 

our specification used in the results section may yield results that are on the lower end of the 

spectrum. Nonetheless it is important to note that by only using lagged outcome variables, we are 

most likely overestimating the impact on Benton County especially, since we require 61 donors’ 

counties to make the synthetic unit for Benton County. The Hodges-Lehman point estimate is also 

higher than in the specification used in our results section. The HL estimate using only lagged 

outcomes is 10.67 percent. Just like with our specification used in our results section, we can reject 

the null hypothesis of no impact of wind power at the county level. 
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Figure 3.6. Per Capita Income vs. Synthetic control 

The second approach we follow is constructing a joint Benton and White counties, and 

treating both counties as single county, closer to the methodology proposed by Abadie et al. (2007), 

with a single unit treated. When both counties are combined, the average impact on per capita 

income of wind generation on this combined county is around 6.5 percent, very close to the 

estimates obtained under the specification used in our results section. 

The third and final approach we use is the leave-one-out synthetic control approach 

following Abadie et al. (2014), where we “iteratively re estimate the baseline model to construct” 

a synthetic Benton and White County by omitting the counties that received a positive weight in 

Table 3.1. For synthetic Benton County, only 2 counties received a positive weight, Carrol, and 

Clinton counties. In the case of synthetic White County, 7 counties received positive weights, 

however, only 4 of those counties had a weight of 10 percent or more, so we only took Henry, 

Pike, Wells and Clinton counties, since they make up 91 percent of synthetic White County. We 
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find that by excluding counties that received positive weights we decrease our goodness of fit, but 

none of the counties are driving the results. 

 

Figure 3.7. Leave-One-Out Distribution of the Synthetic Control for Benton County 

Besides the leave-one-out approach, we did not conduct any robustness test that further 

reduced the number of units in the synthetic control. The reason being that we dropped counties 

located in the metropolitan areas as well as neighboring counties from the beginning. This was 

done with the objective of meticulously choosing counties that more closely resembled Benton 

and White County. A further reduction of the number of units available in the synthetic control 

might have restricted arbitrarily our donor pool. 

 Conclusions 

Wind power has been expanding across the rural areas of the South and the Midwest of the 

United Sates with more turbines installed every year, since more counties are becoming viable for 
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wind. Estimating the returns to wind power as well as the impact on per capita income is key for 

county officials to determine whether to accept wind developers or not. Once a county accepts 

wind, buildings or factories or any other big structure cannot be built near the wind turbines, 

“locking” the county for 30 or more years. 

In this paper, we have calculated the impacts to the counties in terms of per capita income. 

To measure the impact to the counties in this study we provide a new methodology for measuring 

the impact of wind generation on county level outcomes using SCM. SCM avoids the pitfalls of 

previously used methods such as Input-Output models or project level case studies, providing 

estimates at the county level. We find in this study that Benton County per capita impact is 6 

percent, while there is a 8 percent impact for White County. In monetary terms this translates into 

$1,400 and $2,100 more of income per capita for the Benton and White County, respectively.  
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 Appendix 

A. Input Output Analysis 

Input-Output tables come from the Leontief model. The Leontief model is a model that 

characterizes a region or an entire country, where consumption equals production and that serve 

as representation of an economy (Leontief, 1955). In the case of an open model, some of the 

production is consumed by the national industries and the rest is consumed by external agents or 

bodies. If the model is a closed model, then all the internal production is consumed by the national 

industries71.  

Models like IMPLAN and Economic Modeling Specialist Inc. (EMSI) that make use of 

Input-Output analysis assumes that “Input Output models capture all the monetary market 

transactions between industries and final consumers for a specified period of time” and that this 

“detailed representation of the economy” allows to track the direct and indirect changes in the 

region. Input Output models make use of Input Output tables, and they can be thought of as 

consumption matrices. A consumption matrix shows the quantity of inputs needed to produce one 

unit of a good, or as “matrix form where each economic activity is represented as both a purchaser 

of industrial inputs and the seller of its output”. For example, we have a simple consumption matrix 

A in Appendix Table 3.1. The rows in the matrix represent the producing sector of the economy, 

while the columns represent the consuming sector of the economy. 

 

Appendix Table 3.1. Consumption Matrix A 

  Consuming 

   Agri Manu Labor 

Producing  

Agri 0.25 0.08 0.2 

Manu 0.25 0.17 0.4 

Labor  0.13 0.42 0.2 

 

If we have an open model, then we have an n number of industries, I1, I2, I3, I4. . .  In. In the 

case of the matrix above, they were just 3 industries or sectors. The number of units produced by 

industry Ii is denoted by ai j or it could be thought as the percent of the total production value of 

 
71 https://www.math.ksu.edu/ gerald/leontief.pdf 
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sector j spent on products for sector i. bi, denotes the number of externally demanded units by 

Industry Ii. 

Now the consumption matrix could be at the county, regional, or country level, that gets 

multiplied by the production vector. Hence, if we want to find out the total amount produced, we 

use the internal demand as well as the final demand to find out the amount produced at the county, 

region, or country level. 

The amount produced or X, is equal to the internal demand (C*x), which represents the 

consumption matrix multiplied by the production vector plus the final demand (f); which 

represents non-producing sector of the economy. 

𝑋 = 𝐶 ∗ 𝑋 + 𝑓                                                                   (𝐴1) 

The 3 components above are also called a matrix of inter-industry transactions (which is 

our consumption matrix), vectors of final demand and vectors of valued added72. The consumption 

matrix is the most important matrix, since this is where all the transactions between different 

industries is recorded and is “squared” since each industry has one column and one row. The vector 

of final demand includes the sales destined for consumption, investment, government and exports. 

The value added consist of payments in concept of labor, profits and imports. The sum of the all 

the entries across rows give us the total amount of output. 

Therefore, we could think of the output X for the different industries or sectors X1 or Xagri 

for our case, X2 or Xmanu and X3 or Xlabor Where the total output is Xagri = aagri,agri ∗Xagri+aagri,manu 

∗Xagri+aagri,labour ∗Xagri+bagri. And the same for the rest of the sectors. 

Hence if we want to predict what happens to the economy when there are changes in a) 

prices, b) demand and c) supply, we could invert equation 1, as follows, to get the changes: 

𝐴 ∗ 𝑋 + 𝑌 = 𝑋                                                           (𝐴2) 

where: 

X is the total industry output 

A represents the requirement of each industry from all other industries 

Y represents the intermediate output and final sales or end users 

𝐴 ∗ 𝑋 − 𝑋 = −𝑌                                                           (𝐴3) 

Hence,  

 
72 IMPLAN and EMSI do a little tweak from equation 1 above, but same principle. Look appendix for an illustrative 

transaction table in IMPLAN 
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𝑌 = (𝐼 − 𝐴) ∗ 𝑋                                                           (𝐴4) 

Therefore, 

(𝐼 − 𝐴) ∗ 𝑋  = 𝑌                                                        (𝐴5) 

Finally, it becomes 

(𝐼 − 𝐴)−1 ∗ 𝑌 = 𝑋                                                         (𝐴6) 

The matrix (I −A) −1 is what is known as the Leontief Inverse and is also the multiplier 

matrix. The multiplier matrix is of paramount importance in Input-Output analysis since it allows 

to “measure” the impact of one sector on all other sectors. The multiplier includes both direct and 

indirect effects, with different multipliers for each industry or sector and they indicate the “total 

change in economic activity due to a one-unit direct change”. It is important to note that multipliers 

can be denoted in different types of units: employment, income, industrial output, among others. 

EMSI and IMPLAN are demand-driven (all Input-Output models) since “the models seek 

to capture how changes in the demand for final goods and services affect the economy as a whole”. 

If we want to analyze the economic impact, for example of utility wind scale at the county 

level, then we can use equation (2) as changes and we obtained: 

∆X =  (I − A) −1  ∗ ∆Y 

where: 

∆X represent the change in total economic activity 

∆Y represent the change in final demand 

It is important also to note the assumptions that are made by Input-Output Models, such as 

EMSI and IMPLAN. They are the following: 

1. Constant return to scale 

2. Linear and homogeneous production functions 

3. Perfectly elastic factor supplies 

4. Constant technology 

It is important to note that the methodology of IMPLAN mentions that regional impact 

assessment indicates that “it is common for the impacts of household consumption” to be larger 

than those from “production effects”, especially in cases of regions that are less developed or that 

are geographically very small, since they may not have “enough number of establishments to 

accommodate the household demand for everyday low-order goods such as gas stations and 

grocery stores”. 
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Appendix Table 3.2. IMPLAN and EMSI used a modified version of an illustrative table 

Processing 

Sectors(Sellers) 

Agriculture Manufacturing Service   Household Exports Output 

  Purchasing Sectors ( $)   Final Demand ( $) 

Agriculture 10 6 2  20 12 50 

Manufacturing  4 4 3  24 14 49 

Service 6 2 1  34 10 53 

Household 16 25 38  1 52 132 

Import 14 12 9  53 0 88 

Input 50 49 53   132 88 372 
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B. Measuring Impact of Wind Electric Power Generation in Rural Counties 

B1. White County  

Using EMSI methodology, we obtain a multiplier for White County. According to this 

methodology, the multiplier effect of adding 1 additional job in wind electric power generation in 

White County leads the creation of 4 jobs, 3 more plus the one being created in the wind sector 

(since the multiplier for jobs is 3.61) in different industries (it includes induced as well as indirect 

effects). If we were to measure it in terms of the changes on earnings, an additional job leads to 

$292,254 more dollars from earnings in White County. This means jobs directly related to wind 

industry, e.g., maintenance, as well as additional services from accounting, finance, construction 

and food and other services. The median income for a household in the county was $47,697, while 

the direct effect of an additional job is $94,454 (so the direct effect of an additional job in this 

industry is higher than the median income for the county). Additionally, EMSI reports that the 

change in taxes and production is $154,950 ($71,493 coming from local, $58,109 coming from 

state and $25,348 from federal taxes). Wind electric power generation generate more jobs in the 

sector of utilities, government, and office of administrative support occupations, since the linkages 

between wind generation and these sectors are the strongest. 

If the analysis of the impact were to be done for the year 2016, the year of the Input-Output 

tables being used, there are only 4 jobs in wind power generation (for other years the impact is 

going to be higher since there is construction, and other direct jobs directly related to the 

installation of the wind turbines). These jobs are for wind turbine service technicians (inspect, 

diagnose, adjust or repair wind turbines), with the total effects for 2016 shown in Table B1. 

Appendix Table 3.3. White County 2016 

  

∆ earnings($) ∆ jobs 
∆ taxes on 

production and 

imports ($) 

An additional 

job 292,254 3.6 154,950 

Total 1,169,016 14 619,800 
 Source: Author’s calculation based on EMSI Input-Output Scenario Report 
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B2. Benton County  

In the case of Benton County, the total effects are larger, since there are currently 26 

additional jobs due to the construction in 2016 of the Amazon Wind Farm Fowler Ridge (the input-

output table has been updated to reflect this change). The new jobs are mainly related to utilities 

and installation, maintenance, and repair occupations. 

 

  



 

 

109 

C. Data Sources 

Population: U.S. Census Bureau (both census and estimates)  

The latest methodology of the U.S. population states that the change in population come 

about from three sources: births, deaths and domestic and international migration. 

The estimates are produced using a “cohort component method” which is obtained from 

“Population Base + Births – Death + Migration = Population Estimate”. Estimates uses a top-down 

approach, which is estimated monthly at the national level by age, sex, race and Hispanic origin. 

The net domestic migration is the other factor added to the base population. The net domestic 

migration includes both the net domestic migration that happens within the U.S. and the net 

international migration coming from other countries into the U.S. 

 

Personal Income: U.S. Bureau of Economic Analysis 

Per capita personal income computed using Census Bureau midyear population estimates. The 

personal income is the income received from all persons from the different sources: employees in 

production, ownership of a home or a business, ownership of financial assets, transfers from 

government and businesses, as well as income from the rest of the world as well as domestic 

sources. It does not include realized or unrealized capital gains (losses). The definition of persons 

in this context includes individuals and non-profits institutions. The personal income accounts 

income received by the residents in the area, and it does not include the income received by foreign 

nationals. Another way that personal income can be defined as the sum of the wages and salaries, 

as well as complements to the wages and salaries, ownership’s income, interest and rent, dividends 

and personal current transfer receipts, minus the contributions for government’ social insurance. 

The personal income must be income received by persons who live in the area; the 

residence adjustment represents “net flow of compensation of intercountry commuters”. The 

county estimates are consistent with the national estimates of personal income in the National 

Income and Product Account (NIPA). 

 

Relation of Personal Income in the NIPA and in the County Personal Income Accounts 

It is important to note that the U.S. personal income in the national income and product 

accounts (NIPAs) do differ a little from the national total in the county personal income accounts 

because there are differences in the sources of the data and hence there is differences in the timing 
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as well as in coverage. The difference in coverage between the two measurements arise from 

different concepts of residence. Personal income includes all persons who reside in the county, 

while for NIPA personal income, it requires residence for year or more in that county. It also 

includes the owners or employees who intend to reside back in the county within a reasonable 

period, as well as U.S. government civilian and military employees and members of intermediate 

families as well as students attending foreign institutions. Hence, NIPA personal income is broader 

than county personal income. 

The BEA uses for the per capita personal income calculations of the Census Bureau’s 

annual midyear (July 1) population estimates. Local area per capita personal income can be driven 

higher or lower in temporary circumstances, and hence the measurement should be used with 

caution, since local per capita income could be swayed by a hurricane or bumper crop. It also get 

affected in cases of large institutional population such as college or incarcerated populations 

(which would tend to be lower than other populations). It can also get altered in areas where 

population changes swiftly, since income is measured as a flow while population is measured at a 

point in time, hence it can cause a distortion in the measurement in the personal income. Moreover, 

in rural counties with high farm income, there should be additional considerations, such as vagaries 

of the weather, changes in world market demand, subsidies, etc. 

Personal Income, Adjusted Gross Income, and Money Income It is important to note that 

personal income also differs from the Adjusted Gross Income (AGI) reported by the IRS and from 

money income reported by the Census Bureau. AGI consist only of income by persons filing their 

tax returns while the personal income as defined by BEA covers a wider spectrum of people and a 

wider definition of income as well. AGI excludes employer contribution, imputed income, pension 

plans, transfer receipts. While it excludes, while AGI does not, personal contributions for 

government social insurance, realized capital gains (losses) and pension benefits. Now with regard 

to money income since money income as its name indicates refers only to income from cash and 

cash equivalent, hence no Medicaid, or Medicare contributions nor child support, etc. 

 

Sources of the data 

The state and county personal income are based on administrative records and some survey 

and census as well. They are consistent with the estimates of wages and salaries, earnings and 

ownership’s (proprietors’) income. 
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Employment: U.S. Bureau of Economic Analysis 

It is important to mention that BEA gives equal weight to full-time and part time jobs in its 

estimates of employment. The data source are the same as the corresponding earnings estimates, 

administrative records, for example: State Unemployment Insurance Program (Bureau of Labor 

Statistics), State Medicaid and Medicare program, 41 Social Security Administration, U.S. 

Department of Veterans Affairs and the IRS, U.S. Department of the Treasury and Bureau of the 

Census and U.S. Department of Commerce. 

The census data are collected mainly from the recipients of the income using the Census 

of Population and Housing (every 10 years), as well as the Census of Agriculture. The survey data 

is from the annual Survey of Public Pensions and the American Community Survey by the Census 

bureau and the Current Employment Statistics (performed monthly by the Bureau of Labor 

Statistics). 

 

Education: U.S. Census Bureau 

The educational attainment statistics or what we have called as variable “education” covers 

the educational attainment for the years 1970, 1980, 1990, 2000 coming from the Annual Social 

and Economic Supplement (ASEC) and the Current Population Survey (CPS), and educational 

attainment from the 2011-2015 American Community Survey (ACS) 5-yr average. The ACS is 

now used as the main source since it provides more reliable statistics for small level of geography 

(it is a larger sample). 

The educational attainment’s basis is population that is 15 years and over and it is 

disaggregated by age, sex, race and Hispanic origin. However, we did not use the disaggregation 

for the purposes of synthetic control, since we needed the aggregated county data. Information 

includes information about both native born and foreign populations. 

The educational attainment is derived from the single question “What is the highest grade 

of school. . . completed, or the highest degree . . . received?” The ACS covers the entire domestic 

population, comparable with the decennial censuses. The ACS and CPS differ in geographic scope, 

methods and population. In the case of our data, the education is measured in terms of the 

percentage of population that has a bachelor’s degree or higher. 
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Poverty: U.S. Census Bureau 

The estimates of poverty come from the U.S. Census Bureau’s Small Area Income and 

Poverty Estimates (SAIPE) that provides annual estimates of income and poverty statistics at the 

county level, as well as for school districts and state level. The SAIPE program produces the 

following estimates: total number of people in poverty, a disaggregation of poverty by age groups 

(under age 5, age 5 to 17, under age 18 in poverty). It is important to note that the estimates are 

not direct counts from enumerations or administrative records, nor from sample surveys. Rather 

the estimates are from combination of survey data with population estimates and administrative 

records. 

The estimation of number of people under poverty, the methodology estimation strategy 

uses a multiple regression estimation techniques and shrinkage techniques, and then multiply these 

rates by demographic estimates. At the county level, the number of people under poverty is 

modeled directly. The estimation uses administrative data such as tax returns, the Supplemental 

Nutrition Assistance Program and the American Community Survey (ACS). 

 

Urban influence: Source: U.S. Department of Agriculture, Economic Research 

Service 

We used the urban influence to drop the metropolitan areas and areas next to metropolitan 

areas. The Urban Influence Codes by the U.S. Department of Agriculture Economic Research 

Service is a “classification scheme that distinguishes metropolitan counties by population size of 

their metro area, and nonmetropolitan counties by size of the largest city or town and proximity to 

metro and micropolitan areas”. The codes are divided into two metro areas and 10 non-metro areas. 

The two metro areas are divided into “large” and “small” metro area. The “large” metro area has 

at least 1 million residents and those in the “small” have less than 1 million residents. Non-metro 

counties include counties outside the metro area, and can be divided into micropolitan or noncore 

counties. The micropolitan counties can be divided into 3 groups distinguished by metro size and 

whether they are located next a large metro area, next to a small metro area and not next to a metro 

area. The metro noncore counties are divided into 7 groups depending or their location next to a 

town of at least 2,500 residents. 
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Population Density: U.S. Census Bureau 

We constructed a population density measure by diving the area of the different counties 

(measured in square miles) by the population obtained previously. 

 

Time to work: STATS Indiana 

The table was obtained by STATS Indiana where it is referring as travel to work; it is the 

amount of time that a worker travels form home to work. The time to work variable information 

is based on both census data as well as the ACS. The ACS ask questions about the place of work, 

as well as the manner of transportation, time workers leave their workplace, and how long it takes 

them to arrive home. 

 

IRS Variables: IRS SOI Tax Stats- County data 

We have compiled a series of “IRS Variables” that include wages and salaries, interest, 

dividend and adjusted gross income. The IRS SOI contains county income databases that are based 

on the information from the individual tax returns filed with the IRS. (Besides the data above 

mentioned it also includes the number of returns and the number of personal exemptions). Wage 

and Salary Income: income from wages, salaries, tips, etc. (see line 7 on the form 1040). Interest 

Income: taxable and the non- taxable interest income (see lines 8a and 8b in the form 1040). 

Dividend: taxable distributions of money, stock, from ownership on domestic or foreign 

corporations, excluding non-taxable distributions or distributions that are treated as interest income 

(see line 9 on the form 1040).  

Adjusted gross income: taxable income from all sources, less the adjustments to income, 

such as IRS deduction, self- employment tax and health insurance, alimony paid, etc. (See line 36 

on the form 1040).  

The fiscal revenue variable that we built is equal to the adjusted gross income – wages and 

salaries – interest – dividends. 

 

Corn and soy ratio: Quick Stats from the National Agricultural Statistics Service 

The National Agricultural Statistics Service (NASS) at the United States Department of 

Agriculture has statistics of the number of acres planted of corn and soybean. We have combined 

the number of acres planted of both crops and divided them by the number of total acres that are 
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available in each county, and that becomes our “corn and soy ratio”. The NASS obtains its 

estimates from primary sources, e.g., farmers, ranchers, agribusinesses that are willing respondents 

to the surveys performed by USDA. Among the different surveys to obtain the estimate, one of the 

surveys is the objective yield survey, where, with farmer’s permission, “the enumerators walk 

randomly selected number of paces into selected fields and mark off a small sample plot” In the 

case of the acres per county, the data was obtained from the United States Census Bureau (USA 

Counties Data File Downloads). 
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D. Additional Results 

 

Appendix Figure 3.1. Employment Benton vs. Synthetic Control Benton County 
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Appendix Figure 3.2. Employment White vs. Synthetic Control White County 
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Appendix Figure 3.3. Fiscal Revenue Benton vs. Synthetic Control Benton County 
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Appendix Figure 3.4. Fiscal Revenue White vs. Synthetic Control White County 
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Appendix Figure 3.5. Personal Income Benton vs. Synthetic Control Benton County 
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Appendix Figure 3.6. Personal Income Combined County vs. Synthetic Control Combined 

County 
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Appendix Figure 3.7. Employment gaps in Benton County and Placebo Gaps in Control 

Counties 
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Appendix Figure 3.8. Employment Gaps in White County and Placebo Gaps in Control 

Counties 
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Appendix Figure 3.9. Fiscal Revenue Gaps in Benton County and Placebo Gaps in Control 

Counties 
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Appendix Figure 3.10. Fiscal Revenue Gaps in White County and Placebo Gaps in Control 

Counties 
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Appendix Figure 3.11. Personal Income Gaps in Benton County and Placebo Gaps in Control 

Counties 
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Appendix Figure 3.12. Personal Income Gaps in White County and Placebo Gaps in Control 

Counties 
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Appendix Figure 3.13. Per Capita Income vs. Synthetic control Combined Counties 
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