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ABSTRACT 

Thermal management of electronics is one of the biggest engineering challenges of this decade, as 

billions of transistors are put in each microprocessor and the increasing density leads to increased 

temperatures. Advances in transistor technology enable fabrication of transistors with dimensions 

on the order of 1 nm. Due to the enormous number of transistors, a higher frequency of operations 

is achieved. This directly translates to more Joule heating and microprocessor chip power density 

exceeding 100 W cm−2. In addition, hotspots with heat fluxes in excess of 1 kW cm−2 locally 

increase the temperature leading to non-uniform chip temperatures. If the heat is not dissipated 

efficiently, the internal temperature of the chip rises, thereby reducing the efficiency and 

decreasing the lifetime. At the package level, various cooling technologies have been developed 

— air and liquid cooling, heat pipes, and vapor chambers — to effectively dissipate the heat. But 

interfaces between the different components of an electronics packaging arise during its assembly 

due to surface imperfections. These interfaces impede heat conduction from the chip to the heat 

sink leading to high temperatures. To overcome this issue, thermal interface materials (TIMs) have 

been developed. 

 

The main goal of a TIM is to provide high effective thermal conductivity and minimize contact 

thermal resistance at a minimal thickness of the material after application. TIMs generally consist 

of high thermal conductivity filler particles (e.g., ceramic, metallic, or carbon-based) in a polymer 

matrix that provides the mechanical conformability in a packaged electronic device. They are 

generally applied inside the package at the microprocessor chip-metallic lid (or integrated heat 

spreader) interface or outside the package at the metallic lid-heat sink interface. On an industrial 

assembly line, the TIM is generally dispensed over the substrate at a controlled flow rate and/or 

quantity and then squeezed to a final pressure to form the desired bond line thickness. The effective 

conductivity of the TIM itself depends on the filler particle size, morphology, and particle 

organization i.e., when the particles form chains or networks of high conductivity pathways across 

the polymer matrix, the TIM can efficiently conduct heat in the “percolation” regime. There are 

only a handful of published works that discuss the TIM assembly process-induced modifications 

of the particle networks within the material and there is a lack of quantitative understanding of 
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particle rearrangements in the TIM induced by its assembly process, and the effect on its thermal 

performance during operation. 

 

The objective of this thesis is to fundamentally understand the impact of the particle redistribution 

within the TIM during squeezing and its impact on the thermal conductivity using combined 

experimental and computational approaches. Automated procedures for dispensing and constant 

velocity squeezing are developed in this work to investigate constant velocity squeezing of isolated 

line dispense patterns of TIMs consisting of large spherical filler particles. In both the dispensed 

and squeezed/cured states, three-dimensional (3D) X-ray micro computed tomography (XRCT) 

identifies individual particle diameters and locations and quantifies metrics of the TIM 

microstructure such as the bulk and local particle volume fraction, coordination number, and radial 

distribution function (RDF). Squeeze tests are performed at different squeeze rates and loads and 

the TIM bond line thickness (BLT) is between 200 − 260 μm (2 − 2.4 median particle diameters). 

The BLT is largely independent of the load at fast squeeze rate, and it decreases with increasing 

load at slow squeeze rate. The dispensed TIM microstructure is found to be statistically similar 

along the axis of the line pattern based on the bulk particle volume fraction and coordination 

number. Squeezing reduces the bulk particle volume fraction likely due to the formation of voids 

or air bubbles that can cause a volume expansion. Overall, the RDFs for all samples resembled 

that of disordered microstructures. Trends in the local volume fraction and coordination number 

did not match between the different tests, likely due to varying substrate surface characteristics 

resulting from the manual application of copper foil and packaging tape, as well as differing curing 

time scales. Squeezing the TIM on smooth substrates showed a uniform particle spatial distribution 

based on optical image analysis, whereas the TIM spreading characteristics appeared to be 

different on substrates covered with copper foil and packaging tape. 

 

New user-defined functions are integrated into the open-source software Multiphase Flow with 

Interphase eXchanges (MFIX), authored by the National Energy Technology Laboratory (NETL), 

to enable discrete element methods (DEM) simulations of TIM squeezing. The experimentally 

measured dispensed TIM microstructure (particle diameters and locations) is fed as input for the 

squeezing simulations. The polymer matrix velocity profile is analytically-calculated assuming 

Newtonian behavior. A drag force couples the particles and fluid one-way and depends on the 
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relative velocity and the local particle volume fraction. At a fixed pressure, the predicted BLT 

increases monotonically with squeeze rate owing to the rapid increase of fluid pressure with 

squeeze rate under the Newtonian assumption. The predicted bulk particle volume fraction and 

coordination number also increase with squeeze rate. This is a direct consequence of greater 

spreading of particles at lower squeeze rates. The model predictions do not compare well with 

experimental data due to the Newtonian assumption on the fluid velocity profile, one-way coupling 

between the particle and fluids, and due to variations in the experiments introduced by the copper 

foil and plastic tape used to coat the surfaces. A finite element (FE) thermal conduction modeling 

framework is developed based on a particle size reduction method, proposed in published literature, 

to circumvent meshing issues caused by narrow interstitial regions and interparticle intersections. 

For the experimental data sets, the predicted conductivity is in the range of 0.23 −

0.35 W m−1 K−1, and trends with squeeze rate and load differ between tests. For the simulated 

microstructures, the predicted conductivity of the simulated microstructures decreased from 

0.3 W m−1K−1 by ≈ 16.7% as the squeeze rate increased from 1 mm s−1 to 10 mm s−1. 
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 INTRODUCTION 

1.1 Motivation and Background 

The desire for higher computational power has led to technological advances in transistor 

technology, but these advances, in turn, increase the heat generation in the microprocessor. The 

generated heat must be efficiently conducted away from the processor chip to the surroundings to 

regulate its temperature, ensure proper functionality of the chip, and extend its lifetime [1]. Modern 

microprocessors have more than 10 billion transistors [2] that are packed in a small footprint or 

die area. The characteristic transistor size is 7 nm [3] (published in 2019). As of 2015, the heat 

flux dissipated in a commercial processor was over 100 W cm−2 [4] and hot spots can cause 

localized and concentrated heat fluxes greater than 1 kW cm−2 [5]. In essence, the heat generation 

in the transistors is caused by Joule heating, and the net heat generated from all the transistors must 

ultimately be efficiently dissipated to the surroundings. For more details on heat generation in 

electronic devices, the reader is referred to Smoyer and Norris [4]. Thermal issues can be tackled 

at different length scales, for example, at the individual microprocessor chip-level or the whole 

electronics package-level. Various active cooling technologies (such as those based on forced air 

convection [6], liquid cooling technology [7–9]) and passive cooling technology (such as heat 

pipes and vapor chambers [10–13]) have been developed at the package level. Often a finned heat 

sink is attached to the metallic lid covering the microprocessor chip with either forced air or natural 

convection cooling. 

 

Without any binder material, the interfaces between (a) the chip and the lid of the device package 

and (b) the lid and the heat sink tend to have poor thermal transport because surface roughness 

limits contact between surfaces. Specifically, these air gaps limit heat flow between the materials 

due to discrete contact points between the two solid surfaces (i.e., processor chip (hot object) and 

heat sink (cold object)). In fact, the typical contact area for such dry mating surfaces is on the order 

of 1 − 2 % of the nominal or apparent cross-sectional area of the solid mating objects [14]. A 

schematic representing the dry contact area at solid-solid interface is shown in Figure 1.1. This, in 

turn, leads to a high interface thermal resistance and a large temperature drop across the path of 

heat flow. This raises the device temperature and, eventually, deteriorates its computational 
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performance. The heat flow path from the microprocessor chip to the outer environment or 

surroundings is typically referred to with the terms “junction-to-ambient” or “overall”. An overall 

or junction-ambient thermal resistance, based on the temperature drop from the heat source (i.e., 

the transistors) to the environment (i.e., ambient) and the cooling power, is a key metric for 

understanding performance of an electronic package [1,6]. The heat transfer direction will be 

referred to as the through-thickness direction. 

 

To aid in efficient heat conduction across the material interfaces, thermal interface materials (TIMs) 

have been developed. Different types of TIMs such as metal foils, phase change materials, carbon-

based thermal gap pads, gels, and particulate composites including thermal greases and adhesives 

(i.e., a cured and solidified material) exist and are used in different situations [15]. Thermal greases 

and adhesives are composite materials consisting of a high conductivity filler material in a 

polymeric matrix [1,14,16,17]. Thermal greases, as the name suggests, possess flowability, but can 

pose reliability issues such as dry out and pump out [18,19]. Thermal adhesives (also simply 

referred to as TIMs), on the other hand, are applied and then cured (often thermally [20]) to solidify 

and eliminate the major reliability issues of thermal greases. Both grease- and adhesive-based 

TIMs generally include high thermal conductivity ceramic particles, metal particles (e.g., silver 

flakes), and/or carbon-based particles (like graphite flakes, graphene nanoplatelets, multilayer 

graphene [21–29] and carbon nanotubes [14,30]). A significant amount of research over the past 

two decades investigated unique combinations of filler particles (i.e., its chemistry, size 

distribution and morphology) [31,32] and the material synthesis process [23]. While those works 

provided fruitful insights into the effects of particle morphology and the microstructure induced 

 

Figure 1.1. Schematic showing dry contact area at a solid-solid interface. Surface roughness 

causes limited contact points and a high thermal resistance air gap between the solid surfaces. 
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by a synthesis process on the composite material bulk thermal properties [33,34], they generally 

ignore that the process of applying the material on a substrate can modify the microstructure. 

 

A TIM is applied onto a substrate in two steps: (1) dispensing (in various patterns like dot, line, 

star, spiral, serpentine, and “X”) and (2) squeezing. After dispensing the TIM on the substrate, 

pressure is applied to spread it over the substrate surface and connect to the mating surface with 

the goal of having the TIM occupy the entire surface area uniformly. Squeezing is either performed 

at a constant velocity [35] or a constant force [36]. On a manufacturing assembly line, constant 

velocity squeeze is more generally employed, and the squeezing process is terminated when the 

pressure reaches a desired value. Finally, for adhesive-type TIMs, the material is cured to form a 

solid rigid bond. 

 

During squeezing, filler particles and the polymer matrix flow relative to each other, and this can 

modify the TIM microstructure – that is, the final microstructure or distribution of particles within 

the TIM might not be uniform. Only a handful of prior works experimentally investigated this 

phenomenon and its impact on the TIM bond line and effective thermal conductivity [35,36]. A 

few works optimized TIM performance by minimizing the bond line thickness using hierarchical 

nested channels that provided a flow path for the TIM, thus preventing local particle stacking [37–

41]. However, follow-up work is lacking potentially because this approach could not easily be 

implemented on an assembly line. There is still a lack of research along the direction of practical 

optimization of TIM microstructure considering application parameters. Specifically, there is a 

need for a comprehensive understanding of the effect of TIM formulation (e.g., particle shape and 

size distribution) and squeezing parameters (e.g., squeeze velocity, pressure, dispensing pattern) 

on TIM microstructure and thermal performance. Therefore, in this thesis, a combined 

experimental and computational modeling approach is taken to investigate the impact of dispense 

and squeeze procedures on the TIM microstructure and bulk thermal conductivity, with the 

ultimate goal of developing validated models that are useful to optimize processing parameters. 

1.2 Objectives and Major Contributions 

This thesis primarily aims to investigate and understand the TIM application process-induced filler 

particle rearrangement or redistribution, and the impact of this particle redistribution on the 
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macroscopic thermal performance of the TIM. To reiterate, the focus of this work is on composites 

consisting of polymers with particulate filler materials. Various patterns for dispensing the TIM 

on the substrate and numerous combinations of particles (i.e., material, shape, size, and size 

distribution) and polymers are viable options, but this investigation will focus on (a) TIMs 

consisting of relatively large spherical particles in a polymer that is representative of those in 

commercial TIMs and (b) a line dispense pattern. This thesis does not focus on optimizing particle 

morphology, polymer chemistry, or the material fabrication process to prepare the best performing 

TIM. Instead, this work focuses on the evolution of the material microstructure during its 

application and the resulting thermal performance. 

 

A major objective of this study is to develop validated models for predicting microstructure of 

squeezed TIMs consisting of spherical particles and its effective thermal conductivity. Once 

validated, models will be used to optimize the TIM squeezing process for higher thermal 

conductivity, lower bulk thermal resistance during operation, and improved uniformity of the 

properties for a given particle size distribution. The investigation is two-fold, combining both 

experimental and modeling research with the ultimate goal of validating the TIM structure-

property model. Specifically, a discrete element method (DEM) simulation framework is 

developed to simulate the constant velocity squeezing of the particle-laden TIMs and to predict 

the spatial distribution of particles. These results are compared with the microstructural features 

revealed by 3D X-ray micro computed tomography (XRCT) before and after squeezing. A finite 

element thermal conduction model is developed to predict the TIM bulk thermal conductivity. 

 

The unique contributions of this thesis include: (a) development of combined experimental and 

modeling investigation framework for predicting and understanding process-induced variations in 

TIM performance and (b) the first, to the author’s best knowledge, experimental study of the 3D 

microstructure of TIMs, and (c) the first effort towards simulating squeezing of TIMs using 

experimentally measured initial particle configuration. This work is a starting point towards 

developing validated models for realistic TIMs consisting of non-spherical filler particles. Such 

models will help minimize the experimental work that is typically employed to investigate the 

material characteristics and performance. 
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To accomplish the thesis objective, this work involved several components briefly described here: 

1. Reviewed literature on particle redistribution in TIMs induced by the dispense and squeeze 

processes, thermal conduction modeling, and squeeze process protocols 

2. Developed automated procedures for dispensing a line pattern of TIM and its constant 

velocity squeezing with in situ UV light cure. 

3. Conducted 3D XRCT imaging of the dispensed and squeezed in-house prepared samples 

of mock TIM at a fixed particle loading of ~ 30 vol%, and developed an image processing 

algorithm to extract particle locations and sizes.  

4. Analyzed basic microstructural features of the squeezed TIMs as a function of squeeze rate 

and load. In addition, the dispensed TIM microstructure is an input to the squeeze 

simulation.  

5. Developed DEM simulations of constant velocity squeezing of TIMs to predict the BLT 

and other relevant microstructural characteristics. The model was developed with one-way 

coupling between particles and the polymer fluid through a drag force, with a pre-defined 

fluid flow distribution. This is accomplished by building user-defined functions into the 

open-source DEM software used in this thesis. The uniqueness of this model is that it 

simulates squeezing with experimental data as input. 

6. Developed FE thermal conduction model using COMSOL Multiphysics to predict bulk 

TIM thermal conductivity. This model is compatible with both measured and simulated 

microstructures. 

1.3 Outline of the Document 

This thesis is divided into six chapters. Chapter 1 is focused on the motivation for this research 

and objectives, uniqueness, and major contributions. Chapter 2 reviews existing literature on heat 

conduction in TIMs and the microstructure of particulate media, particle redistribution in TIMs, 

and, finally, experimental and modeling techniques exploited in this investigation. Chapter 3 

focuses on 3D XRCT imaging experimental set-up, image processing workflow and 

microstructure analysis of dispensed and squeezed TIMs. Chapter 4 is devoted to discussing the 

DEM simulations framework, protocols for squeezing simulations, and squeezed TIM 

microstructure predictions. In addition, the microstructure predictions are compared with 

experimental data from Chapter 3. Chapter 5 is focused on bulk thermal conductivity prediction 
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from the XRCT-measured and DEM-predicted microstructures. Finally, Chapter 6 summarizes 

and concludes this thesis, and provides recommendations for future work. 
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 LITERATURE REVIEW 

This chapter reviews literature pertinent to the fundamentals of thermal conduction in TIMs, the 

physics of particle redistribution in TIMs during application, and some previous work on 

optimization. In addition, fundamentals of the techniques used in this thesis such as 3D X-ray 

micro computed tomography (XRCT), the discrete element method (DEM), and steady-state 

thermal characterization are discussed. Section 2.1 is devoted to the fundamentals of thermal 

conduction in TIMs and granular media microstructural features. Section 2.2 is focused on particle 

redistribution in TIMs during application. An effort is made to refer the reader to prior, relevant 

research works. Sections 2.3 – 2.5 discuss principles of the experimental and modeling techniques 

exploited in this thesis for microstructure and thermal conduction, 3D microstructure 

characterization, and simulations to understand particle redistribution in TIMs. 

2.1 Microstructure and Thermal Transport in TIMs 

2.1.1 Heat Conduction in TIMs 

TIMs aid in efficient conduction of heat generated from the microprocessor chip to the heat 

spreader and heat sink for dissipation to the surrounding environment. Thermal evaluation metrics 

of importance are the effective thermal conductivity (𝑘𝑒𝑓𝑓), bulk thermal resistance (𝑅𝑇𝐼𝑀), and 

the total or overall resistance (𝑅) [14,39,42]. The bond line thickness (BLT) is the effective TIM 

thickness across which heat is conducted (see Figure 2.1(a)), or in other words, it is defined as the 

effective thickness of the gap between the mating substrates that is occupied by the TIM. This 

parameter and 𝑘𝑇𝐼𝑀  are used to calculate 𝑅𝑇𝐼𝑀 =
𝐵𝐿𝑇

𝑘𝑇𝐼𝑀
  [43]. In addition to the bulk thermal 

resistance, contact resistances between the TIM and the mating substrates are critical (see Figure 

2.1(b)) in determining the total or overall resistance: 𝑅 = 𝑅𝑇𝐼𝑀 + 𝑅𝐶,1 + 𝑅𝐶,2, where RC,1 and RC,2 

are the contact resistance at the top and bottom interfaces. Contact resistance arises from imperfect 

wetting (see Figure 2.1 (b)) of the material surfaces by the TIM or, even if there is perfect contact 

between smooth surfaces, there can still be a non-zero contact resistance due to differences in the 

properties of the contacting materials [4]. During squeezing of TIMs, the BLT and particle network 

within the material evolve and the final BLT is a function of the squeeze/assembly pressure used 
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and the particle loading within the TIM [16,44–46]. Together, this can affect the TIM thermal 

resistance, 𝑅𝑇𝐼𝑀, as well as the contact resistances [47]. 

 

Effective properties of granular or particulate media are a function of their microstructure [49–55] 

[56]. In TIMs, large quantities (up to 50 vol%) of high conductivity filler particles are mixed with 

a polymer matrix to efficiently conduct heat through the material. Intuitively, higher particle 

loading should lead to increased effective thermal conductivity. However, higher particle loadings 

often increase the BLT as demonstrated in past works [46,47,57]. Ideally, the thermal conductivity 

will be high along the primary direction of heat transfer (see Figure 2.1(a)). Therefore, when 

applied, the filler particles in the TIM must be preferentially aligned in that direction to achieve 

high thermal conductivity. Continuous chains of high thermal conductivity particles between the 

hot and cold surfaces would be ideal for enhanced thermal conductivity. The existence of a 

continuous pathway that causes a sharp change in an effective property like thermal conductivity 

within the heterogeneous medium is a phenomenon known as percolation [58,59]. The 

 

Figure 2.1. (a) TIM applied at the interface between two materials and an accompanying 

temperature versus distance plot showing bulk and interface thermal resistance as temperature 

jumps. The bulk TIM thermal resistance is the temperature jump within the bulk of the 

material that depends on the characteristic length (known as BLT) across which heat is 

conducted and the material conductivity. In addition, there will be interface or contact thermal 

resistance between the TIM-material interfaces. (b) Schematic showing contact thermal 

resistance between the TIM and material due to imperfect wetting of the materials by the TIM. 

Note that even if the TIM perfectly wets the material, there will still be an interface thermal 

resistance due to the differences in chemical make-up and structure of the materials [48]. The 

overall TIM resistance is the sum of its bulk resistance and the interface resistance. 

Republished  with permission of (a) Prasher [14] and (b) from Smoyer and Norris [4]; 

permission conveyed through Copyright Clearance Center, Inc. 
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microstructure is imparted to the material during its manufacturing process and, specifically with 

respect to TIMs, the microstructure can evolve during application of the material on a substrate, 

as discussed in section 2.2. 

 

Generally, the thermal conductivity of the polymer matrix is ~0.1 W m K−1 and the filler particle 

conductivity is several orders of magnitude higher. However, the effective conductivity of 

commercial TIM is typically on the order of 2 − 5 W m K−1 [38]. The particle morphology, shape, 

size, and the contact topology of interparticle contacts govern the TIM effective conductivity. 

Several modeling techniques have been developed to estimate the thermal conductivity of 

composites such as the effective medium approach (analytical) [60–63], low fidelity numerical 

models (e.g., network thermal model) [64–70], full-field thermal simulations (e.g., finite element 

methods) [71,72], and other meshless methods (i.e., higher fidelity numerical modeling) [73]. The 

TIM microstructure can be characterized using several statistical quantities [74,75] that 

characterize either the particle networks or the pore space (i.e., part of the microstructure not 

occupied by the particles). Lower fidelity models incorporate statistics of the microstructure 

starting with volume fraction at the most basic (see section 2.1.2 for more details on 

microstructure), while higher fidelity models incorporate actual particle location, size, and contact 

information. 

2.1.2 Microstructure of Particulate Media 

The lowest order or simplest descriptor of particulate or granular media microstructure is the phase 

volume fraction (i.e., the fraction of total material volume occupied by that material) [75]. TIMs 

generally consist of two material phases, namely the particle (or solid) phase and matrix (or 

polymer) phase. After it has been applied onto the substrates, air bubbles may form [35,76,77], 

thus possibly introducing a third phase. In this thesis, all analysis treats the TIM as a two-phase 

medium. Particle volume fraction alone does not govern the effective thermal conductivity of 

TIMs, because this simple microstructural descriptor is incapable of elucidating the spatial 

distribution of particles, information regarding number of nearest particle neighbors, and whether 

particles exhibit a tendency to align along a specific direction. Local particle volume fraction is a 

useful microstructural metric that can help in understanding the impact of squeeze rate and load 

on the spreading of particles. Coordination number is the average number of particles in contact 
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with a reference particle [78–82]. Generally, higher loading of particles leads to a higher 

coordination number [83]. Depending on the spatial distribution of particles, a variation in local 

coordination number is expected in a granular microstructure (see Figure 2.2) and, in experiments, 

a wider distribution may be observed due to wall effects [82,84]. Several other correlation 

functions are available to characterize the microstructure, but only those that are expected to be 

important for thermal conduction and meaningful for comparison with microstructure models are 

reviewed here. In the following paragraphs, the following statistics are reviewed: radial 

distribution function (RDF) and fabric tensor. 

Radial distribution function 

The radial distribution function (RDF), or pair correlation function, represented as 𝑔(𝑟), describes 

structural ordering in the system. It quantifies the number of particles at a distance, 𝑟, from a 

reference particle [85,86] (see Figure 2.3 (a)). This correlation reveals information about ordering 

in particulate systems [87] and the reader is referred to Kirkwood and Boggs [86], Franchetti [88], 

Yoon et al. [89] and Aste et al. [87] for more mathematical details. To understand this metric more 

intuitively, let us consider solids, liquids, and gases. In a liquid, one expects molecules to be 

relatively closer to each other than for a gas. Therefore, in a liquid, there is a higher likelihood of 

finding particles at further distances away from the reference particle. So, the RDF for a liquid will 

 

Figure 2.2. Illustration of distribution of the local coordination number in a simulated bed of 

packed spheres. (a) DEM-generated packing of spherical particles with color coding based on 

coordination number and (b) histogram of the local coordination number. In this example the 

mean coordination number is 5.6. Reproduced from Roozbahani et al. [84]. 
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exhibit more peaks than that of a gaseous material. In solids, the molecules are significantly closer 

to one another compared to liquid or gas. Therefore, the RDF will exhibit more peaks. In Figure 

2.3 (b-e), several plots of RDF of various systems such as solid/liquid Argon [86,88] (Figure 2.3 

(b, c)), packing of acrylic beads analyzed with the aid of XRCT imaging [87] (Figure 2.3 (d)), and 

self-assembly of spherical particles [90] (Figure 2.3 (e)) are discussed for an intuitive 

understanding. This distribution function will be useful in determining differences between 

different TIM microstructures. 

 

 

Figure 2.3. Fundamentals of radial distribution function. In a plot of RDF, the horizontal axis 

is generally distance normalized by diameter of atoms, molecules, or particles, and the vertical 

axis indicates number of nearest particles at that distances: (a)  RDF for solid (solid curve) and 

liquid Argon (dashed line with fitted points plotted as circles) – liquid molecules have higher 

kinetic energy than their solid counterparts, therefore, possess more randomness and fewer 

peaks (adapted from Franchetti [88]),  (b)  Experimental (curves A, C) and theoretical (curves 

B, B’) RDF profiles for liquid Argon at 90 K (reproduced from Kirkwood and Boggs [86]), (c) 

RDF of packed monodisperse acrylic beads (58.6 − 64% packing fraction) imaged using 3D 

XRCT technique; the first major peak indicates contacting neighbors and, with greater 

distances, there are a few neighbors and that indicates some ordering in the packing 

(reproduced from Aste et al. [87]) and (d) Experimentally determined RDF of self-assembled 

spherical particles under gravity and in the presence of vibration. Looking at the three plots top 

to bottom, we see more peaks in the RDF as the structure becomes more ordered (reproduced 

from Becerril-Gonzalez et al. [90]). Republication permission conveyed through Copyright 

Clearance Center, Inc. 
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Fabric tensor 

More than three decades ago, an interest in characterizing and correlating microstructural 

anisotropy with macroscopic property emerged in the investigation of stress distribution in soils 

[91] and in medical sciences, particularly concerned with trabecular bone structures [92]. The 

fabric tensor is a second rank, symmetric tensor [92,93] used to characterize microstructural 

alignment in granular media, while the prior microstructural descriptors discussed in this thesis are 

scalar and agnostic to orientation. The fabric tensor has since been applied to a plethora of 

heterogeneous media microstructures—both simulated and measured—to investigate their 

structure-property correlations [51,94–100]. Microstructural anisotropy in the TIM is attributed to 

preferential alignment of particles along any of the principal directions and can likely be induced 

during its assembly process. Figure 2.4 illustrates several granular microstructures (simulated and 

real) that show signs of alignment. Effective thermal conductivity is expected to be higher along 

the preferred direction of particle alignment (see Figure 2.4(e)) as it is related to the number of 

percolating network of particles. To maximize TIM thermal conductivity along this direction, a 

higher number of such particle networks must form in that direction. Therefore, after dispensing 

and squeezing of TIMs on the microprocessor chip or the heat sink surfaces, it is hoped that a large 

number of particle networks preferentially form along the primary heat conduction direction (i.e., 

from the chip to the heat sink or the through thickness direction). 

 

Various directional measures of the fabric exist, such as those based on the mean intercept lengths 

[101,102], the Minkowski tensor [103], branch vector [94,95], contact normal vector [51], and star 

length/volume distributions [104–106]. In the field of granular mechanics, investigation of stress 

 

Figure 2.4. Schematics of (a) random and (b) aligned microstructures of a TIM consisting of 

spherical particles. Higher bulk thermal conductivity is expected along the direction of 

alignment. 
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distribution/transmission and force chains has been correlated with the fabric tensor – 

microstructural anisotropy will lead to mechanical stress anisotropy [107] as the mathematical 

formulation points out a direction relationship between the stress tensor and branch vector [108]. 

In this thesis, the contact vector fabric tensor will be employed to compute microstructural 

anisotropy – fortunately, since the focus is on spherical particles, the branch vector and contact 

normal vectors coincide and computational complexity is minimal. Branch vector is a vector 

connecting the centroids of two particles in contact and the contact normal vector is a vector normal 

to the contact plane between two particles, pointing from one particle to the other. These vectors 

are depicted in Figure 2.5 and the fabric tensor formulation, based on Olsen and Kamrin [95], is 

given by: 

𝐅𝑙 = ∑ 𝑛𝑖⨂𝑛𝑖𝑖 , 2.1 

 

𝐅 =
1

𝑁𝐶
∑ 𝐅𝒍
𝑁𝐶
𝑙=1 , and 2.2 

 

𝜌𝑓𝑎𝑏𝑟𝑖𝑐 =
𝑒𝐅,𝑚𝑎𝑥

𝑒𝐅,𝑚𝑖𝑛 
, 2.3 

 

where 𝐅 is the fabric tensor, 𝜌𝑓𝑎𝑏𝑟𝑖𝑐 is the microstructural anisotropy, 𝐅𝑙 is the local fabric tensor 

for a particle 𝑙, 𝑒𝐅 are the eigenvalues of the fabric tensor 𝐅, 𝑖 is the set of contacting neighbors of 

particle 𝑙, 𝑛𝑖  is the branch vector between contacting particle pairs and 𝑁𝐶  is the number of 

interparticle contacts. 

 

Figure 2.5. (a) Schematic of two contacting particles (A and B) showing the branch vector and 

contact normal vector. The branch vector connects the centroids of the two particles and the 

contact normal vector is a vector normal to the contact plane of the particles, pointing from A 

to B (reprinted from Stershic et al. [94] with permission from Elsevier). (b) Schematic of a 

particle with three neighboring contacts. To calculate the fabric tensor, first, the dyadic product 

of the vectors 𝑛1, 𝑛2,  and  𝑛3 are calculated with themselves. Then, that quantity is averaged 

over all contacts in the microstructure (republished  with permission of Olsen and Kamrin 

[95];  permission conveyed through Copyright Clearance Center, Inc.) 
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First, the dyadic products of all local contact vectors for a particle is summed up to obtain 𝐅𝑙, which 

is then averaged over all contacts to obtain the fabric tensor 𝐅. The ratio of the maximum and 

minimum eigenvalues, 𝜌𝐅, of this tensor is a metric that will be used to quantify microstructural 

anisotropy and the eigenvector associated with the maximum eigenvalue will represent the primary 

direction of alignment. 

2.2 Particle Redistribution in TIMs 

During application, the TIM is dispensed (in various patterns) and squeezed, by applying pressure, 

to spread on the substrate [38]. A typical squeeze pressure is ~200 kPa [15]. However, depending 

on the squeeze rate (i.e., velocity or force), particles in the TIM redistribute during its squeezing 

[35,36] and this is also affected by the dispense pattern. Squeeze flow of fluid is a historically well-

researched field – Josef Stefan first explored squeezing flow of a Newtonian fluid in 1874, as cited 

in Gibson et al. [109], to investigate the variation of gap thickness as a function of squeezing force 

of a fluid between two parallel plates. A few decades later, as succinctly summarized in McIntyre 

[110], squeeze flow theory and applications were extended to non-Newtonian fluids. In rheometry, 

squeeze flow is an important and advantageous characterization technique [109,111] and its 

physics gained importance due to numerous applications [112]. Prior works have reported on 

approximate solutions to the fluid velocity profile and pressure distribution [113,114], squeezing 

characteristics (such as plate separation, strain/strain-rate profiles, pressure field and viscosity) of 

non-Newtonian fluid (without particles) [111,115], and squeeze flow of suspensions, including 

studies that specifically focused on TIMs [44–46,116–118]. These rheological investigations of 

TIMs focused on prediction of BLT by understating their stress-strain rate relationships using 

either Bingham [20] or Herschel-Bulkley [117] models. However, that still assumes a 

macrohomogenized medium and, therefore, lacks understanding at the particle scale. 

 

Local concentration of particles or matrix filtration during squeeze flow of particle-polymer 

composites is the separation of liquid and solid phases of the heterogeneous material, leading to 

local concentrations of the particle phase [116]. It can be physically thought of as a tendency of 

the particles to move to minimize frictional or viscous dissipation [119], and more rigorous 

mathematical treatment can be found in Poitou and Racineux [119]. This can be attributed to 

change in the overall behaviour of the material as a whole versus there being a relative motion 
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between the particles and the fluid. The phenomenon of liquid phase migration in particulate 

suspensions (or pastes or granular suspensions) has been previously investigated [117,119–124] 

and is observed in, for instance, petrochemical applications [125] and rheology of sewage [126]. 

Localized particle concentration was observed at lower squeeze velocity in these works. Particles 

may aggregate or stack up locally due to migration or separation of the polymer matrix and resist 

the squeeze force, thus resulting in a higher bond line thickness and large normal forces [116,127]. 

This effect is primarily governed by the particle volume fraction, squeeze rate and fluid viscosity. 

The critical squeeze velocity below which filtration occurs is a function of the particle size (𝐷𝑝), 

particle volume fraction (𝜙𝑠), consistency parameter (𝐾), and the flow index (𝑛) [119,125,128]. 

Assuming power law fluid behavior, order of magnitude formulations for the critical squeeze 

velocity were presented in [116,119]. This may not be valid at higher particle volume fractions, 

since a finite yield stress is then expected, whereas the power law fluid flow does not account for 

that. 

 

An early experimental work on squeeze flow characteristics pertaining to gel-type TIMs consisting 

of spherical alumina particles (45 vol% loading) by Davidson et al. [20] showed that thin bond 

lines of the TIM are mechanically weaker than thick bond lines, although thermal resistance was 

lower for the thin bond lines. The Bingham fluid model was used to predict the BLT with a 

reasonable accuracy. However, particle network characteristics in the cured TIM and its impact on 

measured thermal properties were not investigated. In another work [57], the TIM was 

homogenized and modeled as a Herschel-Bulkley fluid and the plate separation and viscosity were 

analyzed by solving the momentum conservation equations for a string of the material undergoing 

squeeze, and this approach will be used in this thesis to analytically calculate the polymer matrix 

velocity profile. In their work, the flow behavior remained Newtonian for particle volume fractions 

less than 30% and it was shown that, under assembly conditions, surface tension effects can be 

neglected. 

 

To reiterate, depending on the dispense pattern and squeeze velocity (or squeeze force), particle 

redistribution within the TIM can be severe leaving large void or pore spaces that impede heat 

conduction through the material. In essence, the final thermal performance of the TIM (i.e., during 

operation) is governed by its application process; therefore, understanding the squeeze flow 
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behavior of TIMs and its effects on the rearrangement or redistribution of the particle network is 

critical to optimizing the dispense and squeeze processes. In the past nearly two decades, only a 

few works [35,36] have recognized this intimate relationship between the nature of squeeze flow, 

evolution of TIM microstructure during squeezing, and its bulk thermal conductivity. Of these, 

only Rae et al. [35] made an effort to visualize the TIM particle networks after squeezing. In their 

work, a commercial TIM was squeezed at different constant velocities, ranging from 0.1 −

10 μm s−1 , to an ultimate squeeze force of 300 N. It was shown that relatively low squeeze 

velocity leads to severe separation of particles and the polymer matrix – this leads to a 

heterogeneous microstructure. This impacts the minimum achievable BLT as well as the bulk 

thermal resistance. In their work, the TIM was cured in two different ways after squeezing – with 

and without the critical squeeze force held on the material. It was found that fast squeezing and 

curing with the squeeze force held on the TIM led to a more homogeneous distribution of particles 

within the TIM and lowered the BLT and thermal resistance. The bulk thermal resistance was 

approximately half order of magnitude smaller when compared with slow squeezing followed by 

curing without the compressive force. Slow squeeze led to a locally concentrated region of 

particles caused by matrix filtration or separation of the liquid phase from the particles. This was 

confirmed by Shirazy et al. [36] that investigated two different TIMs with “extremely high” and 

“high” particle volume fractions. In their work, constant squeeze force rate was employed (as 

opposed to the constant squeeze velocity) to study particle distribution homogeneity. The BLT can 

be minimized by holding the squeeze force constant at the end of a high velocity squeezing. Now 

it can be established with reasonable confidence that the same TIM composition can possess higher 

or lower overall thermal resistance, depending on its application conditions. In the thesis of Rae 

[129], the effect of assembly conditions on the star-shaped dispense pattern as well as twenty one 

parallel line patterns was investigated at two different squeeze loads of 50 N and  330 N. In both 

cases, fast squeeze rates resulted in lower thermal resistance. Substrate roughness led to an 

increased bond line thickness, particle spatial distribution heterogeneity and potentially increases 

the overall thermal resistance. Elevated temperature can reduce the polymer viscosity, which then 

reduces 𝑃𝑒. This, in turn, increases the critical squeeze rate for the onset of heterogeneity. 

 

Although dramatic particle redistributions in the squeezed TIM were found by Rae et al. [35], 

quantitative characterization of the microstructural features was not completed. Their analysis of 
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particle redistribution was not only qualitative, but also the visualization was just 2D. Further, the 

BLT was inferred from the imaging technique and the effective thermal resistance was measured. 

Note that effective thermal resistance measurements in Rae et al. [35] indirectly hinted at potential 

variations in TIM microstructure, subject to different squeezing conditions such as fast or slow 

squeeze velocity. Further analysis, such as a more accurate characterization of TIM microstructure 

in both the dispensed and squeezed states requires the use of a 3D imaging technique like the 

XRCT. Such a technique will provide more accurate information regarding particle locations and 

sizes and will also enable analysis of a larger sample size that is likely more representative of the 

bulk material. Quantifying the TIM microstructure helps in identifying, for instance, high thermal 

conductivity chains of particles from the hot to cold surfaces. This serves two purposes – (a) direct 

comparison with and validation of TIM microstructure modeling and (b) input for effective thermal 

conductivity model. Predictive thermal modeling [130] will aid in the analysis of bulk TIM thermal 

conductivity – this will ultimately help in assessing different squeezing scenarios for optimizing 

the TIM dispense and squeeze procedure. In the subsequent sub-sections, thermal transport 

modeling and characterization techniques, principles of the 3D XRCT imaging technique, and the 

TIM squeezing modeling framework used in this thesis are discussed. 

2.3 Thermal Conduction Modeling in TIMs 

In this section, two common heat conduction modeling techniques are reviewed and discussed: 

network thermal models and Finite Element (FE) thermal models. Note that effective medium 

approaches (EMAs) [131] cannot fully consider the effect of particle size distribution, particle 

shape, interparticle contact topology that governs thermal contact resistance between two particles, 

and the global particle network. Traditional effective medium models that provide analytical 

expressions for the effective conductivity of a composite material fail to account for particle chains 

that form in the microstructure (reported in Table 1 in Kim et al. [61]). Note that in commercial 

TIMs, as mentioned in an earlier section, particle loading is generally greater than 50% [14], and 

the particles percolate at such high loadings. This will lead to sever underestimation of the 

conductivity. The prediction error increases at higher particle concentrations i.e., conductivity is 

underpredicted, or when conductivity ratio between the particle and matrix phases is higher. 

Therefore, a higher fidelity numerical modeling is needed for a more accurate prediction of TIM 

effective conductivity that considers particle level thermal conduction. Kim et al. [61] formulated  
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the effective conductivity as a function of particle volume fraction, particle-matrix conductivities, 

particle shape aspect ratio and, finally, a term accounting for particle interactions. This formulation 

predicts the conductivity with an error of 30% for composites with up to a moderate particle 

volume loading of ≤ 40%. In their work the particle aggregate aspect ratio was correlated with 

the particle-matrix conductivity ratio and the particle volume fraction to calculate an aspect ratio 

used in their formulation. This does not physically make sense because the aspect ratio is a 

geometrical quantity that cannot be a function of the particle-matrix conductivity ratio or the 

particle volume fraction.  

 

Network thermal model, which can consider these combined microstructural effects if the particle 

positions, sizes, and particle and polymer conductivities are known, are briefly introduced here. 

Good agreement was proven between network model and full field thermal simulation results by 

Kanuparthi et al. [65] for a filler loading of 58 vol%. A modified version of their model is 

evaluated in this thesis for the mock TIMs with lower filler loading. Then, a finite element heat 

conduction model recently developed for granular media is reviewed. 

 

Figure 2.6. Two-dimensional schematic of the network thermal model. (a) Particle networks 

with imposed Dirichlet boundary conditions, 𝑇𝐻 (hot) and 𝑇𝐶 (cold), on either ends and 

adiabatic boundaries (top and bottom). (b) Network of equivalent electrical resistors through 

which heat conduction is modeled. 
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2.3.1 Network Thermal Model 

Network thermal model uses the analogy between heat conduction and electrical conduction to 

predict thermal conductivity using a network of equivalent electrical resistors that represent the 

system based on particle locations, size, and the thermal conductivity of the particles and matrix 

(see Figure 2.6). Note each particle is approximated as isothermal with all the temperature drops 

occurring between particles. The network thermal model used in this thesis is based on that of 

Kanuparthi et al. [65]. Numerous prior works [64,98,132–135] have explored network thermal 

models. Most of these derive (or directly use) conductance formulations from Batchelor and 

O’Brien [136] in order to predict performance. In this steady-state modeling framework, a 

temperature gradient is imposed across the material domain via Dirichlet temperature boundary 

conditions, and all other boundary surfaces are assumed to be insulated. The net heat flow is zero 

at steady state for particles within the composite (internal nodes). Thus, by treating each particle 

as a node and applying Kirchoff’s law (i.e., an energy balance) for the net heat flow, a matrix of 

balance equations is generated based on:  

𝑞𝑛𝑜𝑑𝑎𝑙 = 𝐾𝑔 𝑇, 2.4 

 

where 𝐾𝑔 is the global conductance matrix, 𝑇 is the vector of nodal temperatures, 𝑞𝑛𝑜𝑑𝑎𝑙  vector 

of net nodal heat flow rate. The solution to the set of equations (based on Eqn. 2.4) yields the nodal 

or particle temperatures. The effective conductivity can then be computed by using Fourier’s law 

for heat conduction as given by:  

𝑞" = 𝑘𝑇𝐼𝑀 Δ𝑇/𝐿𝑒𝑓𝑓, 2.5 

 

where 𝑞" =
𝑞𝑖𝑛

𝐴𝑒𝑓𝑓
 is the steady-state heat flux through the system, 𝑞𝑖𝑛 is the heat flow in to the 

system, 𝐴𝑒𝑓𝑓  is the effective cross section area of the system, 𝑘𝑒𝑓𝑓  is the effective thermal 

conductivity of the particulate composite, Δ𝑇 is the imposed temperature difference, 𝐿𝑒𝑓𝑓  is the 

effective domain length across which heat flows. The geometrical parameters 𝐴𝑒𝑓𝑓  and 𝐿𝑒𝑓𝑓  are 

obtained by constructing a bounding box around the TIM microstructure. Note that Eqn. 2.5 can 

be used to compute thermal conductivity along the three principal directions by imposing the 

boundary condition on the appropriate faces.  
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The main challenge lies in the formulation of the global conductance matrix, specifically 

computing the conductance between neighboring particles (see Figure 2.7). Heat conduction 

between neighboring particles is often approximated as a conduction through a cylindrical zone of 

the matrix material that connects the two particles, as shown in Figure 2.7(b) building off the work 

of Kanuparthi et al. [65]. Particles near the boundaries need to be considered separately, as do 

particles that overlap due to non-physical reasons. Thus, every conductance considered falls into 

one of three cases (as shown in Figure 2.7), namely: (a) intersecting pairs; (b) geometrically non-

contacting, but “thermally active” particle pairs; and (c) boundary particles. Note, the intersecting 

or overlapping particles, case (a), is strictly non-physical, but is a treatment of potential cases from 

DEM simulations (where soft particles overlap to interact) or from 3D XRCT analysis where 

particles are idealized as spheres based on a volume-averaged diameter that can lead to overlapping 

particles as an artifact. In reality, this case implies that the particle surfaces are likely in contact 

 

Figure 2.7. Schematics of heat flow paths considered in the network model: (a) between two 

intersecting particles, (b) between geometrically non-contacting particles that are close enough 

for the thermal resistance through the matrix to be relatively small, and (c) from a boundary to 

surface particles. Note that overlapping particle case (a) is strictly non-physical, but provides a 

treatment for DEM-simulated microstructures where slight overlap is used to compute contact 

conditions or for artifacts induced via XRCT image processing (e.g.¸ slightly non-spherical 

particles that are now modeled as spherical). The gray cylinders are the cylindrical zones 

across which heat is conducted. The radius of the regions with conduction (𝑅𝑖𝑗, 𝑟𝑐, and 𝑅𝑖,𝐵𝑁𝐷) 

depends on the particle radii (𝑅𝑖 and 𝑅𝑗) for pairs (cases a and b) and on the single particle 

radius (𝑅𝑖) for particles in close proximity to a boundary (case c). The effective conductance 

for the cylindrical zone is calculated and a global conductance matrix is constructed to solve 

for steady-state particle temperatures. 
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and the zone of contact is approximated with a radius, 𝑟𝑐. For separated particles, case (b), the 

thermal network consists of the particle-matrix-particle pathway and there is a maximum allowable 

interparticle separation distance beyond which thermal conduction can be neglected. 

 

The objective is to compute effective conductance between thermally active particle pairs to form 

the global conductance matrix (𝐾𝑔). For the purpose, the cylinder length, radius (𝑅𝑖𝑗), particle (𝑘𝑝) 

and matrix thermal conductivities (𝑘𝑚) are required. The cylinder length is the overlap distance 

for overlapping particles (case a), the surface separation distance between the participating 

particles (case (b)), and the surface-to-wall distance for boundary particles (case (c)). For 

overlapping particles (case a), the cylinder radius 𝑅𝑖𝑗 = 𝑟𝑐. For neighboring but not intersecting 

particles (case b), the cylinder radius was calculated from the mean radius of curvature (𝑎𝑖𝑗) of the 

participating particles as given by [65]: 

𝑅𝑖𝑗 = 𝛼𝑇  (
2𝑅𝑖𝑅𝑗
𝑅𝑖 + 𝑅𝑗

)
⏟      

𝑎𝑖𝑗

 
2.6 

 

where 𝑅𝑖𝑗 is the cylinder radius, 𝑅𝑖 and 𝑅𝑗 are the radii of thermally interacting particles, 𝑎𝑖𝑗 is the 

mean radius of curvature, and 𝛼𝑇 is the radius tolerance parameter. A value of 0.5 for 𝛼𝑇 was 

estimated by fitting the network model predictions to full-field thermal simulations in Kanuparthi 

et al. [65]. The maximum interparticle surface separation distance ℎ𝑖𝑗  to account for thermal 

conduction between the participating particles for case (b) was formulated in their work as: 

ℎ𝑖𝑗 < 휀𝑇 𝑎𝑖𝑗, 2.7 

 

where 휀𝑇  is the distance tolerance parameter estimated to be 0.5  based on matrix exclusion 

probability. This is the largest spherical matrix region of diameter 휀𝑇 𝐷𝑝 that can be obtained in 

the microstructure with ≥ 10% probability (Kanuparthi et al. [65]). For two neighboring particles, 

the effective interparticle conductance is calculated by: 

𝐾𝑒𝑓𝑓,𝑖𝑗
−1 = 𝐾𝑖

−1 + 𝐾𝑖𝑛𝑡𝑒𝑟
−1 +𝐾𝑗

−1, 2.8 

 

where 𝐾𝑒𝑓𝑓,𝑖𝑗  is the effective conductance between particles 𝑖  and 𝑗 , 𝐾𝑖  is the conductance of 

cylindrical zone in particle𝑖 , and 𝐾𝑖𝑛𝑡𝑒𝑟  is the conductance of interstitial zone (i.e., either the 
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interparticle contact region (Figure 2.7 (a)) or the matrix region (Figure 2.7 (b))). Note that 

interface resistance is neglected in this model. It is important to note that the heat flow through the 

parts of matrix far away from the interparticle contact region is not modeled. Therefore, the 

network thermal model predictions are expected to underpredict the bulk conductivity.  

 

Since the particles are assumed to be isothermal, 𝐾𝑖 → ∞ and Eqn. 2.8 reduces to 𝐾𝑒𝑓𝑓,𝑖𝑗 = 𝐾𝑖𝑛𝑡𝑒𝑟 . 

Therefore, resistance to conduction is governed by the resistance in the interparticle contact zone 

for touching particles. The three conductance components are contributions from heat conduction 

across (a) the contact circle formed by touching particles (𝐾𝑐), (b) the matrix layer (surrounding 

the particle surfaces just beyond the contact circle) (Δ𝐾𝑔), and (c) the contact point of two touching 

particles (ln (𝛼𝑝𝑚
2 ) where 𝛼𝑝𝑚 =

𝑘𝑝

𝑘𝑚
 is the ratio of particle to matrix conductivities). Thus, the 

interparticle contact conductance is given by [64]: 

𝐾𝑖𝑛𝑡𝑒𝑟 = 𝐾𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 𝜋𝑘𝑚𝑎𝑖𝑗[𝐾𝑐 + Δ𝐾𝑔 + ln(𝛼𝑝𝑚
2 )]. 2.9 

 

The component conductances from Eqn. 2.9 depend on particle overlap parameter scaled by the 

ratio of particle to matrix conductivities: 𝛽𝑖𝑗 = 𝛼𝑝𝑚
𝑟𝑐

𝑎𝑖𝑗
 . For the limit of 𝛽𝑖𝑗 → ∞, the conductance 

across the contact circle, 𝐾𝑐 , and the conductance across the matrix layer in proximity to the 

particle surface, Δ𝐾𝑔, are given by: 

  𝐾𝑐 =
2𝛽𝑖𝑗

𝜋
  and 2.10 

Δ𝐾𝑔 = −2 ln (𝛽𝑖𝑗), 2.11 

 

and for the limit of  𝛽𝑖𝑗 ≪ 1, 𝐾𝑐 and Δ𝐾𝑔, are given by: 

𝐾𝑐 =
0.22 𝛽𝑖𝑗

2

𝜋
   and 2.12 

Δ𝐾𝑔 = −0.05 ln (𝛽𝑖𝑗). 2.13 

 

For a detailed derivation, the reader is referred to Batchelor and O’Brien [136]. Note that the 

interparticle contact conductance expressions taken from Yun and Evans [64] were originally 

derived in Batchelor and O’Brien [136]. This approach is used by many researchers including Lee 

et al. [68] and Khoubani et al. [137]. 
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When neighboring particles are non-touching, the resistance to conduction is dominated by 

conduction through the interstitial zone, as given by: 

𝐾𝑖𝑛𝑡𝑒𝑟 = 𝐾𝑚 = 𝜋𝑘𝑚𝑎𝑖𝑗 log (1 +
𝑅𝑖𝑗
2

𝑎𝑖𝑗ℎ𝑖𝑗
) 

2.14 

 

where ℎ𝑖𝑗  is the interparticle surface separation distance. For a boundary particle (Figure 2.7 (c)), 

the effective conductance is just an extension of Eqn. 2.14 [65,136], where 𝑎𝑖𝑗 = 𝑅𝑖 and ℎ𝑖𝑗 =

ℎ𝑖,𝐵𝑁𝐷. 

 

A few works [98,132,133,138] have used Hertzian theory to compute interparticle contact radius 

and the contact conductance was formulated as shown in Eqn. 2.15. 

𝐾𝑐𝑜𝑛𝑡𝑎𝑐𝑡 ∝ 𝑘𝑝𝑟𝑐 2.15 

 

where 𝑘𝑝 is the particle thermal conductivity and 𝑟𝑐 is the contact radius determined by Hertzian 

theory. This theory is useful in instances where Hertzian force modeling is employed in the particle 

packing simulations. In this thesis, the interparticle intersections mainly arise from image 

processing artifacts related to geometrical approximations of experimental microstructures. In the 

simulations, a linear spring dashpot model is employed (see section 2.5.1). Therefore, it is not 

meaningful to use this theory to calculate a contact radius. Rather, it is computed purely from 

geometry. 

 

After identifying all of the interacting particle pairs and boundary particles, the global conductance 

matrix is constructed. Note, particles close to the boundary are assigned the imposed boundary 

temperature to impose the temperature difference across the sample. The set of boundary particles 

is found by examining a histogram of particle positions. That is, lower and upper percentiles of 

particle positions, for example, 3% and 97%, are prescribed and particles whose centers lie below 

the lower and above the upper percentiles, respectively, are labelled as boundary particles. Then, 

the system of linear equations representing energy balances is solved. Finally, the conductivity is 

predicted by first computing the steady-state heat flow entering or leaving the system. This 

involves first determining the set of particles in contact with the boundary particles and computing 
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the net heat flow. The heat flow entering the system is computed with the temperature difference 

between these and the boundary particles: 

𝑞𝑖𝑛 =∑∑(𝐾𝑒𝑓𝑓,𝑗,𝔹 (𝑇ℎ𝑜𝑡 − 𝑇𝑖))

𝑖

 

𝑗

 2.16 

 

where 𝑞𝑖𝑛 is the heat flow entering the system, 𝐾𝑒𝑓𝑓,𝑗,𝔹 is the set 𝔹 of particles in contact with 

boundary particle 𝑗, and 𝑇𝑖 is the temperature of particle 𝑖 in contact with the hot-side boundary 

particle. 

2.3.2 Finite Element (FE) Thermal Model  

Finite element thermal modeling framework has been used in prior works to predict bulk thermal 

conductivity of TIMs. For instance, the work of Dan et al. [139] used an FE approach to predict 

the bulk thermal conductivity of TIMs with various particle volume fractions and particle size 

polydispersity (with a fixed lognormal distribution). They found that, for a given particle volume 

fraction, an optimal value of the polydispersity parameter exists for maximum thermal 

conductivity. A relatively fine meshing is needed when (a) two particles are in close proximity, 

(b) the interparticle overlap magnitude is significantly smaller than either particle radii, or (c) a 

particle is in close proximity with a surface of the microstructural bounding box. This leads to a 

significant increase in the number of mesh elements, which then increases the computational 

expense. In some narrow regions, it is difficult to generate the mesh. A recent work by Lee et al. 

[140] discussed a particle size reduction method to overcome meshing complexity in FE thermal 

conduction modeling of particulate media with spherical particles. They conducted thermal 

conduction simulations by parametrically reducing the particle diameter then extrapolating back 

to full size particles. To account for interparticle thermal conduction, they introduced a “contact 

clearance” parameter. Particles with centers separated by a distance smaller than this parameter 

participate in heat conduction. Their model predictions were validated with bulk thermal 

conductivity measurements of saturated and saturated-frozen specimens of glass bead packing 

(porosities ranging between 0.3 − 0.4) with an error of < 5%. Then, it was applied to Jumunjin 

standard sand in the saturated and saturated-frozen states (porosities ranging between 0.4 − 0.45) 

with a prediction error of < 3% based on measurements. Based on the work of Lee et al. [140], a 

finite element heat conduction modeling framework is developed in this thesis to predict the bulk 
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TIM thermal conductivity. The contact clearance parameter is not used in this thesis, but several 

particle size reduction factors are investigated. More details are provided in chapter 5.3. 

2.4 3D X-ray Micro Computed Tomography (XRCT) Imaging 

X-ray computed tomography (XRCT) is a non-destructive imaging technique that enables high 

resolution 3D representation of the object of interest [141]. Stock [141] refers to X-ray micro 

computed tomography as a technique that is capable of at least 50 − 100 μm spatial resolution. 

Today, there exists X-ray nano-computed tomography [142] with a high resolution that is finer 

than 100 nm  [143]. This technique is useful in a wide array of investigations ranging from 

engineering to biomedical sciences e.g., heterogeneous material microstructure in battery 

electrodes [144–146] crack growth studies [147], energy research [148], food science [149], 

pharmaceutical studies [150,151], and investigations of trabecular bone structure [152,153]. 

Application of this imaging technique to porous media has contributed to better understanding of 

material microstructure and has helped correlate material microstructure with or directly measure 

its effective properties [154–157]. The basic principle of this technique involves bombarding the 

object of interest with X-rays to collect a set of 2D projections (or raw images) as the object rotates. 

A detector analyzes the intensity distribution of X-rays within the object based on transmitted 

radiation (see Figure 2.8) – from the set of projections, object cross-section can be reconstructed 

[158]. 
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The 2D projections are a measure of the X-ray absorption of the object. The X-ray intensity drops 

exponentially (Eqn. 2.17), following Beer-Lambert law, as it passes through the object [159]: 

𝐼

𝐼𝑜
= exp (−𝜇𝑥), 2.17 

 

where 𝐼𝑜  is the intensity of incoming X-rays, 𝐼 is the X-ray intensity at distance 𝑥 through the 

object, and 𝜇  is the attenuation coefficient (dependent on object density). Note that this 

mathematical description is strictly valid only for a homogeneous medium and monochromatic X-

rays [158]. 

 

The exponential decay is governed by a physical quantity known as the attenuation coefficient, 

that depends on the overall material density as well as its electron density [159]. Moreover, the 

attenuation coefficient is a function of X-ray energy and, therefore, for a polychromatic X-ray 

source the intensity does not strictly exponential decay as in a homogeneous medium. The 

transmitted intensity, 𝐼, collected by the detector is the raw image or projection. The quantity 
𝐼

𝐼𝑜
 is 

measured for different X-ray directions and different object positions (for a given X-ray direction). 

Then, by employing Fourier transforms on the series of projections, a map of the attenuation 

coefficient can be generated. This is then converted to a sequence of cross-sectional images or 

slices with associated computed tomography (CT) numbers for each voxel [160] by comparing 

 

Figure 2.8. Schematics of XRCT working principle. A typical polychromatic source emits a 

conical beam of X-rays. As the object rotates through either 180° or 360°, several intensity 

projections are collected by the detector, and these are collectively reconstructed using 

sophisticated algorithms to generate cross-sectional slices – stacking these up gives a full 3D 

representation of the object. Reprinted from Wildenschild and Sheppard [159] with permission 

from Elsevier. 
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with a standard such as air or water. To convert to images, each CT number is mapped on to a 0 −

255 greyscale intensity. The reader is directed to Stock [141] and Feldkamp et al. [161] for a 

detailed description of the reconstruction algorithms for a cone-beam XRCT instrument. During 

imaging, there should be minimal movement of the object during its rotation, to minimize sample 

disturbance or movement-based artifacts in the computed tomography. Other types of artifacts 

[162]—ring artifacts, beam hardening and streak artifacts—are discussed below. X-ray CT scan 

parameters must be optimized to obtain high resolution scans: (a) object rotation step must be low, 

(b) exposure time must be high and (c) several frames per object orientation must be averaged. 

 

Figure 2.9 shows a raw projection, a reconstructed cross-sectional slice and the 3D reconstructed 

image of a squeezed TIM analyzed in this thesis. Beam hardening, ring artifacts [150,158], and 

other artifacts are briefly discussed here and the reader is referred to Ketcham and Carlson [162] 

for more details. Beam hardening is a common issue encountered in this technique that is nowadays 

correctable by using filters in the XRCT equipment during imaging, and during reconstruction 

[158,160]. This artifact is a result of the polychromatic nature of X-rays used during imaging. The 

higher energy X-rays are not attenuated as much as the lower energy radiation, which is more 

 

Figure 2.9. 3D XRCT scan of particle-polymer composite material used in this work. (a) 

Intensity projection or raw image at one object orientation, (b) a cross-sectional slice from the 

3D reconstruction, and (c) 3D reconstruction of the composite material. The TIM was 

prepared in-house by hand mixing a target of 30 vol% of 90 − 125 μm copper particles with a 

UV-curable polymer (details are deferred to chapter 3). 
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readily absorbed – the attenuation coefficient of a material decreases with increasing X-ray energy 

[159]. As a result, the object interior appears darker and the edges appear brighter [163]. Filtering 

the X-rays helps in narrowing down the wavelength range of the radiation at the source level and, 

thus, minimizes beam hardening by discarding the lower energy radiation [163]. Ring artifacts, as 

the name suggests, produce rings in the projections that contaminates reconstruction of the object 

cross-sections. This can be caused by a fault in the detector as well as due to the sensitivity of the 

detector to beam hardening. Software correction can usually be employed to eliminate this artifact. 

Streak artifact is an appearance of darker line between two high density objects [164], for instance, 

in metal particle-polymer composites imaging, dark streaks can be expected in a polymer region 

between the dense particles. These are a result of differing hardening of the X-rays that is caused 

as the radiation bombards the object at various orientations; additional causes are sample motion 

and under-sampling of data (such as coarser rotation step) and others, as detailed in Hsieh [165]. 

 

In this work, 3D XRCT imaging technique is used to quantify the TIM microstructural 

characteristics, provide input to squeeze simulations, and compare with predicted microstructures. 

The equipment used in this thesis is Bruker SKYSCAN 1272 with a pixel resolution of up to 

0.35 μm and is capable of imaging an object with a maximum diameter of 75 mm. XRCT images 

are further processed to perform numerous analyses, for example, for particulate media, quantities 

of interest are porosity, particle size, shape and location, and statistics of the microstructural 

arrangement of particle and void phases. A crucial requirement for distinguishing the different 

phases in the XRCT image of a heterogeneous medium is large differences in material density 

[151]. The particle and the polymer matrix have drastically different densities (≈ 8x ) and, 

therefore, it is easier to distinguish the two phases from the 3D reconstruction. The difference in 

density leads to different absorption coefficients and, ultimately, to different grey values of the 

XRCT image voxels and a better contrast or phase segmentation is achievable during image 

processing. This helps in accurate analysis of particle locations and sizes. 

2.5 Discrete Element Method (DEM) Simulation 

In this section, a brief overview of the discrete element method (DEM) simulation technique is 

provided. Numerous prior works have reviewed the mathematical foundations in greater detail 

[166–168]. DEM modeling technique was first reported by Cundall and Strack [169]. It has been 
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used to investigate granular material flow features [170,171] and study particle packing or 

compaction characteristics [170–172]. In DEM, particle positions and velocities are tracked and 

interactions between particles are computed to advance its position and velocity in time. Particulate 

(both spherical and non-spherical or faceted) systems have been investigated by employing this 

technique – for instance, in the pharmaceutical industry [173], study of concrete, soils and rocks 

[100,169], characteristics of packed particle systems [174–178], rechargeable lithium-ion battery 

electrode microstructure characteristics and fracture [94], additive manufacturing [179–182], 

environmental science [183] and granular flow through hoppers [184–186]. Numerical algorithms 

employed to perform these simulations formulate interparticle contact forces (such as repulsive or 

attractive forces) and torques. Then, using Newton’s laws of motion (Eqn. 2.18) the particle system 

dynamics are solved [169]: 

Σ𝐹𝑝,𝑛𝑒𝑡 = 𝑚𝑝�̈�𝑝, 2.18 

 

where Σ𝐹𝑝,𝑛𝑒𝑡  is the net force on particle 𝑝,𝑚𝑝 is the mass of particle 𝑝, and �̈�𝑝 is the acceleration 

of particle 𝑝. 

 

In these models, the particles are treated as “soft”, that is, interparticle forces are caused by 

overlaps between particles and this drives the system dynamics. This overlap between particles, 

although strictly unphysical, is representative of deformation and allows for calculation of an 

interaction force. The overlaps are generally small compared to the particle size [169]. Moreover, 

multiple particles can be in contact at any given instant of time, and this simulation technique is 

capable of resolving such situations. Net force acting on a particle in contact with several particles 

at a given instant of time is the sum of interaction forces between each pair of particles. The total 

force acting on a particle is the sum of contact forces, gravitational force, and any applied external 

force: 

𝑚𝑝�̈�𝑝 = Σ𝐹𝑝,𝑛𝑒𝑡 =∑𝐹𝑝,𝑖
𝑖 ∈𝐶

+ 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 + 𝐹𝑑𝑟𝑎𝑔 + 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙  2.19 

 

where Σ𝐹𝑝,𝑛𝑒𝑡  is the net force on particle 𝑝, ∑ 𝐹𝑝,𝑖𝑖 ∈𝐶  is the net contact force on particle 𝑝, 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦  

is the gravitational force on the particle, 𝐹𝑑𝑟𝑎𝑔 is the drag force on particles due to a fluid medium , 

𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙  is the any other external force on the particle , 𝑚𝑝 is the mass of particle 𝑝, and �̈�𝑝 is the 
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acceleration of particle 𝑝. Various relationships such as the linear spring dashpot and Hertzian 

models [187] exist between the interparticle overlap and magnitude of contact force. The simplest 

contact force law is the spring-dashpot model [166]. Similarly, the net torque acting on the particle 

determines its angular velocity [166]: 

𝐼𝑝𝜔�̇� = Σ𝑇𝑝,𝑛𝑒𝑡 2.20 

 

where Σ𝑇𝑝,𝑛𝑒𝑡 is the net torque on particle 𝑝 , �̇�𝑝 is the angular acceleration and 𝐼𝑝 is the moment 

of inertia of particle 𝑝. In this thesis, an open-source software Multiphase Flow with Interphase 

Exchanges (MFIX) is used for simulating squeezing of TIMs and more details about this software, 

its capabilities and discussion of additional force models for simulating TIM squeeze are referred 

to chapter 4. 

2.5.1 Contact Force Models 

As particles interact in the DEM simulation, contact forces act along the normal and tangential 

directions defined in local coordinates. The normal direction is along the line joining the center of 

particles (for spheres). Due to the overlap between the particles (see Figure 2.10), a force is 

generated that provides new trajectories to the interacting particles. In addition, there might be 

frictional forces [188,189] and cohesive or attractive forces [190,191]. The contact force used in 

this thesis is the linear spring dashpot model and the reader is referred to Ref. [166] for an in-depth 

discussion. 

 

These forces are formulated in Eqns. 2.21 and 2.22 for a pair of interacting particles 𝑖 and 𝑗. The 

normal damping coefficient (𝜈𝑛) is correlated with the coefficient of restitution [192] and the 

tangential damping coefficient (𝜈𝑡) is usually set to half of the normal damping. Therefore, the 

specification of the coefficient of restitution is sufficient to calculate the normal and tangential 

damping coefficients. Similarly, the normal spring constant (𝑘𝑛) is user-controlled and, in MFIX, 

the tangential spring constant is set as 𝑘𝑡 =
2

5
𝑘𝑛 [193]. At any instant, the total contact force on a 

particle is calculated by summing up the normal and tangential contact forces (Eqn. 2.21 and 2.22). 

 

𝑭𝑵 = −𝑘𝑛 𝛿𝑛 �̂�𝒊𝒋 − 𝜈𝑛  𝐯𝐧,𝐢𝐣 2.21 
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𝑭𝑻 = −𝑘𝑡  𝛿𝑡 �̂�𝒊𝒋 − 𝜈𝑡 𝐯𝒕,𝐢𝐣 2.22 

 

where 𝑭𝑵 is the normal contact force using the linear spring dashpot model, 𝑭𝑻 is the tangential 

contact force using the linear spring dashpot model, 𝑘𝑛 and 𝑘𝑡 is the normal and tangential spring 

constants, 𝛿𝑛 and 𝛿𝑡 is the normal and tangential interparticle overlaps, �̂�𝒊𝒋 and �̂�𝒊𝒋 is the normal 

and tangential unit vectors, 𝜈𝑛 and 𝜈𝑡 is the normal and tangential damping coefficients, 𝐯𝐧,𝐢𝐣 and 

𝐯𝐭,𝐢𝐣  is the normal and tangential relative velocity components. If the magnitude of tangential 

contact force, 𝑭𝑻 is greater than the product of friction coefficient and the normal force, 𝑭𝑵, then 

𝑭𝑻 is given by: 

 

𝑭𝑻 = −𝜇𝐶|𝑭𝑵|�̂�𝒊𝒋   for |𝑭𝑻| > 𝜇𝐶|𝑭𝑵| 2.23 

 

where 𝜇𝐶 is the Coulomb friction coefficient between particles. Note that the total force acting on 

a particle is the sum of the (a) contact forces, (b) gravitational force, and (c) any external force. 

Time integration of the equations of motion yields future particle positions and velocities. 

Therefore, time stepping is crucial and a key to finely resolving system dynamics in DEM. In 

MFIX, the time step for integration, Δ𝑡, is set so that it is sufficiently smaller than the time of 

collision, 𝑡𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛, [193]: 

 

Figure 2.10. Schematic of particles 𝑖 and 𝑗 interacting with each other at a time instant. They 

are approaching each other with velocities v𝑖 and v𝑗, respectively. The normal �̂�𝑖𝑗 points from 

particle 𝑖 to 𝑗. The tangential direction points along  �̂�𝑖𝑗. The magnitude of normal and 

tangential overlaps are 𝛿𝑛 and 𝛿𝑡, respectively. 
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Δ𝑡 =
1

50
𝑡𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛, 2.24 

 

where the time of collision is given by: 

𝑡𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 = 𝜋 (
𝑘𝑛

𝑚𝑒𝑓𝑓
−

𝜈𝑛
2

4 𝑚𝑒𝑓𝑓
2 )

−
1

2
  2.25 

  

and the effective mass of interacting particles with individual masses 𝑚𝑖 and 𝑚𝑗 is given by: 

𝑚𝑒𝑓𝑓 =
𝑚𝑖 𝑚𝑗

𝑚𝑖+𝑚𝑗
 . 2.26 

 

Chapter 4 will discuss the modifications to the DEM simulation framework for the squeezing 

simulation to incorporate one-way particle-fluid interaction coupling via drag force. Briefly, the 

polymer fluid flow velocity profile is analytically solved assuming Newtonian behavior. A suitable 

drag law is then used to compute drag forces on the particles as a function of the relative particle 

fluid velocity, local particle volume fraction, particle diameter and fluid viscosity. This is a step 

towards better representing the complex particle fluid interactions in the real world. 
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 3D X-RAY MICRO COMPUTED TOMOGRAPHY ANALYSIS OF 

DISPENSED AND SQUEEZED TIM MICROSTRUCTURES 

3.1 Introduction 

This chapter discusses experimental investigation of the TIM microstructure and particle 

redistribution in the material after squeezing using 3D X-ray micro-computed tomography (XRCT) 

imaging. Section 3.2 discusses the in-house preparation of the TIM and constituent material 

characteristics. Sections 3.3 and 3.4 describe manual and automated procedures for the application 

of the TIM. In the early stages of this research work, the dispensing and squeezing procedures 

were manual because the focus was then on establishing an image processing workflow. In section 

0, the XRCT experimental set-up and fundamentals of the image processing and the analysis 

procedure are described. Section 3.6 discusses the squeeze process-induced variation. Section 0 

analyzes the microstructure of the dispensed and squeezed TIMs produced via automated 

procedures and section 3.8 discusses a Péclet number framework for predicting heterogeneity in 

the particle spatial distribution. Finally, section 3.9 summarizes the findings and provides guidance 

on next steps. 

3.2 TIM Preparation and Constituent Materials 

Spherical copper particles from US Research Nanomaterials, Inc. (Cu powder 150um spherical, 

Stock # US5002) (median diameter ≈ 110 μm) are manually mixed with a UV-curable epoxy (UV 

Cure 60-7158, purchased from Epoxies, Etc.) using a plastic spatula to prepare the mock TIM (see 

Table 3.1) at a target of 30 vol% particles. The target filler volume fraction is estimated based on 

weight and density of the constituents. The mixing is performed gently and slow enough such that 

there were no visible air bubbles present. Note that this mock TIM varies from commercial TIMs 

(larger particle sizes, UV-curable matrix, and a lower volume fraction of particles), but provides a 

starting point for developing experimental capabilities and validating models. Although 

commercial TIMs consist of a significantly higher loading of particles by volume, this poses image 

processing issues (i.e., a high density of particles can block the X-rays completely). Moreover, 

higher filler loading renders the UV curing process more difficult, and solidification of the TIM 

will likely be incomplete. Therefore, 30 vol% filler loading is used in this work, and the focus is 
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on analyzing squeezing of individual line dispense pattern for TIMs consisting of large, spherical 

particles. Commercial TIMs often include variety of particles with sizes ranging from submicron 

to ~50 μm and can include both spherical and faceted shapes. The spherical shape of the particles 

makes validation of simulated microstructures with experimental data relatively easy when 

compared with arbitrary shaped particles and the larger particle size facilitates high resolution 

XRCT imaging. Initially, a mock TIM was prepared with 10 μm spherical copper particles, but 

the XRCT imaging was unable to resolve individual particles. Thus, larger particles were selected 

for this work.  

 

Metal particles are used in this investigation for two reasons: (a) they have relatively high thermal 

conductivity and therefore are similar to the vast majority of the commercial TIMs which 

commonly consist of ceramic, metal, or carbon-based particles [194] and (b) using metal particle 

in a polymer matrix provides a significant density difference, ~8x higher for particles compared 

to the matrix, for a high contrast XRCT imaging. Spherical copper particles were found to be ideal 

for this research as they are affordable and have appropriate size. The particles are first sieved to 

a desired size range – for manual application tests, the sieved size range is 90 − 125 μm and for 

the automated application, it is 90 − 106 μm. The respective particle size distributions (PSDs) are 

discussed in the subsequent sections on manual and automated procedures for dispensing and 

squeezing TIMs. 

 
1 The link contains information on cure times for the pure polymer based on different types of UV 

light intensity and set-up. 

Table 3.1. Materials used in this study and their properties 

Constituent Material Density 

(𝐤𝐠 𝐦−𝟑) 

Viscosity 

(𝐏𝐚 𝐬) 
Manufacturer 

Particles Copper ≈ 9000 --- US Research Nanomaterials, Inc., 

stock # US5002 (https://www.us-

nano.com/inc/sdetail/29741) 

Polymer Polyurethane 

based 

1100 20 UV Cure 60-7158 

(https://www.epoxies.com/products/uv-

curable-illumabond/)1 

 

https://www.us-nano.com/inc/sdetail/29741
https://www.us-nano.com/inc/sdetail/29741
https://www.epoxies.com/products/uv-curable-illumabond/
https://www.epoxies.com/products/uv-curable-illumabond/
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3.3 Manual Procedure for Application of the TIM  

Although the application for the TIM is generally automated on an industrial assembly line, the 

samples in this manuscript are initially prepared by manually dispensing and squeezing the TIM 

in order to help establish the experimental workflow such as the parameters of 3D XRCT image 

acquisition and image processing required to quantify the microstructural characteristics. An 

isolated line of TIM is dispensed through a syringe with a straight metallic needle opening diameter 

of 838 μm (or ≈ 7.4𝐷𝑝, 18 gauge) on a substrate (see Figure 3.1 (a)), which consists of a glass 

microscope slide covered with copper foil (≈ 60 𝜇𝑚 thick). The isolated line pattern provides 

insights into the fundamentals of the squeezing process and is a starting point to understanding 

more complicated dispensed shapes. The copper foil mimics the metallic heat spreader surface 

found in electronics packaging and allows the TIM to be easily removed for analysis. Subsequently, 

another bare glass microscope slide is pressed on to the dispensed TIM to manually squeeze it. 

The samples are then cured for ~7.5 minutes using a UV flood light system. In this work, UV 

Cure Zone 2 (UV Process Supply, Inc.) with a 400 W metal halide lamp cures the dispensed TIM 

samples. Per the original system specifications, it illuminates an area of 8 x 8 sq. inches at an 

irradiance of– note that this system is relatively old and its effective irradiance may have dropped 

below the manufacturer’s specifications. Manually squeezed TIMs were also cured in this system, 

whereas TIMs squeezed in the Instron machine were cured using UV lamps. This lamp illuminates 

an area of 0.2 x 0.2 m2 (8 x 8 sq. inches) at an irradiance of 800 Wm−2 (80 mW cm−2). Figure 

3.1 shows the UV-cured dispensed and squeezed TIM materials and regions from near the center 

of the material for analysis. 

 
Figure 3.1 Manually (a) dispensed line pattern and (b) squeezed TIM on a glass slide covered 

with a copper foil. Dispensing is performed using a syringe fitted with a straight metallic 

needle, with an opening diameter of 838 μm (18 gauge). Squeezing is manually performed 

using a bare glass slide on the top. The white lines in (a) and the white rectangle in (b) denote 

the samples used for XRCT imaging. 
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TIM Preparation for Manual Tests 

The mock TIM for these tests is prepared using particles sieved to a size range of 90 − 125 μm to 

provide a narrow size distribution with relatively large particle size (≈ 100 μm). The particle size 

distribution (PSD) is measured using the Malvern Mastersizer 3000 laser diffraction particle size 

analyzer. The volume distribution of PSD is shown in Figure 3.2 and the median particle equivalent 

sphere volume diameter is 𝐷𝑚,𝑠 = D50 = 114 μm. Table 3.2 lists the D10, D50 and D90 sizes. 

Although the particle sizes should be in the range 90 − 125 μm because of the sieving process, 

particle sizes outside this range are observed in the measured PSD. This is clearly observed in the 

D10 and D90 values. This could have occurred due to defects in the sieve, thus allowing larger 

particles to pass through the 125 μm sieve. Smaller particles likely agglomerated and did not pass 

through the 90 μm sieve. 

 

Table 3.2 Volume distribution based D-sizes of the spherical 

copper particles based on measurements from Malvern 

Mastersizer 3000. 

 D-size Value (𝛍𝐦)  

 D10 91.8  

 D50 114  

 D90 140  

 

 
Figure 3.2 Volume distribution, 𝑞3 (𝜇𝑚

−1), of the particle equivalent sphere volume diameter, 

𝐷𝑝. The particles were initially sieved to a size range of 90 − 125 μm. The measurement is 

performed using Malvern Mastersizer 3000. 
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3.4 Automated Procedure for Application of the TIM 

3.4.1 Automated Dispensing 

To improve repeatability in dispensing, isolated line patterns of the TIM are dispensed on a glass 

slide (covered with copper foil) using a dispense rig (see Figure 3.3). A 5 ml syringe fit with a 16 

gauge tapered plastic needle (opening diameter 1.19 mm ≈ 11.2 𝐷𝑚,𝑐𝑒) is mounted on the vertical 

axis of the dispense rig ~2.4 mm away from the substrate on which the TIM is deposited. The 

idea here is to mount the syringe such that the needle is as close as possible to the substrate. The 

tapered geometry of the needle eliminates the issue of TIM agglomeration (or lump formation) at 

the end of dispensing, which is observed with straight metallic needles of varying diameters. 

 

Note that the 18 gauge metallic straight needle used in manual dispensing (section 3.3) could not 

be used here as the motor torque is insufficient to exert sufficient force on the syringe to allow 

flow of TIM through the nozzle opening. The 16 gauge needle gauge diameter was selected after 

experimenting with a few different gauge diameters and based on qualitative observations of the 

dispense patterns (such as thickness and appearance). Dispensing with the needle very close to the 

substrate results in a flatter dispense pattern and the TIM flows to the sides; if the needle is far 

 
Figure 3.3 Schematic of the experimental rig for controlled dispensing the TIM. The backbone 

frame structure is made out of aluminum. The syringe is mounted on the Z stage. The glass 

substrate (not shown) is on the X stage, which moves out of the page as the plunger pushes the 

TIM out of the syringe nozzle to deposit a line pattern. The rig was previously designed and 

developed in-house by former colleagues Sally Jia and Dr. Collier Miers. 



 

 

59 

away from the substrate, it is difficult to obtain a line pattern. All three axes of the rig are controlled 

using RepRap DUET microcontrollers that read G-codes communicated via the Arduino integrated 

development environment. 

 

The substrate for TIM deposition is a glass microscope slide – either bare or covered with copper 

foil (≈ 60 𝜇𝑚 thick). The foil is affixed with the aid of three rectangular strips of double-sided 

tape (see Figure 3.4(a-b)). The metal foil serves two purposes: (a) it mimics the surface 

characteristics of the integrated heat spreader found in a commercial microprocessor, and (b) it 

enables easy sample retrieval after squeezing and curing. Two line patterns are dispensed on either 

ends of the glass slide (≈ 0.5  inch away from either ends). Hence, they are isolated, and 

intermixing of the particles from these two line patterns during squeeze does not occur (see Figure 

3.4(c)). In contrast to the manual dispense/squeeze tests, two lines are dispensed because that aids 

in system symmetry during the squeeze process (see section 3.4.2). The volumetric dispense rate 

is ~1.2 ml (min)−1 ≈ 2x10−8 m3s−1 as measured by volume of TIM deposited over time. To 

account for edge effects, the dispensing process begins a few millimeters away from the glass slide 

and ends a few millimeters beyond the slide. The dispensed TIM is UV-cured for 2 hours in the 

same 400 W metal halide UV flood lamp.  

 

For 3D XRCT imaging, a TIM sample with length ≈ 0.15 − 0.2 inch is cut out from near the 

center of the cured line dispense pattern. Note that curing the TIM deposited on the copper foil-

covered slide was incomplete (Figure 3.4(d)), with the bottom portion remaining uncured. 

However, the TIM deposited on bare glass slide is completely solidified as it was flipped half-way 

through so that UV light could reach the bottom portion of the dispensed TIM (Figure 3.4(e)). The 

only disadvantage is that the TIM bonds to the glass slide and it is impractical to separate the two 

during sample preparation. Samples are cut out from both these cases from near the center of the 

line pattern (gray rectangle in Figure 3.4(d, e)). Attempts to cut out sample with the copper foil 

still intact beneath it failed as the uncured TIM near the bottom slips on the smooth surface of the 

foil and some of the particles are left behind sticking to the foil. Uncertainty in particle distribution 

is expected near the bottom portion of the TIM in this case. In Figure 3.4(e), center and off-center 

samples are analyzed – variation of microstructural features along the axis of the line pattern can 

be assessed by analyzing these sample regions. 
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UV Curing for Dispense Tests 

To be able to experimentally measure the microstructure of the TIM, its state right after dispensing 

and squeezing must be investigated. Therefore, the TIM must be cured immediately after 

dispensing and squeezing. Conventional thermal curing generally more than an hour [20,195,196] 

and is not be used in this study as the particles may settle during that time and any examination of 

the microstructure will not be representative of the dispensed or squeezed states. UV curing takes 

a few seconds to minutes (depending on the source power and intensity) to solidify polymeric 

materials was initially thought to be a viable alternative to thermal curing. Addition of particles 

increases the cure time depending on particle concentration and thickness of sample. The cure 

times are different for samples prepared manually and using automated procedures. The same 

400 W  metal halide UV flood lamp station is used to cure all dispensed TIM samples. 

Experimentally, it is found that a cure time of ≈ 7.5 minutes was sufficient to cure these manually 

prepared samples. However, after several tests, it is found that a cure time of 2 hours is necessary 

to completely solidify the as dispensed TIM prepared using automated procedure. The primary 

 
Figure 3.4 (a-b) Schematic of the bottom glass slide showing three rectangular strips of double-

sided tape used to affix the copper foil. (c) Two isolated line patterns of the TIM dispensed at 

the rate of ≈ 1.2 ml (min)−1 on a glass slide covered with copper foil. Note that gravity is into 

the plane of the page. (d) Sample cut out (length ≈ 5 x 10−3 m or 0.2 inch) from near the center 

after a 2 hour UV cure, showing uncured TIM near the contact region with the copper foil (gray 

polygonal outline). The gray rectangle represents the sample region for analysis. The samples 

are flipped in the bottom image and enlarged (inset) to show uncured portions (gray outline). (e)  

Line pattern dispensed TIM on a bare glass slide. The gray rectangles approximately show the 

sample regions cut out with length ≈ 5 x 10−3 m (0.2 inch). 
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reason for the long cure time is its thickness (≈ 1.1 mm) compared with that of manually 

dispensed TIM (≈ 0.67 mm). To achieve complete solidification, the glass substrate is flipped 

half-way through to expose the back side of the TIM to UV light. 

Sample Preparation for the Dispensed TIM 

As seen in Figure 3.4(e), the left sample region is cut out from an off-center region of the line 

dispense pattern. As noted in the previous section, comparing microstructural characteristics for 

the center and off-center samples provides information regarding variation of property along the 

axis of the dispensed TIM. 

3.4.2 Constant Velocity Squeezing 

Constant velocity squeezing is automated using an E-1000 series Instron mechanical tester. The 

TIM is squeezed in between two glass microscope slides as shown in the schematic in Figure 3.5 

(a)). The two isolated line patterns that are dispensed on either ends of the bottom glass slide using 

the automated process in section 3.4.1 enable off-axis squeeze with the assistance of a squeeze rig 

(see Figure 3.5 (b)). The squeeze rig adapter is designed in-house2 and machined out of aluminum 

to provide a rigid backbone to the glass slides during squeezing and, thereby, eliminate bending of 

the slide near its center, especially at high loads. The adapter also helps ensure that the plane of 

the glass slides are parallel during squeeze. In addition, there are two slots on the adapter that allow 

UV light to pass through to cure the TIM in situ after squeezing. The top glass slide (see Figure 

3.5 (c)) is attached to the metallic squeeze rig adapter using double-sided tape (3M Scotch 

packaging tape). The tape is applied on the bottom surface of this glass slide to aid in easy removal 

of the squeezed and cured TIM. The bottom glass slide is covered with copper foil (see Figure 3.4 

(a-b)). In this work, the TIMs are squeezed at constant velocity 𝑉𝑆 = 1 μm s
−1 or 10 mm s−1 up 

to a force of 𝐹𝑆 = 50 N or 100 N. The Reynolds number 𝑅𝑒 =
𝜌𝑓 𝑉𝑆 𝐷𝑚,𝑐𝑒

𝜇𝑓
≪ 1 for both cases.  

 
2 With the assistance of undergraduate students Harris Tariq Fathe and Grant Gauthier 
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This process is programmed and controlled by the Instron machine software. The load is held 

constant after the critical squeeze force is reached and curing is performed for 1 hour. Holding the 

load constant during cure is critical because, without it, the TIM will exhibit an elastic response 

and spring-back. This forms finger-like structures that are not representative of the desired 

squeezed state. 

 

 

Figure 3.5 Automated constant velocity squeezing using Instron mechanical tester: (a) 

Schematic of the off-axis squeezing process where two line dispense TIM patterns (deposited 

on the bottom glass substrate) are squeezed at constant velocity and then UV-cured while 

holding the load constant. (b) Model of the squeeze rig adapter designed and manufactured in-

house to assist this process. (c) Bottom side of the squeeze rig adapter showing two 

rectangular strips of double-sided tape, on which the top glass substrate is attached. Then, 3M 

Scotch packaging tape is affixed on this to enable easy removal of samples after squeezing and 

curing. 
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The load and displacement are recorded by the Instron at user-specified intervals. Figure 3.6 (a) 

shows the evolution of load vs displacement for squeezing at 𝑉𝑆 = 1 μm s
−1 for two different 

ultimate squeeze forces, 𝐹𝑆 = 50 N and 100 N. Data acquisition in the load-holding phase is 

limited by monitoring displacement and load variations. Otherwise, continuous data acquisition 

leads to large file size and loss of data from earlier stages of the squeeze process. In the control 

program, the duration of the load-holding phase is ≈ 3 hours. Although cure duration is 1 hour, 

the extra time in this phase acts as buffer. After curing, the user can end the process on the Instron 

software. The squeeze pressure is calculated based on the average force (see Figure 3.6 (b, c)) and 

area of the squeezed TIM is computed by constructing a polygonal region of interest around the 

TIM based on optical image. 

Figure 3.6 (a) Load vs displacement during squeezing for squeeze rate of 𝑉𝑆 = 1 μm s
−1 at 

two different ultimate squeeze forces 𝐹𝑆 = 50 N and 100 N. (b, c) Load vs displacement for 

the load-holding phase for the two cases, exhibiting variation around the set force over time. 

These variations are averaged to calculate applied pressure exerted on the TIM during 

squeezing. 
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Two squeeze and curing set-ups are shown in Figure 3.7 using different lamp fixtures. Data from 

these tests, respectively labeled as Set 1 and Set 2, are analyzed. In both cases, the bottom glass 

slide with dispensed TIM is placed on a circular plate whose area is significantly larger than that 

of the slide. This allows full support over the entire footprint of the slide during squeezing. Portable 

UV lamps3, rated at 75 W, are attached to the support structures of the Instron tester. The UV bulbs 

are housed in a parabolic reflector, thus rendering the light rays approximately parallel as they are 

transmitted from the source. According to manufacturer’s specifications, these lamps produce 

97% UV-A light and 3% UV-B light. Heat generated during the cure process should further assist 

in solidifying the TIM, according to the epoxy technical datasheet. Initially rigid lamp fixtures 

were used (see Figure 3.7 (a)), but the curing process was improved by using flexible lamp holders 

allowing closer positioning of the lights. 

 
3 https://www.amazon.com/OMAYKEY-Reptile-Fixture-Holder-Clamp/dp/B07R33GTBN?ref_=ast_sto_dp 

 

Figure 3.7 Constant velocity squeeze set-up using Instron machine and in-house designed 

squeeze rig using a (a) rigid and (b) flexible UV lamp fixture. The advantage with the flexible 

fixtures in (b) is the significantly shorter light source-to-sample distance. Optical images of the 

sample after (c) squeezing and 1 hour of UV curing, and (d) the squeeze rig is removed and 

the samples are ready to be retrieved from the bottom glass slide. 

https://www.amazon.com/OMAYKEY-Reptile-Fixture-Holder-Clamp/dp/B07R33GTBN?ref_=ast_sto_dp
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Sample Preparation 

One of the main objectives of microstructure analysis via 3D XRCT imaging is the quantification 

of local particle volume fraction along the direction where particles primarily redistribute during 

squeeze process (i.e., along 𝑋  direction in Figure 3.8 (a)). That helps delineate the effect of 

different processing conditions on the particle distribution uniformity and, ultimately, the bulk 

thermal conductivity. To investigate particle redistribution, the ideal sample (see Figure 3.8 (a)) 

must be sufficiently large to examine the spatial variation from the central region to outer edges. 

Such a sample is shaded by the grey rectangular region. However, high resolution imaging was 

found to not be feasible for this sample size due to field of view (FOV) limitations, and individual 

particle size and locations cannot be accurately resolved at lower voxel resolutions of ≥ (5 μm)3. 

Therefore, the sample is cut at its centerline to image one-half of the ideal sample. This sample is 

named “Center-Edge” (see Figure 3.8 (a)). One side length for this sample is chosen to be ≈

0.2 inch , and the other dimension is governed by the sample geometry, while the BLT is 

 

Figure 3.8 Schematic of samples cut out from the squeezed TIMs. (a) The ideal sample spans 

the width of the TIM in the 𝑋 direction (i.e., primary direction of particle redistribution). The 

reduced sample, obtained by cutting the ideal sample at its centerline, is used for XRCT 

imaging due to limited FOV and resolution implications. (b) Center-Edge and Central samples 

are manually cut out from two distinct TIMs produced in the squeeze tests. Samples are 

consistently prepared: Center-Edge samples are obtained from the left (L) TIM and Central 

samples from the right (R) TIM. In this work, 𝑤 is dictated by the sample dimensions, and 𝑑 ≈
𝑑′ ≈ 𝑤′ ≈ 0.2 inch ≈ 5.08 mm ≈ 47 median particle diameters 𝐷𝑚,𝑐𝑒. 
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determined by the squeeze conditions. For comparative analysis, the local particle concentration 

near the centerline of the dispensed TIM is examined by imaging a central region ( ≈

0.2 inch x 0.2 inch) from the second TIM produced in the same squeeze test (see Figure 3.8 (b)). 

This is named the “Central” sample. To be consistent, all Center-Edge samples are cut out from 

the left (L) TIM and Central samples are cut out from the right (R) TIM produced in the automated 

squeeze tests. The experimental imaging set-up is described in 3.5.1. 

 

Note that quick scan tests were conducted for whole TIM specimen, and rectangular strip-type 

samples and one half of TIM specimen. In all these cases, resolution was not sufficient to identify 

individual particles. However, on a macroscopic scale, scanning large samples will reveal the 

presence of void regions within the TIM. This information is vita in understanding the influence 

of squeeze rate and force on the TIM thermal performance. 

UV Curing for Squeeze Tests 

The UV cure duration of 1 hour was experimentally optimized for the TIM at 30 vol% particle 

loading. Initial tests of cure duration for 15 and 30 minutes showed that significant portions of the 

squeezed TIM was not solidified. Then, it was increased to 45 minutes and subsequently to 1 hour. 

Qualitatively, the curing improves with the additional 15 minutes of UV exposure (Figure 3.9 (b)). 

UV cure duration is a function of the light source intensity, distance of the light source from the 

TIM (≈ 0.1 m or 4 inches) and light transmission losses through the two materials – glass and 

3M tape in series. Using flexible lamp fixtures, the UV light source-to-TIM distance can be 

reduced to ≈ 0.025 m (1 inch). For the same cure duration of 1 hour, the solidification is nearly 

complete, except where the squeeze rig adapter physically blocks the light (see Figure 3.9 (c)). 

The gray polygonal regions shown in Figure 3.9 outline the TIM and emphasize an important 

observation that even at moderate filler loading of 30 vol%, the backside is not completely cured. 

This region felt greasy to touch and the uncured epoxy was visually confirmed to be present. 

Higher power UV lamp and a directed beam of light can help eliminate this phenomenon and thus 

completely solidify the TIM. 

 

The lamps in Figure 3.7 (a) are ≈ 0.1 m (4 inches) away from the TIM. Flexible UV lamp fixtures 

are shown in Figure 3.7 (b). This arrangement enables better TIM solidification for the same cure  
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duration of 1 hour as the sample to light source distance is just ≈ 1 inch. Figure 3.9 compares the 

squeezed and cured TIM samples with different curing processes. 

TIM Preparation for Automated Tests 

For automated squeezing, a fresh batch of TIM was prepared with a sieved particle size range of 

90 − 106 μm. The median circle-equivalent diameter of 𝐷𝑚,𝑐𝑒 = D50 is 107.7 μm (based on 

volume distribution) as measured by the Malvern Morphologi G3-ID instrument based on a sample 

size of ≈ 11,400 particles (dry state). In this instrument, the particles are first dispersed on a 

circular area and then scanned linearly by a high resolution microscope. Circle equivalent diameter 

is measured by this technique by processing the particle images. The particle size distribution is 

 
Figure 3.9 Optical images of the squeezed and cured TIMs with different curing conditions. 

TIM cured using the rigid lamp fixture for (a) 45 minutes and (b) 1 hour. (c) Images of the 

TIM samples in (b) after removal from the squeeze rig. (d) TIM cured using the flexible lamp 

fixture for 1 hour. Gray polygonal regions outline the regions from where the TIM is removed 

and encompass the slightly uncured portions. In panels (a), (b) and (d), the light yellow 

rectangles indicate regions that are illumiated by UV light. 
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narrow, with a spread of 27.5 μm between the D10 and D90 sizes (see Table 3.3 and Figure 3.10 

(a)). Approximately 75% of copper particles by volume used in this work are mostly circular 

(𝐶𝑝 > 0.8), with ≈ 5% (by volume) bearing poor circularity (𝐶𝑝 ≤ 0.5) as seen in Figure 3.10 (b). 

Therefore, we can expect the 3D particle shape to be close to spherical. 

Particle settling 

The characteristic settling time, 𝜏𝑠𝑒𝑡𝑡𝑙𝑒 , as calculated from Eqn. 3.1 [116] over a distance of a single 

particle diameter, 𝐷𝑚,𝑐𝑒, accounting for particle loading, is ≈ 7.4 minutes, which is significantly 

shorter than the experimental cure duration.  

𝜏𝑠𝑒𝑡𝑡𝑙𝑒 =
18𝜇𝑓

Δ𝜌𝑔𝐷𝑚,𝑐𝑒
∗ (1 − 𝜙𝑝)

−6.55
 3.1 

 

 

Figure 3.10 Volume distribution, 𝑞3 (μm
−1), of the (a) circle equivalent particle diameter, 𝐷𝑐𝑒, 

and (b) circularity, 𝐶𝑝, analyzed from high resolution optical imaging of  

≈ 11,400 copper particles (dry state). The measurement is performed using the Malvern 

Morphologi G3-ID instrument for particles initially sieved to a size range of 90 − 106 μm. 

Table 3.3 Volume distribution based D-sizes of the spherical copper particles for automated 

tests based on measurements from Malvern Morphologi G3-ID 

 D-size Value (𝛍𝐦)  

D10 97.1 

D50 107.7 

D90 124.6 
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where 𝜏𝑠𝑒𝑡𝑡𝑙𝑒  is the particle settling time over a distance of one diameter 𝐷𝑚,𝑐𝑒, 𝜇𝑓 is the matrix 

viscosity, Δ𝜌 = 𝜌𝑝 − 𝜌𝑓  is density difference between particles ( 𝜌𝑝 ) and matrix ( 𝜌𝑓 ), 𝑔  is 

acceleration due to gravity, 𝐷𝑚,𝑐𝑒 is D50 particle size, and 𝜙𝑝 is the target particle volume fraction 

in the TIM. In 2 hours, a particle within the TIM will traverse a distance of ≈ 16𝐷𝑚,𝑐𝑒. However, 

during curing, the viscosity of the matrix continuously increases as stronger chemical bonds are 

formed leading to TIM solidification. Experimentally, such a drastic particle settling is not 

observed. If it did, then the heap shape of the line dispense pattern presented in the next section 

would likely not have been observed. Note that there is ≈ 7 − 10 minutes of time delay after 

dispensing and before beginning UV cure. So, settling is possible during this period. 

3.5 3D XRCT Scan Set-up, Reconstruction, and Image Processing 

3.5.1 Experimental Set-up for 3D XRCT Scan 

In this work, the Bruker SKYSCAN 1272 is used for 3D XRCT imaging. This machine is capable 

of spatial resolution up to 0.35 μm . Samples are generally placed on relatively low-density 

materials such as Styrofoam or wooden blocks. In the manual TIM application case, the cut-out 

samples are assembled on top of Styrofoam that is mounted onto a metal rod and then this assembly 

is screwed in place inside the XRCT machine (see Figure 3.11 (a)). This is a rudimentary set-up 

and the main purpose was to establish an image processing workflow to extract particle locations 

and size. 

 

The XRCT imaging set-up of the Center-Edge and Central samples produced from automated test 

procedures (see Figure 3.8) is shown in Figure 3.11 (b). Two samples are scanned simultaneously 

for time efficiency. Numerous imaging trials using Styrofoam as the sample housing showed that 

the samples curved or bent as a result of the assembly and this affected microstructure analysis. 

Moreover, separate imaging tests are performed where the samples are set-up on a piece of 

cardboard and Teflon. A combination of double-side tape and Parafilm to secure the sample also 

resulted in significant movement during the scan and a noisy dataset. Finally, a small wooden 

block is mounted on a metal rod to support the sample. A small piece of Parafilm is wrapped 

around the metal rod before inserting it into the wooden block. Then a larger piece of Parafilm is 

wrapped around the wooden block to tightly secure it to the metal rod. In all the tests, the Center-
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Edge sample was placed on the block first and then the Central sample on top of it. After placing 

each sample, two thin strips of Parafilm are wrapped tightly around the sample in perpendicular 

orientation. Then, another strip of the film is wrapped sideways to secure the samples to the block. 

This minimizes relative movement during scan and thereby reduces noise in the image dataset. 

The X-ray source is set to 100 kV at a power of 10 W and a 0.11 mm thick copper filter is used 

in all scans. This filter minimizes beam hardening effects. For denser objects, the X-ray energy 

can be tuned using the metallic filters available in the equipment which automatically set the source 

voltage and current. Prior to scanning, transmitted X-ray intensity is calibrated in the absence of 

the object in a process known as flat-field correction. Exposure time is adjusted for the desired 

resolution and filter to obtain an optimal intensity of 88%± 1% during this correction. Then, the 

object rotation step, number of frames for averaging the intensity per rotation step and total scan 

angle are appropriately chosen. Recommended rotation step and number of averaging frames are 

available in the operation manual for various pixel resolution ranges. Four binning options are 

available: 1K, 1.5K, 2K, and 4K. In this work, 2K binning was used. Samples are scanned through 

180° at a rotation step of 0.15° for samples produced from manual application and 0.1° for 

samples produced from automated procedures. At each sample orientation, a few frames are 

 

Figure 3.11 XRCT imaging set-up: (a) Top view of a squeezed TIM sample placed on 

Styrofoam and photographed prior to scanning, (b) Cartoon of TIM samples assembled on a 

small piece of wooden block to enable parallelized, high resolution 3D XRCT imaging. Each 

TIM sample is doubly wrapped with Parafilm to affix it to the wooden block, which itself is 

tightly bound to the metal rod using a wider piece of Parafilm (wrapped horizontally). This 

minimizes relative motion between the sample, block and the rod to obtain a noise-free image 

reconstruction 
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captured and averaged (see Table 3.4). Random pixel movement parameter of 20 was used for the 

samples produced from automated procedures. This parameter minimizes ring artifacts in the 

reconstructed cross-sections. The X-ray spot size in this machine is < 5 μm. The total scan time 

for the TIM samples (of just a few millimeters in lateral dimension and a half millimeter in 

thickness) varied approximately between 12 − 18 hours. After scanning, cross-sectional slices of 

the samples are reconstructed, which can then be used for 3D viewing of the reconstructed object; 

image processing techniques are subsequently exploited on the 3D dataset to determine particle 

locations and size. Microstructural features are then analyzed as described in section 0. 

3.5.2 3D XRCT Reconstruction 

In this section, 3D XRCT reconstruction and image processing workflow are described using the 

manually dispensed and squeezed TIM samples as example datasets. Table 3.5 summarizes the 

software packages used for (a) reconstructing the cross-sectional slices, (b) 3D viewing, (c) section 

viewing, and (d) image analysis. First, the raw images or projections collected by the X-ray 

detector are processed to reconstruct the material cross-sections using the proprietary NRecon 

software on a PC with 128GB RAM and a dedicated graphics processing unit (GPU). The 

processing and reconstruction is GPU-accelerated and the entire procedure takes less than 30 

minutes. It allows the user to process the raw images before reconstruction as well as enable user 

control on the reconstruction material domain area. 

 

Table 3.4. 3D XRCT scan settings for TIM samples produced manually and via automated 

procedures 

TIM Sample Voxel 

Resolution 

(𝝁𝒎𝟑) 

Rotation 

Step (°) 
Number of 

Averaging 

Frames 

Random Pixel 

Movement 

Parameter 

Total Scan 

Time 

Manual procedure      

Dispensed TIM 1.9 0.15 8 --- ~19 hr 

Squeezed TIM ~18 hr, 15 min 

 

Automated procedure 

     

Dispensed TIM 3.5 0.1 4 20 ~12 hr 

Squeezed TIM 
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The processing involves smoothing, correction of beam hardening, removal of ring artifacts, and 

alignment correction (for compensating minor sample movement during the scan). Parameters are 

varied independently for each of the aforementioned processing steps and then, visual inspection 

of its effects is performed on a reconstructed cross-section slice near the largest part of the object. 

User judgement is critical, especially when optimizing the parameter for ring artifacts correction 

and smoothing – if appropriate parameters are not chosen, there will be visible “shadow rings” in 

a reconstructed slice or blurring. Since the scan settings are constant for the different samples (see 

section 3.5.1), the reconstruction parameters are also held constant for all the datasets. That is, a 

beam hardening correction of 80%, ring artefacts correction of 20 and a smoothing factor of 6 are 

applied on the raw projections. The alignment correction parameter was set to the software-

determined value as it was qualitatively tedious to determine the optimal value. If the user wishes 

to modify the parameter values, it can be saved as a separate parameter file that can be loaded at a 

later time to reprocess the projections. After processing the raw images, the final region of interest 

(ROI) for reconstruction of object cross-section and the image format type are selected by the user 

– in this investigation, the largest rectangular ROI was chosen to encompass the object wholly, 

and images were saved as 8 bit BMP. The reconstructed dispensed and squeezed TIMs are shown 

in Figure 3.12. 3D object viewing is achieved with the Bruker CTVox software. Notice that the 

heap-like formation in the line dispense pattern (Figure 3.12 (b)) is evident from the reconstruction. 

The squeezed TIM bond line thickness is ≈ 2.6  particle diameters (Figure 3.12 (d)) as by 

constructing a rectangular box around the microstructure. 

Table 3.5. Software packages used for processing 3D XRCT image cross-section 

reconstruction, viewing and analysis 

Processing Software Toolkit 

Reconstruction of cross-section slices NRecon 

3D viewing CTVox, ParaView (open-source) [197]  

Section viewing DataViewer 

Image analysis  CTAn or FIJI/ImageJ2 (open-source) [198]  

Microstructural analysis Custom MATLAB scripts and open-source package 

[199] 
Bundled software package with the SKYSCAN XRCT equipment 

*Third party software, proposed for all future investigation. Currently, results from analysis 

within FIJI is presented 
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The next three figures show 3D reconstructions of TIM samples produced using automated 

application methods. All TIM samples produced from the automated tests were scanned at a voxel 

resolution of (3.5 μm)3. Figure 3.13 shows the 3D reconstructed images of a line pattern TIM 

dispensed on bare glass slide. Figure 3.14 shows another line pattern TIM dispensed on glass slide 

covered with copper foil. Both dispensed TIM samples were cut out from near the center of the 

line pattern. Figure 3.15 shows a pair of squeezed TIMs scanned simultaneously, as discussed in 

3.5.1. 

 

Figure 3.12 3D XRCT reconstruction of the manually (a, b) dispensed and (c, d) squeezed 

TIMs performed using CTVox. The voxel resolution is (1.9 μm)3. Samples for imaging are 

prepared by dispensing a line pattern of the TIM on a glass microscope slide (covered with 

copper foil) and then, squeezing it manually using another glass slide on top. The two samples 

are separately cured and small portions were cut out for XRCT imaging (see section 3.3). The 

median particle diameter is 114 μm. The squeezed TIM is approximately ~2.6 particles thick 

with a BLT of ≈ 297 μm. 
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Figure 3.13 (a) Front, (b) side, and (c) top views of the 3D XRCT reconstructed image of a 

TIM dispensed on bare glass slide using automated procedure. The voxel resolution is 
(3.5 μm)3. 

3.5.3 3D Image Processing Workflow 

Individual particle size and location are extracted from the reconstructed cross-sections using 3D 

image processing algorithms i.e., algorithms are applied on the 3D image dataset. Particle shape 

is idealized as spherical, and an equivalent sphere volume diameter is computed. This can be 

achieved either using Bruker’s CTAn software or open-source packages such as ImageJ and FIJI  

 

Figure 3.14 (a) Front, (b) side, and (c) top views of the 3D XRCT reconstructed image of the 

TIM dispensed on a glass slide covered with copper foil using automated procedure. The voxel 

resolution is (3.5 μm)3. 
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[198]. Initially, particle size, location, and porosity were measured using CTAn software. While it 

provides a wide array of 2D/3D image processing algorithms including noise reduction, 

binarization and microstructure analysis (such as porosity, microstructural anisotropy), FIJI 

provides a more versatile functionality via built-in functions and numerous plug-ins, all of which 

are open-source (see Appendix A). Moreover, it was found that some critical operations like the 

watershed segmentation in CTAn software did not process as expected and the results were 

visually confirmed to not be acceptable. Therefore, in this work, image processing is performed 

with FIJI. 

 

The XRCT image processing flowchart is shown in Figure 3.16 and examples of the image 

processing steps are shown in Figure 3.17. It is not the intention of this thesis to delve into the 

mathematical details of the image processing algorithms, rather a simplified explanation is 

provided, and the reader is referred to relevant works. Irrespective of the software that have been 

used for image processing, based on prior work focused on analyzing particulate media 

[54,55,144,146,200], the basic algorithm involved the following: (a) noise removal/reduction of 

the gray scale data by filtering and/or despeckling to remove small voxel to voxel variation; (b) 

thresholding to identify polymer matrix and particle voxels yielding binarized data; (c) removal 

 

Figure 3.15 (a) Front, (b) side, and (c) top views of the 3D XRCT reconstructed image of the 

TIM dispensed on a glass slide covered with copper foil and squeezed at 𝑉𝑆 = 1 μm s
−1 and 

𝐹𝑆 = 50 N using automated procedures. The voxel resolution is (3.5 μm)3. 
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of artifacts such as holes within particles; (d) segmenting or breaking apart touching particles 

(induced by previous processing steps); and (e) identification of individual objects including the  

 

 

Figure 3.16 Flowchart of the 3D image processing using FIJI toolkit to extract particle 

locations and sizes. The algorithm involves noise filtering, thresholding, artifact removal (i.e., 

a fill hole operation), watershed segmentation, and analysis of individual particles. Noise 

filters such as median, adaptive, non-local means, and minimum + median are available. The 

watershed segmentation involves a user-controlled “dynamic” parameter that balances over- 

and under-segmentation. 

 

 

Figure 3.17 3D image processing flowchart showing the effect of various image operations 

such as filtering, thresholding, filling of holes, and watershed segmentation on a manually 

squeezed TIM sample. In this figure, a 3D median filter is used on the raw image dataset. As 

noted in the text, the NLM filter is used for all samples from the automated tests. The image 

size is approximately 1.88 mm x 2.03 mm. 
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particle centers and sizes (e.g., equivalent sphere diameter). Based on the volume of objects from 

step (e), an equivalent sphere diameter is calculated and interpreted in physical units based on the 

voxel resolution. 

Noise Removal 

Various noise filters are available such as median, adaptive, non-local means (NLM) and minimum 

+ median. The main objective of filtering is to minimize blurring, smoothen the image and sharpen 

particle edges. Median [201–203], adaptive [204,205] and NLM [206] are ideal for this. Median 

filter (and most other morphological operations) requires specification of a kernel shape (e.g., box 

or sphere) and size (𝛿𝑘) [207], whereas the NLM plug-in is fully automated. In this work, 𝛿𝑘 ≈

0.05 𝐷𝑝,𝑚 where 𝐷𝑝,𝑚 is the measured median particle diameter, was used for processing images 

of the manually prepared TIM samples. Owing to the particle size distribution, this may adversely 

affect detection of smaller particles. Therefore, NLM is desirable in this case.  

Thresholding 

Next, a thresholding operation is needed to binarize the data with white voxels representing 

particles, and black voxels representing the matrix and/or air bubbles. For the purpose, an 

automated Otsu’s thresholding [208] method is used. 

Artifact Removal 

In the 3D reconstructed images, some particles were hollow (see Appendix Figure A1) and this 

appeared as black voxels enclosed within white voxels after thresholding. Either morphological 

reconstruction [146] or closing operation [144] can be performed to close the holes. A 

morphological closing is a combination of dilation and erosion operations [145]. A dilation 

operation adds more white voxels to a given dataset and an erosion operation deletes white voxels. 

Erosion is necessary because the former operation will add white voxels globally and that is not 

desirable – only the holes must be eliminated by dilating the white voxels surrounding the black 

ones to occupy the entire hole. Initial tests showed that, with a reasonable spherical kernel (i.e., 

size not exceeding 10% average particle diameter), all the holes could not be filled. Therefore, a 

3D “fill hole” operation using the MorphoLibJ plug-in library [209] is chosen as it (a) has been 
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used in prior work [146] to fill holes and cracks in particles and (b) is fully automated. Thus, the 

trial-and-error nature of sizing the dilation and erosion operations is eliminated. This algorithm 

identifies and fills black voxels that are completely enclosed within white voxels. It is possible to 

observe particles with partial black regions inside them that are not filled. The equivalent sphere 

volume diameter of such particles with holes in them may result in smaller particle diameters post 

processing. 

Segmentation 

The next task is to separate particles that appear to be touching. Neighboring particle boundaries 

connect as a result of image noise and thresholding artifact. This is an effect of the competition 

between voxel resolution and particle size. The segmentation is implemented using the distance 

transform watershed algorithm [56,201,210,211] available in the MorphoLibJ plug-in library. This 

algorithm involves a flooding operation to “fill basins” and construct “dams” when the basins are 

filled [212]. Flooding of the basin begins at local minima, which in this case are the particle centers, 

and the basin is the particle volume. Ideally, if this algorithm works perfectly, dams must be 

constructed at the real boundaries of particles. However, it was observed that (a) several individual 

particles were improperly broken apart or segmented by the watershed algorithm and (b) multiple 

particles merged to make up large particles. These issues plausibly arise due to a combination of 

the unfilled holes within particles and lower image resolution, respectively. Generally, the 

watershed segmentation works well if the scale parameter, 𝑠𝑣 =
�̅�𝑝

𝑝𝑣
> 30, where  �̅�𝑝 is the average 

or median particle diameter and 𝑝𝑣  is voxel size [213,214]. At lower resolution, interparticle 

regions are difficult to resolve and thresholding usually merges the neighboring particles. So, it is 

critical that edge-preserving noise filters are used for lower resolution datasets. The “dynamic” 

parameter, 𝑑𝑤, in the watershed operation can be set to balance the over- and under-segmentation. 

Higher 𝑑𝑤  leads to particle agglomeration (under-segmentation) and lower 𝑑𝑤  causes more 

particle breakage (over-segmentation). For the manually dispensed and squeezed TIM samples, 

𝑑𝑤 = 2 (default value) and that worked well as the voxel resolution was higher (𝑝𝑣 = 1.9 μm) 

with 𝑠𝑣 =
114

1.9
= 60. But for all other image datasets the voxel resolution is lower (𝑝𝑣 = 3.5 μm) 

with 𝑠𝑣 =
107.7

3.5
≈ 30.8 . In this case, the default value of 𝑑𝑤 = 2  led to significant particle 

agglomeration and, hence, we use 𝑑𝑤 = 1. 
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Particle Analysis 

Finally, particle sizes and centers are computed using the 3D Objects Counter plug-in [215]. The 

object volume and centroid location are stored in a spreadsheet format. Equivalent sphere volume 

particle diameter is calculated from the volume output in the 3D Objects Counter plug-in. Figure 

3.17 shows the application of various image processing algorithms on the manually squeezed TIM 

dataset. Although only one image slice is shown, the algorithms were applied in 3D for the entire 

dataset. The XRCT detected particle sizes and locations are plotted as idealized spheres using 

open-source visualization software toolkit ParaView [197]. 

Analysis of the Manually Dispensed and Squeezed TIMs 

Figure 3.18 shows the microstructure for the manually dispensed line pattern and the manually 

squeezed TIM samples. These samples are analyzed mainly to help establish an image processing 

workflow. The squeezed TIM sample (Figure 3.18 (c, d)) is cut out from a central region, and 

therefore does not provide insights into particle redistribution with respect to the dispensed state. 

 

Figure 3.19 shows the particle size distribution of particles detected from XRCT image processing 

of the dispensed and squeezed TIMs compared to the laser diffraction measured PSD. The 

differences are attributed to (a) incomplete filling of holes within particles (size underestimation), 

(b) breakage of individual particles during watershed separation (size underestimation), and (c) 

 

Figure 3.18 Detected particle locations and sizes (i.e., equivalent sphere diameter 𝐷𝑝) plotted 

using the open-source visualization software ParaView. Front and top views of the manually 

(a, b) dispensed and (c, d) squeezed TIM samples. 
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merging of particles to form one large particle (size overestimation). Also, statistical differences 

in detected particle sizes are expected. Note that the particle size measurement using Malvern 

Mastersizer was performed only once due to limited amount of particles. Ideally at least two 

measurements are needed to average out the results and check for repeatability of measurement. 

Table 3.6 compares the characteristic D10, D50, and D90 particle diameters from the 3D analysis 

of the dispensed and squeezed TIM XRCT images with the Mastersizer measured sizes. 

Table 3.6 Comparison of the volume distribution-based D-sizes of the equivalent 

sphere diameter between laser-diffraction measured and XRCT-detected particle 

sizes. The TIMs were manually dispensed and squeezed, and the particles (dry state) 

were measured using Malvern Mastersizer 3000. 

D-size Malvern Mastersizer 

3000 (𝛍𝐦) 

XRCT Dispensed 

TIM (𝛍𝐦) 

XRCT Squeezed 

TIM (𝛍𝐦) 

D10 91.8 95.5 99.1 

D50 114 110.5 115.2 

D90 140 125.5 129.5 

 

  

 

Figure 3.19 Particle size distribution (PSD) comparison between the XRCT-detected particle 

sizes of squeezed and dispensed TIMs, and that of laser diffraction measurement using 

Malvern Mastersizer 3000. 
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Analysis of the Automated Tests: Line Dispense Pattern TIM 

Figure 3.20 shows a center (Sample 1) and an off-center (Sample 2) sample of the automated 

dispensed TIM that are deposited on bare glass slide. Figure 3.21 shows a center sample (Sample  

3) of the TIM dispensed on glass slide covered with copper foil. The maximum particle diameter 

analyzed from the sample in Figure 3.20  is 𝐷𝑝,𝑚𝑎𝑥 ≈ 143 μm. However, unusually large particles 

(𝐷𝑝 > 150 μm) were observed near the base of the heap shape (i.e., the bottom portion) in Figure 

3.21. This is an artifact of the presence of copper foil remaining in place during imaging of this 

sample (see Figure 3.14), which then manifests as unusually large particles in the 3D image 

processing. Such large particles (𝐷𝑝 > 150 μm) that were present near the bottom of the heap 

shape of the dispensed TIM were manually deleted before analyzing microstructure properties. 

 

  

Figure 3.20 Visualization of line pattern dispensed TIM microstructure of the (a-c) center 

(Sample 1) and (d-f) off-center (Sample 2) samples. In both cases, the heap shape of the 

dispense pattern is distinctly visible (a, d). These TIMs are dispensed on bare glass 

microscope slide using automated procedures. 

 

Figure 3.21 Visualization of line pattern dispensed TIM microstructure of a central sample 

(Sample 3). (a) Front, (b) top and (c) side views. This TIM is dispensed on glass microscope 

slide covered with copper foil using the automated procedures. 



 

 

82 

Figure 3.22 compares the PSD of the three dispensed TIM samples analyzed from XRCT images 

with the high resolution optical image-based measurement from Malvern Morphologi G3-ID. The 

plot shows that these samples are statistically equivalent. Table 3.7 presents values of the D10, 

D50 and D90 particle sizes of the three samples and the optical-image based measurement. 

Table 3.7 Comparison of the volume distribution-based D-sizes of the equivalent sphere 

diameter between high resolution optical image-based measurements and XRCT-detected 

particle sizes of dispensed TIM samples produced via automated procedures. 

D-size Malvern Morphologi 

G3-ID (𝛍𝐦) 

Dispensed TIM 

  Sample 1* 

(center) 

Sample 2* (off- 

center) 

Sample 3+ 

(center) 

D10 97.1 97.2 97.3 97.6 

D50 107.7 106.5 106.5 107.6 

D90 124.6 117.4 116.9 119.2 

*Dispensed on a bare glass microscope slide 
+Dispensed on a glass slide covered with copper foil 

 

Figure 3.22 Volume distribution of particle size, 𝑞3, analyzed from the processed 3D images of 

dispensed TIM samples. There is a good agreement between measured size distribution from 

Malvern Morphologi G3-ID instrument and from the 3D XRCT image analysis. The XRCT 

scans are obtained at a voxel resolution of (3.5 μm)3. The plot also suggests that the particle 

sizes do not significantly vary between the different samples.  Note that area under each curve 

is ≈ 1. 
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Analysis of Automated Tests: Squeezed TIMs Set 1 

Figure 3.23 and Figure 3.24 show top view of TIM microstructure post image analysis for Set 1 

Center-Edge and Central samples, respectively. These samples were prepared via automated 

procedures. Qualitatively, different local concentration characteristics are discernible and are 

discussed later. 

 

 

Figure 3.23 Detected particle locations and sizes (i.e., equivalent sphere diameter 𝐷𝑝) plotted 

using ParaView. Top view of the Set 1 Center-Edge samples produced via the automated 

dispense and squeeze procedures. The centerline of the line dispense pattern is denoted by the 

black dashed line. 

 

 
Figure 3.24 Detected particle locations and sizes (i.e., equivalent sphere diameter 𝐷𝑝) plotted 

using ParaView. Top view of the Set 1 Central samples produced via the automated dispense 

and squeeze procedures. The centerline of the line dispense pattern is denoted by the black 

dashed line. 
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Figure 3.25 compares the PSD from image analysis of Set 1 of TIM samples prepared using 

automated procedures with that of a single measurement using the Malvern Morphologi G3 

equipment. Comparing the volume equivalent sphere diameter to the optical imaging results is not 

strictly correct because the particles are not perfectly spherical (see Figure 3.10 (b)). Nevertheless, 

this measurement provides a reference for validating the image processing. The PSD for one 

dispensed TIM sample (corresponding to Figure 3.20 (a-c)) is shown in the figure. The PSD of the 

dispensed TIM gives a close agreement against the optical measurement. The agreement between 

PSDs of the optical measurement and squeezed TIMs is acceptable, however, the shift of the peak 

towards right (larger diameter) is observed. This clearly indicates agglomeration of particles 

induced by insufficient resolution at the interparticle regions, despite implementing the distance 

transform watershed segmentation with dynamic parameter, 𝑑𝑤 = 1 . At higher resolutions, 

watershed segmentation should work more efficiently and object detection will be more accurate. 

Table 3.8 compares the measured particle D-sizes with that from the image analysis of CE and C 

samples from Set 1 squeeze tests.  

 

 

Figure 3.25 Volume distribution of particle size, 𝑞3, analyzed from the processed 3D images of 

the two types of squeezed TIM samples from Set 1 test: (a) Central and (b) Center-Edge 

samples. There is an acceptable level of agreement between the size distributions measured 

using the Malvern Morphologi G3-ID instrument and detected by processing the 3D XRCT 

images. The XRCT scans are obtained at a voxel resolution of (3.5 μm)3. Note that area under 

each is ≈ 1. 
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Table 3.8 Comparison of the volume distribution-based D-sizes of the equivalent 

sphere diameter between high resolution optical image-based measurements and 

XRCT-detected particle sizes of squeezed TIM samples from Set 1 produced via 

automated procedures. Note C refers to the Central and CE to the Center-Edge 

samples. 

D-size 

Malvern 

Morphologi 

G3-ID (𝛍𝐦) 

Fast Squeeze Slow Squeeze 

  𝑭𝑺 = 𝟏𝟎𝟎 𝐍 𝑭𝑺 = 𝟓𝟎 𝐍 𝑭𝑺 = 𝟏𝟎𝟎 𝐍 𝑭𝑺 = 𝟓𝟎 𝐍 

  
C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

D10 97.1 101.9 100.2 96.9 103.8 104.5 103.9 100.7 100.2 

D50 107.7 112.2 111.4 107.9 116.6 116.8 117.2 111.5 111.6 

D90 124.6 125.1 125.9 121 133 133.4 138 125.1 125.6 

 

Figure 3.26 shows measured BLT and squeeze pressure. BLT is measured using a micrometer. 

Three measurements per sample are averaged and the error bars in Figure 3.26(a) show one 

standard deviation. At fast squeeze rates, the BLT appears to be largely independent of the load, 

whereas at slower rate, the BLT decreases with increasing load, in the range of 50 − 100 N 

squeeze force. The pressure is the ratio of average force recorded by the Instron to the TIM area 

computed using FIJI by manually constructing a polygonal region around the TIM. The squeeze 

rig was designed to enable axisymmetric squeezing – this must result in equivalent applied 

 

 

Figure 3.26 Measured (a) BLT and (b) squeeze pressure, 𝑃𝑆, for the TIM samples from Set 1 

test. 𝐹𝑆 is the set force and 𝑉𝑆 the squeeze rate. To compute pressure, the average force during 

the load-holding phase is estimated. Fast = 10 mm s−1 and Slow = 10−3 mm s−1 
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pressures on the left/right TIM samples produced in a single test. However, as seen from Figure 

3.26 (b), the samples from fast squeeze case and 𝐹𝑆 = 100 N were squeezed to different pressures, 

whereas for other test cases, the pressures are nearly equal. 

Analysis of Automated Tests: Squeezed TIMs Set 2 

The four squeeze tests are repeated to produce eight additional TIM specimens. The difference 

between set 1 and set 2 is the positioning of the curing lamp that results in more complete curing 

of set 2. The 3D reconstructed images of the Center-Edge and Central samples are analyzed for 

particle sizes and locations. Figure 3.27 and Figure 3.28 show top view of TIM microstructure post 

image analysis for Set 2 Center-Edge and Central samples, respectively. These samples were 

prepared via automated procedures. The curved nature of the TIM samples is evident at the outer 

edge in Figure 3.27. Qualitatively, different local concentration characteristics are discernible, and 

it is analyzed and discussed in a subsequent section. 

 

Figure 3.29 compares the PSD from image analysis of Set 2 of TIM samples prepared using 

automated procedures with that of a single measurement using the Malvern Morphologi G3 

equipment. The data for this measurement and that of the dispensed TIM data are the same from 

 

Figure 3.27 Detected particle locations and sizes (i.e., equivalent sphere diameter 𝐷𝑝) plotted 

using ParaView. Top view of the Set 2 Center-Edge samples produced via the automated 

dispensing and squeezing procedures. 
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Figure 3.25. Table 3.9 compares the D-sizes of the TIM samples with that of the measurement 

using Malvern Morphologi G3. 

 

Figure 3.28 Detected particle locations and sizes (i.e., equivalent sphere diameter 𝐷𝑝) plotted 

using ParaView. Top view of the Set 2 Central samples produced via the automated dispensing 

and squeezing procedures.  

 

Figure 3.29 Volume distribution of particle size, 𝑞3, analyzed from processing 3D images of 

the two types of squeezed TIM samples from Set 2 test: (a) Central and (b) Center-Edge 

samples.  There is an acceptable level of agreement between the size distributions measured 

using the Malvern Morphologi G3-ID instrument and detected by processing the 3D XRCT 

images. The XRCT scans are obtained at a voxel resolution of (3.5 μm)3. Note that area under 

each is ≈ 1. 
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Figure 3.30 shows measured BLT and squeeze pressure for Set 2 samples. BLT is measured using 

a micrometer. Three measurements per sample are averaged and the error bars in Figure 3.30 (a) 

show one standard deviation. BLT seems to be largely load independent for the two squeeze rates. 

However, from Set 1 tests, BLT showed a dependence on the load at slower squeeze rates. Pressure 

for left/right samples are nearly equal in all cases, except at slower squeeze rate and 𝐹𝑆 = 100 N. 

These sample-to-sample variations suggest process-induced uncertainty, which is discussed in a 

subsequent section. 

 

Table 3.9 Comparison of the volume distribution-based D-sizes of the equivalent 

sphere diameter between high resolution optical image-based measurements and 

XRCT-detected particle sizes of squeezed TIM samples from Set 2 produced via 

automated procedures.  Note C refers to the Central and CE to the Center-Edge 

samples. 

D-size 

Malvern 

Morphologi 

G3-ID (𝛍𝐦) 

Fast Squeeze Slow Squeeze 

  𝑭𝑺 = 𝟏𝟎𝟎 𝐍 𝑭𝑺 = 𝟓𝟎 𝐍 𝑭𝑺 = 𝟏𝟎𝟎 𝐍 𝑭𝑺 = 𝟓𝟎 𝐍 

  
C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

C 

(𝛍𝐦) 

CE 

(𝛍𝐦) 

D10 97.1 100.8 102 102.2 99.2 95.3 98.4 98.8 101.4 

D50 107.7 112.6 113.6 114.2 111.4 106.5 108.7 110.7 113.5 

D90 124.6 130.7 128.3 129.9 126.1 119.9 122.2 124.6 131.8 

 

Figure 3.30 Measured (a) BLT and (b) squeeze pressure, 𝑃𝑆, for the TIM samples from Set 2 

tests. 𝐹𝑆 is the set force and 𝑉𝑆 the squeeze rate. To compute pressure, the average force during 

the load-holding phase is estimated. Fast = 10 mm s−1 and Slow = 10−3 mm s−1. 
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Variation of BLT with Squeeze Rate 

Additional squeeze tests at 𝑉𝑆 = {1, 2.5, 5} mm s
−1, 𝐹𝑆 = 100 N are conducted to measure the 

influence of squeeze rate on the BLT. Figure 3.31 (a) shows that the BLT does not vary 

significantly with squeeze rate at 𝐹𝑆 = 100 N. The BLT shown is the average of left and right 

sample thickness (each measured at three locations on the TIM) from the tests. The error bars are 

one standard deviation based on the two values measured per test. Figure 3.31 (b) shows that the 

squeeze pressure first increases with squeeze rate, but then decreases between 𝑉𝑆 = 5 mm s
−1 and 

𝑉𝑆 = 10 mm s
−1. 

3.6 Squeeze Process-induced Variation 

Sample-to-sample variations, for the same squeeze process parameters, are suspected based on 

variability in the squeezing induced by manual assembly of the (a) copper foil on bottom glass 

slide, (b) 3M Scotch packaging tape on top glass slide, and (c) squeeze rig in the Instron machine. 

Moreover, the void regions in the central sample from Figure 3.24 (b) at 𝑉𝑆 = 10 mm s
−1, 𝐹𝑆 =

50 N, is unexpected and not seen under other test conditions. Therefore, tests are repeated at 𝑉𝑆 =

10 mm s−1, 𝐹𝑆 = 50 N  and 𝑉𝑆 = 1 μm s
−1, 𝐹𝑆 = 100 N  (arbitrarily chosen), and Figure 3.32 

shows the plot of detected particle sizes and locations of the Center-Edge and Central TIM samples 

 

Figure 3.31 Measured (a) BLT and (b) squeeze pressure as a function of squeeze rate 𝑉𝑆 for a 

fixed load of 100 N. The error bars are one standard deviation based on measurement of two 

TIM samples per test. The BLT values are almost constant in the range of 𝑉𝑆 = 10
−3 −

10 mm s−1. 
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from these data. The Central sample from Figure 3.32 (c) does not exhibit void regions under the 

same test conditions. This suggests sample-to-sample variation in the TIM microstructure at the 

same squeeze rate and load.  

 

Figure 3.33 compares PSD analyzed from XRCT-detected particles with the high resolution optical 

microscopy-based measurement using the Malvern Morphologi G3. The agreement is good in most 

cases and acceptable in the case of fast squeeze, 50 N load (panel (b), dotted markers). That 

potentially arises from noise in the XRCT scan that renders the watershed segmentation inefficient 

at the voxel resolution of (3.5 μm)3, thus resulting in agglomeration of particles (see Figure 3.32 

(a)). 

Multiple Squeeze Tests at Fixed Conditions 

Four squeeze tests are conducted at 𝑉𝑆 = 10 mm s
−1 and 𝐹𝑆 = 100 N using the set-up described 

in section 3.4.2 to produce eight samples in total (two per test). TIM images are captured using a 

digital camera and the sample-to-sample variation is evaluated using metrics such as (a) area of 

TIM and (b) gray-scale image intensity profile at various locations. Imaging is performed 

 

Figure 3.32 Detected particle locations and sizes (i.e., equivalent sphere diameter 𝐷𝑝) plotted 

using ParaView. These samples are produced by repeating two tests (parameters noted in the 

figure) based on results from Set 1. Top view of the (a) Center-Edge and (b) Central samples 

produced via the automated dispense and squeeze procedures. The axis of the line dispense 

pattern is denoted by the black dashed line. 
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immediately after squeezing and curing, and prior to sample removal from the squeeze rig. Image 

analysis is discussed only for the last three tests as the image length scale for the first test was 

different. The squeeze pressure for all these cases is 171.1 ± 3.9 kPa  and the variation in 

spreading distance or width of the TIM (measured approximately near the center) is 7.1%. Overall, 

the BLT is 234.8 ± 30.8 μm (Figure 3.34). The BLT is measured is performed at three different 

locations per sample and the micrometer head was wiped clean using alcohol after measuring every 

sample. Differences in BLT between the left and right TIMs are significant only for samples from 

the first test. In all other cases, the BLT variation between samples from the same test is within 

one standard deviation. 

 

 

Figure 3.33 Volume distribution of particle size, 𝑞3, analyzed from processing 3D images of 

the two types of squeezed TIM samples – (a) Central and (b) Center-Edge. These samples are 

produced from repeat tests at two different test conditions based on results from Set 1. The 

XRCT scans are obtained at a voxel resolution of (3.5 μm)3. Note that area under each curve 

is ≈ 1. 
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Figure 3.35 shows optical images of the left and right TIMs. Qualitatively, lower particle 

concentration regions are seen near the edge of the two left TIM samples (Figure 3.35 (d, e)), 

whereas for panel (f) the particle spatial distribution appears uniform at this length scale. In other 

 
Figure 3.34 Measured TIM bond line thickness, BLT (𝜇𝑚), for samples produced from four 

tests, labeled “1” through “4”, at the same squeeze condition of 𝑉𝑆 = 10 mm s
−1 and 𝐹𝑆 =

100 N. The red horizontal line (236.5 μm ≈ 2.2 𝐷𝑚,𝑐𝑒) is the average from all measurements. 

The error bars are one standard deviation based on three measurements per sample. Left and 

Right TIMs denote the two samples produced in a single test. 

 

Figure 3.35 Optical images of the (a) right and (b) left TIM samples from three tests under the 

same squeezing conditions. Lower particle concentration regions are observed near the edges 

for some cases. Its occurrence is not uniform, despite test conditions being held constant. 
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panels, the particle concentration non-uniformity appears to be present only near one edge. For the 

right TIM samples, there is a ring-type void region visible near the center of panel (c). 

 

The TIM area is compared for the samples from the three tests in Figure 3.36. This is the area of a 

polygonal region (constructed manually) binding the TIM. The bar plot shows that the areas are 

comparable. Gray-scale image intensity profile along three horizontal lines (Figure 3.37 (a)) are 

 
Figure 3.36 Comparison of TIM area, 𝐴𝑇𝐼𝑀 measured in pixel units, for the samples from the 

last three tests. 

 

 
Figure 3.37 (a) Gray-scale image of a TIM sample showing three horizontal lines along which 

the image intensity is compared for samples from the three tests. Line intensity profile at three 

locations near the (b) top, (c) center and (d) bottom. 
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shown in Figure 3.37 (b-d). The intensity profiles do not exactly overlap for the same squeezing 

conditions, suggesting process-induced variations. 

Analysis of Squeeze Tests with Bare Glass Microscope Slide Substrates 

Finally, process-induced variation is discussed with a bare glass microscope slide as the substrate. 

It is suspected that the manual attachment of copper foil and tape on the bottom and top glass 

slides, respectively, perturb the squeeze flow of TIMs and lead to sample-to-sample variations 

noted in the previous sections. Two tests (Test 1 and Test 2) are conducted at 𝑉𝑆 = 10 mm s
−1 and 

𝐹𝑆 = 100 N. The dispensed TIM images are shown in Figure 3.38. The intensity profile along 

three horizontal lines are shown in Figure 3.40. For the different samples, intensity profiles match 

well. There is, however, a noticeable difference in the intensity profile for the right TIMs near the 

edges (Figure 3.40 (b)). Note that in Figure 3.38 (b), the edges of the dispensed TIM exhibit a 

teardrop shape. The teardrop shape in the line dispense pattern lowers the redistribution area of the 

TIM during squeeze, as seen in Figure 3.39 (b), but only near the edges. 

 

 

Figure 3.38 Isolated line patterns of TIM dispensed on bare glass microscope slide for 

investigating the squeeze process induced variation under fixed test conditions. In (b), the 

teardrop shape at the edges of the dispensed TIM is highlighted by yellow ovals. The 

spreading area of the TIM is lower there. 
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Figure 3.39 Optical images of the TIM squeezed on bare glass slide substrate (a) Test 1 and (b) 

Test 2. In (b), the teardrop shape in the dispensed TIM has reduced the width near the edges. 

 

Figure 3.40 (a) Gray-scale image of a TIM sample showing three horizontal lines along which 

the image intensity is compared. (b) Intensity profile of the squeezed TIM at the edges and 

near the center, from the samples shown in Figure 3.39. 
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3.7 TIM Microstructure Analysis 

In this section, microstructural analyses of dispensed and squeezed TIMs produced via the 

automated procedures are discussed to reveal the dependence of particle spatial distribution on the 

squeeze rate and load. Bulk particle volume fraction (𝜙𝑝 ), coordination number (𝐶𝑁 ), radial 

distribution function (RDF, 𝑔(𝑟)) and local particle concentration (𝜙𝑝,𝑙𝑜𝑐𝑎𝑙) are discussed. 

3.7.1 Bulk Particle Volume Fraction and Coordination Number 

The bulk particle volume fraction, 𝜙𝑝, is computed as the ratio of total particle volume to that of 

a convex hull that binds the TIM microstructure: 

𝜙𝑝 =
∑𝒱𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝒱𝑐𝑜𝑛𝑣𝑒𝑥 ℎ𝑢𝑙𝑙
, 3.2 

 

where 𝜙𝑝 is particle volume fraction ∑𝒱𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 is the sum of particle volume, and 𝒱𝑐𝑜𝑛𝑣𝑒𝑥 ℎ𝑢𝑙𝑙 is 

the convex hull volume. 

 

First, the particle locations and sizes that are analyzed from processing 3D XRCT images are 

imported into COMSOL Multiphysics by exploiting LiveLinkTM for MATLAB® functionality to 

construct the TIM microstructure geometry. The Standard Triangle Language (STL) format of the 

geometry is then processed to obtain the facets such as vertices and faces [216]. Then, the convex 

hull is computed. This is the bounding box for the TIM microstructure. 

 

Figure 3.41 shows the convex hull (light blue region) constructed around the dispensed and 

squeezed TIM samples. The top and side views show that this convex hull tightly binds the 

microstructure and is, therefore, ideal for the computation of the bulk particle volume fraction, 𝜙𝑝. 

 

The coordination number is computed as the mean number of geometrically intersecting pairs of 

particles and particle pairs that are in close proximity. The latter condition is necessary because 

the watershed segmentation potentially disconnects two physically touching particles. Moreover, 

idealization of spherical shape and equivalent sphere diameter based on object centroid and volume 

computations from ImageJ can render neighboring particles non-touching (or induce large overlaps 

if sphericity of participating particles are relatively low). In this work, an interparticle surface 
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separation limit of 10% of the smallest particle radius is considered for computing the number of 

interacting or contacting pairs. From the perspective of heat conduction, the coordination number 

is correlated with the magnitude of heat conduction through the composite material. Isolated 

particles do not contribute to enhancing conduction and, therefore, their number proportion could 

be a metric for optimizing the TIM application parameters. 

 

The squeezed TIM is made up of approximately three sheets of particle in the thickness direction. 

Ideally, to compute 𝜙𝑝 and 𝐶𝑁, a subset of the microstructure must be analyzed to account for 

wall/edge effects. Prior simulation works usually incorporate periodic boundary conditions to 

generate the microstructures, and the properties are computed on a representative volume element. 

But in this work the squeezed TIM microstructure obtained from 3D XRCT imaging is finite and 

the entire dataset is analyzed. 

 

 

Figure 3.41 Examples of convex hull constructed over the representative microstructures of  

(a) dispensed and (b) squeezed TIM. This is the bounding box for computing the bulk particle 

volume fraction. Particles are colored based on size, but the color bar is omitted in this figure. 
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Table 3.10 below shows 𝜙𝑝 and 𝐶𝑁 for the dispensed TIM samples and Figure 3.46 shows the 

RDF. During TIM preparation, the target filler loading was 𝜙𝑝,𝑡𝑎𝑟𝑔𝑒𝑡 ≈ 30% based on mass 

measurements. However, as seen in Table 3.10 the dispensed TIM bulk volume fraction is 𝜙𝑝 >

30%. This increase likely resulted in the material preparation stage. Some amount of the epoxy 

stuck to the sides of the beaker in which the particles and epoxy were mixed. This could have 

slightly increases the particle volume fraction compared to the target. The three dispensed TIM 

samples (Sample 1, 2 and 3) are statistically equivalent based on particle size distribution (see 

Figure 3.22), bulk particle volume fraction, coordination number and RDF. Statistical equivalence 

of  suggests that the dispensed the sample from the center of the dispense patter (Sample 1) and 

from off center (Sample 2) indicate that TIM microstructure is similar along the dispensed line. 

For comparative analysis with squeezed TIM microstructures, average properties of dispensed 

TIM Sample 1 and 2 (Figure 3.20) are used. 

Sample-to-Sample Variation 

Statistical variations in the two TIMs produced in a single squeeze test are analyzed based on  𝜙𝑝 

and 𝐶𝑁 . This calibration analysis is essential to understand within-sample and sample-sample 

variations between TIMs produced in a single squeeze test. Three Center-Edge samples are used 

in this assessment – two from the first TIM sample (left/right halves), and another from the second 

TIM sample (left half). The former helps with within-sample analysis and the latter helps with 

sample-to-sample analysis. These samples are prepared at a squeeze rate of 𝑉𝑆 = 10 mm s
−1 and 

𝐹𝑆 = 100 N . XRCT imaging is expensive and time intensive; so, only one squeeze test is 

conducted here. This accounts for noise in the data that is potentially a consequence of the bottom 

Table 3.10 Comparison of the basic microstructural features, 𝜙𝑝 and 𝐶𝑁, of the three 

dispensed TIM samples. 

Microstructural 

Features 
Dispensed TIM 

 
Sample 1* 

(center) 

Sample 2* 

(off- center) 

Sample 3+ 

(center) 

𝜙𝑝 35.7 36.5 35.8 

𝐶𝑁 ~2 ~2.1 ~2 

*Dispensed on bare glass microscope slide 
+Dispensed on glass slide covered with copper foil 
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and top surfaces not being parallel to each other during squeeze resulting from the (a) manual 

assembly of squeeze rig in the Instron machine holder and (b) surface micro bumps on the copper 

foil and the packaging tape used on bottom and top glass slides. The maximum sample-to-sample 

and within sample variation (with respect to the mean) in the volume fraction of the calibration 

samples was 9.6%  and 11.1% , respectively, for sample pairs. The maximum variation in 

coordination number for these sample pairs was 8.3% and 12.8%, respectively (see Table 3.11). 

This suggests that, in the subsequent analyses, only those property variations greater than this can 

be considered significant. This calibration analysis also revealed that imaging the same sample 

twice led to a difference of ≈ 0.3%  in the computed average particle volume fraction, and 

negligible difference in the coordination number (when rounded up to 1 decimal point). 

 

Table 3.11 Statistical variation in bulk microstructural properties, �̅�𝑝 and 𝐶𝑁, of the 

two Center-Edge squeezed TIM calibration samples. These samples were produced at 

𝑉𝑆 = 10 mm s
−1 and 𝐹𝑆 = 100 N. <> denotes mean of the bulk property values of 

the two samples. 

TIM Center-Edge Samples 
𝚫𝝓𝒑
< 𝝓𝒑 >

 (%) 
𝚫𝑪𝑵
< 𝑪𝑵 >

 (%) 

Within-sample 11.1%  12.8%  

Sample-to-sample 9.6%  8.3%  

   

 

Figure 3.42 (a) Bulk volume fraction, 𝜙𝑝, and (b) coordination number, 𝐶𝑁, for Set 1 squeezed 

TIM samples compared with the average properties of dispensed TIM based on Sample 1 and 

Sample 2 (see Table 3.10). Squeezing lowers 𝜙𝑝 and slightly increases 𝐶𝑁. Center-Edge and 

Central samples are denoted by CE and C, respectively. Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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Analysis of Automated Tests: Squeezed TIMs Set 1 

Figure 3.42 shows the variation of 𝜙𝑝 and 𝐶𝑁 for the Set 1 squeezed TIM samples. Center-Edge 

and Central samples are abbreviated as CE and C, respectively. The dispensed TIM data is 

averaged based on the two samples dispensed on bare glass slides (see Table 3.10). Squeezing 

appears to lower the bulk particle volume fraction in the region of observation as the material 

spreads out. Ideally, the average particle volume fraction is expected to be the equal to that in the 

dispensed state although the local distribution may change. However, if voids or air bubbles are 

introduced during squeezing, volume expansion can occur and this can potentially lower the bulk 

particle volume fraction. The variation in 𝜙𝑝 is not significant with respect to squeeze rate and 

load explored for this mock TIM consisting of moderately low filler loading of large spherical 

filler particles.  

 

One notable observation is the significantly lower 𝜙𝑝 and 𝐶𝑁 of the central (C) sample from fast 

squeeze rate and 50 N load case. This is due to the presence of void regions observed in the 

microstructure (see Figure 3.24 (b)). The void regions are not observed when the test is repeated 

(Figure 3.32 (a)). Another test case of slow squeeze rate and 100 N load is repeated (Figure 3.32 

(b)). 

 

 

Figure 3.43 Sample-to-sample variation in (a) bulk volume fraction, 𝜙𝑝, and (b) coordination 

number, 𝐶𝑁, for repeat tests of a subset of Set 1 squeezed TIM samples. The numbers 1 

(original test) and 2 (repeat test) on top of the bars denote the test type. Center-Edge and 

Central samples are denoted by CE and C, respectively. Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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For these squeezed TIMs, 𝜙𝑝 and 𝐶𝑁 are computed for CE and C samples. Figure 3.43 compares 

these two cases and highlights the squeeze process-induced variation in TIM microstructure. First, 

the C sample from fast squeeze rate and 50 N load case has a higher 𝜙𝑝 and 𝐶𝑁. In the Center-

Edge samples from fast and slow squeeze rate cases, 𝜙𝑝 does not appear to vary significantly. 

However, the variation in 𝐶𝑁 is more significant. The Central sample from slow squeeze rate, 

100 N  case, has a more significant variation in 𝜙𝑝  than in 𝐶𝑁 . Overall, the variation in the 

properties does not appear to be significant with respect to squeeze rate and load in Set 1 tests. 

Analysis of Automated Tests: Squeezed TIMs Set 2 

The second squeezing test used a flexible/bendable UV lamp fixture to improve the curing of the 

samples. Figure 3.44 shows the variation of 𝜙𝑝 and 𝐶𝑁 for the Set 2 squeezed TIM samples. The 

variation in squeezed TIM 𝜙𝑝 appears to be more significant with respect to squeeze rate and load 

for Set 2 samples than for Set 1. One notable observation is the higher 𝜙𝑝 of the CE samples in 

almost all cases compared to C samples. This suggests that the particles flow outward i.e., away 

from the centerline of the dispensed TIM. At fast squeeze rate, 𝜙𝑝 of the CE sample increases with 

load whereas the opposite trend was seen at slow squeeze rate. The trends in 𝐶𝑁 match that of 𝜙𝑝. 

 

Figure 3.44 (a) Bulk volume fraction, 𝜙𝑝, and (b) coordination number, 𝐶𝑁, for Set 2 squeezed 

TIM samples compared with the average properties of dispensed TIM based on Sample 1 and 

Sample 2 (see Table 3.10). Squeezing lowers 𝜙𝑝 and slightly increases 𝐶𝑁. Center-Edge and 

Central samples are denoted by CE and C, respectively. Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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Overall, the variation in 𝜙𝑝 of the C samples across squeeze rates and loads was less significant 

when compared with that of the CE samples. 

 

The trends in 𝜙𝑝 and 𝐶𝑁 do not match between the two test sets Set 1 and Set 2. This is likely due 

to the reasons mentioned in section 3.6. Note that the main difference in these two test sets is the 

positioning of the UV lamp that results in better curing of the TIM in the same duration of 1 hour, 

as confirmed visually by examining the backside of the TIM. Thus, the variation between the test 

sets is indicative of sample-to-sample process induced variations. 

3.7.2 Radial Distribution Function 

 The computation of the RDF generally exploits periodic boundary conditions, which are 

commonly employed in particulate systems modeling. Clearly, the experiments do not involve 

such boundary conditions. The finite nature of such microstructures was considered in a recent 

work [199], and an analytical solution was presented to calculate the RDF of finite-sized 

particulate microstructures. The solution involves computing the volume of intersection between 

a spherical shell and the bounding box for the microstructure, especially for reference particles 

 
Figure 3.45 Front and top views of three different rectangular subdomain selections from the 

dispensed TIM microstructure. (a) “Tall” box, (b) “Normal” box, and (c) “Wide” box. These 

are named according to their appearance and aspect ratio. The number of particles in these 

regions are, respectively, 2656, 3572, and 4021. 
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near the box edges or larger search radius. Without this modification, the RDF artificially decays 

to zero. We use the open-source Python code from Kopera and Retsch [199] to compute the RDF 

of dispensed and squeezed TIM microstructures. A search radius of 5x the maximum particle 

diameter and 100 bins are used to plot the RDF. A large rectangular subdomain is selected 

manually from the squeezed TIM microstructures seen in Figure 3.23, Figure 3.24, Figure 3.27 

and Figure 3.28 for computing the RDF. This is necessary especially for Center-Edge samples 

whose edges are curved/jagged. Large rectangular regions are selected so that 𝜙𝑝  and 𝐶𝑁  are 

similar between the subdomains and whole microstructures. Similarly, a rectangular subdomain 

must be selected from the dispensed TIM microstructure. Multiple selections are possible for the 

heap-shape dispensed TIM and these selections are named according to their appearance and 

aspect ratio – “tall” and “wide”. The average of these two results in a “normal” box shape i.e., 

almost square cross-section. Figure 3.45 plots the TIM microstructure from these regions. The 

RDF code constructs a box around the given microstructure and the curved edges of the TIM will 

add additional void volume that potentially distorts the analysis. 

 

The mean of bulk particle volume fraction for the three rectangular subdomains is < 𝜙𝑝 > ≈

35.6% with a standard deviation of ≈ 0.5%. The mean coordination number for these subdomains 

 
Figure 3.46 (a) RDF of dispensed TIM Sample 1 for three different rectangular subdomains, 

namely, “Normal”, “Tall” and “Wide”, selected manually from the whole microstructure. The 

agreement is great, suggesting that the computation is region-independent. The number of 

particles in these regions are, respectively, 3572, 2656 and 4021. (b) Dispensed TIM RDFs 

for the three samples described earlier (see Table 3.10). The RDFs agree well with each other, 

suggesting a statistically similar microstructure. The rectangular subdomains analyzed here 

consist of 3572, 2628 and 4714 number of particles. 
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is < 𝐶𝑁 > ≈ 2.1. The < 𝜙𝑝 > agrees well with the bulk particle volume fraction measured for the 

whole dispensed TIM microstructure 𝜙𝑝 = 35.7% 𝑎𝑛𝑑 𝐶𝑁 = 2 (see Table 3.10). 

 

Figure 3.46 (a) shows the RDF of Sample 1 dispensed TIM analyzed for the three rectangular 

regions from Figure 3.45. The RDFs agree well. Further, Figure 3.46 (b) shows that the RDF of 

the three dispensed TIM samples agree well, suggesting a statistically equivalent microstructure. 

In addition, it is inferred that, along the axis of the line pattern, the microstructure is statistically 

similar. 

 

Figure 3.47 shows the rectangular subdomain for a Center-Edge squeezed TIM microstructure 

sample produced at 𝑉𝑆 = 1 μm s
−1, 𝐹𝑆 = 100 N from Set 2. Table 3.12 compares 𝜙𝑝 and 𝐶𝑁 for 

the Set 1 and Set 2 samples computed using the whole microstructure and the rectangular 

subdomains. The property values agree well, thus justifying the computations using the subdomain 

microstructure. 

 

Figure 3.48 shows the RDF of squeezed TIM samples from Set 1 and Set 2. Overall, the RDFs of 

both dispensed and squeezed TIMs resemble disordered microstructures owing to the presence of 

just two peaks. The first peak occurs at a radial distance of 𝑟 ≈ 𝐷𝑚,𝑐𝑒 ≈ 110 μm particle diameter. 

The first peak of all the squeezed TIM samples is taller than that of the dispensed TIM, suggesting 

a better connectivity of the particles. This is explained by the higher coordination number of 

 
Figure 3.47 Top view of a large rectangular subdomain selected for RDF computation from a 

squeezed TIM Center-Edge microstructure. 
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squeezed TIMs than that of the dispensed TIM observed for most of the samples seen in Figure 

3.42 (b) and Figure 3.44 (b). 

 

One potential anomaly can be seen in the computation RDF from Figure 3.48 (a). The sample from 

fast squeeze, 50 N load case had significant void regions, thus resulting in 𝜙𝑝 and 𝐶𝑁 significantly 

lower than that of the dispensed TIM. However, the RDF for this sample (black dotted line in 

Figure 3.48 (a)) has a higher first peak that occurs approximately at the same radial distance as 

that for the dispensed TIM. The curvature in the TIM geometry adds void space within the 

rectangular bounding box, thus increasing the overall microstructure volume and likely causing an 

increase in the value of 𝑔(𝑟) – see the mathematical formulation in Kopera and Retsch [199]. 

Analyzing thicker TIM samples should eliminate this issue. 

Table 3.12 Comparison of bulk microstructural properties, 𝜙𝑝 and 𝐶𝑁, of the whole 

microstructures and rectangular subdomains used in the RDF computation and local 

particle volume fraction analysis. Center-Edge and Central squeezed TIM samples from 

Set 1 and Set 2 are denoted by CE and C, respectively. 

 Squeeze 

Parameters 

 𝝓𝒑(%) 𝑪𝑵 

Test 

Set 

Velocity 

(𝐦𝐦 𝐬−𝟏) 

Force 

(𝐍) 

TIM 

Sample 

Whole 

TIM 

Subdomain Whole 

TIM 

Subdomain 

Set 1 10  50 C 23.7 23.9 1.7 1.7 

CE 30.7 31.8 3 3 

10  100 C 29.4 29.5 2.4 2.5 

CE 31.6 31.6 2.4 2.4 

10−3  50 C 31.2 31.3 2.5 2.5 

CE 31.6 32.2 2.3 2.3 

10−3  100 C 33.4 33.4 2.9 2.9 

CE 32.2 33.1 2.9 2.9 

Set 2 10 50 C 28.7 29.1 2.6 2.6 

CE 29.4 30.6 2.1 2.2 

10 100 C 25.4 26.5 2.4 2.4 

CE 31.4 31.7 2.6 2.5 

10−3 50 C 28.5 29.4 2.4 2.5 

CE 33.9 35 2.7 2.7 

10−3 100 C 26.5 27.4 2 2 

CE 29.4 30.5 2.1 2.1 
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3.7.3 Local Particle Volume Fraction 

The local particle volume fraction, 𝜙𝑝,𝑙𝑜𝑐𝑎𝑙, is a critical microstructural metric for squeezed TIMs. 

This quantifies the impact of squeeze rate and force on the spatial distribution of particles within 

the TIM. A homogeneous distribution of particles after squeezing likely leads to uniform thermal 

conduction on the substrate area occupied by the TIM, whereas a heterogeneous distribution will 

potentially lead to hot spots depending on the size and number of void regions present in the TIM 

after squeezing. Note that a homogeneous distribution of particles in an insufficient, but necessary, 

condition to ensure enhanced thermal conduction across the TIM bond line. It is insufficient 

because homogeneous spreading cannot ensure interconnectivity of particle networks across the 

bond line. However, theoretically, if the particle size is monodisperse, and if the squeezing process 

 

 
Figure 3.48 RDF, 𝑔(𝑟), of Set 1 (a, b) and Set 2 (c, d) squeezed TIM samples compared with 

the dispensed TIM Sample 1. The radial distance is denoted by 𝑟. Fast = 10 mm s−1 and Slow 

= 10−3 mm s−1. 
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is optimized to produce a bond line thickness of one particle diameter, then homogeneity in the 

particle spatial distribution should enhance thermal conduction. But, commercial TIMs always 

consist of a distribution of particle sizes and shapes, with the largest particle limiting the bond line 

thickness. In this case, it is critical to optimize squeezing for uniform spreading and high 

interparticle connectivity across the bond line. 

 

In this section, the local volume fraction of the squeezed TIMs is analyzed by computing Eqn. 3.2 

within local rectangular regions of size ≈ 5 x 5 particle diameters. Figure 3.49 shows the boxes 

constructed around a rectangular subdomain of the squeezed TIM sample produced at 𝑉𝑆 =

10 mm s−1 and 𝐹𝑆 = 50 N. The side views show that the box thickness varies to ensure a local 

tight fitting. An average thickness, 𝛿�̅�𝑜𝑥, is used for calculating the box volumes. 

 

Figure 3.50 shows the local volume fraction map for Set 1 squeezed TIM samples. The Center-

Edge (left-hand side) and Central (right-hand side) samples are arranged beside each other in every 

panel of the figure. The black dashed line represents the centerline or axis of the line pattern 

dispensed TIM. The particle concentration is lower near the TIM outer edges for both fast and 

 
Figure 3.49 Top and side views of the rectangular boxes of size ≈ 5 x 5 particle diameters 

used in the computation of local volume fraction. This microstructure corresponds to a TIM 

produced at 𝑉𝑆 = 10 mm s
−1 and 𝐹𝑆 = 50 N. As seen in the side views, the box thickness 

varies to ensure a tight fitting. An average box thickness is used in the local volume fraction 

computation. 
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slow squeeze rates at 𝐹𝑆 = 100 N (see Center-Edge samples), whereas it is not as significant in the 

50 N load case. The void regions in the Central sample are clearly observed in Figure 3.50 (b), 

whereas the Central samples from other test conditions exhibit relatively more uniform spatial 

distribution of particles. A notable observation is the intersection of neighboring boxes in Figure 

3.49. The search for particles in a given neighborhood is performed based on the location of the 

particle center within the local rectangular regions. Then, a box is constructed to tightly encompass 

the set of local particles. This results in a slight expansion of box size. Due to this expansion, 

neighboring boxes intersect each other. This does not distort the analysis as the bulk particle 

volume fraction for the TIM microstructures lies approximately near the center of the distribution 

of 𝜙𝑝,𝑙𝑜𝑐𝑎𝑙 (see Figure 3.51 and Figure 3.53) for most samples. 

 

 

 
Figure 3.50 Top view of the local volume fraction map for Set 1 squeezed TIM samples. The 

computation is performed on a large rectangular subdomain whose bulk properties are 

approximately equal to that of the whole microstructure. The center to edge direction denotes 

the primary direction along which particles rearrange after squeezing. In the panels, the 

Center-Edge and Central samples are arranged left and right figures, respectively. Black 

dashed line represents centerline of the dispense pattern.  Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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Figure 3.52 shows the local volume fraction map for Set 2 squeezed TIM samples. The 

arrangement of the figures is similar to that of Figure 3.50. Particle concentration is lower near the 

 
Figure 3.51 Local volume fraction histogram for Set 1 squeezed TIM samples. The vertical 

magenta, dash-dot line is the bulk particle volume fraction computed using the convex hull 

method for the subdomain microstructure. 

 
Figure 3.52 Top view of the local volume fraction map for Set 2 squeeze TIM samples. The 

computation is performed on a large rectangular subdomain whose bulk properties are 

approximately equal to that of the whole microstructure. The center to edge direction denotes 

the primary direction along which particles rearrange after squeezing. In the panels, the 

Center-Edge and Central samples are arranged left and right figures, respectively. Black 

dashed line represents centerline of the dispense pattern.  Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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TIM outer edges only at the slow squeeze rate and 100 N load (see the Center-Edge samples), 

whereas it is not as significant for the other test conditions. Central samples in all test conditions 

exhibit relatively uniform spatial distribution of particles. Moreover, the trends are not comparable 

with Set 1 data. This is likely a consequence of faster curing time in Set 2 tests, which results in 

faster spatial locking of particle positions. In Set 1 test, the slower curing may have caused a greater 

relaxation of particles during the load-holding phase. The manual application of copper foil and 

packaging tape on the glass slide substrate noted earlier could have potentially led to these 

differences. 

 

The variation of local volume fraction from the center to the edge (i.e., the 𝑋 direction as obtained 

by averaging in the regions along 𝑌) is shown in Figure 3.54. Particle concentration near the edges 

for CE samples is lower only for some of the squeeze conditions, and this effect is not consistent 

between the test sets. Fast squeezing in Set 2 leads to a slight increase in the particle concentration 

near the TIM edges compared to that near the center. This is likely due to the impact-type 

application of load at fast squeeze rates. Whereas, for Set 1, this occurred only for 𝐹𝑆 = 50 N. Slow 

squeezing results in lower particle concentration near the outer edges. This trend is seen in both 

sets of tests, but of varying magnitudes (except for Set 2 at the slow rate and 𝐹𝑆 = 50 N). Particle 

concentration is relatively uniform for all the Central samples except that of 𝑉𝑆 = 10 mm s
−1 and 

𝐹𝑆 = 50 N from Set 1 test. 

 
Figure 3.53 Local volume fraction histogram for Set 2 squeezed TIM samples. The vertical 

magenta, dash-dot line is the bulk particle volume fraction computed using the convex hull 

method for the subdomain microstructure. 
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3.8 Discussion on the Péclet Number 

Rae et al. [35] provided a Péclet number (𝑃𝑒) framework to understand the impact of squeeze rate 

on particle spatial distribution heterogeneity in the TIM (see Eqn. 3.3). The Péclet number is 

defined as the ratio of two time scales: 𝑃𝑒 =
𝜏𝑚𝑎𝑡𝑟𝑖𝑥

𝜏𝑠𝑜𝑙𝑖𝑑
 , where  𝜏𝑚𝑎𝑡𝑟𝑖𝑥 , is the time scale of the 

polymer fluid filtration through the particle network in the initial dispensed state and 𝜏𝑠𝑜𝑙𝑖𝑑 is the 

time scale of the movement or deformation of the composite material as a whole, i.e., the TIM, 

during squeeze. A power law approximation for the fluid flow was used in their work. Marked 

heterogeneity in the particle spatial distribution is attributed to relatively large 𝜏𝑠𝑜𝑙𝑖𝑑 compared 

with 𝜏𝑚𝑎𝑡𝑟𝑖𝑥 i.e., 𝑃𝑒 ≪ 1 [111,122]. This implies that the polymer matrix has sufficient time to 

filter through the particle network during squeezing, thus leaving behind a local concentration of 

particles. In the case of a line dispense pattern, this local region is near the centerline of the pattern. 

In general, as explained in the thesis of Rae [129], local concentration occurs along the stagnation 

points or zones that are controlled by the dispense pattern.  

 

An energy-based scaling analysis can provide insight into the impact of the squeeze rate on matrix 

filtration during the squeeze process [116]. The energy dissipation is the sum of contributions from 

the (a) composite material as a whole and (b) matrix filtration. Competition between these two 

 
Figure 3.54 Local volume fraction plot along center-to-edge direction for (a) Set 1 and (b) Set 

2 squeezed TIM samples. This is obtained by averaging the local volume fraction along 𝑌, and 

then plotting along 𝑋, with reference to Figure 3.50 and Figure 3.52.  Open circles are for 

Central samples and star markers are for Center-Edge samples. Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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components will result in the observed homogeneity/heterogeneity of particle spatial distribution 

in the squeezed TIM. Similarly, the ratio of these components is the Péclet number [116]: 

𝑃𝑒 =

𝜇𝑓

𝜇𝐷
𝑉𝑆
2

𝜏 �̇�
  3.3 

 

where 𝜏 is fluid shear stress, �̇� is fluid shear strain, 𝜇𝑓  is the polymer viscosity and 𝜇𝐷 is Darcy’s 

permeability, given the initial dispensed TIM microstructure. The competition is determined by 

the particle size distribution, polymer viscosity, initial arrangement of particles in the dispensed 

TIM and squeeze rate. Materials processing and application parameter (i.e., squeeze rate) govern 

the overall TIM flow characteristics, its microstructure and bulk thermal conductivity. 

 

The Herschel-Bulkley (HB) approximation has been more commonly employed to describe the 

macroscopic flow behavior of TIMs [14,36,39,46,118] through an expression for the fluid shear 

stress, 𝜏: 

𝜏 = 𝜏𝑦 +𝐾 �̇�𝑛 3.4 

 

where 𝜏𝑦 is fluid yield stress, 𝐾 is consistency, �̇� is fluid shear strain, 𝑛 is fluid flow index. The 

shear stress (𝜏𝑦), consistency (𝐾), and fluid flow index (𝑛) of particle-polymer composites can be 

correlated with the particle volume fraction, matrix viscosity and particle size. For composites 

consisting of monodisperse particles (spherical and faceted, separately) with mean diameter 

100 μm in silicone oil (𝜌𝑓,𝑠 ≈ 1000 kg m
−3, 𝜇𝑓,𝑠 ≈ 41 Pa s ≈ 2 𝜇𝑓), shear-thinning behavior was 

observed for spherical particle suspension and for 𝜙𝑝 < 0.4  and 𝑛 > 0.95  and empirical 

formulations were derived for 𝜏𝑦 , 𝑛 [217]. Using the formulations, 𝜏𝑦 ≈ 0.22 Pa at 𝜙𝑝 = 0.35 

(approximate particle volume fraction in the TIM dispensed state) and 𝑛 ≈ 0.98 at 𝜙𝑝 = 0.35. 

The Maron-Pierce equation [218] proved to be a good fit to the data of 𝐾  vs 𝜙𝑝 , where the 

maximum particle volume fraction (𝜙𝑝,𝑚𝑎𝑥) for spherical particle packing was used as the fitting 

parameter. Using these formulations, Pe can now be calculated for varying 𝑉𝑆 (Eqn. 3.5), where 

the Darcy’s permeability formulation is adopted from Davidson et al. [20]. Note that the ratio of 

particle-to-fluid density in their work is different from that investigated in this thesis. But their 
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characterization provides a starting point for Péclet number analysis of the squeezing process 

studied in this work. 

𝑃𝑒 =

𝜇𝑓

𝜇𝐷
𝑉𝑆
2

𝜏 �̇�
=

𝜇𝑓

𝜇𝐷
𝑉𝑆
2

(𝜏𝑦+𝐾 �̇�𝑛) (
𝑉𝑆
ℎ
) 
  3.5 

𝜇𝐷 = (1 − 𝜙𝑝)
3 𝐷𝑝

2

151.2 𝜙𝑝
2  3.6 

 

Figure 3.55 shows the variation of 𝑃𝑒 with squeeze rate for the TIM. As seen from the plot, 𝑃𝑒 ≫

1 even at the slowest squeeze rate explored in this work. Thus, there appears to be no tendency for 

a marked heterogeneity in the particle spatial distribution after squeezing the mock TIMs 

investigated in this thesis. 

3.9 Concluding Remarks 

In summary, this chapter experimentally evaluated the microstructure of dispensed and squeezed 

mock TIMs, prepared at a target 30 vol% of spherical copper particles (𝐷𝑚,𝑐𝑒 ≈ 107.7 μm) hand-

mixed in a UV curable epoxy. Automated procedures are developed to dispense line patterns of 

the TIM and squeeze them at constant velocity up to a desired force. Two sets of tests at squeeze 

rates of 10 mm s−1 (fast) and 10−3 mm s−1 (slow) and two different squeeze forces (50 N and 

100 N) are employed in the experimental investigation. High-resolution 3D XRCT imaging is used 

 
Figure 3.55 Péclet number, 𝑃𝑒, as a function of squeeze rate, 𝑉𝑆, for the mock TIMs 

investigated in this work. 
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to quantify the dispensed and squeezed TIM microstructures. Metrics such as the bulk and local 

particle volume fraction, coordination number, and RDF are computed. 

 

The BLT of the squeezed TIM ranges between 200 − 260 μm (2 − 2.4 median particle diameters) 

at the applied pressure of ≈ 11 psi (𝐹𝑆 = 50 N) and ≈ 23 psi (𝐹𝑆 = 100 N). Based on the average 

BLT of left and right TIMs, it is largely independent of the load at the fast squeeze rate, likely due 

to the impact nature of load application. At the slow squeeze rate, the BLT decreased with 

increasing load. The dispensed TIM microstructure is similar along the axis of the line pattern with 

average properties of 𝜙𝑝 ≈ 36.1% and 𝐶𝑁 ≈ 2.1. Squeezing reduces the bulk particle volume 

fraction to the range of ≈ 25.4 − 34% likely due to the formation of voids or air bubbles that can 

cause a volume expansion. Overall, the RDFs of the dispensed and squeezed TIM samples suggest 

a disordered microstructure due to the presence of just two peaks. The first peak in the RDF of the 

squeezed TIMs is taller than that of the dispensed TIM. This is supported by the higher 

coordination number (for most cases). 

 

The local particle volume fraction is approximately uniform near the central region of the squeezed 

TIM, whereas at the higher load, the local particle concentration is lower near the edges. However, 

the variation is not consistent between the two test sets. Trends in the bulk microstructural 

properties as a function of squeeze rate and force are also not consistent between the test sets likely 

due to the manual assembly of the (a) copper foil on bottom glass slide, (b) 3M Scotch packaging 

tape on top glass slide, and (c) squeeze rig in the Instron machine. Items (a) and (b) potentially 

impart a pseudo-surface roughness that can influence the rheology of the TIMs during squeezing, 

and (c) can cause non-parallelism between the top and bottom substrates. Optical image analysis 

of the TIM revealed uniform and similar particle spatial distribution when squeezed on the bare 

glass slide (based on two tests under fixed conditions). Differing characteristics are observed when 

squeezed on glass slides covered with copper foil and packaging tape (under fixed test conditions). 

This suggests process induced variation and is a crucial observation because real surfaces are rough 

and will potentially influence the rheology during squeezing. Thus, the TIM microstructure and 

performance can differ for the same application protocols and varying surface roughness. 
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Automation of the dispensing and squeezing protocols, and control of the surface roughness of the 

metallic lid and heat sink surfaces are critical to ensuring optimal particle spatial distribution and 

thermal performance. Predictive simulations can potentially aid the engineer in squeeze process 

optimization and that is the focus of the next chapter. Future experimental work should investigate 

high filler loading TIMs consisting of realistic particle shapes and size distribution. More 

complicated dispense patterns such as serpentine, spiral, star- and “X”-shapes must be investigated. 

Voids in the squeezed TIM may be characterized via 3D XRCT imaging using metrics such as 

void size, number density and their spatial location in the squeezed TIM. The analysis should focus 

on large voids which can potentially impede heat conduction. Further, a systematic investigation 

of squeezing on substrates with controlled surface roughness should be conducted to reveal the 

impact of substrate roughness on the TIM rheology during squeezing. 
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 PREDICTIVE MICROSTRUCTURE MODELING OF TIMS  

4.1 Introduction 

During application, the TIM is squeezed by the heat sink or metallic lid often with a constant 

velocity until the desired ultimate squeeze force (or pressure) is reached. Non-uniform particle 

distribution within the TIM can occur during the squeezing process and is detrimental to 

performance [35]. Validated microstructure models of TIM squeezing will enable thermal 

engineers to optimize application parameters such as squeeze pressure and velocity to achieve best 

thermal performance at desired BLT for a given dispense pattern.  

 

In this chapter, a discrete element method (DEM) simulation framework is used to predict the 

spatial distribution of particles and other TIM microstructural characteristics. Accurate predictions 

of TIM squeezing (a) require appropriate knowledge of initial particle distribution in the dispensed 

state, and (b) necessitate modeling of complex particle-fluid interactions in addition to the 

interparticle interactions. Coupling the fluid and particle dynamics is the main challenge addressed 

in this work. The predicted statistics of the microstructure are compared with that of the 

experimentally characterized microstructure based on 3D XRCT imaging (previously discussed in 

Chapter 3). An open-source DEM software package Multiphase Flow with Interphase Exchanges 

(MFIX) [193,219] is employed in this thesis. MFIX was developed by the National Energy 

Technology Laboratory (NETL) and it is capable of modeling dry particulate media, particle-fluid, 

and two fluid systems. The methods within MFIX have been subject to extensive verification [193] 

and validation [219]. In this work, MFIX 18.1.5 (or MFIX-DEM) is used and user-defined 

functions (UDFs) are developed to simulate constant velocity squeezing of TIM. In the following 

sections, the simulation workflow (section 4.2), the constant velocity squeeze model framework 

(section 4.3), microstructural analysis (section 4.4) and comparison with experiments (section 4.5) 

are discussed. 

4.2 Simulation Workflow in MFIX 

This section details the modifications to the DEM simulation for modeling TIM squeezing through 

the development of the user defined functions (UDFs). To model squeezing, after the particles are 
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initiated in the domain, a fictitious top wall is defined to enable squeezing and its dynamics are 

implemented through the UDFs. The top wall moves down at a constant velocity and exerts forces 

on the particles, thus squeezing them out. In addition, particles are coupled with the polymer matrix 

phase via drag force, and this is incorporated within the UDF. In this squeeze model, particle-fluid 

interactions are one-way coupled (i.e., fluid exerts a drag force on the particles, but it is assumed 

that the particles do not perturb the fluid flow field). While this is not physically correct especially 

at higher filler volume fractions such as those found in commercial TIMs, it provides a starting 

point for modeling the squeeze process. As described in the previous chapter, mock TIMs in this 

work were loaded with spherical particles at moderately low volume fraction. Depending on the 

various stages of DEM simulation such as set-up of modeling domain and initial particle positions, 

time integration of forces to compute future particle positions and velocities, and end of simulation, 

different types of UDFs can be executed [220]. Code templates for these UDFs are provided within 

MFIX. In this work, the UDF usr0_des is executed in the simulation set-up phase to read initial 

particle spatial positions obtained from 3D XRCT image analysis, and usr1_des is executed within 

the DEM time integration loop to compute forces between the top wall and particles, and account 

for drag forces between the fluid and particles. Variables such as top wall position, relative change 

in its position and net force/pressure acting on the wall are continuously monitored during the 

simulation. Figure 4.1 describes the DEM squeeze simulation workflow. This flowchart 

specifically shows a BLT-controlled simulation. This workflow can also be used in a pressure-

controlled framework by examining the history of the simulated data and back-calculating the 

appropriate BLT that matches the desired squeeze pressure. 
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Simulation results such as particle positions and velocities are imported to open-source ParaView 

software for visualization. Subsequently, using ParaView, particle positions in the squeezed state 

are extracted to perform microstructure analysis. All simulations are performed using Purdue 

University’s supercomputer cluster maintained as Rosen Center for Advanced Computing (RCAC) 

consisting of two 10-core Intel Xeon-E5 processors, thus making up 20 cores per node with a total 

of 128 GB memory. Two broad stages of squeeze simulation development are carried out in this 

work. First, only the dry particles are simulated, followed by a coupling of the particles with a 

Newtonian fluid of known velocity profile (analytically calculated assuming Newtonian behavior) 

via drag forces. 

 
Figure 4.1. DEM squeeze simulation work flow in MFIX showing the use of two user-defined 

functions (usr0_des and usr1_des). These two functions are used to read initial particle 

configuration, and compute particle-top wall interactions and assist in drag force calculations, 

respectively. 
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4.3 Constant Velocity Squeeze Model 

4.3.1 Simulation Set-up in MFIX 

A section of the line pattern dispensed TIM about 5 median particle diameters wide is cut out from 

the central region of the 3D XRCT image dataset. Figure 4.2 shows the dispensed TIM sample 

used in XRCT imaging, the reconstructed image, and the front/top views post image analysis. This 

is imported to MFIX as initial configuration and then squeezed. Although MFIX reads particle 

locations directly from an input file called particle_input.dat, it cannot handle a particle size 

distribution natively. Dispensed TIM particle locations analyzed from image processing are 

provided in the particle_input.dat with a constant, dummy value of diameter, �̃�𝑝 = 100 μm. Then, 

usr0_des is used to assign the correct particle diameters using another input file part_diameter.txt. 

In addition, the particle volume, mass, and moment of inertia arrays are updated in usr0_des based 

on the correct particle diameters. 

 

Figure 4.3 shows the initialized particle configuration (top and front views) inside the rectangular 

simulation box. The domain length along 𝑋 direction is 20 mm. This was arbitrarily chosen to be 

 
Figure 4.2. Initial configuration for DEM simulation obtained from 3D XRCT image analysis 

of a line pattern dispensed TIM. (a) Dispensed TIM central sample (Sample 1) used for 3D 

XRCT imaging, (b) 3D reconstructed image dataset for that sample, (c, d) particle sizes and 

locations of the sample from (b) plotted using ParaView. The horizontal black dashed lines 

represent a section of the dispensed TIM ≈ 5 median particle diameters in length used in the 

squeeze simulation. 
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significantly large to allow for flow of particles. Similarly, the initial height along the 𝑌 direction 

is also sufficiently large to encompass the entire system. The 𝑍 direction is assumed to be periodic 

to mimic an infinitely long line of dispensed TIM. The particles rest on the ground at 𝑌 = 0 and 

the front/back walls along 𝑍 partially intersect the particles. This is computed based on the particle 

positions and diameters, and a user-controlled intersection depth, 𝑑𝑝𝑎𝑟𝑡−𝑤𝑎𝑙𝑙 = 20% (Figure 4.3 

(b)). This parameter represents the fraction of particle radius that will lie outside the domain. If 

𝑑𝑝𝑎𝑟𝑡−𝑤𝑎𝑙𝑙 is relatively large, it is not realistic and particles may be swept out of the domain during 

the simulation leading to physical and numerical errors. If 𝑑𝑝𝑎𝑟𝑡−𝑤𝑎𝑙𝑙 is relatively small, periodic 

boundary conditions may not be appropriately applied owing to regions devoid of particles in the 

vicinity of the walls. 

 

The initial location of the polymer matrix is indicated by the light red region. The top wall is 

positioned at the surface of the topmost particle in the bed. During the simulation, this wall moves 

downward (i.e., along the −𝑌 direction) at a user-specified velocity. Gravity is present along the 

−𝑌 direction. Particle properties similar to those used in experiments are used in the simulations. 

 
Figure 4.3. Initial configuration (a) front and (b) top views, consisting of 966 particles, 

showing the gray simulation domain box. The initial location of the polymer matrix is 

highlighted by the light red region around the particles. Squeezing occurs along the −𝑌 

direction and particles spread along the 𝑋 direction, whereas the 𝑍 direction (along the axis of 

dispensing) is periodic. Although the domain height along the 𝑌 direction is large and there is 

a significant amount of empty space above the particle bed, the top wall is placed right above 

the topmost particle along 𝑌. The length scale is different in (b) to clearly show the edge 

region where particles intersect the walls. 
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Table 4.1 lists important simulation parameters. In the next section, top wall dynamics and fluid-

particle coupling via drag force are discussed. 

Initial Polymer Matrix Location 

The polymer matrix initial location shown in Figure 4.3 is strictly not correct, but provides a 

starting point for the squeeze simulation. Physically, the fluid profile in the line dispense pattern 

used in this work should be heap-like. An approximate outline is shown in Figure 4.4. The heap 

shape will dynamically evolve during the squeeze simulation. Accurate computation of fluid-top 

wall interaction and fluid-particle coupling requires shape tracking of the fluid domain. This will 

likely require fluid-structure interaction physics and is computationally more expensive. 

Table 4.1 DEM squeeze simulation parameters 

Simulation Parameter Value 

Particle density, 𝜌𝑝 9000 kg m−3 

Fluid density, 𝜌𝑓 1000 kg m−3 

Fluid viscosity, 𝜇𝑓 20 Pa s 

Acceleration due to gravity, 𝑔 9.81 m s−2 

Normal stiffness constant (interparticle, particle-wall), 𝐾𝑝−𝑝, 𝐾𝑝−𝑤 100, 000 N m−1 

Tangential stiffness constant (interparticle, particle-wall), 𝐾𝑇,𝑝−𝑝, 𝐾𝑇,𝑝−𝑤 
2

7
 𝐾𝑝−𝑝,

2

7
 𝐾𝑝−𝑤 

Coefficient of friction (interparticle, particle-wall), 𝜇𝑝−𝑝, 𝜇𝑝−𝑤 0.5 

Coefficient of restitution (interparticle, particle-wall), 𝜈𝑟  0.7 

  

 
Figure 4.4. Ideal polymer matrix initial location outlined in red. This is an approximate 

polygonal representation of the heap shape. 
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4.3.2 Top Wall Dynamics and Fluid-Particle Coupling 

In this section, further development of the MFIX source code via the UDF usr1_des to incorporate 

top wall dynamics and enable one-way fluid-particle coupling via drag force are discussed. 

Top Wall Dynamics 

To squeeze the particles, a top wall exerts forces on the particles as it moves downward at a 

constant velocity. The particle-wall interaction force is governed by a linear spring model (no 

damping) as: 

𝐹𝑝−𝑤𝑎𝑙𝑙 = 𝐾𝑝−𝑤  𝛿𝑝𝑤 4.1 

 

where 𝐹𝑝−𝑤𝑎𝑙𝑙  is force on particle exerted by the top wall, 𝐾𝑝−𝑤  is stiffness of particle-wall 

interaction (see Table 4.1), and 𝛿𝑝𝑤 is overlap between particle and top wall. The interaction force 

is added to the 𝑌 component of the net force on a particle. The total force acting on the top wall is 

the sum of the particle-wall interaction forces and the force exerted by the fluid. In the subsequent 

sections, fluid velocity profile and force exerted on the top wall are formulated. 

Fluid Velocity Profile 

For the one-way fluid-particle coupling, the fluid velocity profile must be known. Here, the 2D 

velocity profile within the fluid is solved for as the squeezing of a semi-infinite expanse of 

Newtonian fluid following the derivation for squeezing of a line of fluid in the work of Marois and 

Lacroix [57]. In their work, all three dimensions were considered, but here we simplify to 2D. 

Further, the flow was assumed to be creeping and time independent and pressure variation was 

two dimensional. In this work, the flow profile is assumed to be 2D and the pressure variation is 

one dimensional. A string of fluid of width 𝛼 is considered (see Figure 4.5 (a)) between two plates 

separated by a distance 𝑏  that decreases with time at constant velocity, 𝑉𝑆 . The system is 

axisymmetric about the vertical dashed line in Figure 4.5 (a). Following the same procedure 

outlined in Marois and Lacroix [57], we arrive at the following equations for the normalized fluid 

velocity components, �̃�𝑓,𝑥 𝑎𝑛𝑑 �̃�𝑓,𝑦 (normalized by 6�̇�), and pressure, 𝑃𝑓(𝑥): 

�̃�𝑓,𝑥 = −𝑥 ∗ (�̃�
2 − �̃�) 4.2 
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�̃�𝑓,𝑦 = (
1

3
�̃�3 −

1

2
�̃�2)  4.3 

𝑃𝑓(𝑥) = −
6𝜇𝑓𝑉𝑆

𝑏3
(𝑥2 −

𝛼2

4
)  4.4 

 

where 𝑉𝑆 is the squeeze velocity (positive value), 𝑏 is the separation between the bottom and top 

plates, �̃�𝑓,(𝑥,𝑦) =
𝑣𝑓,(𝑥,𝑦)

6𝑉𝑆
 is the normalized fluid velocity components, 𝑥 =

𝑥

𝑏
 𝑎𝑛𝑑 �̃� =

𝑦

𝑏
 are 

normalized coordinates, 𝛼 is the width of the fluid string, 𝑃𝑓(𝑥) is the fluid pressure, and 𝜇𝑓  is the 

fluid viscosity. Derivation of the pressure assumed boundary conditions of 𝑃𝑓(𝑥|±𝛼
2
= 0). Figure 

4.5 (b) shows the normalized velocity vectors in normalized spatial coordinates. Figure 4.5 (c) 

shows the evolution of the fluid front for a few time stamps. This is the profile of the outer right-

side edge that is initially a straight vertical line as seen in Figure 4.5 (a). 

 

 

Figure 4.5. Analytically derived 2D Newtonian fluid squeeze velocity profile based on [57]. 

The flow is creeping and time independent with pressure variation is only along 𝑋. (a) Domain 

set-up with a string of fluid of width 𝛼 squeezed at a constant velocity, 𝑉𝑆, between the plates 

separated by a distance 𝑏; (b) 2D velocity profile, as described by Eqns. 4.2 and 4.3, and (c) 

Evolution of the fluid front with time for a constant velocity squeezing simulation, 

highlighting the increasing width of the fluid string, 𝛼(𝑡). Exploiting symmetry in (a), only the 

evolution of one half (the right-side) of the fluid front is shown with a half-width, 𝛼/2. 
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To implement the above fluid flow field in MFIX for calculation of drag forces, the TIM particle 

configuration is first centered about its mean position to coincide with the vertical black dashed 

line from Figure 4.5 (a). The initial width of the TIM is calculated based on farthest particle 

position along 𝑋 and their diameter. This provides the initial value of 𝛼. The squeeze velocity, Vs, 

is constant, thus variation of the thickness parameter, 𝑏, is linear with time: 𝑏 = ℎ𝐷 − 𝑉𝑆  𝑡, where 

ℎ𝐷 is the initial position of the top wall. 

One-Way Fluid-Particle Coupling 

One of the main challenges in modeling of TIM squeezing process is the coupling of particle and 

fluid dynamics. It is assumed that the presence of particles does not affect the fluid flow field. We 

recognize that accurate predictions of the squeezed TIM microstructure is feasible only if the fluid 

and particles are two-way coupled. Physically, these two material phases affect the motion of one 

another, i.e., the fluid velocity analytically derived in the previous section will be perturbed due to 

the presence of particles. This effect can be especially strong in the specific case of TIM squeezing 

owing to the characteristic flow length scale (i.e., separation between plates) being comparable to 

a few particle diameters. Moreover, at higher filler particle loadings in the TIM, the perturbation 

is more pronounced. The polymer matrix transport occurs through the pore networks. In this work, 

a one-way fluid-particle coupling is implemented via drag force.  

 

A Stokes [221] drag model is first implemented in the squeeze simulations based on the relative 

velocity between particle and the fluid motions, via a UDF, that calculates the drag forces based 

on: 

𝐹𝑑,𝑥 = 6𝜋𝜇𝑓𝑅𝑖(𝑣𝑓,𝑥 − 𝑉𝑝,𝑥) 4.5 

𝐹𝑑,𝑦 = 6𝜋𝜇𝑓𝑅𝑖(𝑣𝑓,𝑦 − 𝑉𝑝,𝑦) 4.6 

 

where 𝐹𝑑,(𝑥,𝑦) is fluid drag force on particle in 𝑥, 𝑦 directions, 𝜇𝑓  is the fluid viscosity, 𝑅𝑖 is the 

radius of particle 𝑖, and �⃗� 𝑓 = 𝑣𝑓,𝑥 𝑖̂ +  𝑣𝑓,𝑦  𝑗 ̂is fluid velocity evaluated at the center of particle 𝑖  

𝑉𝑝⃗⃗  ⃗ = 𝑉𝑝,𝑥 𝑖̂ + 𝑉𝑝,𝑦  𝑗 ̂– velocity of particle 𝑖. However, it does not consider the effect of local particle 

volume fraction on the drag force around a reference particle. Therefore, results from simulations 

that incorporate a Stokes drag force are not discussed in this thesis. 
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To account for local particle volume fraction, the Ding and Gidaspow drag model [222] is used. 

This model is a combination of the Wen and Yu and Ergun drag correlations [223]. MFIX source 

code implements this and other drag models, but appropriate inputs such as the fluid velocity 

profile and local volume fraction must be provided. The Ding and Gidaspow model covers a wide 

range of local particle volume fraction, 𝜙𝑠,𝐼𝐽𝐾, and provides two distinct drag formulations based 

on 𝜙𝑠,𝐼𝐽𝐾. Physically, at lower particle volume fractions, the fluid drags the particles (Wen and Yu 

formulation) and at higher particle volume fractions, drag is the equivalent of fluid pressure drop 

through the packed particle bed (Ergun equations). In the Ding and Gidaspow drag correlations, 

this transition occurs at 𝜙𝑠,𝐼𝐽𝐾 = 0.2 . Furthermore, the formulation at lower local particle 

concentration takes on two different forms depending on 𝑅𝑒, which governs the drag coefficient, 

𝐶𝑑. The drag force is calculated as the product of drag force coefficient and the relative fluid-

particle velocity [222]: 

𝐹 𝑑𝑟𝑎𝑔 = 𝐷(�⃗� 𝑓 − �⃗� 𝑝),  4.7 

 

where 𝐹𝑑𝑟𝑎𝑔 is fluid drag force on particle, �⃗� 𝑓 = 𝑣𝑓,𝑥 𝑖̂ +  𝑣𝑓,𝑦  𝑗 ̂is fluid flow field evaluated at the 

center of reference particle, 𝑉𝑝⃗⃗  ⃗ = 𝑉𝑝,𝑥 𝑖̂ + 𝑉𝑝,𝑦  𝑗̂  is velocity of particle, 

𝐷 = 𝛽
𝒱𝑝

𝜙𝑠,𝐼𝐽𝐾
 is drag force coefficient, 𝛽 – drag coefficient for particle, 𝒱𝑝 is volume of particle, 

and 𝜙𝑠,𝐼𝐽𝐾  is local particle volume fraction in the cell containing particle. The drag force 

coefficient is a function of the relative particle-fluid velocity, fluid viscosity and density, particle 

diameter, local particle volume fraction and local Reynolds number.  

 

Figure 4.6 shows the variation of the Ding and Gidaspow drag force normalized by the Stokes drag 

force (magnitude from Eqn. 4.5 and 4.6) with local particle volume fraction, 𝜙𝑝,𝑙𝑜𝑐𝑎𝑙  (= 𝜙𝑠,𝐼𝐽𝐾 in 

MFIX). Normalized force expressions are computed for various Reynolds numbers 𝑅𝑒 =

𝜌𝑓|�⃗⃗� 𝑓−�⃗⃗� 𝑝|𝐷𝑝

𝜇𝑓
: 

�̃�𝐷𝐺 =
150𝜙𝑠,𝐼𝐽𝐾+1.75𝜙𝑓,𝐼𝐽𝐾 𝑅𝑒

18 𝜙𝑓,𝐼𝐽𝐾
, if 𝜙𝑠,𝐼𝐽𝐾 ≥ 0.2 4.8 

�̃�𝐷𝐺 =
𝐶𝐷

24
 𝑅𝑒 𝜙𝑓,𝐼𝐽𝐾

−3.65, if 𝜙𝑠,𝐼𝐽𝐾 < 0.2 4.9 
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where  �̃�𝐷𝐺  is the normalized drag force for a particle, 𝜙𝑠,𝐼𝐽𝐾 is the local solids volume fraction in 

the cell containing the reference particle, 𝜙𝑓,𝐼𝐽𝐾 is local fluid volume fraction in the cell containing 

the reference particle, 𝐶𝐷 is the drag force coefficient, and 𝑅𝑒 is Reynolds number of reference 

particle. One of the drawbacks of this model is the discontinuity at 𝜙𝑝,𝐼𝐽𝐾 = 0.2 where the force 

formulation switches. 

 

MFIX partitions the simulation domain into computational cells and 𝜙𝑠,𝐼𝐽𝐾 is computed in each 

cell as: 

𝜙𝑠,𝐼𝐽𝐾 = ∑ 𝒱𝑝,𝑖𝑖∈𝐼𝐽𝐾 /𝒱𝐼𝐽𝐾  4.10 

 

where 𝜙𝑝,𝐼𝐽𝐾 is local particle volume fraction in cell 𝐼𝐽𝐾,∑ 𝒱𝑝,𝑖𝑖∈𝐼𝐽𝐾  is total volume of all particles 

whose center lies in cell 𝐼𝐽𝐾, 𝑎𝑛𝑑 𝒱𝐼𝐽𝐾 is volume of cell 𝐼𝐽𝐾. The computational cells are cubic 

and its side length is 5 particle diameters (based on the maximum particle diameter). Particles 

whose center lies in a computational cell are identified and the entire particle volume is considered 

in the calculation 𝜙𝑝,𝐼𝐽𝐾 , even if the particle partially lies in an adjacent cell. As the top wall moves 

downward and squeezes the particles, it intersects some of the computational cells (see Figure 4.7) 

and this must be accounted for when computing 𝒱𝐼𝐽𝐾. In those cells, the actual particle fraction 

 

Figure 4.6. Ding and Gidaspow drag force normalized by the Stokes drag force, 
𝐹𝐷𝐺

𝐹𝑆
, plotted as 

a function of the local particle volume fraction, 𝜙𝑝,𝑙𝑜𝑐𝑎𝑙, for various Reynolds number 𝑅𝑒. 
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will be lower due to the reduced volume of the cell. Thus, a correction for local particle (and fluid) 

volume fraction, 𝜙𝑝,𝐼𝐽𝐾 is needed. That is implemented in the user defined function usr1_des. The 

volume of those cells that are not intersected by the top wall is the cube of side length. In Figure 

4.7, two cells are highlighted in light yellow, one of which is intersected by the top wall. The 

corrected cell volume, �̃�𝐼𝐽𝐾, for this cell is given by �̃�𝐼𝐽𝐾 = 𝑎𝐼𝐽𝐾  𝑑𝑦 𝑎𝐼𝐽𝐾, where 𝑎𝐼𝐽𝐾 is cell side 

length (i.e., 5 𝐷𝑝) and 𝑑𝑦 is cell height. Then, the local fluid volume fraction is calculated by 

𝜙𝑓,𝐼𝐽𝐾 = 1 − 𝜙𝑠,𝐼𝐽𝐾, where 𝜙𝑓,𝐼𝐽𝐾 is local fluid volume fraction. 

 

Finally, the fluid drag force and particle-top wall interaction force are added to the particle force 

array within usr1_des, followed by time integration of forces to compute particle velocity and time 

integration of velocity to update particle positions. The latter part is dealt within the MFIX source 

code. 

 
Figure 4.7. Schematic of the simulation domain at an arbitrary time step showing the particles 

and the computational cells. Some of the cells are far away from the top wall, whereas some 

are intersected by it. Any partial or whole cell that lies above the top wall does not participate 

in the squeeze simulation. For cells intersected by the top wall, the local particle volume 

fraction is corrected by accounting for the actual cell volume. 
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Calculation of the Local Volume Fraction  

The computed value of 𝜙𝑝,𝐼𝐽𝐾  will be lower than realistic value especially near the left/right outer 

edges (i.e., in the highlighted light-blue cells from Figure 4.8 (b)). This can potentially be avoided 

if the realistic heap shape of the dispense pattern is considered, but that will significantly increase 

the computational expense. For particles initially positioned within the light-blue cells in Figure 

4.8 (b), the drag force will be relatively higher than that for other particles. The drag force will 

then push these particles outward, and this is a potential cause of lower particle concentration 

towards the outer edges (see section 4.4). 

Calculation of Squeeze Pressure 

Squeeze pressure is computed as the ratio of total force acting on the top wall, 𝐹𝑡𝑜𝑡𝑎𝑙 , to the 

effective cross-section area, 𝐴𝑐 . The total force is the sum of particle-top wall interaction force, 

𝐹𝑝−𝑤𝑎𝑙𝑙 (Eqn. 4.1), and the fluid force, 𝐹𝑓𝑙𝑢𝑖𝑑:  

𝐹𝑡𝑜𝑡𝑎𝑙 = 𝐹𝑝−𝑤𝑎𝑙𝑙 + 𝐹𝑓𝑙𝑢𝑖𝑑 4.11 

 

where the fluid pressure field, 𝑃𝑓(𝑥) (from Eqn. 4.4) is integrated over the area as 

 
Figure 4.8. Initial particle configuration plotted with rectangular computational cells. MFIX 

subdivides the simulation domain into these cells based on the domain length and maximum 

number of cells in 𝑋, 𝑌, and 𝑍. 
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𝐹𝑓𝑙𝑢𝑖𝑑 = 2 ∫ 𝑃𝑓(𝑥)
𝑥𝑜,𝑓

0

 𝑧𝑜 𝑑 = 2 ∫ −
6𝜇𝑓𝑉𝑆
𝑏3

(𝑥2 −
𝛼2

4
)

𝑥𝑜,𝑓

0

 𝑧𝑜 𝑑𝑥 

= −
12𝜇 𝑓𝑉𝑆

𝑏3
𝑧𝑜(

1

3
𝑥𝑜, 𝑓
3 −

𝛼2

4
∗ 𝑥𝑜, 𝑓)|

0

𝑥𝑜,𝑓=
𝛼

2
  

=
8𝜇𝑓𝑉𝑆

𝑏3
𝑧0 (

𝛼

2
)
3
 . 

4.12 

 

This integration is performed from the center of the particle-fluid system to the fluid front (i.e., 

approximated to a distance of 𝑥𝑜,𝑓 = 𝛼/2 from the axis of symmetry (see Figure 4.5 (c)). Figure 

4.9 shows the evolution of rectangular box bounding the TIM as it is squeezed. The box length is 

𝛼, whose value is dynamically varying and determined by the fluid front tip-to-tip distance. The 

fluid front is shown by the black curves. Finally, the effective squeeze pressure, Ps, can be 

estimated from 𝑃𝑆 =
𝐹𝑡𝑜𝑡𝑎𝑙

𝐴𝑐
, where 𝐴𝑐 = 𝑧𝑜𝛼 is effective cross-section area and 𝑧𝑜 is the width into 

the plane of the page. 

4.3.3 Verification of the Squeeze Model  

In this section, the squeeze model is verified to show that it is consistent with the laws of physics. 

The evolution of (a) the maximum overlap between particle and top wall expressed as a fraction 

of the particle radius,  𝛿𝑚𝑎𝑥 = (
𝛿𝑝𝑤

𝑅𝑝
)
𝑚𝑎𝑥

, and (b) the polymer fluid front and farthest particle 

positions are discussed.  

 

For the simulation to be realistic, the vertical height of the particles must be lower than the position 

of the top wall with a 𝛿𝑚𝑎𝑥 < 0.2 (i.e., the limiting value that MFIX uses to check for significantly 

 
Figure 4.9. Evolution of the fluid width 𝛼 during a squeeze simulation. The position of the 

fluid front is shown by the black curves visible in (b, c), whereas in (a) it coincides with the 

yellow vertical edges of the box. Effective area for squeeze pressure is calculated as 𝐴𝑐 =
𝛼 𝑧𝑜, where 𝑧𝑜 is width into the plane of the page. The images are taken at x arbitrary time 

stamps during the squeezing process. 
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large interparticle intersections). In the initial stages of squeezing, occurrence of large overlaps is 

likely but that will self-correct from the large repulsive forces exerted by the wall on the particles. 

The likelihood of this occurrence is expected to increase at large squeeze rates. At 𝑉𝑆 = 1 mm s
−1, 

𝛿𝑚𝑎𝑥 ≈ 7.3% and at 𝑉𝑆 = {5, 10, 15} mm s
−1, it is ≈ 12.5%. At the end of simulation, 𝛿𝑚𝑎𝑥 <

1% for all squeeze rate cases. Figure 4.10 shows the variation of 𝛿𝑚𝑎𝑥 for 𝑉𝑆 = 15 mm s
−1. The 

low value of 𝛿𝑚𝑎𝑥 is a result of the relatively large value of particle-top wall stiffness, 𝐾𝑝−𝑤. This, 

in turn, ensures that the particles are always below the top wall during squeeze. 

 

The particle positions in the distance from the axis of symmetry (X direction) must be such that 

the particle is always bound by the fluid. First, based on the initial configuration, the farthest 

particle along 𝑋 direction is selected as the reference particle and this particle is tracked during the 

squeezing process. Figure 4.11 (a) shows the evolution of fluid front profile and the position of the 

reference particle for five different time stamps from a squeeze simulation at 𝑉𝑆 = 5 mm s
−1. 

Figure 4.11 (b) plots the time dependent position away from the line of symmetry of the reference 

particle and that of the fluid corresponding to the height of this particle. It is seen that the fluid 

front is always ahead of the particle and particles do not abnormally flow out and escape from the 

fluid. Thus, the analysis in this section verifies the applicability of the Ding and Gidaspow drag 

model based on the Newtonian assumption for the polymer fluid. 

 
Figure 4.10. Evolution of the maximum overlap-to-particle radius ratio for squeezing at 𝑉𝑆 =
15 mm s−1. The overlap increases first and then drops. Then, it levels out until the end of 

simulations, where some variations are observed. Throughout the simulations, 𝛿𝑚𝑎𝑥 ≪ 0.2. 
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4.4 Squeezed TIM Microstructural Features 

In this section, the predicted microstructure from squeeze simulations are analyzed and compared 

with experimental data. The simulations are carried out until a critical BLT of two particle 

diameters is reached. At this BLT, the squeeze pressure is significantly higher than experimental 

conditions. Then, the desired state of the squeezed TIM microstructure is back-calculated based 

on the pressure evolution. Experimentally, squeezing in the range of 𝑉𝑆 = 1 − 10 mm s
−1and 

𝐹𝑆 = 100 N resulted in a pressure of 𝑃𝑆 = 171.1 ± 11.9 kPa. So, a critical pressure of 𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 =

171.1 kPa is used. The predicted BLT is the separation distance between the bottom wall of the 

domain and the top wall at the corresponding state. Squeezing is simulated at various squeeze rates 

of 𝑉𝑆 = {1, 2, 2.5, 5, 7.5, 10, 12.5, 15} mm s
−1 . It is computationally infeasible to simulate 

squeezing at 𝑉𝑆 < 1 mm s
−1 due to the non-parallelized user defined function where a loop is 

executed to compute local volume fraction for every particle, apply computational cell volume 

correction based on the top wall position, compute fluid velocity at the particle center, and compute 

particle-top wall interaction forces. As a result, the code is compiled in serial mode, and only one 

core from a node (≈ 6.5 GB of memory) in the RCAC supercomputer cluster can be used to 

execute the simulations. The simulation took a total of ≈ 10 hours at the fastest squeeze rate and 

≈ 13 days at the slowest squeeze rate, and at least two runs to complete the simulations accounting 

 
Figure 4.11.  Evolution of the (a) fluid front profile and (b) farthest particle 𝑋 positions during 

a squeeze simulation. The filled circles are the positions of the reference particle. Circles are 

colored the same as that of the fluid front profiles. The plot shows that the particles are always 

bound by the fluid, as they should be physically. For illustration, only five time stamps are 

shown in (a). 
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for restarts. Restarts are needed when velocity of one particle increases significantly and it exits 

the domain, causing MFIX to crash. 

 

Figure 4.12 shows front views of the squeezed state for 𝑉𝑆 = {5, 10, 15} mm s
−1. The squeezed 

state appears bulged near the center for higher 𝑉𝑆, primarily due to the microstructure state being 

determined by critical pressure, which increases rapidly at higher squeeze rate. Experimentally, 

the squeezed TIM is macroscopically flat. This observation highlights a potential drawback of the 

Newtonian assumption for the fluid and the associated pressure calculations. 

4.4.1 Predicted BLT, Bulk Particle Volume Fraction and Coordination Number 

The predicted BLT monotonically increases with squeeze rate (Figure 4.14) based on simulations 

using data from Sample 1 and Sample 2 dispensed TIMs as the initial configuration. The two 

microstructures yield similar squeezed state, with a maximum relative difference of ≈ 2.5%. It 

appears to exhibit a tendency to flatten beyond 𝑉𝑆 = 15 mm s
−1 , owing to bulging of the 

microstructure noted in the preceding section. Simulations are not conducted for 𝑉𝑆 > 15 mm s
−1 

in this work as there will be significantly more bulging near the center of the microstructure that 

is unrealistic. The two initial configurations used in the squeezing simulation consist of 966 and 

1070 particles, respectively.  

 
Figure 4.12. Front view of the squeezed state predicted from DEM simulations at three 

different velocities: (a) 𝑉𝑆 = 1 mm s
−1, (b) 𝑉𝑆 = 10 mm s

−1, and (c) 𝑉𝑆 = 15 mm s
−1. The 

dispensed TIM configuration obtained from dispensed Sample 1 is used to simulate squeezing. 
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The predicted bulk particle volume fraction, 𝜙𝑝, and coordination number, 𝐶𝑁, are compared for 

these two sets of simulations in Figure 4.13. The maximum relative difference in 𝜙𝑝 is ≈ 2.7% 

and the maximum relative difference in 𝐶𝑁 is 12.5%. This suggests that there are no significant 

microstructural differences between these two sets of simulations. Note that squeezing simulations 

with initial configuration from Sample 2 dispensed TIM are conducted only in the range of 𝑉𝑆 =

2.5 − 15 mm s−1  due to the computational time expense at the lowest squeeze rates. In the 

subsequent analyses, data from Sample 1 squeezing simulations are considered. 

 

 
Figure 4.13. Predicted (a) bulk particle volume fraction, 𝜙𝑝, and (b) coordination number, 𝐶𝑁,  

across a range of squeeze rates, 𝑉𝑆, for squeezing of Sample 1 and Sample 2 dispensed TIMs. 

𝜙𝑝 is computed via the convex hull method described in Chapter 3.7.1. 

 
Figure 4.14. Predicted BLT vs squeeze rate, 𝑉𝑆 for squeezing of Sample 1 and Sample 2 

dispensed TIMs across a range of squeeze rates, 𝑉𝑆. BLT increases monotonically with 

squeeze rate in this modeling framework. 
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Figure 4.15 plots the variation of 𝜙𝑝  and 𝐶𝑁  for squeezed TIM microstructure obtained by 

squeezing at various velocities and up to a pressure of 𝑃𝑆 = 171.1 kPa, starting with the dispensed 

TIM Sample 1 configuration. At slower squeeze rates, the squeeze model predicts more spreading 

and, thus, lower 𝜙𝑝  and 𝐶𝑁 . More spreading occurs at lower squeeze rates because the fluid 

pressure increases at a slower rate compared to that during fast squeezing. Since the desired end 

state is determined by the pressure, this provides more time for the particles to spread out at slower 

squeeze rates. The observed increase in 𝜙𝑝 and 𝐶𝑁 with squeeze rate is attributed to bulging near 

the center where neighboring particles are closer. To emphasize again, this is an effect of the 

Newtonian assumption of the fluid velocity profile. As 𝑉𝑆 increases in the simulations, pressure 

increases at a faster rate and the predicted microstructure will possess an apparent higher BLT, 𝜙𝑝 

and 𝐶𝑁. 

Bulk properties of Central vs Center-Edge subdomains 

In this section, 𝜙𝑝 and 𝐶𝑁, are analyzed for Center-Edge and Central subdomains (see Figure 4.16) 

from squeezing simulations of Sample 1 dispensed TIM to further understand the variation in 𝜙𝑝 

and 𝐶𝑁. Center-Edge subdomain is consistently chosen, that is, particles lying in the positive 𝑋 

direction. The Central subdomain consists of particles lying in a section of 10 𝐷𝑝,𝑚 in length, 

where 𝐷𝑝𝑚 = 𝐷50 = 106.5 μm  for Sample 1 (see Table 3.7). Note that the width of the 

microstructure along 𝑍 is ≈ 5 𝐷𝑝,𝑚𝑎𝑥 where 𝐷𝑝,𝑚𝑎𝑥 is the maximum particle diameter extracted 

from image processing of the XRCT image dataset. 

 
Figure 4.15. Predicted (a) bulk particle volume fraction, 𝜙𝑝, and (b) coordination number, 𝐶𝑁, 

across a range of squeeze rates, 𝑉𝑆, for squeezing of the dispensed TIM  Sample 1. 



 

 

135 

 

Figure 4.17 shows that the bulk particle volume fraction and coordination number for Central (C) 

subdomain is significantly higher than that of Center-Edge (CE) subdomain. This means that, with 

the one-way particle fluid coupling model used in the squeeze simulations, there is a higher 

concentration of particles near the axis of the line dispense pattern. Drag force was insufficient to 

carry away these particles during the squeeze process. Instead, particles near the edges of the initial 

dispense pattern were dragged away by the fluid. The difference in volume fraction between C and 

CE subdomains decreases at higher squeeze rates due to bulging of the microstructure. 

4.4.2 Radial Distribution Function (RDF) and Local Particle Volume Fraction 

In this section, the RDF, 𝑔(𝑟), and local particle volume fraction, 𝜙𝑝,𝑙𝑜𝑐𝑎𝑙, are analyzed for the 

simulated microstructures based on the initial configuration corresponding to Sample 1 dispensed 

TIM. Figure 4.18 shows the RDF for Central and Center-Edge subdomain microstructures 

compared with the dispensed TIM initial configuration (with 966 particles) for the simulation. The 

plot is shown only for 𝑉𝑆 = {1, 5, 10, 15} mm s
−1. 

 
Figure 4.16. Whole TIM predicted microstructure (center image) with (a) Central and (b) 

Center-Edge subdomains. The Central region is a section of length 10 particle diameters, 

whereas the Center-Edge region is the right-half subdomain. 
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The first peak in the RDFs occurs at approximately the same radial distance for all subdomain 

microstructures. The first peak is lower for the dispensed TIM compared with that of C or CE 

subdomain microstructures. Note that the dispensed TIM RDF corresponds to that of the normal 

box configuration (see Figure 3.45 (b)). Artifacts are potentially induced by the RDF computation 

methodology. As noted in chapter 3.7.2, a rectangular box is constructed around the given 

microstructure in the RDF analysis. This box may have significant void space that is not occupied 

by the TIM, especially with CE subdomain microstructures. Although, the RDF analysis method 

corrects for the spherical shell-box intersection volume, the additional void space in the box cannot 

 
Figure 4.17. Variation of the predicted (a) bulk particle volume fraction, 𝜙𝑝, and (b) 

coordination number, 𝐶𝑁, analyzed for the Central (C) and Center-Edge (CE) subdomain 

microstructures. 

 
Figure 4.18. RDF, 𝑔(𝑟), of the predicted squeezed TIM subdomain microstructures: (a) 

Central (C) and (b) Center-Edge (CE), at a few different squeeze rates 𝑉𝑆 =
{1, 5, 10, 15} mm s−1 compared with the dispensed TIM initial configuration. 
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be accounted for. Without the void correction, the RDF cannot be interpreted appropriately. This 

is illustrated in Figure 4.19 for C and CE subdomain microstructures generated at squeeze rate 

𝑉𝑆 = 15 mm s
−1. The void space is evident in Figure 4.19 (b) and the impact is relatively more 

significant at higher squeeze rates. 

 

A second peak in the RDF is not discernible and there appears to be noise as it fluctuates about 

𝑔(𝑟) ≈ 1. These fluctuations may be attributed to small sample size. In the C and CE subdomains, 

respectively, there were 228 and 482 particles at the slowest squeeze rate, and 402 and 484 

particles at the fastest squeeze rate. Overall, the TIM microstructures are disordered. A major 

learning is that unlike numerous existing simulation research works, where RDF and other 

microstructural properties are computed on rectangular microstructure domains (usually with 

periodic boundary conditions), working with microstructures that are generated with an 

experimentally measured initial configuration pose difficulties in analyzing basic properties. 

Working with larger microstructures, both experimentally measured and simulated, can help in 

analyzing rectangular subdomains. 

 
Figure 4.19. Rectangular box constructed around the (a) Central and (b) Center-Edge 

subdomain microstructures from a simulation with 𝑉𝑆 = 15 mm s
−1. This box is used in the 

RDF computation. 
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4.5 Comparison with Experimental Data 

In this section, the basic microstructural features of experimental and simulated data are compared 

for squeeze rates in the range of 𝑉𝑆 = {1, 10} mm s
−1  and squeeze force 𝐹𝑆 = 100 N . Since 

XRCT imaging is time consuming and expensive, the metrics of interest (𝜙𝑝, 𝐶𝑁, and RDF) are 

compared only for the slowest and fastest squeeze rates. Note that it does not make much sense to 

compare higher squeeze rate predictions with experimental data since a bulging near the central 

portion of the microstructure was observed in the simulations that was not observed experimentally. 

The BLT is compared across a range of squeeze rates (see Figure 4.20). The disagreement in BLT 

 
Figure 4.20. Comparison of measured and predicted BLT of the squeezed TIM for a range of 

squeeze rates. In experiments, the maximum force is set to 𝐹𝑆 = 100 N. The top wall pressure 

in the predicted squeezed state corresponds to the experimental pressure. 

 
Figure 4.21. Comparison of 𝜙𝑝 and 𝐶𝑁 for the experimental and simulated squeezed TIM, 

computed for the Central (C) and Center-Edge (CE) microstructures. In experiments, the 

maximum force is set to 𝐹𝑆 = 100 N. Simulations are carried out up to a critical squeeze 

pressure that corresponds to the pressure in experiments. 
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at the slowest squeeze rate is ≈ 30.8%. This increases at higher squeeze rates. The microstructural 

properties, 𝜙𝑝 and 𝐶𝑁, do not agree well between experimental and simulated data (see Figure 

4.21). For each squeeze rate, the values for the C and CE subdomains originate from a single 

simulation. However, in experiments, the C and CE squeezed TIM microstructures are 

independently analyzed via XRCT imaging from two separate samples produced in a single 

squeeze test (i.e., at a given squeeze rate). 

Evaluation of Other Drag Models 

Squeezing simulations are performed at 𝑉𝑆 = 10 mm s
−1 using other well-known drag models: 

the BVK model developed by Beetstra et al. [224] and Koch Hill model by Hill et al. [225]. Both 

these models are derived using lattice-Boltzmann simulations of fluid flow through particle 

packing, whereas the Ding and Gidaspow model is based on empirical correlations. The BVK and 

Koch Hill drag models, respectively, are derived from simulations of fluid flow through (a) 

monodisperse and bi-disperse random sphere packing, and (b) simple cubic, face-centered cubic 

and random packing of spherical particles. The predicted bulk particle volume fraction and 

coordination number in these two cases, compared with the Ding and Gidaspow model is 𝜙𝑝 =

24.7% and 𝐶𝑁 = 1.6 with negligible differences.  

 

Figure 4.22 shows the RDF of the squeezed TIMs predicted using these drag models at 𝑉𝑆 =

10 mm s−1 . The three different drag models resulted in statistically similar microstructures. 

 
Figure 4.22. Comparison of the RDF (𝑔(𝑟)) for (a) the Central (C) and (b) the Center-Edge 

(CE) subdomain microstructures of the predicted squeezed state for simulations at squeeze rate 

𝑉𝑆 = 10 mm s
−1. 
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Statistically similar microstructures suggest equivalent drag forces on the particles. So, the drag 

force variation with local volume fraction is compared for the Ding and Gidaspow, BVK and Koch 

Hill models in Figure 4.23 illustrating that there is no significant impact of the differing 

correlations on the magnitude of drag force on particles at various Reynolds numbers. Therefore, 

squeezed states with almost exactly same bulk properties are predicted using these drag models. 

4.6 Concluding Remarks 

Constant velocity squeezing simulations are developed to predict the microstructure of the 

squeezed TIM using as input the experimentally measured dispensed TIM configuration. The 

capabilities of open-source DEM software package MFIX are further expanded by building UDFs. 

The polymer matrix is assumed to exhibit Newtonian behavior and its velocity profile and pressure 

are analytically computed. Using that, the particles and fluid are one-way coupled via drag forces. 

Simulations are conducted at various squeeze rates and it ends when the top wall pressure attains 

a prescribed critical value. 

 

In the range of squeeze rate of 𝑉𝑆 = 2.5 − 15 mm s
−1 and critical pressure 𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 171.1 kPa, 

the predicted BLT monotonically increases with squeeze rate for two different initial 

configurations with a maximum relative difference of ≈ 2.5%. There are also no significant 

differences in the predicted 𝜙𝑝  and 𝐶𝑁  from squeezing these two configurations and that is 

expected as it is shown in chapter 3 that these two dispensed TIM microstructures are statistically 

equivalent. At the slowest squeeze rate, 𝜙𝑝 = 17.1% and at the fastest rate, 𝜙𝑝 = 25.6%, while 

 

Figure 4.23. Normalized drag force, 
𝐹𝐷𝐺

𝐹𝑆
, versus local particle volume fraction, 𝜙𝑝,𝑙𝑜𝑐𝑎𝑙, for 

three different models at various Reynolds numbers: (a) 𝑅𝑒 = 10−6, (b) 𝑅𝑒 = 0.1 and (b) 

𝑅𝑒 = 1. 
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the coordination number gradually increases from 1.2  to 1.6. These variations are likely a 

limitation arising from the Newtonian assumption and one-way fluid and particle coupling. The 

analytically derived fluid pressure exerted on the top wall rapidly increases with squeeze rate. That 

resulted in bulging of the TIM microstructure near the center, whereas the particles near the edge 

are carried away by the fluid drag force as there is negligible resistance from collision with 

neighboring particles. Therefore, for a fixed pressure, the predicted BLT increases with squeeze 

rate and, for a fixed BLT, the predicted pressure is higher than that is experimentally observed. 

The RDFs exhibit characteristics of disordered microstructures because it fluctuates about 𝑔(𝑟) =

1 right after the first peak. However, as noted in the previous sections, the RDF computation must 

be re-evaluated due to the presence of void regions within the rectangular microstructural bounding 

box. The agreement between experimental and simulated data is poor based on the analysis of the 

BLT, 𝜙𝑝  and 𝐶𝑁  of C and CE samples. The best case disagreement in BLT is ≈ 30.8%  at  

𝑉𝑆 = 1 mm s
−1.  

 

Future work should derive the velocity profile based on the Herschel-Bulkley non-Newtonian 

model for better predictive capability. This would still involve a homogenization, but can 

potentially be a better estimate of the fluid flow profile. In reality, local fluctuations in the flow 

may be induced by the high filler particle loading (e.g., in commercial TIMs) and as the BLT 

approaches a few particle diameters. The polymer fluid then flows through the interparticle 

networks or chains. This effect is neglected in the current work and may be captured via a two-

way momentum coupling between the particles and fluid. The fluid velocity profile is then not 

known a priori but solved for during the squeezing simulation. Although complex to implement 

and computationally expensive, this may potentially provide accurate insights into the particle 

redistribution after squeezing. 
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 THERMAL CONDUCTION MODELING IN TIMS 

5.1  Introduction 

The desired thermal characteristics of TIMs are high bulk conductivity and low total thermal 

resistance. Prior work has shown that squeezed TIM microstructure is a function of the application 

parameters: the BLT is governed by the applied squeeze pressure and particle rearrangement is 

governed by squeeze velocity. This in turn can impact thermal conduction. Specifically, the 

microstructure of heterogeneous media correlate with effective macroscopic properties (such as 

thermal conductivity, electrical conductivity, or elastic modulus). But there is no standard 

approach for predicting such properties from microstructural metrics with accuracy. In this chapter, 

heat conduction models are developed for predicting the TIM bulk thermal conductivity starting 

from the microstructural details quantified experimentally and computationally in the previous 

chapters. Specifically, the network thermal model and a finite element (FE) thermal conduction 

model are evaluated. 

5.2 Network Thermal Model 

The fundamentals of this steady-state numerical modeling framework were discussed in chapter 

2.3.1. Particle position, size, and particle and matrix conductivities are the main inputs to the 

network thermal model. Since copper was used in the experiments, a thermal conductivity of  

𝑘𝑝 = 400 W m
−1 K−1  is set as the particle conductivity in the model and a conductivity of  

𝑘𝑚 = 0.13 W m
−1 K−1 for the polymer. In Kanuparthi et al. [65], a value of 0.5 was used for both 

the radius tolerance parameter (휀𝑇) and radius tolerance parameter (𝛼𝑇). The parameter 휀𝑇 was 

estimated based on the matrix exclusion probability [74] of simulated microstructures in their study, 

and the value of the latter parameter was chosen to yield the best match to higher fidelity thermal 

simulations that the authors had earlier developed [73]. These two parameters, together with the 

particle positions and sizes are used to compute effective thermal conductance of interparticle 

thermal contacts, which when combined in a matrix form yields the global conductance. Constant 

temperature (Dirichlet) boundary conditions are applied on two opposite faces (i.e., along the 

through-thickness direction) with values of 𝑇𝐶 = 300 K  and 𝑇𝐻 = 400 K . The boundary 
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temperature choice is arbitrary as the final prediction of conductivity will not be affected by its 

magnitude. 

Verification of Network Thermal Model 

A simple cubic arrangement of spheres (𝜙𝑝 ≈ 52.4%) of diameter 𝐷𝑝 = 100 μm (arbitrarily 

chosen) was first investigated to verify that the model predicts physically acceptable values of the 

bulk thermal conductivity. The thickness of the ordered packing is 3 particle diameters, thus 

resembling that of the experimentally measured microstructures. A grid of 𝑁𝑆  x 𝑁𝑆 number of 

particles are parametrically varied from 𝑁𝑆 = 3 − 15 . The ordered packing with 𝑁𝑆 = 15  is 

shown in Figure 5.2. The variation of predicted conductivity for the ordered sphere packing, 𝑘𝑇𝐼𝑀, 

with 𝑁𝑆  is shown in Figure 5.2. Here, 𝛼𝑇 = 0.5 𝑎𝑛𝑑 휀𝑇 = 0.5. There is an initial drop from 

𝑘𝑇𝐼𝑀 ≈ 6.7 W m
−1 K−1 likely associated with smaller system size. Then, 𝑘𝑇𝐼𝑀 saturates to around 

≈ 5.3 W m−1 K−1 as 𝑁𝑆  increases. Overall, the predictions make physical sense, that is 𝑘𝑚 <

𝑘𝑇𝐼𝑀 < 𝑘𝑝. In all cases, it is verified that the difference in heat flow in to and out of the system is 

negligible, verifying steady-state nature. Therefore, the network model constructed based on prior 

work is verified. 

Prediction of the Bulk TIM Thermal Conductivity 

To apply boundary conditions, the top and bottom layer of particles must be identified. To do so, 

the particle positions along the bond line (i.e., Z) direction are examined with the help of histogram, 

and the boundary particles are selected based on user-input position percentiles, for instance <2.5% 

and >97.5%. That is, particles with Z-coordinates below the lower (𝑝𝑙) or above the upper (𝑝𝑢) 

 
Figure 5.1. Simple cubic packing of spherical particles of diameter 𝐷𝑝 = 100 μm. The 

packing fraction is 𝜙𝑝 ≈ 52.4%. Here, the 𝑋𝑌 plane consists of a 15 x 15 grid of spheres. 
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percentiles are labeled as boundary particles, and these particles are assigned a temperature of 𝑇𝐶 

and 𝑇𝐻 , respectively. The remaining particles constitute the bulk of the material. All other 

boundaries are assumed to be insulated. Then, the heat flowing in to and out of the TIM 

microstructure are computed and, to verify that the steady-state assumption holds good, the net 

heat flow is calculated and verified to be numerically equal to zero. The main challenge 

encountered here is boundary particle assignment. 

 

Using the network model, the bulk TIM conductivity is over predicted for high 𝛼𝑇 and high 휀𝑇, 

and underpredicted otherwise. Higher values of 휀𝑇 may not make physical sense. That is, a particle 

near the bottom surface (see Figure 5.4) cannot interact with a particle near the top surface. These 

two parameters are varied between 0 and 0.5 at fixed position percentiles, and 𝑘𝑇𝐼𝑀 ≪ 𝑘𝑚 for all 

cases. For fixed 𝛼𝑇 = 휀𝑇 = 0.5, the predicted conductivity for the sample shown in Figure 5.4 is 

𝑘𝑇𝐼𝑀 ≈ 0.04 W m
−1 K−1 ≪ 𝑘𝑚  with 𝑝𝑙 = 2.75 𝑎𝑛𝑑 𝑝𝑢 = 97.5. By increasing the width of the 

position percentiles to 𝑝𝑙 = 5 𝑎𝑛𝑑  𝑝𝑢 = 95, 𝑘𝑇𝐼𝑀 ≈ 0.07 W m
−1 K−1 . The network model is 

insufficient to accurately predict the TIM through-plane conductivity, owing to its inability to 

model heat conduction in the bulk of the matrix phase and due to the difficulty in selecting 

boundary particles. The boundary particle selection is easier for in-plane thermal computations 

due to higher “thickness”, and the network model predicted sensible values of bulk thermal 

conductivity in the range of 3 − 5 W m−1K−1  (see Figure 5.3). Thus, the through-plane 

conductivity predictions are expected to improve for samples with higher BLT which makes the 

 
Figure 5.2. Variation of bulk thermal conductivity, 𝑘𝑇𝐼𝑀, of simple cubic packing with 𝑁𝑆 , the 

number of spheres along one side of the 𝑋𝑌 plane. The thickness of the packing is three 

particle diameters. The predicted conductivity is an order of magnitude higher than matrix 

conductivity. 
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boundary particle assignment easier. Note that the predicted in-plane conductivity is not of primary 

interest and, moreover, may not be accurate due to neglecting heat conduction in the matrix phase. 

In the next section, a finite element thermal conduction model that is capable of modeling heat 

conduction in both particle and matrix phases is presented. 

 

5.3 Particle Geometry-based Finite Element Thermal Model  

A finite element (FE) thermal conduction model is developed to predict the TIM bulk cross-plane 

thermal conductivity by accounting for heat conduction within the particles as well as the polymer 

matrix. In principle, this methodology should predict heat conduction within the TIM more 

 
Figure 5.3. Predicted in-plane temperature profile for a squeezed TIM sample using the 

network thermal model. 

 

 
Figure 5.4. (a) Curved geometry of the squeezed TIM resulting from sample preparation. (b) 

Flattened TIM sample. Particles in (a) are displaced downward to flatten the microstructure. 

This is a Central sample produced at 𝑉𝑆 = 10 mm s
−1 and 𝐹𝑆 = 100 N. 
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accurately than the network thermal model. Solving for thermal conduction involves building the 

TIM geometry, that is the particles and matrix phases, and then solving for steady-state heat 

conduction in the material. Particle locations and sizes, which were extracted by processing the 

3D XRCT images in section 0, are imported to COMSOL Multiphysics using the LiveLinkTM for 

MATLAB® feature. Then, a tight-bounding rectangular box is constructed around the particles to 

represent the matrix phase. The box side lengths are calculated based on extrema particle positions 

and their diameters. The TIM microstructure is flattened prior to thermal modeling by displacing 

particles along the Z direction to approximately equalize their position with that of the edge 

particles. This algorithm is implemented in small particle regions of size ~0.5 mm x ~0.5 mm. 

During the flattening process, it is assumed that the in-plane displacement is small and negligible. 

For some of the TIM samples, a few particles from near the central region are deleted to ensure 

appropriate flattening. The Z position of the deleted particles is approximately equal to that of the 

edge particles, thus they would not enable flattening of particles in their vicinity. In all cases, <

0.5%  of particles (by number) are deleted. This is not expected to significantly impact the 

predicted thermal conductivity. 

 

Meshing the particle or matrix domains is challenging due to three primary reasons (see Figure 

5.5):  

(a)  small intersection region between neighboring particles, relative to their diameter,  

(b)  narrow region created when multiple particles are in close proximity, but not touching or 

intersecting each other, and  

(c)  narrow region between particle and rectangular bounding box.  

The narrow region between particles (Figure 5.5 (b)) was also observed by Lee et al. [140], 

whereas the intersecting regions and narrow edge regions are observed specifically in this work. 

The overlapping particles are generally a result of spherical shape idealization from 3D image 

processing of XRCT data. That is, the equivalent sphere volume diameter approximation for the 

detected objects from 3D XRCT image datasets may cause two neighboring objects, that are not 

physically intersecting, to overlap. The narrow edge regions are a result of tight bounding box 

construction around the TIM. In these cases, the mesh quality must be enhanced in the narrow 

regions, resulting in significantly smaller mesh element size and a larger number of mesh elements. 
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Meshing will then be computationally expensive and, in turn, it increases the overall computational 

expense. 

 

To overcome the meshing issue, especially for particles that overlap or are in close proximity, a 

particle size reduction method, similar to that of Lee et al. [140], enables estimation of the 

composite thermal conductivity. In this approach, thermal conduction is solved for TIMs with 

artificially reduced particle diameters (Figure 5.6). This is executed based on a particle diameter 

reduction factor, 𝜒, and fourteen models are solved for parametrically varying values of 𝜒, where 

𝜒 ∈ [0.3,  0.99]. In Figure 5.6, 𝐿1 and 𝐿2 are the bounding box side lengths determined by the 

particle locations and their true diameter. Particle size reduction does not impact the box size 

because the main purpose of this methodology is to circumvent meshing issues. Physically, this 

 
Figure 5.5. Schematics of the TIM particles showing regions where meshing can potentially 

become a heavy computational expense. (a) Intersecting neighboring particles, (b) multiple 

particles in close proximity and (c) edge particle surface near the bounding box. 

 

 
Figure 5.6. 2D schematic of the particle size reduction method showing the TIM with (a) true 

and (b) reduced particle diameters. 𝐿1 and 𝐿2 are the bounding box side lengths that are fixed 

based on the true particle locations and size. 
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methodology does not affect the overall system size. Otherwise, 𝑘𝑏𝑢𝑙𝑘 would exhibit a dependence 

on the TIM thickness which will then impact the prediction. 

5.4 Model Construction and Analysis 

The largest rectangular subdomain of particles that was used in the local volume fraction analysis 

in section 3.7.3 is used here in the thermal models. Figure 5.7 shows the geometry of a Central 

sample (produced at 𝑉𝑆 = 10 mm s
−1, 𝐹𝑆 = 50 N ) constructed in COMSOL. Thermal 

conductivities of 𝑘𝑝 = 400 W m
−1 K−1  for the particles and 𝑘𝑚 = 0.13 W m

−1 K−1  for the 

matrix are assigned. Constant temperature boundary conditions of 𝑇𝐻 = 400 K at the bottom and 

𝑇𝐶 = 300 K  at the top surfaces of the polymer material (along 𝑍  direction) are set. Particle-

polymer interface thermal resistance is neglected. Tetrahedral meshes are generated for all 

microstructures using the “Extra fine” built-in feature in COMSOL and default solver 

configurations are used. The number of mesh elements, for instance, in one of the microstructures 

(produced at 𝑉𝑆 = 10 mm s
−1 and 𝐹𝑆 = 100 N) is 30.5 million at 𝜒 = 0.3 and 28.9 million at 

𝜒 = 0.99. Solving each model takes approximately an hour, and completing the parametric 

variation for a given microstructure takes about 15 hours using the RCAC resources (128 GB 

memory). As 𝜒 → 0, the particle sizes approach their true value (𝑘𝑏𝑢𝑙𝑘 → 𝑘𝑇𝐼𝑀), and as 𝜒 → 1, the 

particles vanish, thus leaving behind the matrix phase (𝑘𝑏𝑢𝑙𝑘 → 𝑘𝑚). Bulk thermal conductivity, 

𝑘𝑏𝑢𝑙𝑘, is predicted for each size reduction factor from:  

 
Figure 5.7. TIM microstructure constructed in COMSOL. 
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𝑘𝑏𝑢𝑙𝑘(𝜒) = 𝑞"𝑎𝑣𝑔/
𝑑𝑇

𝑑𝑧
 , 5.1 

 

where 𝑘𝑏𝑢𝑙𝑘(𝜒) is bulk thermal conductivity at a particular size reduction factor, 𝑞𝑎𝑣𝑔
′′ = (𝑞𝑖𝑛

′′ +

𝑞𝑜𝑢𝑡
′′ )/2  is the average heat flux in the TIM cross-plane direction, 

𝑑𝑇

𝑑𝑧
=
Δ𝑇

Δ𝑧
=

(𝑇𝐻−𝑇𝐶)

Δ𝑧
 is the 

imposed temperature gradient and 𝑞"𝑖𝑛 and 𝑞"𝑜𝑢𝑡 are the heat flux into and out of the material. The 

true predicted bulk thermal conductivity, 𝑘𝑇𝐼𝑀, for the given TIM microstructure is extracted by 

fitting a two-term exponential expression to 𝑘𝑏𝑢𝑙𝑘 as a function of 𝜒. 

 

Figure 5.8 shows the steady-state temperature profile for one TIM microstructure. Figure 5.9 

shows the cross-section averaged temperature profile along the bond line direction for various 

values of 𝜒. That is, the bulk average surface temperature is computed for a hundred cross-sections, 

combining the particle and polymer phases. The particles are essentially isothermal due to orders 

of magnitude higher thermal conductivity i.e., 
𝑘𝑝

𝑘𝑚
~𝑂(103) . Note that there is temperature 

continuity at the particle-polymer interface owing to zero thermal interface resistance.  

 

The temperature profile exhibits waviness or deviation from linear profile due to the presence of 

particles. This is significant only at lower values of 𝜒 < 0.5 (i.e., at larger particle sizes) (see 

Figure 5.9). At the smallest particle sizes modeled in this work, the temperature profile is linear. 

 

 
Figure 5.8. (a, b) Steady-state temperature profile in the TIM. (b) Side view shows nearly 

parallel isotherms, suggesting an approximately 1D conduction in the 𝑍 direction. 
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Figure 5.10 (a) shows the two-term exponential fit of bulk conductivity as a function of the size 

reduction parameter. The fit is performed using eleven data points (training set) and then verified 

using three data points (testing set). The red-filled pentagram at 𝜒 = 0 is the extrapolated thermal 

conductivity value. The fit is performed on a Central sample produced experimentally at 𝑉𝑆 =

10 mm s−1, 𝐹𝑆 = 50 N. The error in the fit (Figure 5.10 (b)), expressed as the deviation of the 

calculated conductivity using the fit expression with respect to the testing dataset values, is < 1% 

for all cases. 

 

 
Figure 5.9. Cross-section averaged temperature, 𝑇, versus distance along the 𝑍 direction for 

various values of 𝜒. 

 

 
Figure 5.10. (a) Two-term exponential fit for a Central TIM sample produced at 𝑉𝑆 =

10 mm s−1 and 𝐹𝑆 = 50 N described by 𝑘𝑏𝑢𝑙𝑘 ≈ 0.23 𝑒
−4.39𝑥 + 0.12 𝑒0.11𝑥 and (b) error in 

the predicted bulk conductivity using the fit relative to the testing dataset. The pentagram 

marker and filled circles in (a) are, respectively, the extrapolated true bulk TIM thermal 

conductivity for this sample and the validation data points. 
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A mesh independence study was conducted for one of the microstructures (𝑉𝑆 = 1 μm s
−1, 𝐹𝑆 =

100 N). The mesh is enhanced for the matrix phase since its conductivity is orders of magnitude 

lower than that of the particles. The built-in mesh size features named as “Normal”, “Fine”, “Finer”, 

“Extra fine”, and “Extremely fine” are used in this study. With a “Normal” mesh size, the mesh 

could not be successfully generated for all values of 𝜒 and the predicted conductivity from the 

two-term fit for this case is 𝑘𝑇𝐼𝑀 ≈ 0.61 W m
−1K−1, whereas for all other cases the predicted 

conductivity 𝑘𝑇𝐼𝑀 ≈ 0.28 W m
−1 K−1 . There is no variation up to the third decimal place. 

However, despite this conclusion, “Extra fine” mesh type was chosen because for some of the 

microstructures, mesh could not be generated using either “Fine” or “Finer” types. This reduces 

the amount of simulated datasets available for the exponential fit. 

 

Figure 5.11 shows the variation of predicted conductivity with squeeze rate and load for the 

microstructures produced from Set 1 and Set 2 squeeze tests. Overall, for Set 1 data, the predicted 

conductivity is 𝑘𝑇𝐼𝑀 ≈ 0.27 W m
−1K−1 with a standard deviation of ≈ 15.4% for CE samples, 

and 𝑘𝑇𝐼𝑀 ≈ 0.3 W m
−1K−1 with a standard deviation of ≈ 13% for C samples. For Set 2 data, the 

predicted conductivity is 𝑘𝑇𝐼𝑀 ≈ 0.3 W m
−1K−1 with a standard deviation of ≈ 13.7% for CE 

samples, and 𝑘𝑇𝐼𝑀 ≈ 0.3 W m
−1K−1 with a standard deviation of ≈ 14.2% for C samples. The 

predicted conductivity of the CE samples is higher than that of the C samples in many cases, and 

that is unexpected since the particle spatial distribution is relatively more uniform in the C samples. 

Moreover, the extrapolation method may not be able to capture the impact of percolating particle 

 
Figure 5.11. Predicted bulk TIM thermal conductivity for (a) Set 1 and (b) Set 2 squeezed TIM 

microstructures of Central (C) and Center-Edge (CE) samples. These values are obtained by 

extrapolating the two-term exponential fit to 𝜒 = 0. Fast = 10 mm s−1 and Slow = 

10−3 mm s−1. 
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pathways on the heat conduction enhancement. The significantly low predicted conductivity may 

be due to a combination of this model drawback and the moderately low filler volume fraction. 

The trends do not match between the two test sets likely due to the reasons noted in section 3.6. A 

non-zero interface resistance can be supplied as model input. However, that will decrease the 

predicted value of conductivity. Validation of the predictive accuracy with thermal measurements 

is crucial to further understand the limitations of the parametric variation exploited in this steady-

state conduction model. Further, note that the fabric anisotropy of the microstructures 𝜌𝑓𝑎𝑏𝑟𝑖𝑐 ≈ 1, 

suggesting no preferential alignment of particles. 

 

Figure 5.12 shows the predicted thermal conductivity for the simulated squeezed TIM 

microstructures using the two-term exponential method described earlier. The predicted 

conductivity for the simulated microstructures decreases from 𝑘𝑇𝐼𝑀 = 0.3 W m
−1K−1  at 𝑉𝑆 =

1 mm s−1  to 𝑘𝑇𝐼𝑀 = 0.25 W m
−1K−1  at 𝑉𝑆 = 10 mm s

−1 . There is just about 4% increase in 

conductivity from the intermediate to fastest velocity. The conductivity is highest at the slower 

squeeze rate likely due to more spreading of particles and formation of layers or sheets of particles 

over a larger substrate area, thus leading to a lower BLT. So, there are potentially more heat 

conduction pathways and a shorter distance across which heat is conducted. At higher squeeze 

rates, the microstructure bulges near the center, whereas particles that are initially near the edges 

of the dispensed TIM spread out farther due to the drag force. The BLT is larger in this case, and 

particles are non-uniformly spread over the substrate area. Heat conduction is enhanced only in a 

relatively small area near the bulged region, thus resulting in smaller bulk thermal conductivity. 

 
Figure 5.12. Predicted TIM bulk thermal conductivity, 𝑘𝑇𝐼𝑀, for the simulated squeezed TIM 

microstructures at different squeeze rates, 𝑉𝑆. 
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The decrease in conductivity with squeeze rate may be explained using a simple 2D reduced order 

model that approximates bulging of the microstructure as a triangular region (see Appendix B). 

Selection of the Range of Size Reduction Factors 

Here, the size reduction factor, 𝜒, is varied between 0.3 and 0.99. The choice of 𝜒 is such that the 

asymptotic nature of 𝑓(𝜒 → 1) is captured after the rapid decay in the range 0 < 𝜒 < 0.5. So, a 

sufficient number of data points are needed for 𝜒 ≥ 0.8. Meshing errors consistently arose for 

some of the microstructures for 𝜒 < 0.3 and hence the lower bound for 𝜒 is set at 0.3. For each 

model, the heat flux in, 𝑞"𝑖𝑛 , and out, 𝑞"𝑜𝑢𝑡 , of the system (normal to the bottom and top 

boundaries) are computed to verify that steady-state is reached. All experimental microstructures 

considered, the maximum relative difference is < 2%. 

5.5 Concluding Remarks 

In this chapter, network thermal model and FE thermal conduction model are developed based on 

existing methodologies described in prior work. Due to thin TIM bond lines of ≈ 2.5 particle 

diameters, assignment of boundary particles in the network model is difficult. This led to severe 

underprediction of the bulk thermal conductivity. However, the network model predicts sensible 

values of the bulk in-plane thermal conductivity. This and the verification using simple cubic 

particle packing suggest that the implementation of the network model is acceptable. In the FE 

model, the bulk conductivity is predicted via an extrapolation method. By fitting a two-term 

exponential function to the predicted conductivity versus 𝜒, the true TIM conductivity is calculated 

by extrapolating the fit to 𝜒 → 0 (i.e., true particle size). The fit is verified by ensuring a good 

agreement with the testing dataset as well as observing that the predicted conductivity approaches 

that of the polymer matrix as 𝜒 → 1 (i.e., vanishing particle size). For Set 1 experimental data, the 

conductivity is in the range of 0.23 − 0.34 W m−1 K−1, and significantly increases with load at 

the fast squeeze rate. For Set 2 experimental data, the conductivity is in the range of 0.24 −

0.35 W m−1 K−1, and decreases for most cases by ≈ 15 − 19% with load at both fast and slow 

squeeze rates. The trends do not match between the two test sets likely due to the reasons noted in 

section 3.6. The conductivity of the CE samples is higher than that of the C samples in many cases, 

and that is unexpected since the particle spatial distribution is relatively more uniform in the C 
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samples. Moreover, the extrapolation method may not be able to capture the impact of percolating 

particle pathways on the heat conduction enhancement, thus resulting in a significantly low value 

of the predicted conductivity. The predicted thermal conductivity of the simulated microstructures 

decreases by ≈ 16.7% with squeeze rate, from 𝑘𝑇𝐼𝑀 = 0.3 W m
−1K−1  (at 𝑉𝑆 = 1 mm s

−1 ) to 

𝑘𝑇𝐼𝑀 = 0.25 W m
−1K−1 (at 𝑉𝑆 = 10 mm s

−1), likely due to the higher concentration of particles 

near the center observed at higher squeeze rate. The variation in conductivity is relatively 

insignificant from the intermediate to fastest velocity. The conductivity is higher at slower squeeze 

rate likely because the particles squeeze out farthest to occupy a larger area, forming sheets of 

particles with a lower BLT. This could yield a greater density of high conductivity pathways across 

a smaller bond line. This variation is explained by a simple reduced order model (see Appendix 

B). Commercial TIMs are highly loaded with filler particles up to 60 − 70 vol%. The network 

model may be used at that particle loading, provided that thicker samples are analyzed for ease of 

boundary particle assignment. Future work should further explore both the network and FE models, 

and validate those with thermal measurements for a wide range of filler loadings. 
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 CONCLUSIONS AND FUTURE WORK 

6.1 Summary 

This thesis investigates the impact of application processes on the microstructure of TIMs via a 

combined experimental and modeling framework. Mock TIM consisting of 30 vol% spherical 

copper particles (sieved size range 90 − 106 μm) in a UV-curable epoxy is prepared in-house by 

manual mixing. Automated application procedures are developed to investigate dispensing and 

constant velocity squeezing of TIMs. The microstructures of the UV-cured line dispense pattern 

and squeezed TIMs are experimentally measured via high resolution 3D XRCT imaging. Bulk 

particle volume fraction, coordination number, local particle volume and RDF are computed to 

analyze the microstructure. Constant velocity squeezing model is developed using a DEM 

framework by building user-defined functionality into the open-source software MFIX. The 

novelty of the modeling is that it uses as input the experimentally measured dispensed TIM particle 

configuration. This is a major development compared to numerous other existing works which 

generally use a randomized particle configuration as the initial state. Thermal conduction models 

are developed to predict bulk TIM thermal conductivity of the measured and simulated 

microstructures. 

 

Experimentally, the BLT ranges between 200 − 260 μm (2 − 2.4 median particle diameters) at 

the applied pressure of ≈ 11 psi (𝐹𝑆 = 50 N) and ≈ 23 psi (𝐹𝑆 = 100 N) based on two test sets 

conducted at squeeze rates of 10−3 mm s−1 (slow) and 10 mm s−1 (fast). The BLT is largely 

independent of the load at the fast squeeze rate. This is likely a consequence of the impact type 

load application at this squeeze rate. At the slow squeeze rate, the BLT decreased with increasing 

load. The dispensed TIM microstructure is similar along the axis of the line pattern with 𝜙𝑝 ≈

36.1% and 𝐶𝑁 ≈ 2.1. Squeezing lowers the bulk particle volume fraction to the range of 𝜙𝑝 ≈

25.4 − 34% likely due to the formation of voids or air bubbles that can cause a volume expansion. 

The coordination number is in the range of ≈ 2.1 − 2.7. Trends in the volume fraction and 

coordination number did not match between the two test sets with similar conditions, likely due to 

differing substrate surface characteristics resulting from the manual application of the copper foil 

and packaging tape. The first peak in the RDF of the squeezed TIMs was taller than that of the 
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dispensed TIM and that is supported by the higher coordination number (for most cases). Overall, 

the RDFs of the dispensed and squeezed TIM samples suggest a disordered microstructure due to 

the presence of just two peaks. The local particle volume fraction is approximately uniform near 

the central region of the squeezed TIM, whereas at the higher load, the local particle concentration 

is lower near the edges. However, the variation is not consistent between tests. Optical image 

analysis of the TIMs revealed uniform and similar particle spatial distribution when squeezed on 

the bare glass slide, and differing characteristics when squeezed on glass slides covered with 

copper foil and packaging tape. This is a crucial observation because real surfaces are rough and 

will potentially influence the rheology during squeezing and thus govern the TIM microstructure 

and performance. 

 

Computationally, the predicted BLT from the DEM simulations monotonically increased with 

squeeze rate in the range of 𝑉𝑆 = 1 − 15 mm s
−1  at 𝑃𝑆 ≈ 171.1 kPa  (corresponding to the 

experimentally measured pressure at 𝐹𝑆 = 100 N). This is a limitation arising from the Newtonian 

fluid assumption. For a fixed pressure, the predicted BLT will increase with squeeze rate and, for 

a fixed BLT, the predicted pressure will be higher than that is experimentally observed. The current 

model is not capable of accurately predicting the experimentally observed microstructures based 

on the analysis of BLT, 𝜙𝑝 and 𝐶𝑁. While the network thermal model was verified using a simple 

cubic particle packing and by obtaining physically sensible predictions of bulk in-plane 

conductivity, it was infeasible to predict the cross-plane thermal conductivity. This is due to 

difficulties in the assignment of boundary particles for thin microstructures. An extrapolation-

based calculation combined with the FE thermal conduction model is also developed based on 

prior work. For the experimental data sets, the predicted conductivity is in the range of 0.23 −

0.35 W m−1 K−1 , and trends with squeeze rate and load differ between tests. The predicted 

conductivity of the simulated microstructures decreases with squeeze rate, from 𝑘𝑇𝐼𝑀 =

0.28 W m−1K−1  to 𝑘𝑇𝐼𝑀 = 0.25 W m
−1K−1 , with relatively insignificant variation from the 

intermediate to fastest velocity. The conductivity is highest at the slowest squeeze rate because the 

particles squeeze out the farthest to occupy a larger footprint area and likely form sheets of particles 

across a smaller bond line. The extrapolation method may not be able to capture the impact of 

percolating particle pathways on the heat conduction enhancement, thus resulting in a significantly 

low value of the predicted conductivity. 
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6.2 Future Research Directions 

Automating the dispensing and squeezing protocols and controlling the roughness of the metallic 

lid and heat sink surfaces are critical to ensuring consistent squeezed states. Optimizing the 

dispense pattern and squeeze rate and load are critical for enhanced thermal performance. The 

novelty of this thesis lies in the (a) experimental microstructure measurement of dispensed and 

squeezed TIMs produced using automated application protocols and (b) development of squeezing 

simulations to predict TIM microstructure using an initial configuration that is supplied by 

experimental data and by incorporating one-way fluid-particle coupling via drag forces. The 

present work tackled a challenging engineering problem of investigating the impact of TIM 

application protocols on the material microstructure and thermal performance. Future research 

directions are presented in Table 6.1 and discussed below. 

Materials 

The present work focused on microstructure and thermal conduction in TIMs consisting of large 

spherical filler particles at moderate filler volume fraction. Future work should investigate TIMs 

consisting of (a) bidisperse size distribution (spherical particles), (b) realistic particle sizes that are 

found in commercial TIMs. High filler loadings of > 50 vol%, and both spherical and faceted 

Table 6.1 Directions for future work 

 Experimental Research Predictive Modeling 

Microstructure 

of Squeezed 

TIMs 

• Higher filler volume fraction (>50%) 

o Spherical vs faceted particles 

o Mono- vs bi-disperse PSD 

• Impact of substrate roughness and 

dispense patterns 

• Macroscopic-scale analysis of voids 

using lower resolution XRCT 

imaging 

• Compute polymer fluid 

velocity profile using (a) 

realistic shape of the dispense 

pattern, and (b) non-Newtonian 

behavior 

• Two-way coupling of particles 

and fluid during squeezing 

• Interaction between different 

parts of the dispense pattern 

TIM Thermal 

Conduction 
• Develop infrared thermal metrology 

to characterize bulk TIM thermal 

conductivity 

• Investigate in-plane heat spreading in 

the TIM 

• Correlate voids with cross-plane 

thermal conductivity 

• Revisit network thermal model 

for high filler loading TIMs 

• Assess validity of FE model 

developed in this work for high 

filler loading TIMs 

• Factor of enhancement to 

account for percolation 
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particles should be considered. At these filler loadings, strong non-Newtonian behavior is expected 

and the microstructure will likely be more significantly impacted by the squeeze rate. 

Microstructure and Thermal Characterization 

More complicated dispense patterns such as serpentine, spiral, star- and “X”-shapes must be 

investigated. A wider range of squeeze loads may be explored. Thermal curing as a cost-effective 

method could be considered as an alternative to UV curing. For this purpose, an environmental 

chamber for the Instron mechanical tester may be viable. Larger samples or, if possible, whole 

squeezed TIMs could be analyzed via XRCT imaging. Separation of substrates and the squeezed 

and cured TIM must be avoided. This can be achieved with the use of low-density substrates such 

as acrylic (that could also be used in thermal characterization tests). The substrates along with the 

squeezed and cured TIM can be machined to prepare samples for imaging. Multiple tests must be 

conducted at various squeeze rates and loads, accompanied by an extensive error analysis to 

understand and isolate process-induced variation from the actual variations induced by process 

parameters such as squeeze rate and load. Large voids and local clustering of particles could be 

investigated by examining whole squeezed TIMs, followed by thermal characterization to 

understand the impact of the heterogeneities on the conductivity. Image resolution may be 

sacrificed to ignore individual particle-level details, thereby focusing on large voids which 

potentially impede heat conduction. Void statistics such as the average size and number density 

(per unit volume or area) can potentially be correlated with bulk TIM thermal conductivity. 

Although individual particles may not be revealed at the lower resolution, it is worthwhile to 

examine whole TIM samples. Further, a systematic investigation of squeezing with controlled 

surface roughness could potentially reveal the impact of roughness on TIM rheology during 

squeezing. 

 

A standardized infrared (IR) microscope-based thermal characterization method must be 

developed for the TIMs to measure the cross-plane thermal conductivity. The proposed acrylic 

substrate for the squeeze tests must be first characterized using a reference material with previously 

measured or well-known thermal conductivity. Then, using the acrylic-TIM-acrylic set up, steady-

state tests may be employed to measure thermal conductivity. In-plane heat spreading could be 

investigated (using lower magnification) to examine the macroscopic-level characteristics with 
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respect to a constant power load. This will provide insights into the potential hot spot locations in 

real applications. 

Predictive Microstructure and Thermal Models 

Polymer fluid velocity profile may be improved by considering non-Newtonian behavior e.g., 

Herschel-Bulkley model, and solving for the velocity profile using finite element or finite volume 

methods using commercial simulation toolkits. Realistic shape of the dispense pattern e.g., heap 

shape, should be considered for more accurate velocity profile solution. At higher filler particle 

loading, the fluid velocity will likely be perturbed. For instance, during squeeze flow the polymer 

matrix may flow through the particle networks. This behavior may deviate from that observed 

during squeezing of the bare polymer. Therefore, it is essential to model a two-way fluid particle 

coupling in future investigations. The network thermal model may be used for TIMs with higher 

filler loading. The FE thermal model developed in this work must be validated using experimental 

data. This modeling framework cannot account for thermal conductivity enhancement via 

percolating chains. A factor of enhancement based on the fabric tensor may be incorporated as a 

fitting parameter based on model predictions and experimental measurements. Alternatively, in-

plane FE thermal conductivity predictions may be validated using transient IR thermal 

measurements. The validated FE thermal model may then be used to predict cross-plane thermal 

conductivity with a higher confidence than that in the present work. 
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APPENDIX A. 3D XRCT IMAGE ANALYSIS 

Figure A1 shows some reconstructed cross-sections from the 3D XRCT scan of a squeezed TIM 

sample. Some of the particles are clearly observed to be hollow. This impacts the accuracy of 

particle size analysis. Although some of the holes can be filled using morphological image 

operations, other holes extended to the outer surface and the algorithm fails to fill such holes. 

Open-source ImageJ plug-ins used in this work are listed in Table A1. 

 

 

Figure A1.  Gray scale XRCT-reconstructed cross-sections of a squeezed TIM sample showing 

some hollow particles. Image resolution is (1.9 μm)3. 
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Table A1. Open-source ImageJ plug-ins 

Plug-in Name Brief Description 

Non Local Means Denoise Non-local means filtering 

3D Plugins Suite Various noise reduction filters and other numerous 

operations 

3D Objects Counter Particle size, location and many other features 

MorphoLibJ: Morphological Operations 

Library 

Fill holes in particles, various watershed separation 

algorithms 
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APPENDIX B. REDUCED ORDER THERMAL MODEL 

A simple 2D reduced order model (Figure B1) is discussed to explain the trend of decreasing 

conductivity with increasing squeeze rate with respect to simulated squeezed TIM microstructures 

(section 5.4). The TIM is approximated as the triangular region, whereas the region outside the 

triangle and within the rectangular box is assumed to be the matrix phase. For simplicity, the TIM 

is assumed to be made of particles. One of the angles of the triangle is 𝜃. As squeeze rate increases, 

𝜃 increases due to bulging of the microstructure. The goal of this model is to express effective 

resistance, 𝑅𝑒𝑓𝑓 , as a function of 𝜃. This relationship should support the observed change in 𝑘𝑇𝐼𝑀 

with squeeze rate.  

 

The effective resistance of the TIM is computed as the effective resistance of vertical strips in 

parallel (Figure B1 (b)). So, the strip resistance is first calculated by computing the strip 

conductivity 

𝑘𝑠𝑡𝑟𝑖𝑝 = (
𝑦

𝐿𝑜
)𝑘𝑝 +

𝐿𝑜−𝑦

𝐿𝑜
𝑘𝑚  

𝑘𝑠𝑡𝑟𝑖𝑝 = (
𝑦

𝐿𝑜
) (𝑘𝑝 − 𝑘𝑚) + 𝑘𝑚  

𝑅𝑠𝑡𝑟𝑖𝑝 =
𝐿𝑜

𝑘𝑠𝑡𝑟𝑖𝑝 𝐴𝑐,𝑠𝑡𝑟𝑖𝑝
  

 

Many such strips are in parallel. An integration is then performed to compute 𝑅𝑒𝑓𝑓 . 
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Figure B1. Predicted TIM thermal conductivity, 𝑘𝑇𝐼𝑀, for the simulated squeezed TIM 

microstructures at different squeeze rates, 𝑉𝑆. 
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The geometry parameters are expressed as a function of the slope of a line, tan (𝜃). We see that 

𝑅𝑒𝑓𝑓 ∝ tan (𝜃) suggests that as 𝜃 increases, 𝑅𝑒𝑓𝑓  increases. So, 𝑘𝑇𝐼𝑀 decreases. 

𝑹𝒆𝒇𝒇 =

𝟐 (
𝑳𝒐
𝒘
𝟐

)

 (𝒌𝒑 + 𝒌𝒎)
=
𝟐 𝐭𝐚𝐧(𝜽)

(𝒌𝒑 + 𝒌𝒎)
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