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GLOSSARY 

Need for Privacy: The need to selectively control the access of others to the individual self, with 

the aim of achieving a desired level of physical or psychological privacy (Trepte & Masur, 

2020, p. 3132). 

 

Online Privacy: The ability of individuals to decide how their information is communicated to 

others across online environments. This definition is adapted from Westin (2003) and 

mirrors the definition of information privacy provided by Bergmann (2008). More 

discussions on the development of the concept of online privacy is available in the literature 

review, but for the scope of this research study, online privacy and information privacy are 

considered synonymous.  

 

Privacy Response Efficacy: In the scope of this thesis, “privacy response efficacy” is defined as 

the extent to which individuals perceive contemporary privacy protective measures being 

capable of reducing threats to online privacy. 

 

Privacy Self Efficacy: An individual’s perceived capability about engaging in the behaviors that 

are necessary to maintain their online privacy.  

 

Social Engineering: “Social Engineering” in the scope of this thesis is broadly defined as the art 

of manipulating individuals into divulging personal or sensitive information through means 

of deceptive psychological and persuasive techniques (Krombholz et al., 2015).  
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ABSTRACT 

Human-based social engineering attacks continue to grow in popularity, with increasing numbers 

of cases reported yearly. This can be accredited to the ease with which common social engineering 

attacks can be launched, and the abundance of information available online that attackers can use 

against their targets. Current mitigative strategies and awareness trainings against social 

engineering attacks incorporate an understanding of the major factors that influence individual 

susceptibility to social engineering attacks. These strategies emphasize an engagement in secure 

behaviors and practices, especially with respect to identifying the key indicators in any form of 

communication or situation that can classify it as a social engineering attack. There is also an 

emphasis on restricting the amount of information that individuals should share about themselves 

in workplace settings. However, these approaches do not comprehensively consider the different 

intrinsic motivations that individuals develop to engage in the protective behaviors necessary to 

assure their safety against social engineering attacks, regardless of environment. Individual 

attitudes and behaviors about online privacy could hold the key to defending oneself by way of 

restricting unwarranted access to associated information online. Psychological traits and attitudes 

developed in response to the perception of social engineering as a threat could act as motivators 

for engaging in privacy protective behaviors, which in turn could affect the extent to which an 

individual can protect themselves from social engineering attacks. This thesis investigates the role 

of privacy protective behaviors in impacting an individual’s susceptibility to social engineering 

attacks and the impacts of specific privacy factors as motivating antecedents to engagement in 

privacy protective behaviors. 
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 INTRODUCTION 

1.1 Background 

Social engineering attacks remain prolific in cyberspace, despite growing awareness of the 

different types of attacks that can be executed against individuals and organizations alike. Social 

engineering attacks are effective because they take advantage of an individual’s inherent behaviors 

and mannerisms, and leverage psychological principles and tactics, to fraudulently influence them 

into divulging personal, confidential information (Department of Homeland Security, 2020). The 

effectiveness of these attacks could certainly be attributed to the increased reliance on technology 

in the past year alone, owing to the novel coronavirus pandemic (Venkatesha et al., 2021). 

However, this is merely indicative of the increased magnitude of social engineering attacks 

with the increased adoption of technology across work, home and social environments.  

According to the FBI’s Internet Crime Complaint Center, the number of complaints reported 

about cyberattacks increased by 69% from the start of the novel coronavirus (COVID-19) 

pandemic, compared to complaints reported during 2019. In the same report, losses from these 

crimes were estimated to exceed $4.2 billion, and the most common type of crime that was reported 

was phishing scams (Internet Crime Complaint Center [IC3], 2021). Surveys conducted by 

companies and interest groups have indicated that social engineering is continually incorporated 

in technical and non-technical attacks (Fox, 2021). According to research conducted amongst 

cybersecurity professionals, 71% of respondents indicated that employees at their organizations 

had fallen victim to social engineering attacks over the past year (Electric, 2021). Some of the 

most common social engineering attacks like phishing, vishing and ransomware utilize knowledge 

about common behaviors to get individuals to execute malicious programs or provide personal 

information about themselves. As such, individuals largely tend to be the targets of these attacks, 

with the IC3 reporting close to a quarter of a million complaints about social engineering attacks 

filed in the last year alone. The consequences of SE attacks continue to be detrimental. The 

financial damages from cybercrimes across the world was estimated to cost $6 trillion annually 

from 2021 onwards. In the past year alone, damages from cybercrimes, including social 

engineering attacks, was reported to be over $1 trillion (McAfee, 2020). These include, but are not 



 
 

13 

limited to, losses from information breaches, reduced or lost efficiency, and damages to the 

reputation of the companies involved.  

In response, there have been more calls for changes in how organizations and individuals 

alike prevent and mitigate the consequences of social engineering attacks. These strategies 

constitute actionable items, but still fall short because of the old adage in information security of 

humans being the weakest link in the security chain (Luo et al., 2011). This is what makes social 

engineering an attractive precursor or component in various kinds of cyber-attacks. The 

psychological and persuasive tactics employed in social engineering are geared towards 

influencing people to act in a predictable or specific manner that is harmful to their privacy and 

security (Krombholz et al., 2015). These attacks are further augmented by the wealth of 

information publicly available online about individuals. Attackers can use this publicly available 

information either to execute social engineering attacks, or to gain further personal information 

from secondary sources using what they know about their target. While this isn’t to say that 

companies are complacent about the security habits of their employees, there is limited focus on 

the capabilities of individuals of performing preventative behaviors when considering their 

susceptibility to social engineering attacks. Academic research in this area is largely concerned 

with understanding motivations of information security behaviors to prevent vulnerability to social 

engineering attacks (Aldawood & Skinner, 2019; Tayouri, 2015). 

The aim of this thesis was to understand individual’s susceptibility to popular social 

engineering attacks through their privacy attitudes and beliefs surrounding their information online, 

and through the privacy protective behaviors that they might engage in to ensure control over the 

disclosure of their information. Engagement in these privacy protective behaviors could serve as 

a means of defense from social engineering attacks. While employees are asked to be mindful of 

their behaviors and partake in security trainings, there still exists a disparity between their training 

and actual behavior, as evidenced not only by the increase in cyberattacks but the increase in 

complaints through the years. People in general seem to care about their presence online and how 

much information they choose to divulge online, but seem to care less or do little to assure their 

online privacy, as opposed to their online security (Debatin et al., 2009; Nyoni & Velempini, 

2018). This thesis first considered the role of specific factors guiding engagement in privacy 

protective behaviors, most notably the psychological Need for Privacy (NFP), the elements of 

privacy self-efficacy and privacy response efficacy respectively, adapted from Protection 
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Motivation Theory (PMT), past experiences with social engineering attacks, and any applicable 

demographic factors. The thesis then considered the role of the privacy protective behaviors 

specifically, and how engagement in these behaviors could influence the extent to which 

individuals are susceptible to commonly experienced and reported social engineering attacks.  

1.2 Statement of Problem 

Individuals continue to fall victim to social engineering attacks despite awareness campaigns 

and security audits. The expectation is that providers of online services like social media would 

assure the online privacy of individuals, but in reality, the responsibility does not fall on these 

entities alone. Individual’s privacy beliefs and attitudes, and subsequent engagement in privacy 

protective behaviors, might hold the key to understanding the extent to which someone is 

susceptible to social engineering attacks.  

1.3 Research Question 

The research study explored the following research question:  

1. Does engagement in privacy protective behaviors mediate the relationship between 

specific privacy antecedents and susceptibility to social engineering attacks? 

1.4 Hypotheses 

To answer the research question, this thesis tested the following hypotheses: 

Individuals who engage in privacy protective behaviors are less likely to be susceptible to 

social engineering attacks 

Individuals who score high on privacy self-efficacy are more likely to engage in privacy 

protective behaviors 

Individuals who score high on privacy response efficacy are more likely to engage in 

privacy protective behaviors 

Individuals who have been victims of social engineering attacks are more likely to engage 

in privacy protective behaviors 

Individuals who score high on the need for privacy are more likely to engage in privacy 

protective behaviors 
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1.5 Significance of Problem 

The major contribution of this study would be to understand the perceived impacts of the 

most common social engineering attacks on individuals through the lens of their privacy behaviors. 

Privacy by itself is highly contextual in nature, regardless of how it is perceived in online and 

offline environments. It stands to reason that a person’s perception of their online privacy will 

change depending on the type of online environment that they have a presence in, inherent traits 

and dispositions, and external situational factors. The nature of online privacy is complex but can 

be understood in a comprehensive manner through specific situations or attacks that people are 

increasingly likely to encounter. With social engineering attacks on the rise, specifically attacks 

that target underlying psychological mannerisms of people and use public information against their 

targets, it is important to understand if the underlying attitudes that people have about their privacy, 

in conjunction with other factors, can actually determine whether they are capable in their abilities 

to identify social engineering attacks when presented with them and whether they actually engage 

in the protective behaviors that can shield them or alert them to social engineering attacks.  

1.6 Scope 

This thesis investigated susceptibility to social engineering attacks through privacy 

protective behaviors that individuals engage in, and select privacy factors that were hypothesized 

to influence engagement in privacy protective behaviors. This thesis considered the roles of 

privacy self-efficacy and privacy response efficacy, adapted from the coping appraisals discussed 

in Protection Motivation Theory, and the concept of the psychological need for privacy. PMT has 

been largely used to identify areas of improvement in the formation of security behaviors and the 

development of security awareness programs (Bada et al. 2019) but has seen little application 

towards understanding individual defenses against social engineering attacks. Using the PMT 

framework, this research will specifically consider an individual’s self-efficacy pertaining to 

privacy, and their perceptions of the efficacy of existing countermeasures against threats to privacy, 

and relate it to the development of protective behaviors against social engineering and reported 

social engineering victimization. The effects of common demographic variables like age and 

gender will also be studied in conjunction with the measures to understand the effect of group 
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memberships across demographics on reported privacy protective behaviors and susceptibility to 

social engineering attacks. 

1.7 Assumptions 

The assumptions of this research are as follows: 

• Individuals will accurately report their engagement in privacy protective behaviors 

• Individuals will disclose whether they have been a victim of a social engineering attack 

• Individuals will have experienced at least one type of social engineering attack (for 

example – receiving a phishing email) 

• The threat appraisal of social engineering attacks is implied across the population based on 

attack reports and estimated losses 

1.8 Limitations 

The limitations of this research are as follows: 

• The results of this research may not be generalizable globally, particularly in areas with 

low adoption of technology and decreased interaction with technology 

• The results may not be reflective of the impacts of need for privacy and self-efficacy 

measures on all types of non-technical social engineering attacks 

• This study used a convenience sample from MTurk, which is not truly representative of 

the internet user population 

1.9 Delimitations 

The delimitations of this research were as follows: 

• Respondents were only solicited from the United States of America 

• Only adults (from age 18 and up) were sampled for the research 

• Susceptibility to social engineering was measured for the three most common types of 

social engineering attacks reported to IC3 during 2020. 

• Survey respondents were asked about their engagement in privacy protective behaviors 

alone, as opposed to both privacy and security protective behaviors  
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 LITERATURE REVIEW 

To address the main concepts of social engineering and online privacy as presented in the 

research question, the literature review provides an overview of social engineering and privacy as 

studied in the online space. The components of social engineering that are discussed in the review 

are the development of social engineering as a concept within cybersecurity, the different factors 

that influence individuals’ susceptibility to social engineering attacks, and countermeasures 

against human-based social engineering attacks. This is followed by a discussion on what 

constitutes online privacy, the factors that influence individuals’ online privacy concerns and 

behaviors, and the relationship between social engineering and online privacy. Following this, 

literature on the theoretical motivations for this research study is discussed. Based on the literature 

review, the research model and hypotheses are presented. 

2.1 Social Engineering in Cybersecurity 

The concept of social engineering was first used to refer to campaigns or actions that were 

undertaken to understand and change the behaviors of people in society for a specific cause. The 

premise behind the concept was motivated by the thought that for industries and societies to 

flourish, there was a vested need to understand the workings of people and improve upon their 

fallacies to address societal ills and solve issues (Hatfield, 2018). This basic premise of social 

engineering remains the same across all areas of applications, in terms of engineering the human 

element in a process to achieve a specific goal. In the field of information security, social 

engineering (SE) can be broadly defined as the art of manipulating individuals into divulging 

personal, sensitive information through means of deceptive psychological and persuasive 

techniques (Krombholz et al., 2015). Social engineering attacks are carried out deliberately and 

often with malicious intent. The goal of a social engineering attack is to elicit information from 

the target, whether that be confidential data or access to restricted systems (Breda et al., 2017). 

The tactics leveraged in such attacks can be executed independently or in conjunction with other 

technical or non-technical attacks. The main targets of social engineering attacks are people, as 

opposed to only technological infrastructures and systems. Technical social engineering attacks do 

target the systems but are usually preceded by an action on the part of the individual who has 
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access to or is a part of the system. These attacks also rely on the ubiquitous nature of information 

to be executable and successful. 

Taxonomies of SE attacks vary depending on the established parameters of the attack, the 

specific type of attack, and attack vectors. The largely agreed upon classification of social 

engineering attacks is into two categories; human-based attacks and technology-based attacks 

(Peltier, 2006; Krombholz et al., 2015; Koyun & Al Janabi, 2017). Human-based social 

engineering attacks involve direct interactions between attackers and victims. The attacker directly 

utilizes persuasive techniques to influence their victims to act in a certain manner. There is face-

to-face contact between the attacker and the victim. Technology-based social engineering attacks 

involve the use of technology to achieve the same results as a human-based social engineering 

attack, but there is usually no direct contact between the attacker and the victim. In light of this, 

both classes of attacks tend to use similar principles to make their targets respond according to the 

wishes of the attacker, specifically ones rooted in the principles of persuasion and psychological 

manipulation. Another taxonomy was suggested by Ivaturi and Janczewski (2011) to classify SE 

attacks based on the level of socialization of the attacker with the victim. This classification largely 

focused on person-person types of social engineering, with the distinction lying in the media 

through which the attacks are executed. 

The most common types of social engineering attacks that have been reported in current 

times include phishing attacks, watering hole attacks, whaling attacks, pretexting, and baiting and 

quid pro quo attacks (Paganini, 2020). Of these, phishing, vishing, smishing, and pharming attacks 

were the most reported types of internet crime in 2020, with close to a quarter of a million attacks 

reported to IC3 by individuals and businesses (Internet Crime Complaint Center, 2021). In 

phishing attacks, attackers impersonate a legitimate or trusted entity in order to gain credentials 

from users. This occurs via email communications, and targets are often asked to either reply with 

the solicited information or click on a link that then requests the information (Ma, 2013). Vishing 

and smishing can be considered variants of phishing attacks, as the objectives of these attacks are 

the same but the medium through which the attack is executed is different. In vishing attacks, 

attackers call individuals and use false pretexts and impersonation to elicit sensitive information. 

Smishing occurs via text messages, with attackers asking individuals to click on fraudulent links 

to gain information. Pharming is another type of phishing attack but the difference is that the attack 

does not target individuals specifically. Rather, the attackers spoof genuine, popular websites in 
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order to “lure” individuals to the fraudulent website and harvest information from targets that 

unwittingly provide their information (Johansen, 2019). A watering hole attack is when the 

attacker compromises a legitimate website that is used frequently by their target, without the 

knowledge of the individual (NIST, 2020). Whaling attacks follow the same premises as phishing 

attacks, but the difference lies in who the attackers target as a part of their campaign. In whaling 

attacks, attackers target high-profile employees in companies like upper management and senior 

executives. This is different from phishing attacks, where the campaigns are directed at all kinds 

of people, regardless of whether they belong to an organization. Pretexting can be seen as a 

precursor to technical-based social engineering attacks, and is defined as the process of obtaining 

information using a false story, or a “pretext”. Pretexting requires a lot of intelligence gathering 

about the individual or organization prior to its execution (Ivaturi & Janczewski, 2011). Baiting is 

a form of social engineering where the attacker exploits their target’s innate curiosity to then 

deceive them. Unlike some of the other attacks discussed, baiting can also be implemented 

physically. An example of this is leaving USBs with malicious programs across office spaces 

labeled “confidential” and waiting for employees to pick up the USBs and insert them into their 

work machines. As the name suggests, in quid pro quo attacks, the attackers promise some type of 

good or service, particularly something that is of benefit to their target, in exchange for the 

execution of the specific action that the attacker wants (Paganini, 2020).  

Some of the attacks discussed above allude to the importance of collecting information about 

targets before executing the attack itself. This is because the success of social engineering attacks 

lies in how influential the attackers can be over their targets. To achieve this, attackers need to 

know their targets. If their targets get suspicious about the nature of interactions, then the attack 

would be less likely to succeed. Attackers can peruse publicly available information from places 

like company websites, and social and professional networking platforms. The continued rise in 

data breaches (Bissell et al., 2019), and lack of awareness amongst most of the American public 

about the potential compromise of their accounts (Sobers, 2020), leaves individuals more 

vulnerable and susceptible to social engineering attacks, and benefits attackers by making 

information more accessible for further development of non-technical and technical attacks.  
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2.2 Factors Influencing Susceptibility to Social Engineering 

Apart from technological means and intelligence gained from public sources, attackers can 

also leverage psychological tactics to influence their targets into divulging information and/or 

executing a certain action. From the behavioral psychology standpoint, attackers take advantage 

of known human qualities like the desire to help others, tendencies to trust, aversion to trouble, 

prioritization of convenience, and general obedience to authority (Peltier, 2006). Elements of 

social psychology can also be seen through the employment of persuasive strategies and the 

exploitation of commonly held attitudes and behaviors. This is commonly seen in applications of 

persuasion concepts like Cialdini’s principles of persuasion to understand why individuals are 

prone to persuasion and how attackers take advantage of these mannerisms to persuade individuals 

for their malicious intent (Schaab et al., 2017; Uebelacker & Quiel, 2014). This in turn can help 

with understanding which individuals, along with other internal and external factors associated 

with them, are most susceptible to social engineering attacks. To operationalize susceptibility to 

social engineering attacks, susceptibility in the context of this research refers to whether a person 

has the potential to fall victim to an SE attack. Measures of susceptibility in information security 

research have been absolute or implied. Counts of individuals clicking on phishing links is an 

example of a measure of absolute susceptibility. Individuals misclassifying a presented email as a 

non-phishing email constitutes an example of a measure of implied susceptibility. These actions 

alone do not contribute to the full comprehension of susceptibility, and have been studied in 

conjunction with other factors that influence levels of susceptibility. 

When considering the role of personality traits, specifically the Five Factor Model, 

individuals scoring high on extroversion and openness to new experiences were found to be more 

vulnerable to phishing attacks (Hong et al., 2013). In the same study, individuals scoring high on 

introversion and individuals scoring low on openness to experience were more likely to delete 

legitimate emails, as opposed to phishing emails. Despite their increased vulnerability, Pattinson 

et al. (2012) showed that individuals scoring high on extroversion and openness to new experiences 

had knowledge of the appropriate actions to take upon receiving a phishing email. In their 

development of a framework to understand the relationship between personality traits and 

susceptibility to phishing attacks, Parrish et al. (2009) hypothesized that conscientiousness would 

be the personality trait most negatively associated with phishing, and agreeableness would be the 

personality trait most positively associated with phishing. The hypothesis on conscientiousness 
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has been supported in literature (Uebelacker & Quiel, 2014), as individuals with lower levels of 

conscientiousness are more willing to exchange their privacy for convenience. As for 

agreeableness, the results were mixed; individuals that scored high on agreeableness tended to be 

more susceptible to security risks (Darwish et al., 2012) but individuals who scored low on 

agreeableness also tended to engage in deviant workplace behaviors like breaking the rules of the 

organization, potentially making them more susceptible to social engineering attacks in that respect 

(Salgado, 2002). Individuals scoring high on neuroticism were found to be less susceptible to 

social engineering attacks, which can be attributed to their tendency to display more sensitivity 

over personal information disclosure and privacy issues surrounding it (Weirich & Sasse, 2001).  

The relationship between personality traits and susceptibility to social engineering attacks 

can be explained by demographic variables as well. Research has consistently shown that females 

tend to be more susceptible to social engineering attacks compared to males (Darwish et al., 2012; 

Halevi et al., 2013; Hong et al., 2013, Uebelacker & Quiel, 2014). One of the reasons found for 

this disparity is the lower levels of technical experience that females tend to report compared to 

males (Sheng et al., 2010). Another explanation can be found in the differences in personality traits 

exhibited by both groups; research has shown that females tend to display higher levels of 

agreeableness compared to males, which potentially explains their increased susceptibility. 

However, it should be noted that outside of demographical analyses, little attention has been paid 

to the antecedents of why females are more susceptible than males to social engineering attacks. 

A meta-analysis of later studies conducted on susceptibility to social engineering attacks based on 

gender found that results were largely inconclusive, with no significant differences in gender 

groups on susceptibility to SE attacks (Montañez et al., 2020). 

Other demographic-type variables that have been considered in the research of individuals’ 

susceptibility to social engineering attacks are age and education, where education refers to the 

general education that individuals pursue post-graduation from high school. It is of note that across 

all papers surveyed for this research, no studies on social engineering studied populations younger 

than adults (less than eighteen years of age). This is most likely because research on social 

engineering attack susceptibility is undertaken with the assumption that the adult population is 

more likely to experience social engineering attack attempts, especially employees in 

organizations (Aldawood & Skinner, 2019). Regardless, age has been consistently found to be 

significantly associated with susceptibility to social engineering attacks, with younger individuals 
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between the ages of 18-25 being more susceptible to social engineering attacks compared to older 

individuals (Darwish et al., 2012; Sheng et al., 2012). 

Aldawood and Skinner (2018) found trust in establishments and entities as an important 

element of assuring security and safeguarding individuals from social engineering attacks. When 

computer users are aware of the risks and threats that they can face in the online environment, 

including but not limited to social engineering attacks alone, their trust in entities can mediate self-

security behaviors and protection from attacks. Along with trust, individuals with high self-

awareness also tended to exhibit increased resistance to any attempts of social influence and 

persuasion attempts, which in turn made them less susceptible to social engineering attacks. 

However, this finding was largely context dependent, based on the powers and responsibilities of 

the individual, and the environment that they were in. For example, if the individual is aware that 

they are interacting with others in a highly deceptive environment, they would be less likely to 

disclose information about themselves, thereby reducing their susceptibility to any social 

engineering attacks that attempt to take advantage of their information (Williams et al., 2017). 

While the aforementioned points of discussion provide a relatively comprehensive overview 

of the major factors that affect susceptibility to social engineering attacks, there are some 

limitations in general that make it difficult to extrapolate all results to the population. A lot of the 

studies referenced previously studied susceptibility to social engineering attacks in their samples 

by testing individual responses to attacks like phishing emails. Individuals were already notified 

that they would be taking part in a phishing experiment, which could explain some of the disparity 

in the consistency of results across groups. Individuals might also feel more motivated to 

accurately classify attacks, which implies a relatively imprecise representation of actual behaviors 

in online environments where individuals are not informed in advance of impending attacks. The 

samples used largely tended to be convenience samples, with focuses either in organizations or 

across university students in a specific area of study. Finally, all papers reviewed for this research 

were published over roughly two decades. In current times, awareness of social engineering threats 

may have potentially increased across all demographic groups so results from all studies may or 

may not apply to the current population of interest. Depending on privacy attitudes that individuals 

hold in contemporary times, knowledge of and experiences with social engineering attacks may 

have also increased.  
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2.3 Countermeasures against Social Engineering 

 Many solutions, both technological and psychological, have been developed and studied to 

tackle the increasing problem of social engineering attacks. Most solutions researched focused on 

the efficacy of behavioral changes across audits and specific scenarios, while other solutions 

studied were safeguards like spam filters and firewalls, and their effectiveness in preventing 

technical SE attacks (Parthy & Rajendran, 2019). For the scope of this research, solutions that are 

geared towards combatting human-based social engineering attacks are discussed.  

Peltier (2006) focused on measures to bolster potential security breaches such as limiting 

access to restricted spaces, implementing password protection standards, and developing effective 

employee policies and procedures. The intervention that has been emphasized the most in research 

is user education on security awareness. Peltier (2006) argued that education of employees was 

vital in defending an organization against social engineering attacks, with a focus on encouraging 

the individual to value their role in the information security chain of the organization. Interventions 

in human behavior and user awareness have been studied across different groups and different 

environments, and have produced relatively consistent results. In their study, Bullée et al. (2015) 

found that subjecting an experimental group of university workers to an intervention about social 

engineering attacks decreased the susceptibility and compliance of the group to the subsequent 

social engineering attack executed by the researchers. The intervention provided information on 

what social engineering attacks were and the dangers of falling victim to such attacks, how to 

detect the attacks, and how to respond in such situations. The control group in this study was 2.84 

times more likely to fall victim to the social engineering attacks, compared to the experimental 

group that received the education intervention. In line with educating individuals about social 

engineering attacks, Smith et al. (2013) studied the effectiveness of awareness websites and 

quizzes on individuals’ understanding and avoidance of risks from social engineering attacks. 

Individuals were more likely to correctly identify phishing emails presented in quizzes after 

reading the educational material, compared to individuals that did not read the educational material. 

In terms of defenses against the psychological tactics employed in social engineering attacks, 

Schaab et al. (2017) proposed that more emphasis should be placed on tackling the persuasive 

principles that attackers use to manipulate their targets. Some types of solutions discussed included 

exposure to the persuasive tactics used by social engineers, attitude bolstering, and reality checks 
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for individuals so that they could understand the true extent to which they were vulnerable and 

therefore feel more motivated to defend themselves against social engineering attacks.  

2.4 Defining Privacy in the Online Space 

To understand the relationship between privacy and social engineering, it is important to 

understand the construct of privacy in the online space. Of the numerous definitions of privacy 

available in research, most definitions allude to privacy as a right of individuals to determine how 

much of their information can be shared and made available publicly. There is an element of 

decision and control associated with privacy, wherein the individual decides how much about 

themselves they share with others, and how much of that disclosed information they can restrict 

based on situations and preferences. This approach differs from the stance of viewing privacy as 

an interest, which in turn would change the definition of privacy and potentially the pertinence of 

assuring privacy (Tavani, 2008).  In general, Westin (1967, as cited in Westin, 2003) defined 

privacy as the ability of the individual to decide how their information is communicated to others. 

This implies that the individual has the right to determine under what circumstances they share 

something about themselves, the extent of information that is shared, and the right to know how 

much of their information is shared or collected. A similar definition for information privacy, 

adapted from Westin (1967), was provided by Bergmann (2008), wherein information privacy was 

defined as the “right of self-determination regarding data disclosure”. This was also supported by 

Zeissig et al. (2017), where the definition of online privacy was considered synonymous with 

information privacy. For this research, the definition of online privacy will also draw upon the 

definition of information privacy. Floridi (2005) posited that informational privacy is dynamic in 

the realm of information and communication technologies (ICTs); the increased use of ICTs 

fundamentally changes the extent to which information about individuals is disclosed. Therefore, 

information privacy in this context is achieved when individuals choose to restrict their 

information. Tavani (2008) posited that the relationship between computing/technology and 

personal privacy, and resulting concerns about information privacy pertaining to the individuals, 

could be analyzed through four main factors: the amount of personal information that could be 

collected about an individual, how quickly this information could be collected, the duration of 

retention of data, and the types of information that could be collected (Tavani, 2008, p. 139).  
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The fundamental concepts behind information privacy can be related to current discussions 

on privacy in the online environment. Continued advancements in information processing 

technologies have enabled numerous entities to collect and process large amounts and types of 

data associated with individuals. This in turn has led to discussions on online privacy and potential 

threats that people could encounter with respect to it. Nissenbaum (2011) argued that situational 

contexts determined the constraints on information disclosure. As such, an individual’s 

understanding of privacy and subsequent information disclosure behaviors would be dependent on 

the online platform or service that individuals use, the perceived risks and benefits of using the 

specific platform or service, and the entities or groups of entities that the individual trusts.  

 In most research on privacy online, there is a lack of distinction between what constitutes 

privacy behaviors and security behaviors, and some of their antecedents respectively. This is 

because the concerns and attitudes that individuals tend to hold about their privacy and security 

tend to be similar, and limited research has been conducted on studying the differences between 

these two concepts across different contexts. With that said, some research suggests that while 

some facets of information privacy and security are similar, there are unique dimensions to security 

that differentiate it conceptually from privacy (Bansal, 2017). One of the definitions of information 

security is “the protection of information and information systems from unauthorized access, use, 

disclosure, disruption, modification, or destruction to provide confidentiality, integrity, and 

availability” (NIST, n.d.). The differences based on definitions lie in the goals behind assuring 

privacy and security respectively. Where privacy is largely concerned with restricting or limiting 

the amount of information about oneself that can be communicated or accessed, security largely 

deals with protecting information from manipulation or destruction in order to maintain the state 

and quality of data. However, there are some apparent overlaps in these two concepts; both privacy 

and security also consider the role of access to and disclosure of information. This discourse is 

relevant for the scope of this research because this overlap is apparent in the behaviors that 

individuals exhibit online to protect their privacy and security. This research will only address 

privacy concerns and behaviors in individuals but will be undertaken with the understanding that 

some privacy behaviors can likely be classified as security behaviors as well.  
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2.5 Factors Influencing Online Privacy 

Numerous factors, demographic or otherwise, have been investigated to understand an 

individual’s privacy concerns and behaviors in the online environment. Yao et al. (2007) found 

that at the time of their research, the levels of privacy concerns amongst surveyed experienced 

Internet users decreased over a period of four years.  This was attributed to the level of familiarity 

with the internet; the more aware individuals were of privacy affordances and threats on the 

internet, the less they seemed to care about their online privacy. Other research studies yielded 

mixed results about privacy awareness on privacy concerns and behaviors. In a review of the 

relationship between demographic groups and online privacy concerns, O’Neil (2001) found that 

all demographic groups (sexes, education levels, income levels, and ethnicities) preferred 

maintaining their online privacy to any conveniences that online services would offer. However, 

this finding is not supported in later research. In their study of online privacy in social media, 

Debatin et al. (2009) found that while individuals indicated that they were aware of the different 

privacy issues associated with social media accounts, they still intended on using social media 

applications due to the benefits outweighing the risks associated with the issues. Individuals also 

allowed large groups of people online to view personal information available on their online 

profiles, despite any privacy concerns they might have held. Similarly, Nyoni and Velempini (2018) 

found that users of social media regularly post personal information on their online profiles despite 

threats to privacy. They also found that most users did not understand the affordances available to 

protect their personal data online. Barth et al. (2019) found that individuals tended to care more 

about the convenience and benefits associated with applications rather than their personal privacy.  

Trust in entities has also been investigated to understand people’s attitudes about their online 

privacy. Pötzsch (2003) found that individuals were less concerned about their privacy online if 

they had established trust in the entities who were the perceived recipients of their information. 

This finding was also supported by Bergström (2015), who found that trust in other people was 

the most important factor explaining the online privacy concerns that individuals had. If 

individuals trusted others who had access or ownership of their personal information, they were 

less concerned about the misuse of their personal information. However, in doing so, individuals 

may not realize that the entities they consider trustworthy may not be the only entity with access 

to their data (Pötzsch, 2003). In their survey of online privacy concerns amongst older adults, 

Zeissig et al. (2017) found no significant differences in levels of trust reported by different age 
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groups but reported that young adults had the highest trust in online companies, while middle-aged 

adults had the lowest trust in online companies. 

Another factor that has been studied in the literature on online privacy is the level of 

education or knowledge that an individual has about technology and the internet. This is slightly 

different from traditional education, in that it considers the literacy and familiarity of the user with 

the online environment. Malandrino et al. (2013) found that individuals who pursued education in 

majors related to information and communication technology (ICT) were less concerned about 

their online privacy compared to individuals who pursued education in other areas. The general 

implication from this finding was that individuals who were more educated about technology 

overall had fewer concerns about their privacy owing to their comprehension of risks to privacy. 

With that said, the study also found that across all groups, individuals did care about their privacy 

but did not significantly partake in any behaviors to effectively protect it. However, Bartsch and 

Dienlin (2016) found that individuals with greater online privacy literacy engaged in more privacy 

protective behaviors online. In this study, privacy literacy was also studied in relation to the 

amount of time that individuals spent online, suggesting that the more time a person spent on the 

Internet, the more familiar the individual would be with privacy risks and threats they could 

potentially face across different online environments. Barth et al. (2019) found that despite 

awareness of privacy risks, technically skilled individuals still continued to use online applications 

that could pose potential risks to privacy. The findings on the relationship of technology education 

and knowledge on privacy concerns and behaviors are somewhat mixed but still suggest that some 

levels of awareness can enable individuals to partake in protective behaviors or at the very least, 

understand and use the affordances provided to protect access to their information online.  

With that said, the effect of regular education on privacy concerns and behaviors has been 

largely consistent throughout the literature. Individuals with higher levels of education were found 

to be more concerned about their privacy online and were also reported to engage in more privacy 

protective behaviors (Cho et al., 2009; Hazari & Brown, 2013; Milne et al. 2004; Sheehan, 2002). 

However, O’Neil (2001) found that levels of education did not significantly affect individuals’ 

online privacy concerns, and Boerman et al. (2018) found that education did not predict changes 

in privacy protective behaviors. Overall, when considering the role of both general and specialized 

education, effects on online privacy concerns and on engagement in protective behaviors are mixed. 

It is worth mentioning that in most of the studies discussed, education was studied along with other 
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factors like demographic groups (more of which will be discussed later in this section), but the 

results pertaining to education were obtained separately and not in conjunction with any other 

factors that were being investigated in these studies. 

Demographic variables like age, gender, and ethnicity have also been investigated to 

understand if such differences can affect the perceptions of privacy that individuals have, and the 

behaviors that they engage in as a result. Studies on the effect of gender so far have yielded mixed 

results. Some studies have contended that women express higher privacy concerns than men (Cho 

et al. 2009, O’Neil, 2001). However, there is evidence that men were more likely to express higher 

privacy concerns than women and engage in privacy protective behaviors (Milne et al. 2004). Most 

studies that consider the effect of demographics found no significant effects of gender on privacy 

concerns (Boerman et al., 2018, Hazari & Brown, 2013, Yao et al., 2007). With that said, Yao et 

al. (2007) found that women reported lower levels of internet usage, technology fluency, and self-

efficacy, suggesting that while there are no significant impacts of gender on privacy concerns, 

there still exists a disparity in usage that cannot fully capture all concerns that different groups 

might have.  

 The findings related to age are also mixed. Age has long been considered a variable of 

interest due to the differences in the adoption of technology and the use of online services across 

different generations. In their research on classifying internet users based on levels of privacy 

concern, Sheehan (2002) found that most Internet users who were either “unconcerned” or 

“alarmed” about their privacy tended to be middle-aged (between 45-54 years of age), compared 

to users in other groups. The major implication from this study was that understanding online 

privacy through age-based groups would be complicated due to the contextual nature of privacy, 

and this finding has been largely reflected in subsequent research on the effects of age. Zeissig et 

al. (2017) found that older internet users reported higher levels of privacy concerns compared to 

younger internet users, but the differences were not significant. Regardless, older adults were 

found to significantly exhibit higher levels of privacy protective behaviors compared to other age 

groups. On the other hand, Milne et al. (2004) found that age was inversely related to engagement 

in privacy protective behaviors, suggesting that younger adults were more likely to exhibit privacy 

protective behaviors than older adults. Other studies have found that age is not a significant 

predictor of privacy concerns or behaviors (Boerman et al., 2018, Hazari & Brown, 2013).  
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 Other demographic variables have been studied limitedly in literature. For instance, Hazari 

and Brown (2013) found that employment status was significantly related to the reported privacy 

knowledge of individuals, but was not a significant predictor of privacy concerns and behaviors. 

O’Neil (2001) found that individuals with higher income levels tended to be less concerned about 

their online privacy compared to individuals with lower income levels. There is limited research 

on the relationship between online privacy and reported ethnicities. It has been hypothesized that 

cultural dimensions and differences could affect people’s perceptions of rights to privacy and 

opinions about the efficacy of privacy behaviors, and this is reflected in minimal research on the 

same.  

There is evidence to indicate that there are some group differences across ethnicities in the 

perception of privacy concern; in one study, across different ethnicities in the United States, 

Caucasians and Asians/Pacific Islanders reported the lowest levels of privacy concerns, while 

Latinos/Hispanics reported the highest levels of privacy concerns (O’Neil, 2001). Perceptions of 

privacy and privacy protection vary across different countries as well. Orito et al. (2008), in their 

research of online privacy perceptions, knowledge, and behaviors in Japan, found that despite the 

majority of respondents reporting a limited understanding of the “right to privacy” itself, 

individuals largely agreed on the importance of protecting their privacy and valued their personal 

information highly across online environments.  Similarly, Cullen (2009) found that information 

privacy concerns varied between New Zealander and Japanese ethnic groups, with New Zealander 

groups reporting higher privacy concerns about their personal information online compared to the 

Japanese groups. This was attributed to the extent of technology use across both countries.   

 Online privacy is also influenced by negative experiences that individuals have online. The 

effects of this have been studied limitedly in research, at least when considering it from the 

perspective of general privacy concerns and behaviors. Cho et al. (2009) found that individuals 

who reported experiences of privacy invasion, like receiving spam emails, were more likely to 

have higher levels of online privacy concerns. This finding was somewhat supported by Chen et 

al. (2017), where they found that individuals who were victims of internet scams had increased 

online privacy concerns. This in turn significantly predicted the engagement of these individuals 

in privacy protective behaviors.  

 Overall, online privacy concerns and behaviors can be influenced by a lot of internal and 

external factors relating to the individual. Some findings contend that individuals care about their 
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online privacy and engage in behaviors to protect it when personal information is at stake. However, 

when considering the benefits gained from utilizing online platforms and services, and the 

convenience associated with such things, concerns about online privacy can be diminished or 

disregarded altogether. This in turn implies lesser engagement in privacy protective behaviors. 

2.6 The Relationship between Social Engineering and Privacy 

As discussed in earlier sections, social engineering attacks that target people may or may not 

require attackers to possess sufficient knowledge and background about their targets. Depending 

on the types and magnitude of attacks that are launched, attackers might need to possess some 

amount of background knowledge about their targets. For instance, spear-phishing attacks require 

attackers to collect as much information about their victims as possible (Salahdine & Kaabouch, 

2019). This knowledge can be obtained from a variety of sources but is most often solicited through 

indirect means such as intelligence gathering from public sources. This is related to online privacy 

as attackers can take advantage of individuals’ notions about privacy (or lack thereof) in numerous 

ways. Based on how people online allow their friends or the public to view their information on 

different online networks (Debatin et al., 2009), attackers can launch pretexting attacks based on 

publicly available information. This helps the attackers gain the trust of unsuspecting individuals 

and use their information against them for malicious purposes. Social engineering attacks are 

detrimental to the privacy of the individual, especially attacks that attempt to elicit sensitive 

information from people.  

Research on the relationship between social engineering and privacy, particularly from the 

perspective of privacy needs and behaviors as a deterrent to social engineering attacks, is severely 

limited. Orgill et al. (2004) argued for the need for privacy education to counter social engineering 

attacks, as opposed to focusing on security behaviors alone. Gürses (2014) contended that with 

increased data breaches in corporations and large entities, and inadvertent compromise of personal 

information by individuals, there would be a need for professionals to build “privacy solutions” 

into systems. This is largely seen in practice today with technical measures to combat privacy and 

security issues being implemented into systems, but it still does not fully account for the variety in 

individual attitudes to privacy and subsequent actions that individuals might take to protect their 

privacy. Developing new affordances and enhancing older ones is useful given the dynamic nature 

of the internet and flow of information, but these affordances would be rendered useless if not 
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utilized properly by individuals. To this end, it is imperative to think about the antecedents in the 

development of privacy protective behaviors in individuals, and how those behaviors could help 

mitigate the susceptibility of individuals to social engineering attacks. To the best of current 

knowledge, this research would be novel in its approach of understanding susceptibility to social 

engineering attacks through the inherent dispositions people hold about privacy and subsequently 

developed protective behaviors as a result. Apart from the inherent need for privacy, other insights 

from behavioral theories can also be used to understand what drives individuals to develop privacy 

protective behaviors, more of which will be discussed in the following section. 

2.7 Theoretical Framework 

Many theories have been used to understand the behaviors of individuals in relation to online 

privacy. Application of the theories differs depending on the online situation or context that 

privacy is being studied in. Li (2012) identified numerous theories used in online information 

privacy research, the most popular of which were privacy calculus theory, expectancy-value 

theory, social contract theory, and theory of reasoned action. Privacy calculus theory posits that an 

individual’s intention to disclose their information would be based on a “calculus of behavior”. 

This calculus involves individuals weighing competing factors against possible outcomes and 

making decisions about information disclosure based on a risk-benefit analysis (Dinev & Hart, 

2006). Expectancy-value theory posts that motivation and subsequent behaviors in individuals can 

be determined by expectancy, which is the extent to which individuals believe that they can control 

or influence outcomes, and value, which is the amount of importance and utility that is assigned 

to the task (Wigfield & Eccles, 2000). Social contract theory, within the context of information 

privacy research, suggests that social contracts oversee the relationships between individuals and 

entities with respect to information disclosure across online environments. These social contracts 

involve the establishment of agreements between individuals and entities, and these agreements or 

“contracts” govern the behaviors of all parties in information exchanges (Faja & Trimi, 2006). The 

theory of reasoned action posits that an individual’s behavior is determined by their intention to 

actually engage in the behavior. This intention is influenced by any attitudes that are held about 

the specific behaviors, and the subjective norms surrounding the individual (Sheppard et al., 1988).  

The development of privacy protective behaviors against SE attacks can be attributed to the 

motivation that the individual develops to engage in such behaviors. This research study drew 
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upon elements of protection motivation theory (PMT) in addition with other individual factors like 

the psychological need for privacy and past experiences with social engineering attacks, 

operationalized by falling victim to these attacks. PMT was chosen for this study due to the 

applications of the theory in information security research, particularly with respect to engaging 

in behaviors that could protect individuals from perceived threats to their privacy and security 

online. The following sections cover the use of PMT in information privacy and security research, 

and the applications of the psychological need for privacy in the same.  

2.7.1 Protection Motivation Theory 

Protection motivation theory (PMT) was first proposed as a theory of health psychology 

by Rogers in 1975 to understand an individual’s motivation to change their behaviors based on 

fear appeals. The basic premise of the theory is understanding how messaging aimed at fears about 

certain habits can initiate behavioral changes about those habits. The original postulates of PMT 

contended that there were three crucial components of a fear appeal – the magnitude of 

noxiousness or harm, the likelihood of occurrence of the threat, and the efficacy of the response 

against the threat (Rogers, 1975).  

A revision to the theory in 1983 included the addition of the theory of self-efficacy 

alongside response efficacy, and the components combined were found to be significant predictors 

of behavioral intentions, with self-efficacy being the most powerful (Maddux & Rogers, 1983). 

PMT posits that an individual’s motivation to change their behaviors depends on the cognitive 

threat appraisals and coping appraisals that the individuals develop in response to perceived 

threats. Threat appraisals consist of the perceived severity from the threat and the perceived 

probability of the threat affecting the individual. Coping appraisals consist of the self-efficacy of 

the individual in committing the preventative behavior, and the efficacy of the preventative 

behavior itself, which is also known as the response efficacy. When threat and coping appraisals 

are high, individuals are highly motivated to engage in protective behaviors against the perceived 

threats.  

 PMT was initially used extensively to understand the effects of fear appeals on predicting 

and changing health behaviors (Norman et al., 2005). In recent times, applications of PMT have 

been found in information security, particularly in the realm of privacy concerns, security 

behaviors and awareness campaigns. Studies have used all or some of the factors from the original 
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PMT model. In their meta-analysis of 30 selected studies using PMT to understand information 

security behaviors, Sommestad et al. (2015) found that PMT can be used to explain information 

security behaviors if the threat and coping appraisals are explicitly stated in measures (i.e., the 

threats to security are clearly identified, and individual or types of coping behaviors are properly 

stated), and if the threats relate to the individual instead of the organization or entity that the 

individual might be a part of. In another study, individuals who exhibited higher levels of threat 

appraisals were more likely to actually comply with information security policies, implied to be 

protective in nature (Siponen et al., 2006). Yoon et al. (2012) found that individuals with high 

levels of response efficacy and self-efficacy exhibited higher intentions to practice information 

security behaviors, which in turn predicted actual engagement in those behaviors. Crossler and 

Bélanger (2014) found that the four main factors comprising the threat and coping appraisals in 

individuals were significantly related to engagement in security protective practices, and explained 

most of the variance in individual security practices.  

Salleh et al. (2012) found significant relationships between all factors in the PMT model 

to privacy concerns. Boerman et al. (2018) found that of all the factors in the PMT model, 

perceived severity and response efficacy had significant small positive effects on privacy 

protective behaviors. Similarly, in their study on the application of PMT to understand privacy 

concerns, Mousavizadeh and Kim (2015) found significant positive effects of perceived 

susceptibility and severity on privacy concern and subsequent motivation, and significant negative 

effect of response efficacy on privacy concerns. Zeissig et al. (2017) found that privacy self-

efficacy of individuals was a significant predictor of engaging in protective behaviors, which 

supports Maddux and Rogers (1983) finding of self-efficacy being a significant predictor. 

However, this is not consistent across research as other studies found self-efficacy a non-

significant predictor of protective behaviors (Boerman et al. 2018, Mousavizadeh & Kim, 2015).  

Overall, there is good support for the use of PMT in understanding privacy and security 

behaviors, but there are some limitations with these studies. Across studies, the variables of PMT 

explain anywhere from 30% to 39% of the variance in information security behaviors (Crossler & 

Bélanger, 2014; Yoon et al., 2012), suggesting that additional variance can be explained by other 

factors in conjunction with the PMT constructs. Studies using PMT also tend to focus more on 

intentions to engage in protective behaviors rather than measurement of the actual engagement in 

the behaviors itself (Sommestad et al., 2015).  
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2.7.2 The Psychological Need for Privacy 

According to the Encyclopedia of Individual and Personality Differences, the need for 

privacy is defined as the “need to selectively control the access of others to the individual self with 

the aim of achieving a desired level of physical or psychological privacy” (Trepte & Masur, 2020, 

p. 3132). This is considered analogous to maintaining a form of solitude or reserve. The need is 

manifested from an individual’s motivation to control aspects of their personal information 

disclosure, which would fall in line with definitions of privacy in terms of considering its purpose 

(Bergmann, 2008; Westin, 1967). Trepte and Masur (2020) further posited that the need for privacy 

is a secondary need for individuals, as fulfilling the need for privacy could help individuals attain 

other fundamental goals.  

Like privacy concerns, the need for privacy does not manifest in online environments alone. 

The need is dynamic based on the situational contexts and general individual differences. For the 

most part, individuals tend to have strong motivations to protect their privacy, but the extent of 

these motivations vary (Krämer & Schäwel, 2020). Studies on the need for privacy have focused 

on different areas like the variation in need for privacy across longitudinal contexts and 

sociocultural contexts, as well as individual personality differences (Trepte & Masur, 2020). 

Dienlin and Metzger (2019) found that individuals who were less sociable were significantly more 

likely to report greater need for privacy across the studied dimensions of privacy from government 

and privacy from other people.  

In the online space, the need for privacy has been studied in conjunction with information 

disclosure behaviors online, albeit limitedly. Babula et al. (2017) found that individuals were 

significantly less likely to disclose their data in experimental conditions after being subject to 

priming effects, thereby encouraging adherence to individual privacy expectations and standards. 

Blachnio et al. (2016) found that high scores on the measure of need for privacy significantly 

predicted lower usage of social media. This indicates that individuals who valued their personal 

privacy were less likely to disclose information about themselves on their online profiles. This is 

in line with prior findings about the need for privacy and online privacy concerns, where 

individuals who scored high on the need for privacy were found to have higher perceived control 

over their personal information and higher levels of online privacy concerns (Yao et al., 2007).  
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2.8 Research Model 

Privacy concerns held by individuals, and the behaviors that they engage in as a result of 

these concerns, have been found to be influenced by numerous factors as discussed in the literature 

review, but limited findings are present on the effect of the psychological need for privacy on the 

adoption of privacy protective behaviors. There is support in literature for the need for privacy 

influencing the extent of personal information someone chooses to disclose about themselves. This 

is relevant for bolstering individual defenses against social engineering attacks as the inherent need 

for privacy that an individual possesses would help the person gauge the threat to their privacy by 

means of social engineering attacks, and subsequently enable the individual to engage in protective 

behaviors. Effective privacy education can bring attention to any contrary privacy or security 

behaviors, which implies an emphasis on the development and adoption of personal privacy 

protective behaviors as opposed to relying on external entities to assure privacy (Orgill et al., 2004). 

This in turn would help ensure that individuals are better prepared to identify and defend 

themselves against social engineering attacks, not only in workplaces but across all online 

platforms that the individual maintains a presence on.  

The research model presented (see Figure 2.1) provides an overview of the relationships 

investigated in this study. The psychological need for privacy and social engineering victimization 

are specific factors that are hypothesized to have an impact on the extent of privacy protective 

behaviors that individuals engage in.  

 

 

Figure 2.1 Research Model 
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The research model also considered the role of coping appraisals that individuals develop 

in response to threats from social engineering attacks. Rogers (1975) found self-efficacy to be the 

best predictor of behavioral intentions in people. This was eventually supported in information 

security research, where it was found that individuals with high levels of response efficacy and 

self-efficacy exhibited higher intentions to practice information security behaviors, which in turn 

predicted actual engagement in those behaviors (Yoon et al., 2012).  

 

Due to the scope of the research, the model will only consider online privacy behaviors, as 

opposed to both privacy and security behaviors. Considering the overlap in privacy and security 

behaviors (Bansal, 2017) and similarities in measures of privacy and security behaviors (Pirim et 

al., 2008), some security behaviors will inevitably be included as privacy behaviors in this study. 

There are little to no findings on the role of privacy protective behaviors on susceptibility to social 

engineering attacks, but education and awareness of social engineering attacks has been long 

touted as an effective safeguard (Peltier, 2006). The limitation with this contention is that there is 

an unclear delineation of the type of education that people should receive (i.e., focus on theoretical 

knowledge versus procedural knowledge). Therefore, this study will consider the role of self-

reported procedural knowledge, particular privacy protective behaviors that individuals already 

engage in, to understand the impacts of existing protective behaviors in defending against social 

engineering attacks. Operationally, privacy protective behaviors refer to the specific actions that 

individuals take across technology-based environments to assure the safety of their information. 

This operational definition is adapted from Boerman et al. (2018). The main hypothesis of this 

study was that individuals who engage in privacy protective behaviors will be less susceptible to 

social engineering attacks.  

 

H1: Individuals who engage in privacy protective behaviors are less susceptible to social 

engineering attacks.  

 

An implicit assumption that was made in this research model is that individuals readily 

perceive the threat of social engineering attacks. According to the 2016 Social Engineering Report, 

60% of respondents perceived social engineering to be a significant threat, and indicated that they 

were victims of social engineering attacks (Abass, 2018). As a result, in the face of increasing SE 
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attacks, individuals would have to consider their self-efficacy with respect to assuring their privacy. 

The definition of privacy self-efficacy in the context of this study was adapted from the 

operationalization of the measure provided by LaRose and Rifon (2007), and refers to an 

individual’s perceived capability of maintaining their online privacy. Therefore, based on findings 

in the literature review (Zeissig et al., 2017) it was hypothesized that individuals who score high 

on privacy self-efficacy are more likely to engage in privacy protective behaviors.  

 

H2: Individuals who score high on privacy self-efficacy are more likely to engage in privacy 

protective behaviors.  

 

The self-efficacy of the individual with respect to assuring their privacy is also related to 

the effectiveness of the privacy affordances (i.e., responses that are countermeasures to the threat) 

available to them. Individuals can be confident in the usefulness of their behaviors only if they 

perceive the existing responses to be effective against the threats social engineering attacks pose 

to their privacy. Response efficacy pertaining to privacy in this model was operationally defined 

as the extent to which individuals believe that popular protective measures can protect their online 

privacy. While results about the effect of response efficacy in literature is limited, based on the 

most relevant findings (Boerman et al., 2018), it was hypothesized that individuals who score high 

on the measure of response efficacy are more likely to engage in privacy protective behaviors. 

  

H3: Individuals who score high on privacy response efficacy are more likely to engage in privacy 

protective behaviors.  

 

Based on the literature review, individuals that reported past experiences with social 

engineering attacks were more concerned about maintaining their online privacy, and these 

concerns significantly predicted privacy protective behaviors in individuals (Chen et al., 2017; 

Cho et al., 2009). Therefore, it was hypothesized that individuals who have been victims of social 

engineering attacks in the past are more likely to engage in privacy protective behaviors.  

 

H4: Individuals who have been victims of social engineering attacks are more likely to engage in 

privacy protective behaviors.  
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Compared to other studies on privacy protective behaviors, this study considers the role of 

the psychological need for privacy as a factor that influences engagement in privacy protective 

behaviors. The literature on the subject already suggests that a higher need for privacy is 

significantly related to greater online privacy concerns (Yao et al., 2007). The need for privacy in 

the context of this model is defined as the extent to which individuals desire control over the 

disclosure of their personal or sensitive information in online settings. A meta-analysis of literature 

on privacy concerns found that individuals who reported high levels of privacy concerns were 

more likely to engage in high levels of privacy protective behaviors (Baruh et al., 2017). A point 

of note here is that the same meta-analysis found no significant differences between studies that 

investigated behavioral intentions and studies that asked respondents to report their privacy 

protective behaviors. Therefore, it is hypothesized that individuals reporting a higher need for 

privacy will be more likely to engage in privacy protective behaviors.  

 

H5: Individuals who score high on the need for privacy are more likely to engage in privacy 

protective behaviors. 

 

 To account for group differences based on demographics, the demographic variables were 

to be controlled for when studying the relationships between privacy protective behaviors and the 

independent variables that they were associated with. The demographics were also to be controlled 

for when studying the relationship between the privacy protective behaviors and susceptibility to 

social engineering attacks, based on evidence from the section discussing the relationship between 

privacy and social engineering.  
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 METHODOLOGY 

The methodology section provides an overview of the research design that was developed and 

used for this study. This included identifying the relevant population and sample, as well as all the 

measures adapted or used for the independent and dependent variables of interest. This was 

followed by a discussion of the reliability and validity of these measures, and tests for the reliability 

and validity of the developed measure.  

3.1 Research Design 

The overarching research question that this study sought to answer is – does engagement in 

privacy protective behaviors mediate the relationship between specific privacy antecedents and 

susceptibility to social engineering attacks? To answer this question, the variables of interest and 

their measures were identified and hypotheses were drawn in the previous chapter. The mode of 

data collection used for this study was a survey. The survey was developed in Qualtrics, and 

distributed via Amazon Mechanical Turk (MTurk). Qualtrics is a web-based survey creation tool 

which allows for the collection and analysis of data (Purdue University, n.d.). Access to Qualtrics 

was provided through Purdue University. Amazon Mechanical Turk (MTurk) is a “crowdsourcing 

marketplace” that allows for people to crowdsource tasks and jobs to a distributed workforce 

(Amazon, n.d.). MTurk has been largely adopted in quantitative research due to the convenience 

with which researchers can gain responses from a broader audience. MTurk also offers researchers 

an efficient, cost-effective way of gaining responses from a relatively more diverse sample (Rouse, 

2015). While the use of MTurk has increased across different areas of research, there still remain 

doubts about the reliability and validity of the data gained from this service (Aguinis et al., 2020). 

With these considerations in mind, potential issues to reliability and validity of the data are 

addressed in the following sections, and solutions or mitigations were included in the survey design. 

The research survey developed for this study was evaluated by the Institutional Research Board at 

Purdue University, and approved as IRB #2021-1042.  
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3.2 Population and Sample 

The population identified for this study was all adults (i.e., individuals over the age of 18) 

who live in the United States. The sample comprised all adult MTurk users who live in the United 

States. There were no restrictions on the gender, ethnicity or education level of individuals. Based 

on Cohen’s power tables, at 80% power and significance level of 2.5% (α = .025) the appropriate 

number of individuals to sample to detect a medium effect size would be approximately 200 people 

(Cohen, 2013). However, this was a general estimation and could change depending on the 

statistical tests that are conducted (Cohen, 1992). In order to account for attrition rates and invalid 

responses for this study, the proposed number of individuals to be sampled was approximately 

250-300 individuals. The final number of preliminary responses received was 296, and of these, 

272 responses were retained for analysis. Further details on data screening and retention of valid 

responses can be found in the next chapter.  

3.3 Measures of Variables 

Based on the research model, the variables were measured through a mix of researcher-

developed questions and existing, validated instruments. The variables of interest for hypotheses 

testing were social engineering victimization (sometimes also referred to as SE victimization), the 

need for privacy, privacy self-efficacy, privacy response-efficacy, privacy protective behaviors, 

and the actual susceptibility to social engineering attacks. The demographic variables of age, 

gender, education and ethnicity were also treated as independent variables for preliminary analysis, 

and were controlled for if needed to understand the predictive utility of the independent variables 

uniquely on the dependent variables. All questions and measures developed for the survey are 

provided in the appendix of this thesis.  

3.3.1 Measures of Demographic Variables 

Individuals were asked to report their age by selecting one of multiple options representing 

different age ranges, with restrictions applied on the overall range to ensure that only adults would 

be taking the survey. Standard options for gender were used in the survey (“male”, “female”, “non-

binary”, “prefer not to say”). The options for reporting ethnicity were adapted from the United 

States Census Bureau standards on collecting data about race and ethnicity (US Census Bureau, 
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2020). Standard options for education were used in the survey, from reporting limited levels of 

schooling to advanced degrees at the university level.  

3.3.2 Measure of Social Engineering Victimization 

Social engineering victimization in the context of this study refers to whether an individual 

had fallen for a social engineering attack. This was gauged by two questions. Individuals were 

asked if they had been a victim of social engineering attacks, and if they had suffered serious 

consequences as a result of the attack(s). These questions were framed based on prior findings 

about the relationship between past experiences and susceptibility to social engineering attacks. In 

their meta-analysis of studies on the impacts of past experiences, Montañez et al. (2020) found 

that individuals who fell victim to social engineering attacks in the past were less susceptible to 

present attacks, particularly those individuals who experienced significant losses from past SE 

attacks. The options provided for the question on social engineering victimization were 

intentionally delimited to the three most common attacks reported to the IC3 in the past year: 

phishing, smishing and pharming. The definitions provided for the three types of attacks were 

based on Salahdine and Kaabouch (2019). Based on whether an individual was a victim of one or 

more social engineering attacks, the variable was recoded into “SE_Victimization”, a dichotomous 

variable that indicated whether an individual was a victim or non-victim of a social engineering 

attack, regardless of how many attacks they indicated they were a victim of. The counts of 

victimization for the three types of attacks were also retained.  

3.3.3 Measure of Need for Privacy 

Multiple measures have been developed to understand the need for privacy in individuals 

(Buss, 2001; Pirim et al., 2008; Yao et al., 2007). For the scope of this research, the need for 

privacy measure developed by Trepte and Masur (2017) was used as it was created to investigate 

the need for privacy separately from the need for security. More notably, Trepte and Masur (2020) 

also provided an overview of the widely accepted definition for the psychological need for privacy 

that is established in the Encyclopedia of Individual and Personality Differences. The perceived 

need for privacy instrument consists of twelve items measuring privacy with respect to control 

over the communication of and access to personal information about oneself across online and 
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offline environments. The items were measured on a 5-point Likert scale (1 = Strongly Disagree, 

5 = Strongly Agree). The reliability analysis for this scale from the original study indicated that 

the scale had good reliability (Cronbach’s α = .81). An example of a question from the scale is: “I 

do not want my personal data to be publicly available”. The average score of all the items on the 

scale would indicate the individual’s need for privacy. Reliability analyses on the items of this 

scale in this study indicated that the scale had good reliability (Cronbach’s α = .84).  

3.3.4 Measure of Privacy Self-Efficacy 

The measure of privacy self-efficacy was used from Zeissig et al. (2017). This scale was 

developed to understand the confidence that individuals have in protecting themselves online 

through their privacy settings in general online platforms. The measure consists of six items and 

was measured on a 5-point Likert scale (1 = Strongly Disagree, 5 = Strongly Agree). The reliability 

analysis for this scale in the study indicated that the scale had acceptable reliability (Cronbach’s α 

= .69). An example of a question from the scale is: “I always change my privacy settings when I 

start using a new application”. The average score computed from the items on the measure 

constitutes the level of privacy-self efficacy an individual has, with a lower score indicating a 

higher level of privacy self-efficacy. The privacy-self efficacy scale cited from Zeissig et al. (2017) 

has a lower value of internal consistency. The researchers justified the use of the scale by using a 

benchmark of α > .60 for the acceptance of reliability of the measure, particularly due to the 

exploratory nature of operationalizing privacy self-efficacy, as opposed to general self-efficacy 

that is presented in the PMT model. Some research suggests that a value of .60 to .70 would 

indicate an acceptable level of reliability, and values above .60 would indicate an acceptable level 

of reliability (Ursachi et al., 2015). Therefore, the privacy self-efficacy scale was retained for 

preliminary analysis. The reliability analysis conducted for this study indicated that the scale had 

marginally acceptable reliability (Cronbach’s α = .66).  

3.3.5 Measure of Privacy Response Efficacy 

The measure of privacy response efficacy was used from Boerman et al. (2018). This scale 

consists of 9 items related to privacy protective measures. Individuals were asked to indicate 

whether specific protective measures would be effective against misuse of personal information, 
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which in turn was related to assuring their privacy online. The items in Boerman et al. (2018) were 

measured on a 7-point Likert scale (1 = Strongly Disagree, 7 = Strongly Agree). The reliability 

analysis for this scale in the original study indicated that the scale had good reliability (Cronbach’s 

α = .93). An example of a question from the scale is: “Please indicate the extent to which you agree 

with the following protective behaviors being effective against collection, usage and sharing of 

personal information on the internet: Deleting Cookies”. The average score of all items on the 

scale was computed to determine the level of privacy response efficacy held by an individual.  The 

reliability analysis conducted for this study indicated that the scale had good reliability 

(Cronbach’s α = .82). 

3.3.6 Measure of Privacy Protective Behaviors 

The measure of privacy protective behaviors was also adapted from Boerman et al. (2018). 

The scale used by Boerman et al. (2018) asked individuals to indicate how often they engaged in 

ten specific privacy protective behaviors. The options provided were never, rarely, occasionally, 

often, very often, and do not know. The reliability analysis in their study indicated that the scale 

had good reliability (Cronbach’s α = .82). For this research, this 10-item scale will be used but 

additional privacy protective behaviors were added to the measure based on recommendations 

from cybersecurity organizations and research. An example of a question from the scale is: “How 

often do you use a virtual private network (VPN)?” The final measure consisted of 12 items, as 

some recommendations were already incorporated into the original scale. Based on the 

recommendation from the developers of the scale, the option of “do not know” was recoded as a 

missing value. The remained of the options were assigned a value from one to five (1 = Never, 

Very Often = 5). The average score of the items on this scale was used to determine the level of 

engagement in privacy protective behaviors. The reliability analysis conducted on the 12-item 

scale indicated that the scale had good reliability (Cronbach’s α = .82). 

3.3.7 Measure of Susceptibility to SE Attacks 

The measure of susceptibility to SE attacks was adapted from studies that have investigated 

the susceptibility of individuals to specific attacks like phishing. For instance, Hong et al. (2013) 

empirically measured susceptibility among study subjects by asking them to classify a set of emails 
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as phishing, spam, malware or legitimate emails. Halevi et al. (2013) measured susceptibility to 

SE attacks by sending phishing emails to survey participants and counting the number of 

individuals who clicked a field within the malicious link sent in the phishing email. Based on the 

approaches used in these studies, this research study also presented scenarios to individuals. What 

distinguishes this study from others is the focus on the top three types of social engineering attacks 

that were reported to the FBI in the past year – phishing, smishing and pharming attacks (Internet 

Crime Complaint Center, 2021). This is a relatively unique contribution to the body of knowledge 

on understanding susceptibility to SE attacks, particularly as most studies tended to focus on 

susceptibility to phishing emails alone. 

For this study, respondents were presented with a total of 21 scenarios, divided across three 

modes of communication – emails, text messages and websites. The scenarios overall consisted of 

a mix of legitimate communications and social engineering attacks, and individuals had to indicate 

how confident they were about classifying a scenario as a social engineering attack. This was 

measured on a 5-point Likert scale (1 = Not at all confident, 5 = Extremely confident). Figure 3.1 

represents an example of a social engineering scenario and Figure 3.2 represents an example of a 

legitimate scenario. Some of the scenarios in the survey were obtained from public cybersecurity 

sources on the Internet, and the rest of the scenarios (legitimate and social engineering attempts 

alike) were provided from the researcher’s personal communications. All scenarios used for the 

survey are provided in the appendix. The average scores of all the items in this scale constituted 

the overall susceptibility score for the individual. The reliability and validity analysis conducted 

over the scale items are discussed in a later section.  

 

 

Figure 3.1 Example of a Social Engineering Scenario 
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Figure 3.2 Example of a Legitimate Scenario 

3.4 Validity and Reliability of Adapted Measures 

In this section, the threats to the reliability and validity of the measures are discussed. The 

reliability of a measure refers to the consistency of the measure in measuring a construct. It refers 

to whether the measure produces the same results when used across time, evaluated for all items 

in the measure, and when used by different researchers (Price et al., 2015). For all the measures 

discussed in the previous section, the internal consistency of all measures was computed through 

statistical reliability analyses in their respective studies. A value of .80 is generally considered to 

represent good internal consistency (Price et al., 2015). Therefore, almost all measures used in this 

study were purported to have good internal consistency. The development of the measure for 

privacy self-efficacy was guided by PMT, but the measure itself does not meet the threshold for 

good internal consistency according to Price et al. (2015). However, the value of Cronbach’s alpha 

is also impacted by the number of items in the scale. The value of alpha can be reduced if there 

are fewer items on the scale (Tavakol & Dennick, 2011).  The relatively low value for the privacy 

self-efficacy measure can be attributed to the number of items in the scale. As discussed before, 

due to the exploratory nature of the study and the development of the privacy self-efficacy scale 

as a construct specific to understanding efficacy related only to online privacy, the measure was 

retained.  

Inter-rater reliability for all the measures was not explicitly measured as there was only one 

researcher primarily working on the project and collecting all proposed data, but potential bias 

from this researcher was addressed through the anonymization of data collection. Finally, the test-
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retest reliability of all the measures were partly evaluated through implementation in this study, 

and partly through investigating the use of the measures in other studies. To the best of current 

knowledge, the need for privacy measure developed by Trepte and Masur (2017) and the privacy 

self-efficacy measure developed by Zeissig et al. (2017) have not been used in other studies. Some 

items from measure of privacy protective behaviors developed by Boerman et al. (2018) has been 

used in conjunction with other items measuring privacy protective behaviors, and the measure of 

the combined items also has good reliability (Cronbach’s α = .85) (Kruikemeier et al., 2020).  

The validity of a measure refers to the extent to which the measure actually represents the 

construct that it is measuring (Price et al., 2015). The content validity of all the measures can be 

assessed by evaluating the development of the measures themselves. The perceived need for 

privacy scale developed by Trepte and Masur (2017) was part of a larger study to accurately assess 

an individual’s perceived need for privacy across a sample that was representative of the 

population of interest. The items on the perceived need for privacy scale were created based on 

past research about control over the dissemination of private information. The study itself was part 

of a five-wave, longitudinal research project conducted over three years. As a result, items on the 

scale were initially modified and then repeatedly tested across each wave. The researchers also 

conducted confirmatory factor analyses and presented the factor loadings of the constructs. The 

items on the privacy self-efficacy scale (Zeissig et al., 2017) were generated based on insights 

from extensive literature reviews about self-efficacy from PMT as it pertained to an individual’s 

privacy online. Items on the response efficacy and privacy protective behaviors scales developed 

by Boerman et al. (2018) were based on previous studies that measured protective behaviors. In 

this study, statistical analyses were used to check for any issues with multicollinearity across all 

relevant variables of interest to determine any issues with convergent/discriminant validity.  

It is also imperative to address the method of data collection and potential biases that it can 

bring to the data, specifically the use of MTurk to gather responses from individuals. Using MTurk 

to survey individuals has a lot of benefits, but there is skepticism around the use of technology 

with respect to potential issues of validity and bias in the responses gained. Rouse (2015) found 

that issues pertaining to the validity of responses could be mitigated by adding checks for 

attentiveness of the respondents. In addition to this, simple intelligence-type questions can be built 

in towards the beginning of the survey to address potential challenges from inattention and other 

biases. The current study reported all details surrounding data collection (apart from any 
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information that would be detrimental to the respondents, regardless of the anonymization already 

in place) so that if the study or parts of it were to be replicated, all demographic information from 

the sample can be closely emulated in future works involving the use of MTurk or convenience 

samples. 

3.5 Validity and Reliability of SE Susceptibility Scale 

The reliability and validity of the scale developed to measure the susceptibility to social 

engineering attacks were assessed in the following ways. Prior to data collection, all the scenarios 

were evaluated to determine if they were representative of legitimate communications and social 

engineering attacks. The scenarios that were used in the survey were partly collected from public 

sources online, and partly collected from communications received by the author.  

A principal component factor analysis, using varimax rotation, was conducted on the 21 

items on the susceptibility scale. The Kaiser-Meyer-Olkin measure of sampling adequacy was .87, 

which was well over the recommended value of .5 (Kaiser & Rice, 1974). Bartlett’s test of 

sphericity was significant (𝜒𝜒2(210) = 1924.74, p < .001). The communalities for all items were 

above .3, indicating that all items shared common variance with each other. The eigenvalues 

obtained for all the items in the scale indicated four factors with eigenvalues over Kaiser’s criterion 

of 1. These four factors together explained 54.09% of the variance across all items. The scree plot 

generated indicated that the point of inflexion would justify retaining three or four factors. Based 

on the factor loadings, four factors were initially retained for analysis. The first factor included 

items that measured susceptibility to pharming attacks based on legitimate scenarios. This factor 

accounted for 14.44% of the total variance. The second factor included items that measured 

susceptibility to phishing and smishing attacks based on social engineering-type scenarios. This 

factor accounted for 14.22% of the total variance. The third factor included items that measured 

susceptibility to phishing and smishing attacks based on legitimate scenarios. This factor 

accounted for 13.503% of the total variance. Finally, the fourth factor included items that measured 

susceptibility to pharming attacks based on social engineering-type scenarios. This factor 

accounted for 11.92% of the total variance. The factor loadings are summarized in Table 3.1. Based 

on reliability analyses, the overall reliability of the scale was good, Cronbach’s α = .87.  
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Table 3.1 Factor loadings and communalities based on principal components analysis for 21 
items on Susceptibility to Social Engineering Scale (n = 272) 

Scale Item Factor loading Communalities 
  1 2 3 4     
Email 1   .63  .55 
Email 2   .62  .51 
Email 3   .38  .36 
Message 1   .56  .49 
Message 2   .48  .54 
Message 3   .42  .50 
Smish 1   .65  .49 
Smish 2  .52   .49 
Smish 3  .74   .59 
Smish 4  .40   .50 
Phish 1  .67   .61 
Phish 2  .48   .45 
Phish 3  .39   .35 
Phish 4  .67   .51 
Website 1 .76    .60 
Website 2 .79    .66 
Website 3 .81    .69 
Pharm 1    .65 .54 
Pharm 2    .68 .61 
Pharm 3    .78 .67 
Pharm 4       .73 .65 

Note. n = 272. The extraction method was principal components with a 
varimax rotation. The highest factor loadings, above .3, are represented.  

As the scale covered susceptibility to three types of social engineering attacks, the scale 

was broken down into three subscales to determine factor loadings and the reliabilities of the 

subscales. These subscales were the phishing, smishing and pharming susceptibility subscales 

respectively. A principle component factor analysis, using varimax rotation, was conducted on the 

7 items of all three subscales respectively. For each subscale, the items loaded on two factors. All 

legitimate scenarios loaded on one factor, and all social engineering scenarios loaded on the other 

factor. Overall, the factor loadings indicated that all constructs were represented accurately. The 

summary of the factor loadings for the smishing subscale can be found in Table 3.2, the factor 

loadings for the phishing subscale can be found in Table 3.3, and the factor loadings for the 
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pharming subscale can be found in Table 3.4. Subsequent reliability analyses also indicated good 

reliabilities for the phishing (α = .73), smishing (α = .77) and pharming (α = .75) subscales.  

   

Table 3.2 Factor loadings and communalities based on principal components analysis for 7 items 
on Susceptibility to Smishing Subscale (n = 272) 

Scale Item Factor loading Communalities 
  1 2     
Message 1  .63 .55 
Message 2  .62 .56 
Message 3  .88 .79 
Smishing 1 .48  .46 
Smishing 2 .68  .56 
Smishing 3 .73  .54 
Smishing 4 .75  .56 

Note. n = 272. The extraction method was principal components with a 
varimax rotation. Factor loadings above .3 are represented.  

 

 

Table 3.3 Factor loadings and communalities based on principal components analysis for 7 items 
on Susceptibility to Phishing Subscale (n = 272) 

Scale Item Factor loading Communalities 
  1 2     
Email 1 .72  .53 
Email 2 .79  .63 
Email 3 .65  .45 
Phishing 1  .76 .61 
Phishing 2  .63 .46 
Phishing 3  .49 .49 
Phishing 4  .78 .61 

Note. n = 272. The extraction method was principal components with a 
varimax rotation. Factor loadings above .3 are represented.  
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Table 3.4 Factor loadings and communalities based on principal components analysis for 7 items 
on Susceptibility to Pharming Subscale (n = 272) 

Scale Item Factor loading Communalities 
  1 2     
Website 1  .79 .63 
Website 2  .86 .74 
Website 3  .86 .75 
Pharming 1 .77  .59 
Pharming 2 .70  .56 
Pharming 3 .82  .68 
Pharming 4 .73  .62 

Note. n = 272. The extraction method was principal components with a 
varimax rotation. Factor loadings above .3 are represented.  

 



 
 

51 

 DATA ANALYSIS AND RESULTS 

This chapter provides an overview of the data screening procedures, the analytical strategies 

that were employed for hypotheses testing, the descriptive statistics of the sample, and the results 

of data analysis. A summary of all the results are also provided at the end of the chapter.   

4.1 Data Screening 

The sample was composed of respondents recruited from MTurk. A total of 301 responses 

were initially collected. Before data screening, 5 responses were deleted from the dataset as they 

were merely empty responses generated as a part of the Qualtrics preview function. As these were 

not actual responses, the empty data points could be deleted from the dataset. An additional 19 

responses were deleted from the dataset due to incorrect responses on the attention check questions. 

As a result, a total of 24 responses were deleted from the survey, leaving 277 responses for data 

screening and subsequent analysis. The data-screening steps were based on the main assumptions 

for data used in statistical tests for general linear models, particularly for the social sciences (Field, 

2018). Based on those recommendations, an additional two responses were deleted due to missing 

values from the response efficacy scale, and three responses were deleted as they were identified 

as multivariate outliers. This left 272 responses from participants for the final analysis.  

4.2 Descriptive Statistics 

The final sample comprised 272 valid responses from the survey respondents. The majority 

of respondents were male (n = 171, 62.9%), followed by women (n = 100, 36.8%) and individuals 

who preferred to not share their gender (n = 1, .40%). The sample also largely constituted 

respondents between the ages of 25 to 34 years (n = 149, 54.8%). The majority of the sample also 

identified as white (n = 210, 77.8%). Respondents were also asked to report their education level, 

and the majority of the sample reported having a bachelor’s degree (n = 159, 58.7%). A detailed 

breakdown of the sample based on these demographics can be found in Table 4.1, with the 

demographics categorized based on social engineering victimization.  
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Table 4.1 Demographics for self-reported SE non-victims versus victims 

Variable Non-Victims  
(n = 68) 

Victims  
(n = 203) 

Total 
(N = 271) 

Sex 
   

Male 45 (66.2) 125 (61.6) 170 (62.7) 
Female 22 (32.4) 78 (38.4) 100 (36.9) 
Prefer not to say 1 (1.5) 0 (0.0) 1 (0.4) 

Age (yrs) 
   

18-24 2 (2.9) 5 (2.5) 7 (2.6) 
25-34 36 (52.9) 112 (55.2) 148 (54.6) 
35-44 18 (26.5) 51 (25.1) 69 (25.5) 
45-54 6 (8.8) 20 (9.9) 26 (9.6) 
55-64 5 (7.4) 13 (6.4) 18 (6.6) 
65-74 1 (1.5) 2 (1.0) 3 (1.1) 

Ethnicity 
   

White 58 (85.3) 151 (75.1) 209 (77.7) 
Black/African American 3 (4.4) 42 (20.9) 45 (16.7) 
Asian 5 (7.4) 7 (3.5) 12 (4.5) 
Hispanic/Latino 0 (0.0) 1 (0.4) 1 (0.3) 
Prefer not to say 1 (1.5) 0 (0.0) 1 (0.4) 
Other 2 (1.4) 1 (1.5) 3 (1.1) 

Education Level 
   

High school graduate 14 (20.6) 8 (4.0) 22 (8.1) 
Associate degree 2 (2.9) 13 (6.4) 15 (5.6) 
Bachelors' degree 38 (55.9) 121 (59.9) 159 (58.9) 
Masters' degree 12 (17.6) 59 (29.2) 71 (26.3) 
Doctorate 1 (1.5) 1 (0.5) 2 (0.7) 
Prefer not to say 1 (1.5) 0 (0.0) 1 (0.4) 

Note. Values represent frequencies with percentages in parentheses. Valid N = 271 
 

 Descriptive analyses on social engineering victimization showed that a majority of 

respondents had been a victim of at least one social engineering attack (n = 203, 74.9%), compared 

to non-victims (n = 68, 25.1%). Out of all the respondents, 54% reported falling victim to phishing 

attacks (n = 147), 37.5% reported falling victim to smishing attacks (n = 102), and 30.1% reported 

falling victim to pharming attacks (n = 82). The majority of respondents also indicated that they 

had suffered serious consequences as a result of a social engineering attack (n = 168, 61.8%).  

 According to frequency analyses on the sample, respondents on average scored relatively 

lower on the measure of actual susceptibility to social engineering attacks (M = 2.60, SD = .64) 
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compared to their perceived susceptibility to social engineering attacks (M = 3.15, SD = 1.14). 

When considering susceptibility to the three types of social engineering attacks, respondents on 

average scored the highest on susceptibility to pharming attacks (M = 2.72, SD = .81), followed 

by susceptibility to phishing attacks (M = 2.56, SD = .73) and susceptibility to smishing attacks 

(M = 2.52, SD = .77).  

Respondents on average scored higher on the measure of need for privacy (M = 3.68, SD = 

.70), followed by measure of privacy self-efficacy (M = 3.55, SD = .70), and the measure of 

response efficacy (M = 2.76, SD = .93). Respondents also on average scored relatively high on the 

measure of privacy protective behaviors (M = 3.22, SD = .74), in relation to need for privacy and 

privacy-self efficacy. The results of all frequency analyses are summarized in Table 4.2. 

 

Table 4.2 Summary of frequency analyses on study variables 

Variable M SD 
Perceived Sus. to SE Attacks 3.15 1.14 
Actual Sus. to SE Attacks 2.60 .64 
Sus. to Phishing Attacks 2.56 .73 
Sus. to Smishing Attacks 2.52 .77 
Sus. to Pharming Attacks 2.72 .81 
PSE 3.55 .70 
PRE 2.76 .93 
NFP 3.68 .70 
PPB 3.22 .74 

Note. N = 272. All variables were measured on a scale from 1-5. Sus. = Susceptibility; 
PSE = Privacy Self-Efficacy; PRE = Privacy Response-Efficacy; NFP = Need for 
Privacy; PPB = Privacy Protective Behaviors 
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4.3 Analytical Strategies 

Initially, a zero-order correlation analysis was run between social engineering victimization 

and the average scores of susceptibilities to the three types of social engineering attacks 

investigated in this study. Based on the results, a t-test was conducted to support the results of the 

correlation analysis. Next, zero-order correlations were conducted between the demographic 

variables and two variables of interest – privacy protective behaviors and susceptibility to social 

engineering attacks. This was conducted to check if any of the demographic variables needed to 

be controlled for in subsequent analyses. After this, zero-order correlation analyses were run 

between all variables of interest from all hypotheses to determine the relationships between all 

variables. A simple linear regression was conducted to test hypothesis one. Based on the results, a 

multivariate analysis of variance (MANOVA) was also conducted to determine any average group 

differences between the average susceptibility scores of the three types of social engineering 

attacks, based on low and high levels of engagement in privacy protective behaviors. A multiple 

linear regression was then conducted to test hypotheses two through five.  

4.4 Analysis Results 

A two-tailed, zero-order correlation analysis was run between social engineering 

victimization and susceptibility scores for the three types of social engineering attacks 

(susceptibility to phishing, smishing and pharming attacks respectively) to determine any 

significant relationships between victimization and the extent to which an individual might be 

susceptible to the specific types of attacks studied in this study. The correlation analysis indicated 

that only susceptibility to pharming attacks was statistically significantly related to social 

engineering victimization, 𝑟𝑟𝑝𝑝𝑝𝑝  = -.14, p = .02. This suggested a negative relationship between 

susceptibility to pharming and general victimization, implying that individuals who have been 

victims of social engineering attacks are less likely to be susceptible to pharming attacks. The 

results of this correlation analysis are summarized in Table 4.3. 
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Table 4.3 Zero-order correlations between victimization and average susceptibilities scores 

  SE Victim.  Phishing Score Smishing Score Pharming Score 
SE Victim. 1 -.02 .04 -.14* 
Phishing Score 

 
1 .68** .56** 

Smishing Score 
  

1 .39** 
Pharming Score       1 
** p < .01, * p < .05, two-tailed 

   

Listwise N = 271 
    

Note. SE Victim. = Social Engineering Victimization; Phishing Score = Average score on 
susceptibility to phishing attacks; Smishing Score = Average score on susceptibility to 
smishing attacks; Pharming Score = Average score on susceptibility to pharming attacks 

An independent samples t-test was run to determine the group differences between victims 

and non-victims of social engineering attacks on susceptibility to pharming attacks. The results of 

this analysis indicated that on average, non-victims were more susceptible to pharming attacks (M 

= 2.92, SE = .09) than victims (M = 2.66, SE = .06). This test was found to be statistically 

significant, t(269) = 2.37, p = .02, and represented a small effect size, 𝑟𝑟𝑝𝑝𝑝𝑝 = .14. The results of this 

analysis are also summarized in Table 4.4.  

 

Table 4.4 Results of independent samples t-test 

Variable Non-Victim  
(n = 68) 

Victim  
(n = 203) 

t p 

  M SD M SD     

Average score on Pharming 
Susceptibility 

2.92 .71 2.66 .84 2.37 .02 

Note. The results of the test were based on assumption of equal variances (p = .12) 
 

A two-tailed, zero-order correlation analysis was run between privacy protective behaviors 

and susceptibility to social engineering attacks, and the demographic variables, to account for any 

demographic variables that would need to be controlled for. The correlation analysis indicated that 

none of the demographic variables had significant relationships with privacy protective behaviors 

and susceptibility to social engineering attacks respectively, as shown in Table 4.5.  
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Table 4.5 Zero-order correlations between demographics, privacy protective behaviors, and 
susceptibility to SE attacks 

  PPB SE Sus. Age Gender Ethnicity Education Level 

PPB 1 -.31** -.11 -.01 -.02 .08 

SE Sus.  1 .09 .06 .11 -.11 

Age   1 .01 .09 .00 

Gender    1 .01 .10 

Ethnicity     1 .16** 

Education Level           1 
* p < .01, two-tailed      

Listwise N = 269       
Note. PPB = Privacy Protective Behaviors; SE Sus. = Susceptibility to Social Engineering 
Attacks 

 

A one-tailed, zero-order correlation analysis was also conducted between all the main variables 

of interest – privacy protective behaviors, susceptibility to social engineering attacks, social 

engineering victimization, need for privacy, privacy self-efficacy, and privacy response efficacy, 

as shown in Table 4.3. The correlation analysis indicated that there was a statistically significant 

relationship between privacy protective behaviors and susceptibility to social engineering attacks 

(r = -.31, p < .01), suggesting that individuals who engage in privacy protective behaviors are less 

likely to be susceptible to social engineering attacks.  

There was a statistically significant relationship between privacy protective behaviors and 

social engineering victimization (𝑟𝑟𝑝𝑝𝑝𝑝 = .15, p < .01), suggesting that individuals who reported 

being victims of social engineering attacks engaged in more privacy protective behaviors. There 

were also statistically significant relationships between privacy protective behaviors and privacy 

self-efficacy (r = .14, p < .05) and privacy response efficacy respectively (r = -.17, p < .01), 

suggesting that individuals who scored high on privacy self-efficacy and low on response efficacy 

respectively engaged in more privacy protective behaviors. The results of all zero-order 

correlations are summarized in Table 4.6.  
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Table 4.6 Zero-order correlations between study variables 

 PPB SE Sus. SE Victim. NFP PSE PRE 
PPB 1 -.31** .15** .10 .14* -.17** 
SE Sus.  1 -.05 -.34** -.38** .41** 
SE Victim.   1 .06 .16** -.12* 
NFP    1 .57** -.62** 
PSE     1 -.60** 
PRE      1 
** p < .01, * p < .05, one-tailed     
Listwise N = 271      
Note. PPB = Privacy Protective Behaviors; SE Sus. = Susceptibility to Social Engineering 
Attacks; SE Victim = Social Engineering Victimization; NFP = Need for Privacy; PSE = 
Privacy Self-Efficacy; PRE = Privacy Response Efficacy 

 

 

Hypothesis 1: Individuals who engage in privacy protective behaviors are less likely to be 

susceptible to social engineering attacks  

 

The zero-order correlation analysis indicated that there was a statistically significant 

relationship between engagement in privacy protective behaviors and susceptibility to social 

engineering attacks, r = -.31, p < .01. This suggested that susceptibility to social engineering 

attacks was negatively correlated with engagement in privacy protective behaviors, suggesting that 

individuals who engaged in privacy protective behaviors were less susceptible to social 

engineering attacks. This supported hypothesis 1.  

A forced entry linear regression was run to determine if engagement in privacy protective 

behaviors could predict an individual’s susceptibility to social engineering attacks. The regression 

model generated accounted for 9.5% of the variance observed in the outcome variables (𝑅𝑅2 = .10), 

implying that engagement in privacy protective behaviors could explain 9.5% of the variance in 

an individual’s susceptibility to social engineering attacks. This model was found to be statistically 

significant for understanding the relationship between the predictor and outcome variables, 

according to the ANOVA analysis (F (1, 270) = 28.24, p < .001). Therefore, engagement in privacy 

protective behaviors was found to be a statistically significant predictor of susceptibility to social 

engineering attacks (t = -5.31, p < .001). The results overall supported hypothesis 1.  
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To further understand the relationship between privacy protective behaviors and 

susceptibility to social engineering attacks, a one-way multivariate analysis of variance 

(MANOVA) was conducted. This was done to investigate the group differences in average scores 

of the three types of susceptibility based on low and high levels of engagement in privacy 

protective behaviors. This statistical technique was chosen over multiple t-tests to account for the 

correlations between all three outcome variables (Field, 2018). Privacy protective behaviors was 

recoded into a dichotomous variable for analysis, with scores falling under the mean (M = 3.21) 

constituting low levels of engagement, and scores above the mean as high levels of engagement. 

The analysis indicated a statistically significant difference across the average scores of 

susceptibilities to the three types of social engineering attacks based on low and high levels of 

engagement in privacy protective behaviors, F(3, 268) = 4.11, p < .01, Wilk’s λ = .96, partial η2 = 

.04. A follow-up analysis indicated that there were significant group differences between average 

scores of phishing susceptibility, (F(1, 270) = 11.39, p < .01, partial η2 = .04), average scores of 

smishing susceptibility. (F(1, 270) = 4.15, p = .04, partial η2 = .02), and the average scores of 

pharming susceptibility (F(1, 270) = 7.14, p = .01, partial η2 = .03), demonstrating that low levels 

of engagement had significantly higher means on susceptibility scores than high levels of 

engagement. The comparison of effect sizes indicated that susceptibility to phishing was most 

impacted by engagement in privacy protective behaviors, followed by susceptibility to pharming 

and susceptibility to smishing attacks respectively. The results of this analysis are summarized in 

Table 4.7. 

 

Table 4.7 Summary of results of one-way MANOVA 

Variable df MS F p 
Phishing Score 1 5.78 11.39 .001 
Smishing Score 1 2.43 4.15 .043 
Pharming Score 1 4.61 7.14 .008 
Note. Phishing Score = Average score on susceptibility to phishing attacks; Smishing 
Score = Average score on susceptibility to smishing attacks; Pharming Score = Average 
score on susceptibility to pharming attacks 
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A forced entry multiple linear regression was run to determine if an individual’s social 

engineering victimization, and their scores on need for privacy, privacy self-efficacy and privacy 

response efficacy would emerge as predictors of engagement in privacy protective behaviors in 

the regression model. The model generated by SPSS accounted for 4.7% of the variance observed 

in the outcome variable (𝑅𝑅2  = .05). This model was found to be statistically significant for 

understanding the relationship between the predictor variables and the outcome variable, according 

to the ANOVA analysis (F (4, 266) = 3.30, p = .01). Among all the predictor variables in the 

model, social engineering victimization (t = 2.13, p = .03) and privacy response efficacy (t = -1.65, 

p = .01) were significant predictors of engagement in privacy protective behaviors. The collinearity 

statistics, namely the tolerance and VIF values, did not indicate any issues with multicollinearity 

across all models (Tolerance > .2 and VIF < 10). The collinearity diagnostics table also indicated 

no issues with multicollinearity; all condition index values were below 30 and no row in variance 

proportions had more than one value over .50. Therefore, the regression model had no issues with 

multicollinearity. The results of this analysis are summarized in Table 4.8. 

 

Table 4.8 Multiple regression predicting engagement in privacy protective behaviors 

Variable B SE B β 
NFP -0.03 0.09 -0.03 
PSE 0.06 0.08 0.06 
PRE -0.11 0.07 -0.14* 
SE Victim. 0.22 0.10 0.13* 
* p < .05    
Note. NFP = Need for Privacy; PSE = Privacy Self-Efficacy; PRE = Privacy Response 
Efficacy; SE Victim. = Social Engineering Victimization 

 

Hypothesis 2: Individuals who score high on privacy self-efficacy are more likely to engage 

in privacy protective behaviors 

 

The zero-order correlation analysis indicated that there was a statistically significant 

relationship between privacy-self efficacy and engagement in privacy protective behaviors, r = 

.14, p < .05. This suggested that privacy self-efficacy was positively correlated with engagement 

in privacy protective behaviors, meaning that individuals who express higher privacy self-efficacy 

score higher on engagement in privacy protective behaviors.  
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The results of the multiple regression analysis indicated that privacy self-efficacy did not 

significantly predict engagement in privacy protective behaviors (t = .70, p = .48). While the results 

of the correlation signified a significant relationship, the results of the multiple regression 

ultimately reject the hypothesis.  

 

Hypothesis 3: Individuals who score high on privacy response efficacy are more likely to 

engage in privacy protective behaviors 

 

The zero-order correlation analysis indicated that there was a statistically significant 

relationship between response self-efficacy and engagement in privacy protective behaviors, r = -

.17, p < .01. This suggested that privacy response efficacy was negatively correlated with 

engagement in privacy protective behaviors, meaning that individuals who express higher privacy 

response efficacy score lower on engagement in privacy protective behaviors. While this is a 

statistically significant finding, it does not directionally support hypothesis 3.  

The results of the multiple regression analysis indicated that privacy response efficacy 

significantly predicted engagement in privacy protective behaviors (t = -1.65, p = .01). This 

implied that an individual’s engagement in privacy protective behaviors can be predicted based on 

how they perceive the efficacy of privacy responses.  

 

Hypothesis 4: Individuals who have been victims of social engineering attacks are more likely 

to engage in privacy protective behaviors 

 

The zero-order correlation analysis indicated that there was a statistically significant 

relationship between social engineering victimization and engagement in privacy protective 

behaviors, 𝑟𝑟𝑝𝑝𝑝𝑝 = .15, p < .01. This suggested that social engineering victimization was positively 

correlated with engagement in privacy protective behaviors, meaning that individuals who 

reported being victims of social engineering attacks were more likely to engage in privacy 

protective behaviors.  

The results of the multiple regression analysis indicated that social engineering 

victimization significantly predicted engagement in privacy protective behaviors (t = 2.13, p = 

.03). This implied that an individual’s engagement in privacy protective behaviors can be predicted 
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based on whether they have been a victim of social engineering attacks in the past. The results of 

the correlation and regression analyses support hypothesis 4.  

 

Hypothesis 5: Individuals who score high on the need for privacy are more likely to engage 

in privacy protective behaviors 

 

The zero-order correlation analysis indicated that there was no statistically significant 

relationship between the need for privacy and engagement in privacy protective behaviors, r = .10, 

p = .06.  

The results of the multiple regression analysis also indicated that the need for privacy did 

not significantly predict engagement in privacy protective behaviors (t = -.36, p = .72). Overall, 

the results of the correlation and regression analyses reject hypothesis 5.   

 

Of the variables acting as statistically significant antecedents to privacy protective 

behaviors, privacy response efficacy was also significantly correlated with susceptibility to social 

engineering attacks (r = .41, p < .01), implying that individuals who score high on privacy response 

efficacy are more likely to be susceptible to social engineering attacks. To explore this further, a 

mediation analysis was conducted between the three variables to determine if engagement in 

privacy protective behaviors acted as a mediator between privacy response efficacy and 

susceptibility to social engineering attacks. To conduct this analysis, the PROCESS tool developed 

by Hayes (2017) was used to model the relationship. PROCESS is a modeling tool that can be used 

to estimate direct and indirect effects of mediators on a relationship between an independent and 

dependent variable (Hayes, 2017). As the variables in the mediation analysis follow the same set 

of assumptions for regression analyses (Abu-Bader & Jones, 2021), the assumptions of normality, 

linearity and homoscedasticity were met. To examine the conditions for mediation, linear 

regressions were run between the dependent (susceptibility to social engineering attacks), 

independent (privacy response efficacy) and mediator (privacy protective behaviors) variables 

respectively. As determined from the hypotheses, privacy response efficacy significantly predicted 

engagement in privacy protective behaviors, and privacy protective behaviors significantly 

predicted susceptibility to social engineering attacks.  
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A linear regression was then conducted between privacy response efficacy and 

susceptibility to social engineering attacks to check the third condition. According to the results of 

the third regression analysis, the regression model generated accounted for 17.1% of the variance 

observed in the outcome variable (𝑅𝑅2 = .17), implying that privacy response efficacy could explain 

17.1% of the variance in an individual’s susceptibility to social engineering attacks. This model 

was found to be statistically significant for understanding the relationship between the predictor 

and outcome variable, according to the ANOVA analysis (F (1, 270) = 55.69, p < .001). Therefore, 

privacy response efficacy was found to be a statistically significant predictor of susceptibility to 

social engineering attacks (t = 7.46, p < .001), thereby meeting the third condition for mediation 

analysis. 

The mediation analysis was then conducted using SPSS Process Macro to determine if 

privacy protective behaviors significantly mediated the relationship between privacy response 

efficacy and susceptibility to social engineering attacks. The results of the regression analysis 

indicated that privacy response efficacy was a significant predictor of privacy protective behaviors, 

the mediator (t = -1.65, p = .01). In the next analysis, the mediator was controlled for, and the 

results of the second regression analysis indicated that privacy response efficacy was a significant 

predictor of susceptibility to social engineering attacks (t = 6.88, p < .001). The results of the 

indirect effect of predictor on the outcome variable, based on 5000 bootstrapped samples, showed 

an indirect positive relationship mediated by privacy protective behaviors, b = .03, 95% CI [.003, 

.063]. Privacy protective behaviors accounted for 9.7% of the total effect on susceptibility to social 

engineering attacks. The results of the mediation analysis are graphically represented in Figure 4.1 

and summarized in Table 4.9. 

 

 

Figure 4.1 Model of Mediation Analysis 
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Table 4.9 Summary of mediation analysis 

Variable/Effect b SE t 
95% Confidence 

Interval 
        LL UL 
PRE → SE Sus. 0.26 0.04 6.88** 0.18 0.33 
PRE → PPB -0.13 0.05 -2.74* -0.23 -0.04 
PRE → PPB → SE Sus. -0.21 0.05 -4.53** -0.31 -0.12 
Effects           
Direct 0.26 0.04 6.88** 0.18 0.33 
Indirect 0.03 0.02  0.003 0.063 
Total 0.29 0.04 7.46** 0.21 0.36 
** p < .001, * p < .01      
Based on 5000 bootstrap samples     
Note. PRE = Privacy Self Efficacy, SE Sus. = Susceptibility to Social Engineering Attacks, 
PPB = Privacy Protective Behaviors 
LL = Lower Limit; UL = Upper Limit. If interval does not contain zero, it indicates a 
significant effect 

4.5 Summary of Results 

 Overall, the results of the data analysis suggested that there were some significant 

relationships between some of the variables of interest from the hypotheses. There was a 

statistically significant relationship between engagement in privacy protective behaviors and 

susceptibility to social engineering attacks, suggesting that individuals who engaged in higher 

levels of privacy protective were less susceptible to social engineering attacks. Looking at the 

relationships between specific antecedents of privacy and engagement in privacy protective 

behaviors, privacy self-efficacy, privacy response-efficacy and social engineering victimization 

were all significantly correlated with engagement in privacy protective behaviors. Contrary to what 

was hypothesized, the psychological need for privacy was not significantly related to engagement 

in privacy protective behaviors. Of the significantly related antecedents, privacy response efficacy 

and social engineering victimization emerged as significant predictors of engagement in privacy 

protective behaviors. This suggests that individuals who have been victims of social engineering 

attacks, and perceive existing privacy measures and responses to be inadequate in protecting their 

privacy online, are more likely to engage in privacy protective behaviors. The results of the 

subsequent mediation analysis also suggested that privacy protective behaviors acted as a 
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significant mediator between privacy response-efficacy and susceptibility to social engineering 

attacks. This would imply that based on perceptions towards social engineering attacks and 

existing privacy responses, individuals might engage in privacy protective behaviors as a means 

of reducing their susceptibility to social engineering attacks.  
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 DISCUSSION 

This chapter provides a discussion of the results within the context of relevant literature and 

findings about social engineering and privacy. 

 

The aim of this thesis was to understand the relationship between online privacy and social 

engineering. Specifically, this thesis aimed to determine if engagement in privacy protective 

behaviors could influence the extent to which an individual was susceptible to social engineering 

attacks. It also aimed to understand if specific antecedents of privacy protective behaviors, drawn 

from the context of protection or self-preservation from social engineering attacks, influenced 

engagement in privacy protective behaviors and therefore SE susceptibility. The hypotheses tested 

in this study were developed based on findings from extant literature related to social engineering 

and privacy, and the intersection of these two fields. The concept of the psychological need for 

privacy, and the theory of protective motivation were both used to guide the development of the 

research design. The sample for data collection comprised users of Amazon MTurk who were 

residents of the United States. The final dataset contained 272 responses for data analysis. Overall, 

the hypotheses assessed the relationships of four specific antecedents of privacy protective 

behaviors, and the relationship between privacy protective behaviors and susceptibility to social 

engineering attacks. The results from the final data analysis indicated that some of the hypotheses 

were fully or partially supported, while others were rejected.  

5.1 Discussion of Demographics 

Initial correlation analyses indicated that the demographic variables of age, gender, ethnicity 

and education level did not have significant correlations with susceptibility to social engineering 

attacks. The effects of age and gender on social engineering susceptibility have been studied in 

literature, with individuals older in age being more susceptible to social engineering attacks 

(Darwish et al., 2012; Sheng et al., 2012), and females being more susceptible to social engineering 

attacks (Darwish et al., 2012; Halevi et al., 2013; Hong et al., 2013; Uebelacker & Quiel, 2014). 

However, more recent findings have indicated no significant effects of gender on susceptibility 

(Abbasi et al., 2016; Bullée et al., 2017; Montañez et al., 2020), thereby supporting the findings 
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from this study. Similarly, findings on the impact of age on susceptibility or on correct 

identification of social engineering attacks indicate mixed results, with some studies suggesting 

positive (Lin et al., 2019), negative (Sheng et al., 2012) or no effects (Bullée et al., 2017) of age 

on susceptibility to social engineering attacks. These non-significant effects could potentially be 

attributed to the extent to which individuals interact with technology, and by extension the extent 

to which the average person is on the receiving end of social engineering attacks. The results of 

this study indicated that on average, individuals were actually less susceptible to social engineering 

attacks than they perceived themselves to be. While studies about awareness and susceptibility 

have indicated that individuals are largely unaware of the different persuasive tactics that can be 

used across social engineering attacks (Aldawood & Skinner, 2019; Bakhshi, 2017), there is also 

evidence to suggest that individuals can better identify attack instances after undergoing some 

form of awareness/education training (Smith et al., 2013).  

Similarly, findings from literature about the relationships between demographics and online 

privacy are also mixed, with results suggesting no effects between most demographic variables 

and online privacy concerns and behaviors (Boerman et al., 2018; Hazari & Brown, 2013; Yao et 

al., 2007). This largely lent support to the findings of this study. As the scope of this study was 

restricted to individuals in the United States alone, the non-significant findings provide some more 

perspective to our understanding of how perceptions of privacy might differ based on locations, 

specifically across parts of the world that have stringent regulations on the preservation of 

consumer privacy. 

5.2 Discussion of Hypothesis 1 

Hypothesis 1 stated that individuals who engaged in privacy protective behaviors were less 

likely to be susceptible to social engineering attacks. The results of the analysis supported this 

hypothesis, with engagement in privacy protective behaviors acting as a significant predictor of 

lowered susceptibility to social engineering attacks. Further analyses also supported the notion that 

high levels of engagement in privacy protective behaviors could also help reduce susceptibility to 

the specific types of social engineering attacks investigated in this study – phishing, smishing and 

pharming attacks respectively. This finding holds major implications for how we approach 

defenses against social engineering attacks. For the most part, countermeasures emphasize changes 

in how people address communications that can be social engineering attacks, from identifying the 
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persuasive techniques used in communications to elicit information (Schaab et al., 2017), to robust 

and comprehensive employee education that addressed virtual and physical modes of human-based 

social engineering attacks (Peltier, 2006). The significance of this finding is the use of existing 

behaviors as a means of addressing the threats posed from social engineering attacks. The major 

implication of this finding is that if people engage in privacy protective behaviors, even if it were 

for the intent of controlling personal information alone, they would still be able to protect 

themselves from social engineering attacks.  

5.3 Discussion of Hypothesis 2 

Hypothesis 2 stated that individuals who scored high on privacy self-efficacy were more 

likely to engage in privacy protective behaviors. The results showed that privacy self-efficacy was 

significantly positively correlated with engagement in privacy protective behaviors, but was not a 

significant predictor of engagement in those behaviors. In the scope of this study, privacy self-

efficacy was defined as the perceived capability of an individual in maintaining their online privacy 

(LaRose & Rifon, 2007). This is distinct from, but could also be understood as a subset of, general 

self-efficacy, which refers to the perceived capability of an individual in performing difficult tasks 

or coping with specific adversities across different areas of life (Schwarzer & Jerusalem, 1995). 

The results suggested that individuals who expressed higher capabilities in maintaining their online 

privacy were likely to engage in privacy protective behaviors, but this capability was not a 

significant predictor of engagement in the behaviors. The results indicated that hypothesis 1 was 

not fully supported.  

This could be potentially explained by viewing privacy self-efficacy in the context of 

information disclosure. In their work investigating the influence of privacy self-efficacy on actual 

management of privacy settings online, Chen and Chen (2015) found that privacy self-efficacy 

was positively associated with privacy protective actions, but did not reduce information disclosure 

itself. They speculated that users could feel confident about handling any issues or threats to their 

online privacy, but restricting the amount of information they shared online would not be 

considered a method of handling threats to online privacy. Privacy protective behaviors, in the 

context of information privacy, are considered actions that individuals take to restrict or control 

access to their information online from other entities. Therefore, individuals can express high 

levels of privacy self-efficacy, but that does not mean that they would necessarily engage in the 
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behaviors that can protect their privacy online. Another explanation for this could be found in 

context-based experiences. In their study on understanding privacy judgements based on how 

experienced individuals were with using mobile applications, Martin and Shilton (2015) found that 

individuals who frequently used applications made privacy judgements based on the context of the 

application itself, as opposed to the general beliefs they held about maintaining their privacy. This 

could be applied to the understanding of self-efficacy with respect to engagement in protective 

behaviors – individuals might feel fairly confident about their capabilities of protecting their online 

privacy, but may not feel the need to actually engage in those behaviors due to the context of their 

online environments.  

5.4 Discussion of Hypothesis 3 

Hypothesis 3 stated that individuals who scored high on privacy response efficacy were more 

likely to engage in privacy protective behaviors. The results showed that privacy response efficacy 

was significantly negatively correlated with engagement in privacy protective behaviors. The 

regression analysis also showed that privacy response efficacy is a significant predictor of 

engagement in privacy protective behaviors, implying that individuals who express higher levels 

of response efficacy exhibit lower engagement in privacy protective behaviors. While the results 

are statistically significant, they are directionally opposite to what was hypothesized and to the 

findings from literature that the hypothesis was based on (Boerman et al., 2018). Existing literature 

on privacy response efficacy as a specific construct is quite limited, but there are studies and 

reports that have investigated how specific privacy responses (or measures or affordances, 

depending on how they are defined or operationalized in literature), are related to engagement in 

privacy protective behaviors. This can provide some insights into the results related to this 

hypothesis. In this study, privacy response efficacy refers to the extent to which individuals believe 

that existing protective measures can actually protect their online privacy. The motivation behind 

this hypothesis was that individuals could be confident in the utility of their actions if they believed 

that existing tools and measures in place were also useful and effective against threats to privacy. 

The implications of the results however are that if the effectiveness of these protective measures 

is gauged as low, individuals would engage in more privacy protective behaviors, so as to extend 

control over all aspects of their personal information online. 
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However, it is also likely that the trust that individuals place in these affordances can result in 

them not engaging in protective behaviors on their part. Part of this can be attributed to the 

complexities of privacy measures. For example, privacy policies often provide a comprehensive 

overview of the different terms and conditions associated with privacy settings, but the onerous 

nature of actually reading through a privacy policy practically ensures that individuals largely do 

not engage in the action of reading the policy, opting instead to simply click through when 

prompted (Kerry, 2019). Recent research on Americans’ attitudes about and experiences with 

privacy indicated that a great percentage of individuals surveyed indicated that privacy protective 

tools that allowed them to control their information online would be effective in maintaining their 

online privacy and protecting their personal information online, compared to laws or policies from 

governments and companies respectively (Auxier et al., 2020). This implies that if individuals 

perceive privacy measures to be effective in affording them control over how their personal 

information is hosted and shared online, they would be less likely to engage in distinctive 

protective behaviors, or even privacy protective behaviors that are enabled by the privacy measures. 

This can be explained by the feelings of confusion surrounding online privacy on a whole, and the 

lack of confidence in the entities that maintain the privacy of information online. A report on 

American consumer activity with respect to privacy found that 96% of Americans surveyed 

believed that companies had to be more responsible for assuring privacy (Moskowitz, 2020), 

implying that the responsibility of maintaining privacy online would fall more on companies than 

on individuals themselves. Another factor that could potentially explain the directional difference 

in the hypothesis is the privacy paradox. The privacy paradox refers to the dichotomy between 

privacy attitudes and privacy behaviors. In simpler terms, the privacy paradox contends that 

individuals care a lot about their privacy, but engage in behaviors that are contrarian to assuring 

privacy (Kokolakis, 2017). As such, it can be argued that individuals might gauge the effectiveness 

of privacy responses as pertinent to assuring their online privacy, but may not actually engage in 

the protective behaviors that are enabled by these responses.  

5.5 Discussion of Hypothesis 4 

Hypothesis 4 stated that individuals who have been victims of social engineering attacks 

were more likely to engage in privacy protective behaviors. The results showed that there was a 

significant correlation between victimization and engagement in protective behaviors, with social 
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engineering victimization also acting as a significant predictor of privacy protective behaviors. 

This implies that individuals who have been victims of social engineering attacks in the past, 

regardless of number, would be more likely to engage in privacy protective behaviors. This finding 

was in line with evidence from literature (Algarni, 2019; Chen et al., 2017; Cho et al., 2009; 

Montañez et al., 2020), suggesting that individuals learn from their past experiences and are careful 

about they disclose their information online. Overall, hypothesis 4 was supported through this 

study. 

5.6 Discussion of Hypothesis 5 

Hypothesis 5 stated that individuals who scored high on the need for privacy would be more 

likely to engage in privacy protective behaviors. The results showed that need for privacy was not 

significantly correlated with engagement in privacy protective behaviors, therefore contradicting 

the overarching viewpoint held in literature that an individual’s inherent need for privacy acts as a 

motivator of engagement in privacy protective behaviors. Studies that directly studied the 

relationships between the need for privacy and privacy protective behaviors indicated unanimously 

that individuals scoring high on the need for privacy were less likely to utilize social media and 

more likely to restrict the amount of information that they disclosed about themselves online, 

which would in turn impact the extent of engagement in privacy protective behaviors (Blachnio et 

al., 2016; Yao et al., 2007). Surprisingly, the results of this study suggested no significant 

interactions between the two measures, despite individuals scoring relatively high on the need for 

privacy measure. This can again be potentially attribute to the privacy paradox, wherein 

individuals might hold strong attitudes about maintaining their need for privacy, but ignore it in 

favor of information disclosure for a variety of benefits. Privacy is also a highly dynamic, 

individually subjective, and contextual construct. Inherent privacy needs can be held constant, but 

the manifestation of these needs invariably differ across different contexts (Ackerman & 

Mainwaring, 2005). The measure of need for privacy used in this study measured the general need 

for privacy, and incorporated items related to the need for information privacy. It is likely that the 

need for privacy across individuals manifests differently based on the different online 

environments, but it is also just as likely that the general, psychological need for privacy might not 

fully translate into engagement of privacy protective behaviors specific to online environments. 

The scope of this study considered the psychological need for privacy as defined in the 
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Encyclopedia of Individual and Personality Differences, which considered need for privacy as a 

need to selectively control access on a general scale, as opposed to online environments alone 

(Trepte & Masur, 2020). Therefore, while hypothesis 5 was not supported in this study, it also 

provides the insight that general dispositions towards the need for privacy are arguably not 

sufficient to encourage engagement in privacy protective behaviors online.  

5.7 Discussion of Mediation Model 

 Overall, two of the five hypotheses were fully supported, one hypothesis was significant 

but was not directionally supported, and two of the hypotheses were not supported.  Results from 

the regression analysis indicated that privacy response efficacy and social engineering 

victimization were significant predictors of privacy protective behaviors. This implied that 

individuals who have been victims of social engineering attacks, and perceive privacy responses 

as being lowly effective, engage in privacy protective behaviors. Of these, privacy response 

efficacy also had a significant relationship with susceptibility to social engineering attacks, which 

suggested that individuals who scored high on privacy response efficacy were more susceptible to 

social engineering attacks. Therefore, a mediation analysis was conducted between privacy 

response efficacy, privacy protective behaviors, and susceptibility to social engineering attacks. 

The results of the mediation analysis indicated a small significant mediation effect of privacy 

protective behaviors on the relationship between privacy response efficacy and susceptibility to 

social engineering attacks. What this implies is that engagement in privacy protective behaviors 

indirectly impacts the relationship between privacy response efficacy and susceptibility to social 

engineering attacks. This finding provides a relatively unique understanding of how privacy 

affordances and behaviors interact in order to influence the susceptibility to social engineering 

attacks. If people do not believe that the existing privacy measures in place are adequate enough 

to protect their information online, they would engage in more privacy protective behaviors in 

order to preserve their online privacy. However, this in turn impacts their susceptibility to social 

engineering attacks, with their susceptibility decreasing due to increased engagement in protective 

behaviors.  
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 CONCLUSION AND FUTURE WORK 

This chapter provides an overview of the limitations associated with this study, the conclusions 

of the thesis and directions for future research.  

6.1 Limitations 

One of the limitations of this study is the restriction imposed on the population identified for 

research. The study population and sample were restricted to the United States. The literature 

review suggested no significant differences among different groups on privacy protective 

behaviors and susceptibility to social engineering attacks, but some studies did indicate differences 

in how online privacy is perceived across different countries (Cullen, 2009; Orito et al., 2008). 

Therefore, the perceptions of both online privacy and social engineering can differ across different 

parts of the world based on existing provisions to protect online privacy, and the manner in which 

people respond to social engineering attempts. The results of this study can only be representative 

of sentiments held about online privacy and social engineering in the United States. 

Another limitation of this study is the use of a convenience sample from MTurk to recruit 

respondents for the survey. These respondents may not be truly representative of the American, 

internet-user population. With that said, recruiting respondents from MTurk still managed to 

provide a different perspective on understanding privacy protective behaviors and susceptibility to 

social engineering attacks. Most studies that investigated behaviors and susceptibility recruited 

respondents from universities, thereby providing insights about the relationships only specific to a 

certain age group. Therefore, the advantage of using MTurk, though a limitation in terms of 

sampling, was that the respondent pool was fairly diverse and allowed for individuals from a 

variety of ages to respond to the survey.  

Another limitation of this study is the number and types of social engineering attacks that were 

used for the susceptibility measure. The three most common types of social engineering attacks 

that were reported in the last year were used for this study, but they do not represent the gamut of 

human- and technical-based social engineering attacks that individuals experience on a relatively 

regular basis. Due to scope limitations and the literature surrounding social engineering and 

privacy, only susceptibility to phishing, smishing, and pharming were assessed in this study. 
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Depending on the other types of social engineering attacks that could be studied, the impacts of 

privacy protective behaviors on susceptibility could differ.  

This study was also conducted during the novel coronavirus pandemic, during which 

individuals were exposed to numerous types of scams and messaging surrounding vaccinations 

and public health measures. Anxieties and fears that individuals have surrounding the pandemic 

can negatively impact engagement in protective behaviors against social engineering attacks 

(Abroshan et al., 2021). This could have had impacts on how individuals perceived and classified 

the scenarios presented in the survey, regardless of the content of the scenarios themselves. 

Finally, the susceptibility to social engineering was measured based on scenarios presented to 

the respondents. While the content of the scale itself mirrors the types of communications that 

people receive, the scenarios were also delivered through the survey, which is not a faithful 

representation of the online environments in which individuals receive these communications. It 

is likely that contextual cues could impact classification of communications as social engineering 

attempts or legitimate communications. However, as much as possible, the scenarios presented in 

the survey retained most contextual cues that would be necessary to decide if the scenario was 

legitimate or a social engineering attempt.  

6.2 Conclusions and Future Work 

With social engineering attacks continually increasing in current times, it has become 

increasingly important to address social engineering awareness and protections across individuals 

so as to protect them from falling victim to these attacks. This study attempted to provide a novel 

perspective to defenses against social engineering attacks by suggesting existing engagement in 

privacy protective behaviors as a deterrent to susceptibility to social engineering attacks. Overall, 

the study provides good support for the encouragement of privacy protective behaviors as a 

mechanism of defense against social engineering attacks. This study contributes to current 

understanding about methods of deterrence against social engineering attacks by placing an 

emphasis on the role of privacy protective behaviors as deterrents.  Engagement in privacy 

protective behaviors not only enables individuals to maintain their privacy, but also can help them 

stay privy to social engineering attacks. By engaging in protective behaviors, individuals are 

essentially limiting the extent of access to their information online, which in turn is a major 

deterrent to social engineering attacks that rely on use of this information to be successful. 
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Exploring this relationship further could hold the key to refining social engineering awareness and 

education, and provide some insights into privacy protection as a motivator for individuals to be 

better educated and prepared against social engineering attacks. However, it is also evident that 

privacy protection is not the responsibility of the individual alone, but also the entities that provide 

the platforms for information sharing and the affordances for online privacy protection and control 

(Yao & Linz, 2008). While engagement in protective behaviors is the responsibility of the 

individual, there is also evidence to suggest that reliance on existing protective measures from 

companies and platforms further bolsters privacy protection, and defense against social 

engineering attacks on a whole. This hold implications for the design and development of privacy 

affordances on platforms, particularly as it related to information disclosures or even misclosures.  

Overall, this study contributes to the body of knowledge about social engineering by 

providing justification for privacy protective behaviors as a viable means of defending against 

social engineering attacks. This study also introduced a social engineering susceptibility scale that 

was comprehensive of the most common types of social engineering attacks that individuals are 

experiencing in recent times. This contributes to the body of knowledge by introducing 

susceptibility to smishing and pharming attacks as well, as opposed to just phishing attacks. The 

results from this study not only supported some of the general findings in literature, but also 

provided some perspectives on the impacts of specific antecedents of privacy protective behaviors 

studied in the context of protection from social engineering attacks.  

The practical relevance of the study lies in the utility of encouraging individual behaviors in 

response to increasing social engineering attacks. Regardless of the contextual environment and 

mode of communication, social engineering attacks like phishing, smishing and vishing still 

pervade the online space. Almost all individuals who use any mode of information and 

communication technology experience different forms of social engineering attacks, from scam 

calls on personal devices to phishing emails on work communications. The difficulty with 

ascertaining true susceptibility and victimization to social engineering attacks lies in the fact that 

these attacks are prolific, and that there is no true pattern to who falls victim to social engineering 

attacks. The findings of this study lend themselves towards practical actions that individuals can 

take in order to protect themselves from, or at the very least, identify and report social engineering 

attacks. Defense against social engineering attacks does not have to be reliant on technological 

countermeasures alone. By emphasizing and bolstering individual capabilities, people can feel 
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confident in their own abilities to protect themselves from social engineering attacks, without any 

specific technical knowledge and without complete reliance on technological countermeasures 

alone. Inculcating or engaging in existing privacy protective behaviors can have major impacts on 

how people perceive, identify, report, and keep themselves safe from social engineering attack 

attempts.  

The findings from this study lend themselves to different avenues for future works. Future 

research in the area of social engineering susceptibility could consider how individuals might 

perceive scenarios when presented with them in the correct contextual environment. In this study, 

privacy protective behaviors were studied separately from security protective behaviors, but there 

are some overlaps in behaviors that assure both privacy and security. Detailed research can be 

carried out on the impact of security protective behaviors on social engineering susceptibility, 

particularly those behaviors that inadvertently limit attacker interactions with their prospective 

victims. Another major contribution of this study was studying privacy protective behaviors in 

relation to privacy self-efficacy and response efficacy, as opposed to general coping appraisals. 

While the scales used in this study were validated, they still considered self- and response- 

efficacies within the scope of general online privacy. Future work could also consider the 

development of more robust scales that consider privacy self-efficacy and response-efficacy 

specific to different types of online environments, and distinct from the understanding of privacy 

in offline environments. Finally, compared to other studies conducted about vulnerability or 

susceptibility to social engineering attacks, this study investigated susceptibility to three different 

types of social engineering attacks that individuals are likely to encounter in their day to day lives. 

In reality, there are many different types of attacks that individuals encounter, and not all of them 

might be familiar enough for individuals to quickly identify it as a social engineering attack. Future 

works could also investigate susceptibility to other types of social engineering attacks, either by 

using the approaches detailed in this thesis or through field work.  
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APPENDIX: RESEARCH SURVEY 

Introduction 

The title of the research project using this survey is “Understanding Susceptibility to Social 
Engineering Attacks through Online Privacy Behaviors” (IRB #2021-1042). Th purpose of this 
research survey is to understand the relationship between online privacy behaviors and social 
engineering attacks. Social engineering attacks can be defined as technical or non-technical 
attacks that influence people into divulging sensitive information about themselves. Online privacy 
behaviors can be defined as the steps that an individual takes to protect their personal information 
by controlling who can see and have access to it. 

This survey has a number of questions embedded in it as validity checks to ensure that you are not 
a robot and are in fact fully reading and answering each question. A unique combination of 
answers to those questions may result in your survey being rejected. 

All your responses to this survey are fully anonymous, and this survey should take you 10-15 
minutes to complete. Upon completion of the survey, you will be compensated with $1. If you have 
any questions, please contact the primary investigator Dr. Ida Ngambeki by email at 
ingambek@purdue.edu, or Lancia Raja by email at grajaaru@purdue.edu. 

 

Demographics  

1. What is your age?  

 18-24 

 25-34 

35-44 

45-54 

55-64 

65-74 

75 and above 
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2. What is your gender? 
Male 
Female 
Non-binary/third gender 
Prefer not to say 
 

3. What is your ethnicity? 
White 
Black/African American 
American Indian or Alaska Native 
Asian 
Native Hawaiian or Pacific Islander 
Prefer not to say 
Other (please specify) 
 

4. What is the highest degree or level of schooling that you have completed? (If you are currently 
enrolled, select highest degree received prior to enrollment) 

No level of school completed  
Elementary to 8th grade 
High school, no diploma 
High school graduate, diploma or equivalent 
Associate degree 
Bachelors’ degree 
Masters’ degree 
Doctorate/Professional degree 
Prefer not to say 
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Social Engineering Victimization 

5. Have you ever been a victim of one or more of the following social engineering attacks? (Select 
all that apply) 

Phishing (Attack that aims to gain confidential information fraudulently through emails) 
Smishing (Attack that aims to gain confidential or sensitive information via text messages) 
Pharming (Attack that aims to gain confidential information through fake websites or 
webpages) 
I have not been a victim of these social engineering attacks 

6. Have you ever suffered serious consequences as a result of a social engineering attack? 
(Example – financial losses, compromise of personal information) 

Yes 
No 
I have not been a victim of social engineering attacks 

7. How susceptible do you believe you are to social engineering attacks? 
Not at all susceptible 
Slightly susceptible 
Moderately susceptible 
Very susceptible 
Extremely susceptible 

 

Social Engineering Susceptibility 

In this section, you will be presented with some scenarios in the form of screenshots. Please 
indicate the extent to which you are confident that the scenario is a social engineering attack. 
(Items are scored on a 5-point Likert scale, ranging from “Extremely confident” to “Not confident 
at all”) 
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1. How confident are you that this scenario is a social engineering attack? (Cox, 2021)  

 
 

 

2. How confident are you that this scenario is a social engineering attack? (PassProof, 2020) 
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3. How confident are you that this scenario is a social engineering attack? 

 
 

 

 

4. How confident are you that this scenario is a social engineering attack? (Reddit, 2021) 
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5. How confident are you that this scenario is a social engineering attack? 

 
 

6. How confident are you that this scenario is a social engineering attack? (Tressler, 2018) 
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7. How confident are you that this scenario is a social engineering attack? (Fox, 2020) 

 
 

8. How confident are you that this scenario is a social engineering attack? (Pinterest, 2021) 
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9. How confident are you that this scenario is a social engineering attack? (Ellis, 2021) 

 
 

10. How confident are you that this scenario is a social engineering attack? 

 
 

11. Select the word “Nine” from the following options 

 Seven 

 Ten 

 Six 

 Nine 
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12. How confident are you that this scenario is a social engineering attack? (Bit Sentinel, 2020) 

 
 

13. How confident are you that this scenario is a social engineering attack? (Krebs, 2017) 
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14. How confident are you that this scenario is a social engineering attack? 

 
 

 

 

15. How confident are you that this scenario is a social engineering attack? (AT&T, 2018) 
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16. How confident are you that this scenario is a social engineering attack? (Rafter, 2020) 

 
 

 

 

 

17. How confident are you that this scenario is a social engineering attack? 
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18. How confident are you that this scenario is a social engineering attack? (Lopuch, 2021) 

 
 

 

 

19. How confident are you that this scenario is a social engineering attack? (ProofPoint, 2021) 
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20. How confident are you that this scenario is a social engineering attack? (Crane, 2020) 

 
 

21. How confident are you that this scenario is a social engineering attack? (Atlassian, 2020) 

 
 

22. How confident are you that this scenario is a social engineering attack? (Bit Sentinel, 2020) 
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Need for Privacy (Trepte & Masur, 2017) 

Please indicate the extent to which you agree with the following statements (Items are scored on 
a 5-point Likert scale, ranging from “Strongly disagree” to “Strongly agree”) 
1. I prefer that not much is known about me. 
2. I prefer to remain unrecognized. 
3. I do not want my personal data to be publicly available. 
4. Not everyone needs to know everything about me. 
5. I do not like to stand in a densely packed crowd. 
6. I do not like to sit next to a stranger on the bus or tube. 
7. I do not like it when strangers come too physically close to me. 
8. I do not like it when other people enter my house or my room unannounced, 
9. It is hard for me to talk about myself 
10. I feel uncomfortable when others share private information about their lives. 
11. There are many things about me that I do not want to discuss with other people.  
12. I prefer not to talk about personal things unless my conversational partner brings them up first.  
 

Privacy Self-Efficacy (Zeissig et al., 2017) 

Please indicate the extent to which you agree with the following statements (Items are scored on 
a 5-point Likert scale, ranging from “Strongly disagree” to “Strongly agree”) 
1. I know most privacy settings of the applications I use. 
2. Because I have had no problems with privacy settings so far, I am confident for future privacy 
tasks. 
3. I do not read privacy policies because I do not understand them. 
4. I always change my privacy settings when I start using a new device. 
5. I always change my privacy settings when I start using a new application. 
6. I feel helpless with privacy settings and measures, so I do not change anything. 
 

Response Efficacy (Boerman et al., 2018) 

Please indicate the extent to which you agree with the following protective behaviors being 
effective against collection, usage and sharing of personal information on the internet (Items are 
scored on a 7-point Likert scale, ranging from “Strongly disagree” to “Strongly agree”) 
1. Installing an ad-blocker 
2. Deleting cookies 
3. Declining to accept cookies 
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4. Usage of private mode in a browser 
5. Deleting browser history 
6. The usage of opt-put websites to configure whether ads are based on personal online behavior 
7. Activating the “Do Not Track” function in a browser 
8. The usage of special software in a browser (such as Ghostery and AbineTaco) that makes it 
harder companies to collect personal information 
9. Filling out wrong information about yourself (such as a fake name or wrong email address) 
when asked for such information 
 

Privacy Protective Behaviors (Boerman et al., 2018) 

(The items were scored on a 6 point scale as follows: 1 = Never, 2 = Rarely, 3 = Occasionally, 4 
= Often, 5 = Very Often, 6 = Do Not Know) 
1. How often do you use an ad blocker? 
2. How often do you delete cookies? 
3. How often do you decide to refrain from visiting a website because it is only accessible when 
you accept cookies? 
4. How often do you decline to accept cookies when the website offers the choice? 
5. How often do you use the private mode in your browser? 
6. How often do you delete your browser history? 
7. How often do you use opt-out websites (such as www.youronlinechoices.com) to configure 
whether ads are based on personal data? 
8. How often do you use the "Do Not Track" function in your browser? 
9. How often do you use special software in your browser (such as Ghostery and AbineTaco) that 
makes it harder for companies to collect personal data? 
10. How often do you fill out wrong information about yourself (for instance, a fake name or wrong 
email address) when asked for such information? 
11. How often do you read the terms and conditions page of an online application or service that 
you use? 
12. How often do you accept friend requests from strangers across online networking applications? 
13. How often do you limit the amount of personal information that you post online (examples - 
current location, achievements, information about family members)? 
14. How often do you use a virtual private network (VPN)? 
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