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ABSTRACT

A degree-constrained subgraph construction (DCS) problem aims to find an optimal

spanning subgraph (w.r.t an objective function) subject to certain degree constraints on the

vertices. DCS generalizes many combinatorial optimization problems such as Matchings and

Edge Covers and has many practical and real-world applications. This thesis focuses on DCS

problems where there are only upper and lower bounds on the degrees, known as b-matching

and b-edge cover problems, respectively. We explore linear and submodular functions as the

objective functions of the subgraph construction.

The contributions of this thesis involve both the design of new approximation algorithms

for these DCS problems, and also their applications to real-world contexts. We designed,

developed, and implemented several approximation algorithms for DCS problems. Although

some of these problems can be solved exactly in polynomial time, often these algorithms

are expensive, tedious to implement, and have little to no concurrency. On the contrary,

many of the approximation algorithms developed here run in nearly linear time, are simple

to implement, and are concurrent. Using the local dominance framework, we developed the

first parallel algorithm submodular b-matching. For weighted b-edge cover, we improved the

classic Greedy algorithm using the lazy evaluation technique. We also propose and analyze

several approximation algorithms using the primal-dual linear programming framework and

reductions to matching. We evaluate the practical performance of these algorithms through

extensive experimental results.

The second contribution of the thesis is to utilize the novel algorithms in real-world ap-

plications. We employ submodular b-matching to generate a balanced task assignment for

processors to build Fock matrices in the NWChemEx quantum chemistry software. Our

load-balanced assignment results in a four-fold speedup per iteration of the Fock matrix

computation and scales to 14,000 cores of the Summit supercomputer at Oak Ridge Na-

tional Laboratory. Using approximate b-edge cover, we propose the first shared-memory

and distributed-memory parallel algorithms for the adaptive anonymity problem. Mini-

mum weighted b-edge cover and maximum weight b-matching are shown to be applicable to

14



constructing graphs from datasets for machine learning tasks. We provide a mathematical

optimization framework connecting the graph construction problem to the DCS problem.
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1. INTRODUCTION

This thesis explores efficient approximation algorithms and real-life applications for Degree-

constrained subgraph construction (DCS) problems. We construct significant subgraphs

based on two criteria: 1) the subgraph has bounds on vertex degrees (to control sparsity), 2)

and the subgraph optimizes a suitable objective function (to choose significant subgraphs).

The DCS is a broad problem that encompasses several discrete optimization problems, and

could also be viewed as a sketching of the data.

1.1 Basic Terminology

We provide a collection of minimal terminologies to get started. we will re-introduce

many of these terminologies later if it is felt necessary as well as additional notations and

terminologies later part of the thesis.

Almost all the algorithms in the thesis takes undirected graph as an input. A graph

G consists of a finite non-empty sets of elements called the vertices (or nodes) V , and a

collection of unordered pair of vertices called the edges E. A major part of the thesis

assumes the graph is simple i.e., there are no parallel edges or self-loops. If e = {u, v}, where

u, v ∈ V is an edge in G, u and v are called endpoints of the edge. Two edges those share

an endpoint are called adjacent edges. The set of adjacent edges, those share an endpoint

v ∈ V , are called incident on v. If the graph is simple then an edge, {u, v} is a set of

cardinality exactly 2, and E becomes a set of such edges. We employed {u, v} and (u, v)

alternatively to represent an edge throughout the thesis. An unweighted graph is denoted

by G(V, E). We define a function w : E → R≥0, that assigns a non-negative real valued

weight to the edges. In presence of weights, we denote the graph as G(V, E, w). The weight

function can be extended to a subset of edges as follows. Given a set S ⊆ E, we define

w(S) := ∑
e∈S w(e). If G and H are two graphs and every edge of H is also an edge of G,

then H is called an induced subgraph (or simply a subgraph) of G.

Given a set, S ⊂ V , δ(S) is defined as the cut edge set of S i.e., the edges those have

only one endpoint in S. So, the set of the edges incident on a vertex v is δ({v}) (or δ(v)).

16



The degree of a vertex is thus |δ(v)|. Similarly, γ(S) represents the set of edges those have

both endpoints in S.

1.2 The degree-constrained subgraph problem

We now formally define the DCS problem and the variants that we discuss in later

chapters in this thesis. Let G(V, E, w) be the original graph where V and E are the set of

vertices and edges, and w : E → R+ is the weight function on the edges. We denote by n and

m the number of vertices and edges, respectively. Let δ(v) denote the set of edges incident on

a vertex v ∈ V . Our goal is to construct a subgraph of G following a set of degree constraints

on the subgraph. Given a binary function x : E → {0, 1} we define, E ′ := {e ∈ E : x(e) = 1}.

Formally, we are interested in the following general binary optimization problem.

optimize f(E ′),

l(i) ≤
∑

e∈δ(i)
x(e) ≤ u(i), ∀i ∈ V,

x(e) ∈ {0, 1} ∀e ∈ E. (1.1)

Here E ′ consists of the edges in the subgraph, and for such edges x(e) = 1; l(i) and u(i)

are positive integers representing the lower bounds and upper bounds on the degree of a

vertex i, and f is a set function. In this thesis, we limit our focus to linear and submodular

functions. When the function is linear f can be expressed as ∑
e∈E w(e)x(e). For submodular

objective, we do not assume any specific functional form. For concreteness, we state a

submodular function that we have recently applied in [1 ] for load balancing parallel Fock

matrix computations in quantum chemistry. In this setting, the graph is a bipartite with

two parts in vertex set, say, U and V . The objective function is

f =
∑
u∈U

 ∑
e∈δ(u)

w(e)x(e)
α

+
∑
v∈V

 ∑
e∈δ(v)

w(e)x(e)
α

,

is submodular when α ∈ (0 1).
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DCS is one of the classical combinatorial optimization problems. The general DCS for

linear function was first described and solved by reduction to b-matching in [2 ]. The existence

criteria for a DCS with particular lower and upper bounds are shown in [3 ]–[5 ]. Several

extensions of basic DCS for linear functions have been addressed recently. If in addition to

the lower bound l(i), we also allow 0, that is the degree of a vertex can be now in the set,

{0, l(i), . . . , u(i)}, the maximization problem becomes NP-hard even for bipartite graphs [6 ].

If the subgraph also needs to be connected, maximizing the linear function becomes NP-

hard [7 ] even for l(i) = 0, and u(i) = d, ∀i ∈ V , and d ≥ 2. In [8 ], the authors provide a

(min{n/2, m/2})-approximation algorithm for any d ≥ 2.

Depending on the constraints and objective function, several special problems can be

developed. We list our problems of interest as follows.

1.3 b-matching

When l(i) = 0 for all the vertices the formulation 1.1 reduces to a b-matching constrained

problem.

Definition 1.3.1. Given a function b(v) that maps each vertex to a natural number i.e.,

b : V → N, a b-matching in a graph G(V, E) is set of edges M ⊆ E such that at most b(v)

edges in M are incident on a vertex v.

If the objective function f is linear, the maximum weight b-matching problem is polyno-

mially solvable, and we will discuss exact algorithms for b-matching is subsequent sections.

If b(v) = 1, ∀v ∈ V , we call it a 1-matching or simply a matching problem. We denote for a

set S ⊆ V , b(S) = ∑
v∈S b(v), and β = maxv∈V b(v).

1.3.1 Exact algorithms for 1-matching problem

We provide an extremely brief review of the exact algorithms for weighted and unweighted

matching problems. A maximum cardinality matching in an unweighted graph has the maxi-

mum number of independent edges. If the graph is bipartite, solving the Linear Programming

(LP) relaxation of the integer programming formulation provides an integral solution due
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to the total unimodularity of the constraint matrix. Thus it establishes the polynomial

complexity of maximum cardinality matching. The best runtime of maximum cardinality

matching in general bipartite graphs is O(
√

nm) due to Hopcroft and Karp [9 ]. For regular

biparite graphs, Goel, Kapralov and Khanna in [10 ] developed a randomized algorithm that

runs in O(n lg n) time. For general non-bipartite graphs unfortunately the LP relaxation

does not guarantee an integral solution. We can generate a stronger LP by adding odd set

constraints which is defined next. Let S be a subset of V of odd cardinality (|S| ≥ 3). Any

matching of G cannot intersect γ(S) in more than (|S| − 1)/2 edges. This gives us a set of

new constraints to the LP relaxation. Edmonds in [11 ] showed that the new LP with the odd

set constraints has integral solutions. The best runtime for maximum cardinality matching

in general graph matches the runtime as in the biparitite graph i.e, O(
√

nm) [12 ].

For weighted graphs, the primal-dual Hungarian algorithm [13 ] solves the bipartite maxi-

mum weighted matching problem. The best runtime (O(nm+n2 log n)) for weighted match-

ing in a bipartite graph is achieved by using Fibonacci heaps in the Hungarian algorithm

and is due to Fredman and Tarjan [14 ]. Similar to the cardinality version, the general max-

imum weight matching is complicated by the presence of odd set constraints. Edmonds in

the seminal work [11 ], [15 ] shows how to avoid maintaining the exponential number of odd

set constraints by introducing blossoms and the data-structures to maintain them in poly-

nomial time, thus showing the maximum weighted matching is solvable in polynomial time.

Using a more complex data structure, Gabow [16 ] developed an algorithm for maximum

weighted matching in a general graph whose runtime matches the bipartite counterpart. We

have shown an LP formulation of the 1-matching problem with the odd set constraints in

Formulation A.2 .

1.3.2 Exact algorithms for b-Matching

We show a strong LP relaxation of the weighted b-matching problem in Formulation A.5 .

An exact algorithm for a maximum weight b-Matching was first designed by Edmonds

in [11 ]. Pulleyblank [17 ] later gave a polynomial time algorithm with complexity O(mnb(V )) =

O(m2n). Cunningham and Marsh [18 ] developed an algorithm for b-Matching that runs
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in O(n2m log β) time, and Gabow [2 ] designed an efficient reduction based algorithm that

requires O(m2 log n log β) time. Anstee [19 ] proposed a three-stage algorithm where the

b-Matching problem is solved by transforming it to a Hitchcock transportation problem,

rounding the solution to integer values, and finally invoking Pulleyblank’s algorithm. It

requires Õ(n2m). Miller and Pekny in [20 ] improved the Anstee algorithm further, and de-

veloped an algorithm that requires O(n2m) time. [21 ] developed another algorithm using the

branch and cut approach, and [22 ] solved the problem using the cutting plane technique. A

survey of exact algorithms for b-Matchings was provided by [23 ]. More recently, [24 ] pro-

posed an exact b-Matching algorithm based on belief propagation. The algorithm assumes

that the solution is unique, and otherwise it does not guarantee convergence.

There are several reductions from b-Matching to 1-matching. Tutte [25 ] showed a

reduction from b-Matching to matching that creates a new graph by splitting each node

of G into b(v) copies, and replaces each edge (u, v) by b(u)b(v) edges that forms a complete

bipartite subgraph joining the copies of u and v. The new graph has O(m) vertices and

O(β2m) edges. There is a different reduction that replaces each edge by b(u) + b(v) + 1

edges; it thus creates O(βm) edges in total. Using the best weighted matching algorithm

as black-box, this reduction based algorithm runs in Õ(βm2) time. For sparse graphs and

small β, this could be better than the three stage algorithm due to Anstee. In Appendix B ,

we provide a detailed discussion of the second reduction.

1.3.3 Approximation algorithms for b-Matching

Mestre in [26 ] showed that a b-Matching is a relaxation of a matroid called a 2-extendible

system, and hence that the Greedy algorithm gives a 1/2-approximation for a maximum

weighted b-Matching. Mestre also generalized the Path-Growing algorithm of [27 ] to ob-

tain an O(βm) time 1/2-approximation algorithm. These algorithms are slower in practice

than a serial b-Suitor algorithm that generalizes the Suitor algorithm [28 ]. Since the

Path Growing algorithm is inherently sequential, it is not a good candidate for paral-

lelization. Additionally, [26 ] generalized a randomized algorithm for Matching to obtain

a (2/3 − ε)-approximation algorithm with expected running time O(βm log 1
ε
). [29 ] have
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adapted the Greedy algorithm and an integer linear program (ILP) based algorithm to

the MapReduce environment to compute b-Matchings in bipartite graphs. b-Matching

algorithms have also been developed using linear programming [30 ], [31 ], but these methods

are orders of magnitude slower than the b-Suitor algorithm. [32 ] describes a distributed

algorithm based on adding locally dominating edges to the b-Matching, which leads to a

Locally Dominant Edge algorithm.

1.4 b-edge cover

Another special form of Problem 1.1 arises when we assume u(i) ≥ |δ(i)|, i.e., the sub-

graph of interest is lower bounded only, and this is known as b-edge cover.

Definition 1.4.1. Given a function b(v) that maps each vertex to a natural number, a b-edge

cover in a graph is set of edges C such that at least b(v) edges in C are incident on a vertex

v.

When the objective is to minimize a linear function, the corresponding problem is poly-

nomially solvable, since it can be reduced to b-matching [33 ].

1.4.1 Exact algorithm for edge cover

For the unweighted version of both Matching and Edge Cover , we have a well

established relationship due to Gallai [34 ] and Norman and Rabin [35 ]. We restate this

relationship by the following theorem from Schrijver [33 , Theorem 19.1 and 19.2 ].

Theorem 1.4.1. Let G = (V, E) be a graph with n vertices and m edges. Every maximum

cardinality matching is contained in a minimum cardinality edge cover, and every minimum

cardinality edge cover contains a maximum cardinality matching. Moreover if we have a

maximum cardinality matching in G, we can find a minimum cardinality edge cover in time

O(m), and vice versa.

The O(m) time in the last part of the Theorem 1.4.1 comes from a simple algorithm due

to Norman and Rabin [35 ]. For each unmatched vertex of a maximum cardinality matching,
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we add an arbitrary incident edge. This results in a minimum cardinality cover. Thus the

runtime of a minimum cardinality edge cover algorithm is O(
√

(n)m).

There are several reductions from the minimum weighted edge cover to the weighted

matching problem. We sketch a couple of reductions here.

Reduction to Perfect Matching:

Given a graph G = (V, E, w), the reduction creates a second disjoint copy Ḡ = (V̄ , Ē, w̄)

of the original graph, and connects each vertex v ∈ V with its copy v̄ ∈ V̄ . Let G′(V ′, E ′, w′)

denote the new graph, and let µ(v) denote an edge of lowest weight incident on v in G. The

weight function w′ on E ′ is defined as follows: w′(e) = w(e) for each e ∈ E, w′(e′) = w̄(ē)

for each ē ∈ Ē, and w′(v, v̄) = 2w(µ(v)). It is easy to verify that G′ has a perfect matching.

We can compute a minimum weight perfect matching M∗ in G′; then we obtain a minimum

weight edge cover of G by selecting the edges C = (M∗ ∩E)∪ {µ(v) : (v, v̄) ∈M∗,∀v ∈ V }.

Reduction to maximum weighted matching:

We compute a transformed weight w′ for each edge e = (u, v) as

w′(u, v) = µ(u) + µ(v)− w(u, v).

(Note that we write w(u, v) instead of w((u, v)).) Consider how the weight of an edge is

transformed under this mapping. There are three cases.

Case 1 µ(u) = µ(v) = w(u, v). We call such an edge locally subdominant, since this edge is

of minimum weight among all of its neighboring edges. The reader can verify that the

transformation does not change the weight of such an edge; thus w(u, v) = w(u, v).

Case 2 µ(u) = w((u, v)) > µ(v). The reader can verify that w(u, v) = µ(v) < w(u, v).

Case 3 w(u, v) > µ(v) > µ(u). It is easily verified that w(u, v) < µ(u) < w(u, v).
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The other cases may be obtained from the symmetry of u and v. In all cases, we see

that the transformed weight of an edge is no larger than the minimum weight among

its neighboring edges.

Assume that we are given a Matching M with the transformed weights on the edges.

Define V (M) to be the set of matched vertices in M , and let e(v) denote an edge of minimum

weight incident on v. We can compute an edge cover C as follows:

C = M ∪ {e(v) : v ∈ V \ V (M).

Hence the Edge Cover consists of the matched edges and a set of minimum weight edges

incident on the unmatched vertices.

If M∗ is a maximum weight matching with respect to the weights w, then the resulting

edge cover C∗ is an edge cover of minimum weight with respect to the weights w. Further-

more, Huang and Pettie [36 ] showed that this reduction is approximation-preserving.

1.4.2 Exact Algorithm for b-Edge Cover

Similar to weighted 1-edge cover, weighted b-Edge Cover admits several reductions

to weighted b-matching. We discuss in Chapter 4.2 how to reduce a b-Edge Cover to a

constraint perfect b-matching problem.

Reduction to b′-matching:

We refer to b′-Matching instead of b-Matching to avoid ambiguity in this subsection.

Given a graph G = (V, E, b), a minimum weight b-Edge Cover can be obtained from a

maximum weight b′-Matching [33 ] as follows:

1. For each vertex v, compute b′(v) = deg(v)− b(v).

2. Compute Mopt, a maximum weight b′-Matching.

3. Compute a b-Edge Cover as the complement of the matching: Copt = E \Mopt.
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In this construction, steps 1 and 3 ensure that the computed b-Edge Cover is a valid

cover, and the optimality of the cover depends on step 2.

Reduction to 1-edge cover

Recall that a b-matching can be reduced to 1-matching by replacing each edge with

b(u) + b(v) + 1 edges. In a similar way a weighed b-edge cover can be also be reduced to a

weighted 1-edge cover problem. We provide a detailed of the reduction in Appendix B .

1.4.3 Approximation algorithm for b-Edge Cover

There are several approximation algorithms for the b-edge cover problem. The KNN algo-

rithm provides 2-approximation, and other 2-approximation algorithms include the Locally

subdominant edge and Matching complement algorithms. 3/2-approximation algorithms

include Greedy, Lazy greedy, and Primal dual.

1.5 Background on Submodular Optimization

In this section we describe submodular functions and their properties, formulate the

submodular b-Matching problem, and discuss approximation algorithms for the problem.

1.5.1 Submodular b-Matching

Definition 1.5.1 (Marginal gain). Given a ground set X, the marginal gain of adding an

element e ∈ X to a set A ⊆ X is

ρe(A) = f(A ∪ {e})− f(A).

The marginal gain may be viewed as the discrete derivative of the set A for the element

e. Generalizing, the marginal gain of adding a subset Q to another subset A of the ground

set X is

ρQ(A) = f(A ∪Q)− f(A).
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Definition 1.5.2 (Submodular set function). Given a set X, a real-valued function f defined

on the subsets of X is submodular if

ρe(A) ≥ ρe(B)

for all subsets A ⊆ B ⊆ X, and elements e ∈ X \ B. The function f is monotone if for all

sets A ⊆ B ⊆ X, we have f(A) ≤ f(B); it is normalized if f(∅) = 0.

We will assume throughout this paper that f is normalized. The concept of submodu-

larity also extends to the addition of a set. Formally, for Q ⊆ X \ B, f is submodular if

ρQ(A) ≥ ρQ(B). If f is monotone then ρe(A) ≥ 0, ∀A ⊆ X and ∀e ∈ X.

Proposition 1.5.1. Let S = {e1, . . . , ek}, Si be the subset of S that contains the first i

elements of S, and f be a normalized submodular function. Then f(S) = ∑k
i=1 ρei(Si−1).

Proof. By construction, S0 = ∅, and Sk = S.

k∑
i=1

ρei(Si−1) =
k∑

i=1
f(Si−1 ∪ ei)− f(Si−1)

= f(Sk)− f(S0) = f(S).

�

Proposition 1.5.2. For sets A ⊆ B ⊆ X, and e ∈ X, a monotone submodular function f

defined on X satisfies ρe(A) ≥ ρe(B).

Proof. There are three cases to consider. i) e ∈ X \ B: The inequality holds by definition

of a submodular function. ii) e ∈ A: Then both sides of the inequality equal zero and the

inequality holds again. iii) e ∈ B \ A: Then ρe(B) = 0, and since f is monotone, ρe(A) is

non-negative. �

Proposition 1.5.2 extends to a set, i.e., monotonicity of f implies that for every A ⊆ B ⊆

X, and Q ⊆ X, ρQ(A) ≥ ρQ(B). Informally Proposition 1.5.2 states that if f is monotone

then the diminishing marginal gain property holds for every subset of X.
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We are interested in maximizing a monotone submodular function with b-Matching con-

straints. Let G(V, E, W ) be a simple, undirected, and edge-weighted graph, where V, E, W

are the set of vertices, edges, and non-negative edge weights, respectively. For each e ∈ E we

define a variable x(e) that takes values from {0, 1}. Let M ⊆ E denote the set of edges for

which x(e) is equal to 1, and let δ(v) denote the set of edges incident on the vertex v ∈ V .

The submodular b-Matching problem is

max f(M)

subject to∑
e∈δ(v)

x(e) ≤ b(v) ∀v ∈ V, (1.2)

x(e) ∈ {0, 1}.

Here f is a non-negative monotone submodular set function, and 0 ≤ b(v) ≤ |δ(v)| is the

integer degree bound on v. Denote β = maxv∈V b(v).

We now consider the b-Matching problem on a bipartite graph with two parts in the

vertex set, say, U and V , where the objective function is a concave polynomial.

f = max
∑
u∈U

 ∑
e∈δ(u)

W (e)x(e)
α

(1.3)

+
∑
v∈V

 ∑
e∈δ(v)

W (e)x(e)
α

subject to ∑
e∈δ(u)

x(e) ≤ b(u) ∀u ∈ U,

∑
e∈δ(v)

x(e) ≤ b(v) ∀v ∈ V,

x(e) ∈ {0, 1}.
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The objective function Problem 1.3 becomes submodular when α ∈ [0, 1]. This formulation

has been used for peptide identification in tandem mass spectrometry [37 ], [38 ], and word

alignment in natural language processing [39 ].

1.5.2 Complexity of Submodular b-Matching and Approximation

A subset system is a pair (X, I), where X is a finite set of elements and I is a collection

of subsets of X with the property that if A ∈ I and A ⊆ A then A ∈ I. A matroid is a

subset system (X, I) which satisfies the property that ∀A, B ∈ I and |A| < |B|, ∃e ∈ B \A

such that A ∪ {e} ∈ I. Here the sets in I are called independent sets. A subset system is

k-extendible [26 ] if the following holds: let A ⊆ B, A, B ∈ I and A ∪ {e} ∈ I, where e /∈ A,

then there is a set Y ⊆ B \ A such that |Y | ≤ k and B \ Y ∪ {e} ∈ I.

Maximizing a monotone submodular function with constraints is NP-hard in general; in-

deed, it is NP-hard for the simplest constraint of cardinality for many classes of submodular

functions [40 ], [41 ]. A Greedy algorithm that repeatedly chooses an element with the maxi-

mum marginal gain is known to achieve (1− 1/e)-approximation ratio [42 ], and this is tight

[43 ]. The Greedy algorithm with matroid constraints is 1/2-approximate. More generally,

with k-matroid intersection and k-extendible system constraints, the approximation ratio of

the Greedy algorithm becomes 1/(k + 1) [44 ].

1.6 Related Work on Submodular b-matching

The maximum k-cover problem can be reduced to submodular b-Matching [45 ]. Feige [40 ]

showed that there is no polynomial time algorithm for approximating the max k-cover within

a factor of (1− 1/e+ ε) for any ε > 0. Thus we obtain an immediate bound on the approxi-

mation ratio of submodular b-Matching.

New approximation techniques have been developed to expedite the greedy algorithm,

especially for cardinality and matroid constraints. The continuous greedy approach for

cardinality and matroid constraints has been introduced in [44 ]. In [46 ], the authors improve

the continuous greedy technique to develop faster algorithms for cardinality and intersection

of p-system and l-knapsack constraints. Mirzasoleiman et al. developed a randomized greedy
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algorithm that is faster than lazy greedy and achieves (1−1/e) approximation in expectation

[47 ]. They also developed a distributed two-round algorithm for the cardinality constraints in

[48 ]. Under certain conditions, this algorithm achieves an approximation ratio as good as the

centralized greedy algorithm. But for more general constraints such as matroid or k-system,

the approximation ratio depends on the number of distributed nodes and the maximum

independent set size. [49 ] gave the first deterministic 1/2 + ε algorithm for submodular

maximization with matroid constraints. The running time of their algorithm is O(np2 +pT ),

where n, p are the size of the ground set and rank of the matroids, respectively, and T is

the time required to compute a maximum weight perfect matching in a complete bipartite

graph with 2p vertices.

Surveys on submodular function maximization under different constraints may be found

in [50 ]–[52 ].

Several approximation algorithms have been proposed for maximizing monotone submod-

ular functions with b-Matching constraints. If the graph is bipartite, then the b-Matching

constraint can be represented as the intersection of two partition matroids, and the Greedy

algorithm provides a 1/3-approximation ratio. But b-Matching forms a 2-extendible sys-

tem and the Greedy algorithm yields a 1/3-approximation ratio for non-bipartite graphs.

Feldman et al. [53 ] showed that b-Matching is also a 2-exchange system, and they pro-

vide a 1/(2 + 1
p

+ ε)-approximation algorithm based on local search, with time complexity

O(βp+1(∆ − 1)pnmε−1). (Here p is a parameter to be chosen.) The continuous greedy

and randomized LP rounding algorithms have been used in [54 ] to compute a submodular

b-Matching algorithm that produces a ( 1
3+2ε

)(1− 1
e ) approximate solution in O(m5) time.

Recently Fuji [45 ] developed two algorithms for the problem. One of these, Find Walk,

is a modified version of the Path Growing approximation algorithm [27 ] proposed for 1-

matching with linear weights. Mestre [26 ] extended the idea to b-Matching. In [45 ],

Fuji extended this further to the submodular objectives. They showed an approximation

ratio of 1/4 with time complexity O(β m). The second algorithm uses randomized local

search, has an approximation ratio of 1/(2 + 1
p
) − ε, and runs in O(βp+1(∆ − 1)p−1m log 1

ε

time in expectation. Here a vertex is chosen uniformly at random in each iteration, and

the algorithm searches for a certain length alternating path with increasing weights. This
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algorithm is similar to the 2/3 − ε approximation algorithm for linear weighted matching

in [55 ] and the corresponding b-Matching variant in [26 ]. We list several approximation

algorithms for submodular b-Matching in Table 1.1 .

Table 1.1. Algorithms for the submodular b-Matching problem. The last
column lists if the algorithm is concurrent or not.

Alg. Appx. Ratio Time Conc.?
Greedy[42 ] 1/3 O(βnm) N
Lazy Greedy [56 ] O(βm log m) N

1/3 assuming 1 

Local Search [53 ] 1/(2 + 1
p

+ ε) O(βp+1(∆− 1)pnmε−1) N
Cont. Grdy+
Rand. Round[54 ] ( 1

3+2ε
)(1− 1

e ) O(m5) N
Path Growing [45 ] 1/4 O(βm) N
Rand LS [45 ] 1/3− ε O(β2m log 1/ε) N

in expectation
Local Lazy O(βm log ∆) Y
Greedy ε

2+ε
assuming 1 

1.7 Contribution of the thesis

This thesis makes two major contributions. The first contribution is to develop efficient,

simple to implement and concurrent approximation algorithms for various DCS problems.

The second contribution is to apply the DCS problem to real-life applications. We highlight

these contributions as follows.

• Algorithms

– We develop, analyze and implement several approximation algorithms for b-edge

cover.

∗ We improved the greedy algorithm using lazy evaluation (Chap. 2.1.1 ), and

show that k-NN algorithm is 2-approximate (Chap. 2.2 ).
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∗ We developed a primal-dual 3/2-approximate algorithm for b-Edge Cover.

We also analyzed existing 2- and ∆-approximate algorithms using the primal

dual framework (Chap. 3 )

∗ We employ a reduction from b-Edge Cover to b-Matching to construct

a highly parallel 2-approximation algorithm. We have also shown that the

algorithm has logarithmic parallel depth if the weights are chosen uniformly

at random (Chap. 4.1 ).

∗ We show a novel reduction from b-Edge Cover to a constrained perfect

b-Matching and developed a 3/2-approximate algorithm using this reduc-

tion (Chap. 4.2 ).

– We design and implement Local Lazy Greedy ,a novel parallel approximation

algorithm for submodular b-Matching. This algorithm is 1/3-approximate and

runs in O(mβ log n time in serial (Chap. 5 ).

– We introduce Lambda Matching that provides a trade-off between the weights

and cardinality of a matching. We show theoretically and empirically the effec-

tiveness of Lambda Matching to find a matching with large weight and high

cardinality (Chap. 6 ).

• Applications

– We employ submodular b-Matching to generate a balanced assignment of tasks

to processors for building Fock matrices in quantum chemistry within the NWChemEx

software. Our load-balanced assignment results in a four-fold speedup per itera-

tion of the Fock matrix computation, and scales to 14, 000 cores of the Summit

supercomputer at ORNL (Chap. 8 )

– We propose the first shared-memory as well as distributed memory parallel al-

gorithms for the adaptive anonymity problem using an iterative algorithm where

each iteration solves a 2-approximate b-Edge Cover. We are able to solve adap-

tive anonymity problems with hundreds of thousands of instances and hundreds

of features on a supercomputer in under five minutes. (Chap. 7 )
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– We propose to apply DCS problem to construct graphs from dataset in machine

learning problems. We provide a mathematical optimization framework support-

ing the applicability of DCS for the graph construction problem. Using real world

data, We report preliminary experiments that confirm that graphs of high quality

are constructed (Chap. 9 ).
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2. GREEDY AND LOCAL ALGORITHMS FOR b-Edge Cover

Greedy is one of the most common algorithmic paradigms. In the greedy paradigm, an

element is added to the partial solution set based on the importance of the element. This

importance criterion could be precomputed or computed at runtime. We describe in this

chapter different greedy algorithms for b-Edge Cover. We will first discuss the algorithms

that require global orderings of edges. Next, we will relax the global ordering to design local

algorithms that need only the information from the neighborhood of an edge. These latter

algorithms are advantageous in parallel environments.

2.1 Greedy and Lazy Greedy

Given a universal set U , and a collection of subsets S of U , a set cover C ⊆ S is a

subcollection of the sets whose union is U . The set cover problem aims to find a minimum

cardinality set cover. If additionally each set s ∈ S has a non-negative weight specified,

the weighted set cover problem is to find a set cover of minimum total weight. The Greedy

algorithm and its analysis for the unweighted set cover is by Johnson [57 ], Lovász [58 ],

and Stein [59 ]. The greedy algorithm for the weighted set cover problem is analyzed by

Chvátal [60 ]. The b-Edge Cover problem is a special case of the set multicover problem

where the elements correspond to vertices of a graph, and subsets to its edges consisting of

pairs of vertices.

Given an edge cover, we say a vertex, v is saturated w.r.t to the cover if the cover contains

at least b(v) edges incident on v, otherwise we call v unsaturated. The effective weight of an

edge is defined as the weight of the edge divided by the number of its unsaturated endpoints.

The Greedy algorithm for minimum weighted edge cover works as follows. Initially, no

vertices are saturated, and the effective weight of every edge is half of its edge weight. At

each iteration the algorithm chooses an edge of minimum effective weight and adds it to the

cover. It then decrements the b(.) values of the endpoints of this edge by one and updates

the effective weights of its neighboring edges. For the effective weight update, there are three

possibilities for each edge: i) none of its endpoints is saturated, and there is no change in its

effective weight, ii) one of the endpoints is saturated, and its effective weight doubles or iii)
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both endpoints are saturated, its effective weight becomes infinite, and the edge is marked as

deleted. The algorithm iterates until all vertices are saturated. The algorithm is described

in Algorithm 1 .

Algorithm 1 Greedy-b-Edge Cover (G = (V, E, w, b))
1: C = ∅
2: Compute effective weight of all edges e ∈ E
3: while there exists an unsaturated vertex do
4: Add an edge of minimum effective weight e = (u, v) to C
5: Delete e
6: Decrement b(u) and b(v) by one
7: for x ∈ {u, v} do
8: if b(x) = 0 then update effective weights of edges incident on x
9: Delete any edge (x, y) with b(y) = 0

10: end if
11: end for
12: end while
13: return C

Next, we prove the approximation ratio of the greedy b-Edge Cover algorithm shown

in Algorithm 1 . Note that the b-Edge Coveris a special case of the set multicover problem.

The algorithm 1 necessarily a greedy multiset cover algorithm specialized for b-Edge Cover.

From [61 , Thm. 3.1], it is known the greedy multiset cover is H(a)-approximate, where a is

the maximum size of a subset. In the b-Edge Cover a = 2, resulting in 3/2-approximation.

Nevertheless, we will provide a direct proof of the 3/2-approximation next and will show a

different proof using the primal-dual technique in Chapter 3 .

Lemma 2.1.1. The Greedy-b-Edge Cover is 3/2-approximate.

Proof. The total weight of the b-Edge Cover C is denoted by w(C). When the greedy

algorithm chooses an edge e, let us assume it charges the price per vertex that is newly

covered by e to satisfy the b(.) covering constraints of the vertices. This charge is the current

effective weight of e. Since a vertex v is charged exactly b(v) times, the sum of the prices of

all the vertices is the weight of the greedy edge cover. Formally, let price(u, i) be the price of

u when it is charged for the ith time during the greedy algorithm. Then the total weight of
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the greedy b-Edge Cover is w(C) = ∑
v∈V

b(v)∑
i=1

price(v, i). Also assume that the price values

for each vertex (stored in a list price(.)) are sorted in descending order.

Now we scan the edges in an optimal edge cover C∗.During the scanning process we also

maintain an array of counters (initialized to zero) of size |V | to update the saturation of the

vertices. For an edge e∗ = {x, y} in an optimal cover C∗, w.l.o.g assume that the greedy

algorithm saturates x and then y. When x is saturated by the greedy algorithm, both x

and y were unsaturated. So, the greedy algorithm pays at most w(e∗)/2 for covering one of

the b(x) constraints. If the greedy algorithm were to choose e∗, one of the price values of

x would be w(e∗)/2. So, there must be a unique price(x, k), where k ∈ [b(x)] that satisfies

price(x, k) ≤ w(e∗)/2. To find that, we assign the first price value of the price(x) list (say

it is k) that is smaller than or equal to w(e∗)/2, and mark this price(x, k) as unavailable.

After we assign the price values of x, we increase the counter for x. Once the counter reaches

b(v) for some v ∈ V , we make all the price values available for that vertex. At this point

for any future assignment of an optimal edge e, we just find a price(x, k) in the price list

that is smaller than or equal to w(e)/2. Note that at this case we do not require uniqueness.

For y we can repeat the same argument as given above, but now for w(e∗). So the total

charge of the vertices of e∗ paid during the greedy algorithm through the price values is at

most 3
2w(e∗). The above charging mechanism ensures that each vertex in the optimal edge

cover is charged at least b(v) times, of which the first b(v) times are unique. Summing over

all e∗ ∈ C∗, the total amount charged by the greedy algorithm to the vertices is at most∑
e∗∈C∗

3
2w(e∗). Now,

3
2

∑
e∗∈C∗

w(e∗) = 3
2w(C∗) ≥

∑
v∈V

b(v)∑
i=1

price(v, i) = w(C).

That concludes the proof. �

2.1.1 The Lazy Greedy Algorithm.

The effective weight of an edge can only increase during the Greedy algorithm, and we

exploit this observation to design a faster variant. The idea is to delay updating effective
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weights of most edges, which is the most expensive step in the algorithm until it is needed.

If the edges are maintained in non-increasing order of weights in a heap, then we update

the effective weight of only the top edge; if its effective weight is no larger than the effective

weight of the next edge in the heap, then we could add the top edge to the cover as well. A

similar property of greedy algorithms has been exploited in submodular optimization, where

this algorithm is known as the Lazy Greedy algorithm [56 ].

The pseudocode of the Lazy Greedy algorithm is presented in Algorithm 2 . The

Lazy Greedy algorithm maintains a minimum priority queue of the edges prioritized by

their effective weights. The algorithm works as follows. Initially, all the vertices are unsat-

urated. We create a priority queue of the edges ordered by their effective weights, PrQ. An

edge data structure in the priority queue has three fields: the endpoints of the edge, u and

v, and its effective weight w. The priority queue has four operations. The makeHeap(Edges)

operation creates a priority Queue in time linear in the number of edges. The deQueue()

operation deletes and returns an edge with the minimum effective weight in time logarith-

mic in the size of queue. The enQueue(Edge e) operation inserts an edge e into the priority

queue according to its effective weight. The front() function returns the current top element

in constant time without popping the element itself.

At each iteration, the algorithm dequeues the top element, top, from the queue, and up-

dates its effective weight to top.w. Let the new top element in PrQ be newTop, with effective

weight (not necessarily updated) newTop.w. If top.w is less than or equal to newTop.w, we

can add top to the edge cover and increment the covered edge counter for its endpoints.

Otherwise, if top.w is not infinite, we enQueue(top) to the priority queue. Finally, if top.w

is infinite, we delete the edge. We continue iterating until all the vertices are covered.

Next we compute the approximation ratio of the algorithm.

Lemma 2.1.2. The approximation ratio of the Lazy Greedy algorithm is 3/2, and the

runtime is O(m log m).

Proof. The invariant in the Greedy algorithm is that we select an edge that has mini-

mum effective weight over all edges at every iteration. Now consider an edge x chosen by

the Lazy Greedy algorithm in some iteration. According to the algorithm, the updated
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Algorithm 2 Lazy Greedy(G(V, E, w))
1: C = ∅; . the edge cover
2: c = Array of size |V | initialized to 0; . indicates the saturation level of the vertex
3: PrQ = makeHeap(E) . Create a min heap from E
4: while there exists an unsaturated vertex do
5: top = PrQ.deQueue()
6: Update effective weight of top edge,
7: assign to top.w
8: if top.w <∞ then
9: newTop = PrQ.front()

10: if top.w ≤ newTop.w then
11: C = C ∪ top
12: Increment c(u) and c(v) by 1
13: else
14: PrQ.enQueue(top)
15: end if
16: end if
17: end while
18: return C

effective weight of x, denoted by x.w, is less than or equal to the effective weight of the

current top element of the priority queue. Since the effective weight of an edge can only

increase, then x has the minimum effective weight over all edges in the queue. So the invari-

ant in the Greedy algorithm is satisfied in the Lazy Greedy algorithm, resulting in the

3/2-approximation ratio.

The runtime for Lazy Greedy is O(m log m), because over the course of the algorithm,

each edge will incur at most two deQueue() operations and one enQueue() operation, and

each such operation costs O(log m). �

The efficiency of the Lazy Greedy algorithm comes from the fact that we do not need

to update effective weights of the edges adjacent to the selected edge in each iteration. But

the price we pay is the logarithmic-cost enQueue() and deQueue() operations.

2.2 b-Nearest Neighbor algorithm

Now we turn to greedy algorithms that works on local neighborhood. The simplest of

these algorithms is a nearest neighbor algorithm described next. The b(v)-nearest neighbor
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of a vertex v in a graph is the least weighted b(v) edges of adjacent to it. A simple approach

to obtain an edge cover is the following: For each vertex v, insert the b(v)-nearest neighbor

edges into the cover. (We also call these b(v) lightest edge incident on v.) This is the

b-Nearest Neighbor algorithm (bNN) described in Algorithm 3 .

Algorithm 3 b-Nearest Neighbor(G = (V, E, w, b))
1: C = ∅
2: for each v ∈ V do
3: Ev = b(v) lightest edges incident on v
4: C = C ∪ Ev

5: end for
6: return C

Lemma 2.2.1. The approximation ratio of the b-Nearest Neighbor algorithm is 2.

Proof. Let the optimal edge cover be C∗ and the set of edges incident on v in C∗ be E∗
v . Let

C and Ev similarly defined for b-Nearest Neighbor. Since a vertex, v needs to be covered

by b(v) incident edges, the best case for it to be covered by the least weight b(v) edges. So, if

we sum the weights of the incident edges of v chosen by the optimal algorithm it will always

be less or equal than the sum of weights of the b(v) ligtest edges, i.e., w(E∗
v) ≥ w(Eu). An

edge can cover at most two endpoints, so an optimal edge e∗(u, v) ∈ C∗ can be present in

one of E∗
u and E∗

v or in both of them. So, w(C∗) ≥ 1
2

∑
v∈V w(E∗

v) ≥ 1
2w(Eu) ≥ 1

2w(C). �

Lemma 2.2.2. The runtime of b-Nearest Neighbor algorithm is O(m)

Proof. Given an adjacency list representation of a vertex v, we can use a worst-case linear

time selection algorithm [62 , Ch. 9] to find the b(v)-th lowest weight edge, say ev
b . To get the

b(v) cheapest edges, we scan through the adjacency list to find the edges that are strictly

smaller than w(ev
b). If the number of such edges is less than b(v)− 1, then we find necessary

edges with weight w(ev
b). This takes linear time w.r.t to the size of the adjacency list of a

vertex. Summing over all the vertices, this step takes O(m) time. �
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2.3 LSE and S-LSE

An edge is called locally subdominant at some time in the algorithm if its effective weight

at this point is the minimum effective weight among all of its neighboring edges. An algorithm

that chooses edges that are locally subdominant to add to the edge cover is called the LSE

algorithm. Khan and Pothen [63 ] showed that such an algorithm is 3/2-approximate. Since

effective weight is dynamic through out the runtime of the algorithm, we ask what would be

the quality guarantee, if we work on the original weight instead of the effective weight. The

S-LSE algorithm [64 ] iteratively computes a set of locally sub-dominant edges (w.r.t the

original weight) to add to the edge cover. Ties are broken by prioritizing an edge with lower

numbered endpoints. In each iteration locally sub-dominant edges are uniquely defined, and

are independent of each other, i.e., they do not share an endpoint. The algorithm iteratively

finds a set of locally sub-dominant edges, adds them to the edge cover and updates b(v)

values. These edges are marked as deleted from the graph, and new locally dominant edges

are identified. If both endpoints of an edge have their b(v) values satisfied, then it is marked

as deleted from the graph. The algorithm is described in Algorithm 4 .

At each iteration, we calculate the set of locally sub-dominant edges S as follows. Each

vertex u sets a pointer to the edge of least weight incident on it. If the end-points of an

edge point to each other, then the edge is locally sub-dominant. We pick each such edge,

add it to the cover, remove it from further consideration, and decrement the b(v) values of

the end points. The time complexity of the (serial) algorithm is O(m log ∆), where ∆ is the

maximum degree of a vertex.

During the algorithm, an edge (u, v) covers at least one endpoint. It covers both if the

both u and v were under saturated when (u, v) was chosen, otherwise either u or v was under

saturated.

Lemma 2.3.1. The covering edges of a vertex u in the solution are exactly the least weighted

b(u) edges.

Proof. Let us assume that ties in edge weights are broken consistently. Let c(u) denote the

current saturation of u, which is initialized to zero. Consider the cases when an edge (u, v)

was added to the cover. There are two cases. In the first case, (u, v) was added because
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Algorithm 4 S-LSE(G(V, E, w), b)
1: C = ∅
2: while b(.) constraints are not satisfied do
3: Compute locally sub-dominant edges S of G
4: for each (u, v) ∈ S do
5: C = C ∪ (u, v)
6: E = E \ (u, v)
7: for x ∈ {u, v} do
8: if b(x) > 0 then
9: b(x) = b(x)− 1

10: end if
11: end for
12: end for
13: end while
14: return C

both u and v are under saturated; and in the second one of the endpoints (say u) is under

saturated. In the first case, (u, v) must be an edge that is one of the b(u) and b(v) least

weighted edges incident on u and v. In fact it is the c(u) + 1-th least weighted edge adjacent

to u and c(v) + 1-th least weighted edge adjacent to v, otherwise it cannot be a locally

subdominant edge. We can repeat the argument when (u, v) covers only one endpoint, say

u, and show that it must be the c(u)+1-th least weight edge adjacent to u. This immediately

provides us a decomposition of the cover C into a set of b(.) edges per vertex. Those edges

must be the b(.) least weighted edges incident to the vertex. �

Lemma 2.3.2. S-LSE is 2-approximate.

Proof. Using the Lemma 2.3.1 , we argue that the solution of the S-LSE is essentially the

set of b nearest neighbors. Using Lemma 2.2.1 the approximation ratio is immediate. �

2.4 Improving b-Edge Cover empirically

All of the algorithms that we presented in this chapter may not produce minimal edge

cover i.e., they may have redundant edges in the solution. To see this consider a path graph

of 4 vertices with equal weights on the edges, with b(.) values set to 1. If the algorithms pick

the middle edge first, they are forced to choose the 2 other edges making the middle edge
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redundant. So, we can improve the edge covers computed by the algorithms by removing

the redundant edges. In Chapter 4 , we will describe an algorithm that produces minimal

covers.

We can also preprocess the original graph by spasification without sacrificing the quality

of the greedy algorithm. The preprocessing works by removing edges with certain weights

but it does not guarantee any improvement on the theoretical time complexity. Let ev
b be a

b(v)th lowest weight edge incident on v. We have the following result.

Lemma 2.4.1. Any edge e(u, v) ∈ E with weight w(e) > 2(w(eu
b )) and w(e) > 2(w(ev

b))

cannot be in the solution of the greedy algorithm.

Proof. For such edge e, the effective weight is at least w(e)/2 which is greater than both

(w(eu
b )) and (w(ev

b)). If any of the endpoints of e is unsaturated, it immediately follows that

e always has a neighboring available edge whose effective weight is strictly greater than e’s

effective weight. Hence, e will not be in the solution of the greedy edge cover. �

It is easy to verify that the Lemma 2.4.1 also applies to the Lazy Greedy the LSE

algorithm, and the primal-dual algorithm presented in Chap 3.2 . In fact the Lemma 2.4.1 

applies to an optimal algorithm. Since if e were to be in an optimal edge cover, we could

remove e and add at most two of the available b(.) nearest neighbors of the endpoints resulting

in a better solution. This provides us the following general result concerning an optimal

algorithm.

Lemma 2.4.2. Any edge e(u, v) ∈ E with weight w(e) such that w(e) > w(eu
b ) + w(ev

b) can

not be in an optimal edge cover.
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3. LP BASED ALGORITHMS FOR b-Edge Cover

We describe a mathematical programming formulation of the b-Edge Cover problem to

develop primal-dual framework for developing approximation algorithms for the problem.

Using the primal-dual framework, we will describe a 3/2-approximation algorithm, analyze

the b-Nearest Neighbor algorithm and show a different proof of 2-approximation, and

describe a ∆-approximation algorithm. These results have been published in [65 ].

3.1 Linear Programming Framework

We begin by describing the primal and dual linear programming (LP) formulations of

the minimum weighted b-Edge Cover problem. We consider a graph G = (V, E, w) and

b : V → N, where w(.) denotes the non-negative weights on the edges, and we need to choose

at least b(v) edges incident on each vertex v. We will say that a vertex v is uncovered or

unsaturated if a current b-Edge Cover has fewer than b(v) edges in it.

Define a vector x ∈ {0, 1}m with the intent that x(e) = 1 if the edge is in the cover, and

0 otherwise. Denote the set of edges incident on a vertex v by δ(v) (i.e., the set of edges

one of whose endpoints is v). The integer linear program (ILP) formulation of the minimum

weighted edge cover problem is as follows.

min
∑
e∈E

w(e)x(e), subject to
∑

e∈δ(v)
x(e) ≥ b(v),∀v ∈ V,

x(e) ∈ {0, 1},∀e ∈ E. (3.1)

The linear programming relaxation of the ILP is obtained by relaxing the binary con-

straint x(e) ∈ {0, 1} to 0 ≤ x(e) ≤ 1. The relaxation is as follows.

min
∑
e∈E

w(e)x(e), subject to
∑

e∈δ(v)
x(e) ≥ b(v),∀v ∈ V,

xe ≥ 0, −x(e) ≥ −1,∀e ∈ E. (3.2)
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The final constraint, equivalent to x(e) ≤ 1, indicates that we may use each edge e at

most once in the cover. Any x satisfying the constraints of this linear program is a feasible

solution.

To construct the dual program of the relaxed linear program we define a dual variable

for each of the constraints. We define two sets of variables, namely y ∈ Rn
≥0 and z ∈ Rm

≥0.

The dual is as follows.

max
∑
v∈V

b(v)y(v)−
∑
e∈E

z(e),

subject to y(i) + y(j)− z(e) ≤ w(e),∀e = (i, j) ∈ E,

y(v), z(e) ≥ 0, ∀v ∈ V, ∀e ∈ E. (3.3)

Again, any y and z satisfying the constraints of the dual program is dual feasible.

For 1-Edge Cover, the upper bound constraints on the primal variables for the LP

relaxation shown in Eqn. 3.2 , i.e., x(e) ≤ 1 ∀e ∈ E, are not necessary. If in the solution

there is any x(e) > 1, we can change it to x(e) = 1, producing a feasible solution with a lower

objective value. For the b-Edge Cover formulation, without the upper bound constraints

we cannot guarantee that the relaxation produces a solution in [0, 1]. Now consider the dual

problem, Eqn. 3.3 . The dual variable corresponding to each upper bound constraint on x(e)

in the primal is z(e). These variables serve the same purpose as its counterpart constraints

in the primal, by helping the program to choose distinct edges in the cover by providing

enough slack to make some of the dual constraints feasible. We will discuss the role of z(e)

variables in our analysis of the algorithm.

Let C∗ be the objective value of an optimum b-Edge Cover solution, CLP the objective

value of an optimum solution of the relaxed LP shown in Eqn. 3.2 , and Cdual the objective

value of a feasible solution of the dual problem shown in Eqn. 3.3 . Then from linear

programming and weak duality theory we have

Cdual ≤ CLP ≤ C∗. (3.4)
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3.1.1 Dual-Fitting Algorithms

Now let us assume x is a feasible integral solution to the primal linear program, and let

ya, za be the approximate dual solutions to the corresponding dual program. We say these

are approximate dual variables as they may not necessarily satisfy the dual constraints.

Suppose we have a hypothetical algorithm that satisfies the following two properties:.

Property 3.1.1 (Paid in full). The algorithm finds these primal and approximate dual

variables that maintain the equality of primal and approximate dual objective values, i.e.,

∑
e∈E

w(e)x(e) =
∑
v∈V

b(v)ya(v)−
∑
e∈E

za(e). (3.5)

Property 3.1.2 (Shrinking factor). Let α > 0 be a constant such that y = ya/α and

z = za/α become dual feasible variables.

We can prove that this hypothetical algorithm guarantees an α-approximation. Replacing

ya and za in Eqn. 3.5 , we have

∑
e∈E

w(e)x(e) = α · (
∑
v∈V

b(v)y(e)−
∑
e∈E

z(e)). (3.6)

Since y and z are dual feasible, from Eqns. 3.4 and 3.6 we have,

∑
e∈E

w(e)x(e) = α · (
∑
v∈V

b(v)y(v)−
∑
e∈E

z(e)) ≤ α · CLP ≤ α · C∗. (3.7)

This proves the required α-approximation guarantee. We will now show how to instanti-

ate this hypothetical algorithm to obtain 3/2- and a 2-approximation algorithms for the

b-Edge Cover.

3.2 A 3/2-Approximation Algorithm

Rajagopalan and Vaziraini [66 ] have employed dual fitting to design an algorithm for

set multicover. The primal dual algorithm that we present for 3/2-approximation of b-

Edge Cover is motivated by this algorithm. It also generalizes a primal dual Edge Cover
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algorithm discussed in [67 ]. Our aim is to come up with suitable approximate dual variables

such that the two properties mentioned earlier are satisfied. We first define a few concepts

and variables required to understand the algorithm and its analysis.

• An unsaturated vertex v is covered by one of its incident edges e if during the execution

of the algorithm e is selected to cover that vertex. This e is called a covering edge of

the vertex v. Note that after covering a vertex v by e it may still be unsaturated. Note

also that a b-Edge Cover might include edges incident on v that are not covering

edges of v, since an edge (u, v) may have been chosen as a covering edge of u but not

v. We denote by Sv the set of covering edges of v.

• In general during the run of the algorithm an edge e is available if it can cover at least

one of its endpoints. We define a set Qe to denote the endpoints that e covers, and

hence 0 ≤ |Qe| ≤ 2. The set C includes the edges in the cover.

• The effective weight of an edge, effectiveweight(e), is defined as the ratio of the weight

of the edge and the number of its unsaturated endpoints. The effective weight of an

edge can be thought of as the price the algorithm needs to pay to cover its unsaturated

endpoints. Hence we define price(v, e) as the effective weight of e where v is an unsat-

urated endpoint of e. When an edge e is included in the cover, we fix the price(v, e)

value(s) of the endpoint(s) it covers.

• Let r(v) be a variable defined on each vertex v. We call it the dynamic requirement of

saturation since this variable will let us know whether the vertex v is already saturated

or not. The r(v) values are initialized to the b(v) values.

The output of the algorithm is a set of edges C. We can derive an integral primal solution

from C by setting xe = 1 ∀e ∈ C, and xe = 0 ∀e ∈ E \C. We now introduce max_price(v), a

non-negative variable defined on each vertex v, which is equivalent to the approximate dual

variable ya(v). During the execution of the algorithm we set

max_cprice(v) = r(v)-th lowest effective weight among the edges incident on v.
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We call this variable the current maximum price of the vertex. max_price(v) is then defined

as the maximum of all max_cprice(v) during the execution of the algorithm. We create

another non-negative variable excess(e) equivalent to za(e) for each edge e. Unlike the

max_price, the excess variable is not necessary during the run of our algorithm, but its

importance lies in the proof analysis. Hence we will defer its definition till then.

The pseudocode of the algorithm is shown in Algorithm 5 . The algorithm iterates un-

til all the vertices become saturated. In each iteration, there are two phases, the Price

Assignment phase, and the Augment Cover phase. The Price Assignment phase

computes the max_cprice(v) values of each unsaturated vertex. These values are used by

the Augment Cover phase to add as many edges to the cover as possible.

Algorithm 5 Primal Dual(G = (V, E, w), b)
1: C = ∅
2: while there exists an unsaturated vertex do
3: Call Price Assignment(G(V, E, w), b,max_cprice)
4: for each v ∈ V , max_price(v) = max{max_cprice(v), max_price(v)} end for
5: Call Augment Cover (G(V, E, w), b, max_cprice, C, r)
6: end while
7: return C

We provide the pseudocode for the Price Assignment phase in Algorithm 6 .

Algorithm 6 Price Assignment(G = (V, E, w), b, max_cprice)
1: for each v ∈ V do
2: if v is unsaturated then
3: max_cprice(v) = {effectiveweight(e) : effectiveweight(e) is the
4: r(v)-th lowest effective weight of an edge incident on v}
5: end if
6: end for

The second phase of the algorithm, the Augment Cover phase, adds edges to the

edge cover using the max_cprice information set by the first phase. The pseudo-code

for the Augment Cover phase is presented in Algorithm 7 . This phase scans the edges

to find eligible ones to add in the cover. An edge e is selected as follows. If the edge

e = (i, j) covers both of its endpoints and if its effective weight is less than or equal to the
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max_cprice(.) values of both of its endpoints, then it would be included in the cover. Upon

finding such an edge e the algorithm fixes the values of price(i, e) and price(j, e) to the value

of effectiveweight(e). Note that the equation price(i, e) + price(j, e) = w(e) is then satisfied

by this edge. On the other hand if the edge e covers only one endpoint u, to be included in

the cover its effective weight must be less than or equal to the max_cprice(u) value. In this

case we fix price(u, e) to be w(e) so that the equation price(u, e) = w(e) holds. Whenever we

add an edge to the cover, we mark it as deleted and update the r(v) values of its endpoints.

(We update both r(u) and r(v) when an edge (u, v) is deleted for identifying redundant edges

in a post-processing.)

Algorithm 7 Augment Cover(G = (V, E, w, b), max_cprice, price,C, r)
1: for each e = (u, v) ∈ E do
2: if u and v are both covered then
3: Mark (u, v) as deleted
4: Continue
5: end if
6: if u and v are both uncovered and effectiveweight(e) ≤

{max_cprice(u), max_price(v)} then
7: Set price(u, e) and price(v, e) to effectiveweight(e)
8: C = C ∪ (u, v)
9: Decrease r(u) and r(v) by 1

10: Mark (u, v) as deleted
11: else if only u is uncovered and effectiveweight(e) ≤ max_cprice(u) then
12: Set price(u, e) to effectiveweight(e)
13: C = C ∪ (u, v)
14: Decrease r(u) and r(v) by 1
15: Mark (u, v) as deleted
16: else if only v is uncovered and effectiveweight(e) ≤ max_cprice(v) then
17: Set price(v, e) to effectiveweight(e)
18: C = C ∪ (u, v)
19: Decrease r(u) and r(v) by 1
20: Mark (u, v) as deleted
21: end if
22: end for

Once the algorithm terminates, we have settled the price(v, e) values for each vertex and

covering edge pair. We also have updated max_price(v) values for each vertex. For each

vertex v there are two kinds of edges incident on v. One kind is the set of covering edges,
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which were the edges used to cover vertex v. The second kind would be other edges incident

on v that were necessary to cover the other endpoint w of an edge (v, w). Let Sv denote the

set of covering edges incident on each vertex v, and note that |Sv| = b(v). Observe also that

when the algorithm terminates, the value of max_price(v) = max{price(v, e) : e ∈ Sv}.

We have not yet defined how we get the other set of approximate dual variables, i.e.,

excess. These variables are not necessary for the execution of algorithm, but needed for the

proof analysis. We motivate this variable by means of a small example.

a

b c d

e1(10) e2(20)

e3(30) e4(30)

Figure 3.1. A small graph whose b-Edge Cover is to be computed.

Example 1. Consider the graph with four vertices a,b,c and d in Fig. 3.1 , with the edge

labels and weights also shown. The b(v) value is 2 for each vertex v except d, for which

it is 1. The optimal edge cover is the graph itself. We run the primal dual algorithm on

this problem. First in the Price Assignment phase, we assign the price values of each

vertex and edge pair. Here price(a, e1) = price(b, e1) = 5, price(a, e2) = price(c, e2) = 10,

price(b, e3) = price(c, e3) = 15, and price(c, e4) = price(d, e4) = 15. The max_cprice(v)

values are as follows: max_cprice(a) = 15, max_cprice(b) = 10, max_cprice(c) = 15 and

max_cprice(d) = 15. In the next phase, suppose we scan through edges in the order e1, e2, e3

and e4. We select e1 since the effective weight of this edge is less than the max_cprice(.)

values for both endpoints. We decrease the r(a) and r(b) values by 1 and mark e1 as deleted.

Similarly we select e2 and e3. Note that now a, b and c are saturated. We cannot add e4 in

this phase because the effective weight of e4, which is now 30, is greater than max_cprice(d)

which is 15. Next we start the second iteration. In the Price Assignment phase, we set

max_cprice(d) as 30 and in the Augment Cover phase we select e4, since the effective

weight of e4 now equals max_cprice(d).
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At the termination of the algorithm, the max_price values for our example are as follows.

max_price(a) = 10, max_price(b) = 15, max_price(c) = 15 and max_price(d) = 30. Let us

consider the dual constraints defined in Eqn. 3.3 . For e1 the left side of the constraint using

the approximate duals is, max_price(a) + max_price(b) − excess(e). But max_price(a) +

max_price(b) = 25, which is much greater than weight of e1. So we have a large excess

on the summation that we need to balance. This is the purpose of the approximate dual,

excess. If an edge e was not included in a cover we set excess(e) = 0. If an edge e = (i, j)

covered both of its endpoints when e was added to the cover, we set

excess(e) = (max_price(i)− price(i, e)) + (max_price(j)− price(j, e)).

Otherwise if e covered only one endpoint i when it was added to the cover, then

excess(e) = max_price(i)− price(i, e).

We can restate this as

excess(e) =
∑

q∈Qe

(max_price(q)− price(q, e)).

In the example, the excess values of the edges are as follows: excess(e1) = (10−5)+(15−5) =

15; excess(e2) = (10 − 10) + (15 − 10) = 5; excess(e3) = (15 − 15) + (15 − 15) = 0; and

excess(e4) = 30−30 = 0. Observe that all of the dual constraints now become feasible except

for e4, where the left side of the constraint is max_price(c) + max_price(d) − excess(e) =

15 + 30 − 0 = 45, which is greater than the weight of the edge. We will show that we can

scale the approximate duals in such a way that the scaled dual variables always satisfy the

constraints.

Lemma 3.2.1. The approximation ratio of the primal dual algorithm is 3/2.

Proof. First note that by construction max_price(v) is non-negative; since it is the maximum

of the price values of incident edges of a vertex, excess(e) is also non-negative. We need to

show that assuming α = 3/2, the paid in full and shrinking factor properties defined in
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Section 3.1.1 are maintained. Using the approximate duals, max_price and excess, we

will first show that the objective value of dual LP defined in Eqn. 3.3 equals the weight of the

cover that we get from the algorithm. Let us first consider the right side of the (approximate)

dual objective value i.e., ∑
e∈E excess(e). Note that ∑

e∈E excess(e) = ∑
e∈C excess(e), since

excess(e) = 0 if e is not in the cover. Then we have,

∑
e∈C

excess(e)

=
∑
e∈C

∑
q∈Qe

(max_price(q)− price(q, e))

=
∑
e∈C

∑
q∈Qe

max_price(q)−
∑
e∈C

∑
q∈Qe

price(q, e)

=
∑
v∈V

b(v) ·max_price(v)−
∑
e∈C

w(e).

(3.8)

The second term in the last line of Eqn. 3.8 follows because ∑
q∈Qe price(q, e) is equal to

w(e), an invariant we maintain during the execution of Augment Cover phase. For the

first term note that a particular vertex v ∈ V will appear exactly b(v) times in the sum.

Replacing ∑
e∈E excess(e) in the objective value of the dual LP from Eqn. 3.3 ,

∑
v∈V

b(v) ·max_price(v)−
∑
e∈E

excess(e)

=
∑
v∈V

b(v) ·max_price(v)−
∑
v∈V

b(v) ·max_price(v) +
∑
e∈C

w(e)

=
∑
e∈C

w(e).

(3.9)

But we cannot substitute max_price for y and excess for z because these are not dual

feasible. Define α ≡ 3/2. Set y = max_price/α and z = excess/α. We will show that the

scaled variables y and z now become feasible. There are two scenarios to consider.

49



For the first scenario assume that an edge e belongs to the cover. We have two cases:

Case 1. e = (i, j) covers both of its endpoints. Then replacing y(i), y(j) and z(e), the left

side of the first constraint in Equation 3.3 ,

1
α
· (max_price(i) + max_price(j)− (max_price(i)− price(i, e))

− (max_price(j)− price(j, e)))

= 1
α

(price(i, e) + price(j, e)) ≤ 1
α

w(e) ≤ w(e).

(3.10)

The last line follows from the fact that during the algorithm we maintain

price(i, e) + price(j, e) = w(e)

. Case 2. The edge e covers only one endpoint, say i. Using the definitions of y(i), y(j) and

z(e) with e = (i, j), the left side of the constraint in Equation 3.3 becomes

1
α
· (max_price(i) + max_price(j)− (max_price(i)− price(i, e)))

= 1
α

(max_price(j) + price(i, e)).
(3.11)

From the algorithm, price(i, e) = w(e). When vertex j was saturated, vertex i was still

unsaturated. We have not picked e as a covering edge for j. So all of the price values of the

covering edge incident on j must be ≤ w(e)/2. Since max_price of a vertex is the maximum

of the price values of the covering edges incident on that vertex, max_price(j) ≤ w(e)/2. So

we have
1
α
· (max_price(j) + price(i, e)) ≤ 1

α
· 32w(e) ≤ w(e).

We now consider the second scenario when e is not part of the b-Edge Cover and

excess(e) = 0. So the left side of the constraint becomes

1
α
· (max_price(i) + max_price(j)).
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Without loss of generality assume i has become saturated first and then j. This immediately

establishes that max_price(i) ≤ w(e)/2 and max_price(j) ≤ w(e). Now we have

1
α
· (max_price(i) + max_price(j)) ≤ w(e).

We combine the analysis as follows.

∑
e∈C

w(e)

=
∑
v∈V

b(v) ·max_price(v)−
∑
e∈E

excess(e) [from Eqn.3.9 ]

= α · (
∑
v∈V

b(v)y(v)−
∑
e∈E

z(e)) [replacing max_price and excess]

= α · Cdual ≤ α · CLP ≤ α · C∗. [from Eqn. 3.6 ]

This gives the 3/2-approximation ratio. �

a

b c

d
ε

x2x

2x

Figure 3.2. A tight example for primal-dual algorithm.

The approximation ratio is tight, and a tight example is the graph shown in Figure 3.2 .

Suppose b = 1 for each vertex. In the first iteration the primal-dual algorithm will add

(a, d) to the cover, and it can not add any other edge. In the second iteration since all the

remaining edges have the same effective weight, it may add any one of the edges (a, c), (a.b)

or (b, c). Suppose it chooses the edge (a, c). Then to cover the vertex b, it has to choose

either (a, b) or (b, c), resulting in a cover with weight 3x + ε, whereas the optimal weight is

2x + ε. So as ε→ 0, we get the approximation ratio 3/2.

Next we derive the time complexity of the algorithm. We can do a couple of optimizations

on the general algorithm presented in Algorithm 5 , which are as follows.
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• During the Augment Cover phase when an edge is selected we mark all the neigh-

boring vertices of its covered endpoints as potential vertices. During the Price As-

signment phase need update the max_price values of only the potential vertices.

• During the Price Assignment phase, when the max_price value changes, we mark

all of its incident edges as potential covering edges. In Augment Cover phase we

can scan only these edges.

Lemma 3.2.2. The time complexity of Algorithm 5 is O(β ∆m).

Proof. Initially all the vertices and edges are marked as potential (see the optimization of

the algorithm just mentioned). During the execution of the algorithm a vertex v can be

marked at most deg (v) times as potential. Each time it is marked it will have to find an

edge incident on it with the r(v)-th minimum effective weight. One can find such an entry

in O(β deg (v)) time. Summing over all vertices we obtain O(β ∆m).

Similarly, during the Price Assignment phase, an edge e = (i, j) can be marked at

most deg (i) + deg (j) = O(∆) times. Summing over m edges we obtain O(∆m). Hence the

total complexity is O(β ∆m). �

3.3 A 2-Approximation Algorithm

We have presented in Algorithm 3 the b-Nearest Neighbor algorithm for finding a

b-Edge Cover. It is similar to the popular and well known K-Nearest Neighbor graph

construction algorithm, used in many domains including machine learning and data mining

to represent data by a sparse graph or to sparsify a graph. The difference between these

problems is how the values of k and b are defined. In the former case k is constant for

all vertices while the latter case is more general, with the option to set user defined values

of b(v) for each vertex in the graph. This algorithm, like many other algorithms for the

b-Edge Cover problem, could have redundant edges in the cover, i.e., edges that could be

removed while the residual edges form a b-Edge Cover, thus resulting in an edge cover of

lower weight. However, even without removing such edges, we can show that this algorithm

gives us an approximate solution to the b-Edge Cover problem, where the weight of the
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cover is at most twice the optimal weight. In this section we will prove this result using the

dual fitting framework developed in Sec. 3.1.1 .

Lemma 3.3.1. The approximation ratio of the b-Nearest Neighbor algorithm is 2.

Proof. Let x be the primal integral solution and C a b-Edge Cover computed by the

algorithm; hence x(e) = 1, if e ∈ C and otherwise x(e) = 0. Let Sv denote the set of the b(v)

lightest edges incident on v. We will define a price value for each covering vertex and edge

pair, and consider an edge e = (i, j) ∈ C. If the weight of the edge e is among the lightest b(i)

edges incident on the vertex i and the lightest b(j) edges incident on j, then we set price(i, e) =

price(j, e) = w(e)/2. In this case we say the edge e covers both of its endpoints. Otherwise

if e is only among the lightest b(i) (b(j)) edges incident on i (j), we assign price(i, e) = w(e)

(price(j, e) = w(e)). In this case the edge e covers only one its endpoints. Next we set the

approximate dual variables. We define for each vertex v, max_price(v) = max
e∈Sv

price(v, e).

For each edge e ∈ C, let Qe denote its covered endpoints. Note that Qe may contain one

or two vertices. We define for each e ∈ C, excess(e) = ∑
q∈Qe(max_price(q) − price(q, e)).

If an edge e is not included in the cover then we set excess(e) = 0. Note that since price

values of a vertex and edge pair are always non-negative, max_price is non-negative. Again

as max_price(v) ≥ price(v, e),∀e ∈ Sv, the excess variable is also non-negative.

We will now show that with α = 2, the two properties mentioned in Sec. 3.1.1 are satisfied

by the approximate dual variables max_price and excess.

The first property is the equality of primal objective and approximate dual objective

functions, and this follows directly from the corresponding proof in the 3/2-approximation

algorithm described in Section 3.2 .

For the second property, we will show that setting y(v) = max_price(v)/α and z(e) =

excess(e)/α for α = 2 make these dual feasible. We consider two scenarios for an edge e ∈ E.

In the first scenario e belongs to the cover. Then replacing y(v) and z(e) on the left side

of the first constraint of Eqn. 3.3 , we obtain

y(i) + y(j)− z(e) = 1
α

(max_price(i) + max_price(j)

−
∑

q∈Qe

(max_price(q)− price(q, e))).
(3.12)
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We have two cases to consider.

Case 1. The edge e covers both of the endpoints, and hence Qe = {i, j}. Recall that in this

case e is among the lightest b(i) edges incident on i, and the lightest b(j) edges incident on

j. The price values are then assigned as price(i, e) = price(j, e) = w(e)/2. Simplifying, we

obtain

y(i)+y(j)− z(e) = 1
α

((max_price(i) + max_price(j))

− (max_price(i)− price(i, e))− (max_price(j)− price(j, e)))

= 1
α

(price(i, e) + price(j, e))

= 1
α

(w(e)/2 + w(e)/2) ≤ w(e).

(3.13)

Case 2. e covers only one endpoint, say i. In this case we assign price(i, e) = w(e).

y(i) + y(j)− z(e) = 1
α

(max_price(i) + max_price(j)

− (max_price(i)− price(i, e))

= 1
α

(max_price(j) + price(i, e))

≤ 1
α

(w(e) + w(e)) ≤ 1
2(2w(e)) ≤ we.

(3.14)

The last line follows because max_price(j) ≤ w(e), since j is saturated and e is not a covering

edge for j.

We now consider the second scenario when e is not part of the cover. In this case

excess(e) = 0, and the left side of the constraint becomes

1
α
· (max_price(i) + max_price(j)).

Without loss of generality assume i was saturated first and then j. This establishes that

max_price(i) ≤ w(e) and max_price(j) ≤ w(e) since i and j were covered by an edge with

lower weight than that of e. We have

1
α
· (max_price(i) + max_price(j)) ≤ 1

2 · 2w(e) ≤ w(e).
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We combine these analyses as follows.

∑
e∈C

w(e) =
∑
v∈V

bv ·max_price(v)−
∑
e∈E

excess(e) [from Eqn.3.9 ]

= α · (
∑
v∈V

b(v)y(v)−
∑
e∈E

z(e)) [replacing max_price and excess]

= α · ECdual ≤ α · ECLP ≤ α · EC∗. [from Eqn. 3.6 ]

�

As in the 3/2-approximation algorithm we can also show the tightness of the approxima-

tion ratio of the b-Nearest Neighbor algorithm. We generate a graph with n vertices,

where n is odd, as follows. The vertex v0 is connected to all other vertices v1 . . . v(n−1). Each

vertex vi for odd i > 0 is connected with v(i+1). All edges have the same weight x. We let

b = 1 for every vertex. An example for n = 9 is shown in Figure 3.3 .

v0

v1

v3

v5

v7

v2

v4v6

v8 x

x

x

x

x

x
x

x

x

x

x

x

Figure 3.3. A tight example for the b-Nearest Neighbor algorithm

The optimal edge cover for this example would have weight 5x, consisting of the four

edges not incident on v0 and one edge incident on v0. But the b-Nearest Neighbor could

produce an edge cover with weight 8x by choosing all edges incident on v0. For a graph with

n vertices, the optimal weight would be 1
2(n − 1) ∗ x + x but the b-Nearest Neighbor
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could produce an edge cover with weight (n− 1) ∗x. Thus the approximation ratio is 2(n−1)
n+1 ,

which as n→∞ is 2.

The time complexity of the b-Nearest Neighbor algorithm is O(m) as shown in Ch-

pater 2.2 .

3.4 ∆-Approximation Algorithm

Here we present another algorithm based on linear programming duality for b-Edge Cover,

with an approximation ratio of ∆, which is larger than the ratios 3/2 and 2 for the algorithms

we have considered thus far. We do this for several reasons. First, the worst-case approxi-

mation ratio does not always determine how well an algorithm does practically. Second, the

analysis of this algorithm enables us to present a different technique for designing a primal

dual algorithm. This algorithm is derived from an algorithm for set multicover designed by

[68 ], which leads to a better approximation ratio for vertex cover.

Recall that due to weak duality and LP relaxation, the objective value of any feasible

solution to the dual problem in Eqn. 3.3 is a lower bound for the optimum b-Edge Cover in

Eqn. 3.1 . But in general a dual feasible solution does not guarantee an approximation ratio.

However, there exists a particular dual feasible solution, a maximal dual feasible solution,

whose objective value provides a bound on the optimum value. A dual feasible solution

(denoted ȳ and z̄) is maximal if it satisfies the following three properties.

1. There does not exist a feasible solution(y, z) with y ≥ ȳ, z ≥ z̄ and

∑
v∈V

b(v)y(v)−
∑
e∈E

z(e) >
∑
v∈V

b(v)ȳ(v)−
∑
e∈E

z̄(e).

2. z̄(e) = 0 whenever ȳ(i) + ȳ(j) < w(e).

3. ∑
v∈V

ȳ(v) ≤
∑
v∈V

b(v)ȳ(v)−
∑
e∈E

z̄(e).

The proposed algorithm is as follows.

1. Find a maximal dual feasible solution (ȳ,z̄).
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2. Output the Cover C = {e = (i, j)|ȳ(i) + ȳ(j)− z̄(e) = w(e)}.

We will first show that such an algorithm would provide a ∆-approximation.

Lemma 3.4.1. The algorithm is a ∆-approximation algorithm for b-Edge Cover.

Proof. We first establish that C is a feasible cover. For the sake of contradiction, assume

that C is not a feasible cover; hence there exists a vertex v that is not covered by at least

b(v) edges. Let

ε = min
e∈δ(v)

{εe = w(e)− (ȳ(i) + ȳ(j)− z̄(e)) and εe > 0}.

We show that the value of ε is well-defined. According to our assumption at most b(v) − 1

edges incident on v are included in C. Since ȳ and z̄ are dual feasible, there must be at least

one edge e where ȳ(i) + ȳ(j)− z̄(e) < w(e), equivalently w(e)− (ȳ(i) + ȳ(j)− z̄(e)) > 0. We

set ȳ(v) = ȳ(v) + ε, and z̄(e) = z̄(e) + ε, for edges e ∈ δ(v) and e ∈ C. The variables(ȳ, z̄)

are dual feasible. But this contradicts the maximality (property I) of ȳ, z̄, since ȳ increases

the first term of the dual objective value by at least b(v)ε, and z̄ increases the second term

by at most (b(v)− 1)ε, with a net increase of at least ε. This establishes that C is a feasible

cover.

Now since (ȳ, z̄) is a dual feasible solution, the weak duality theorem applies.

∑
v∈V

b(v)ȳ(v)−
∑
e∈E

z̄(e) ≤ CLP ≤ C∗. (3.15)

Using Property III, we obtain

∑
v∈V

ȳ(v) ≤ C∗. (3.16)
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From the construction of the cover we have

∑
e∈C

w(e) +
∑
e∈C

z̄(e) =
∑

e=(i,j)∈C

ȳ(i) + ȳ(j)

=
∑
v∈V

∑
e∈(δ(v)∩C)

ȳ(v)

≤
∑
v∈V

|δ(v)|ȳ(v)

≤∆
∑
v∈V

ȳ(v) ≤ ∆ · C∗.

(3.17)

In the last line, we have used Eqn. 3.16 . Hence we have established the ∆-approximation

ratio for the proposed algorithm. �

Next our goal is to design an algorithm that produces a maximal feasible dual solution.

One such algorithm is shown on Algorithm 8 .

Algorithm 8 Dual Feasible(G = (V, E, w), b)
1: Initialize yv = 0 and ze = 0, ∀v ∈ V and ∀e ∈ E
2: Assign w′(e) = w(e), ∀e ∈ E
3: while there exists an unsaturated vertex v ∈ V do
4: f = arg min{w′(e) : e ∈ δ(v)− C}
5: y(v) = y(v) + w′(f); C = C ∪ {f}
6: for e ∈ δ(v) do
7: w′(e) = w′(e)− w′(f)
8: if w(e) < 0 then
9: z(e) = z(e)− w′(e)

10: w′(e) = 0
11: end if
12: end for
13: decrease r(v) by 1
14: if r(v) = 0 then
15: Mark v as saturated
16: end if
17: end while

The algorithm first initializes the dual variables (y, z) to zero. For each edge it maintains

a variable, the residual weight w′. This is initialized by the weight of the edge. In each

iteration, it picks an unsaturated vertex, v, and then it finds an adjacent edge f incident
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to v with minimum residual weight. Upon finding the edge f , it adds f to the cover, adds

w′(f) to y(v), and subtracts w′(f) from the residual weights of all edges incident on v. Note

that the iteration in line 6 of the algorithm goes over all edges incident on v, including f

and other edges that may have been added to the cover in earlier iterations. If the weight

of any residual edge (say e) becomes negative, it subtracts w′(e) from z(e) (thus the value

of z(e) increases), and sets w′(e) to zero. It then decreases the requirement r(v) by 1, and

marks v as saturated if r(v) = 0.

The output of the algorithm is the set C. We will now show that the dual vectors derived

are maximal and satisfy the three properties.

Claim 1. The variables y and z are non-negative.

Proof. The initial edge weights are non-negative, and the algorithm maintains the residual

weight w′ to be non-negative. The variable y is updated by adding w′ to it, and z(e) is

updated by subtracting w′(e) when its value is negative, and hence these variables are non-

negative as well. �

Claim 2. All edges e in the cover C satisfy y(i) + y(j)− z(e) = w(e).

Proof. Let i be a vertex at some iteration of the algorithm and f = (i, j) be an available edge

with minimum residual weight w′(f). We have w′(f) ≥ 0 from the previous Claim, and then

we add w′(f) to y(i). In the for loop over edges, we will now subtract w′(f) from all edges

incident on i, including the edge f . Hence w′(f) is set to zero. Every time the weight of an

edge is decreased by some amount in the algorithm, it is transferred to the y(.)-variable of

one of its endpoints. Hence at this point in the algorithm, y(i) + y(j) − z(e) = w(f), since

z(f) is zero as long as w′(f) is non-negative. In future iterations involving other available

edges incident on i or j, the invariant y(i) + y(j) − z(e) = w(e) is maintained by increasing

the value of z(e). �

Claim 3. The inequality y(i) + y(j)− z(e) ≤ w(e) holds ∀e ∈ E \ C.

Proof. Since w′(e) ≥ 0 for the edges not in the cover, the two endpoints of such edges have

absorbed a weight of at most w(e). Note that in this case z(e) = 0. �
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So (y, z) is a dual feasible solution, but we need to show that it is also maximal.

Lemma 3.4.2. The dual vector (y, z) of the Dual Feasible algorithm is maximal.

Proof. Property I: Each vertex v is covered by b(v) edges for which the dual constraints

y(v)+y(u)−z((v, u) = w(v, u) are tight (according to Claim 1). Suppose we increase a dual

variable y(v) by a non-negative amount ε. Now at least b(v) constraints (those corresponding

to the covering edges of v) are violated. (We say at least, since if there is an edge incident on

v that is not a covering edge with residual weight less than ε, its constraint is also violated.)

To compensate for the constraint violations, we need to add ε to at least b(v) elements of

z. So the increase in objective function is exactly b(v)ε while the decrease is at least b(v)ε.

Hence the objective function value for (y, z) is not greater than that of (ȳ, z̄).

Property II: According to the construction, the residual weight w′(e) ≥ 0, ∀e ∈ E \ C.

That means for such edges e we have y(i) + y(j) ≤ w(e). Since w′(e) ≥ 0, line 8 of the

algorithm will never be satisfied for e, resulting in z(e) = 0.

Property III: Since z(e) = 0, ∀e ∈ E \ C, it suffices to show that

∑
e∈C

z(e) ≤
∑
v∈V

(b(v)− 1) y(v).

We will prove this using induction on the number of iterations in the algorithm. Let yt

and zt denote the variable y and z after t iterations, and let the number of iterations in the

algorithm be denoted by T . We will show that the inequality above is true in every iteration:

∑
e∈C

z(e)t ≤
∑
v∈V

(b(v)− 1) y(v)t, t = 1, . . . , T.

For t = 1, the left side is zero since the w′(e) values for all the edges are non-negative

after the first iteration, and the right side is ≥ 0, since we must have identified an edge

incident on a vertex v with the minimum weight and added its weight to y(v). Note that

if b(v) equals 1 the right side is zero, and otherwise it is greater than zero. We inductively

assume that the inequality holds for t = 1, . . . , k − 1.

Denote the vertex selected at the k-th iteration by p, and let f be the minimum weight

edge incident on p with weight w′(f). Then the right hand side of the displayed equation
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increases by (b(p)−1)w′(f). Now this could lead to increase in some z(e)k, where e is incident

on p. When f is included in the cover, there are at most (b(p) − 1) covering edges already

incident on the vertex p. In the current iteration, only the z(.) values of these edges can

increase, and hence the net increase on the left side is at most (b(p) − 1)w′(f). Hence the

inequality is preserved at the end of this iteration. �

We can show a tight example for the ∆-approximation algorithm by considering the

graph in Fig. 3.3 with different weights as follows. The weights of the edges (vi, v(i+1))

where i = 1 . . . 7, are changed to 2ε/∆. Other weights remain the same. The maximum

degree in this graph is n− 1. Assuming b = 1 for every vertex, the optimal cover weight is

∆/2 ∗ (2ε/∆) + x = ε + x, whereas if the Dual Feasible algorithm picks the first vertex to

be v0, the weight of the edge cover could be ∆x. Taking the ratio we have ∆x
ε+x

. As ε → 0,

the ratio approaches ∆.

Lemma 3.4.3. The time complexity of the Dual Feasible algorithm is O(β m).

Proof. A vertex v can be selected at most b(v) times. When it is selected it has to find the

edge with minimum residual weight, which can be found in O(deg(v)) time. Summing over

all vertices we get ∑
v∈V b(v) · deg(v) = O(β m). �
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4. REDUCTION TO MATCHING BASED ALGORITHMS FOR

b-Edge Cover

Matching is one of the fundamental and well-studied combinatorial problems. There are

interesting relationships between edge cover and matching. One can exploit theses re-

lationships to design new algorithms. In this chapter, we show two such algorithms for

b-Edge Cover. One of them uses the complimentary relationship between b-Matching

and b-Edge Cover. We call it MCE algorithm [64 ]. The other reduces the b-Edge Cover

to a constrained perfect b-matching.

4.1 b-Edge Cover via compliment to b-Matching

In this section, we discuss the details of the Matching Complement Edge cover (MCE)

algorithm. We will describe 2-approximate parallel algorithm using b-Suitor.

An optimal algorithm for the minimum weight b-Edge Cover problem can be obtained

by computing a maximum weight b′-Matching, by the following three step procedure [33 ]:

1. For each vertex v, compute b′(v) = deg(v)− b(v), where deg(v) is the degree of v.

2. Compute M∗, a maximum weight b′-Matching.

3. A min weight b-Edge Cover is the complement of the matching: C∗ = E \M∗.

In this construction, steps 1 and 3 ensure that the computed b-Edge Cover is a valid

cover, and the optimality of the cover depends on step 2. If we compute an approximate

b′-Matching, keeping steps 1 and 3 fixed, then the solution to the b-Edge Cover may not

necessarily be an approximate solution for b-Edge Cover. However, we have showed in [64 ]

that if the b′-Matching is computed using the b-Suitor algorithm then the corresponding

b-Edge Cover will satisfy 2-approximation bounds. We show a parallel MCE algorithm

using 1/2-approximate parallel b-Suitor in Algorithm 9 .

Since b-Suitor is an essential part of the MCE algorithm, we briefly describe a variant

of it in Algorithm 10 . For more details, we refer the reader to the papers [69 ]. The b-Suitor

algorithm is derived from the Suitor algorithm for maximum weighted matching [70 ]. The
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Algorithm 9 Parallel MCE(G, b)
1: C = ∅
2: for v ∈ V in parallel do
3: b′(v) = max{0, deg(v)− b(v)}
4: end for
5: M=Parallel_b-Suitor(G, b′)
6: for v ∈ V in parallel do
7: C = C ∪ {N(v) \M(v)}
8: end for
9: return b-Edge Cover C

algorithm is based on vertices making proposals to each other, just as in the Stable Matching

problem. Vertices can propose in any order, but each vertex must propose to its current

heaviest eligible neighbor. A vertex v is an eligible neighbor of a vertex u if v does not

already have a proposal of higher weight from another neighbor of v. A vertex u can also

annul the proposal made by a vertex w to a mutual neighbor v, if the weight of the edge (u, v)

is higher than the weight of (v, w). In this case, u proposes to v, and annuls the proposal

(v, w); now w must propose to its next heaviest eligible neighbor. An edge is matched when

two vertices propose to each other. Since we can annul proposals, any vertex can make

proposals thus increasing the parallelism.

The parallel b-Suitor algorithm is shown in Algorithm 10 . The algorithm maintains a

queue Q of vertices whose b(v) values are not satisfied yet, for which it tries to find partners

during the current iteration of the while loop; and also a queue of vertices Q′ whose proposals

are annulled in this iteration, and will be processed again in the next iteration. (This is what

“delayed” means; annulled vertices are not processed in the same iteration. “Partial” means

that the adjacency lists are partially sorted to find a subset of heaviest neighbors.) The

algorithm then seeks a partner for each vertex u in Q in parallel. It tries to find b(u)

proposals for u to make while the adjacency list N(u) has not been exhaustively searched

thus far in the course of the algorithm.

Consider the situation when a vertex u has i − 1 < b(u) outstanding proposals. The

vertex u can propose to a vertex p in N(u) if it is a heaviest eligible neighbor in the set N(u)
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Algorithm 10 Parallel_b-Suitor(G, b)
1: Q = V ; Q′ = ∅;
2: S(v) = ∅, min-priority heap ∀v
3: while Q 6= ∅ do
4: for vertices u ∈ Q in parallel do
5: i = 1;
6: while i <= b(u) and N(u) 6= exhausted do
7: Let p ∈ N(u) be an eligible partner of u;
8: if p 6= NULL then
9: Lock S(p);

10: if p is still eligible then
11: i = i + 1;
12: Add u to S(p);
13: if u annuls the proposal of v then
14: Add v to Q′; Update db(v);
15: Remove v from S(p);
16: end if
17: end if
18: Unlock S(p);
19: else
20: N(u) = exhausted;
21: end if
22: end while
23: end for
24: Update Q using Q′; Update b using db;
25: end while
26: return S

and if the weight of the edge (u, p) is greater than the lowest offer that p has. In this case,

p would accept the proposal of u rather than its current lowest offer.

If the algorithm finds a partner p for u, then the thread processing the vertex u attempts

to acquire the lock for the priority queue S(p) so that other vertices do not concurrently

become Suitors of p. This attempt might take some time to succeed since another thread

might have the lock for S(p). Once the thread processing u succeeds in acquiring the lock,

then it needs to check again if p continues to be an eligible partner, since by this time another

thread might have found another Suitor for p, and its lowest offer might have changed. If

p is still an eligible partner for u, then we increment the count of the number of proposals

made by u, and make u a Suitor of p. If in this process, we dislodge the last Suitor x of p,
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then we add x to the queue of vertices Q to be processed in the next iteration. Finally the

thread unlocks the queue S(p).

We fail to find an eligible partner p for a vertex u when we have exhaustively searched all

neighbors of u in N(u), and none offers a weight greater than the lowest offer u has. In this

case u will have fewer than b(u) matched neighbors. After we have considered every vertex

u ∈ Q to be processed, we can update data structures for the next iteration. We update Q

to be the set of vertices in Q; and the vector b to reflect the number of additional partners

we need to find for each vertex u using db(u), the number of times u’s proposal was annulled.

4.1.1 Approximation Bounds

In this section, we show that MCE is a 2-approximation algorithm for b-Edge Cover.

We will need a Lemma from [63 ]. The Greedy algorithm for b-Matching matches edges

in increasing order of (static) edge weights.

Lemma 4.1.1. When the Greedy algorithm for b-Matching matches an edge, it is a

locally dominant edge in the residual graph (the graph induced by the currently unmatched

edges).

Theorem 4.1.2. MCE is a 2-approximation algorithm for b-Edge Cover.

Proof. Let the optimal minimum weight b-Edge Cover be denoted by C∗, the complement

of an optimal maximum weight b′-Matching, M∗. Also, let the b-Edge Cover computed

by MCE be denoted by C, which takes the complement of the 1/2-approximate matching

M , obtained by b-Suitor.

Consider an edge e(u, v) ∈ C∗ \ C, which belongs to the optimal edge cover but not the

approximate edge cover. This implies that e(u, v) ∈ M \M∗ since the covers are obtained

by complementing the matched edges. The worst case scenario for b′-Matching is when

b-Suitor matches the edge e(u, v), and thus cannot match two other edges that belong to

M∗, say e(x, u) ∈ M∗ and e(v, y) ∈ M∗. Hence e(x, u) 6∈ M and e(v, y) 6∈ M . Since the
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b-Suitor algorithm computes the same matching as the Greedy algorithm, e(u, v) must

be a locally dominating edge when it is matched, by Lemma 4.1.1 . Thus

w(u, v) ≥ w(x, u); w(u, v) ≥ w(v, y); hence

2w(u, v) ≥ w(x, u) + w(v, y).
(4.1)

Since e(x, u) 6∈M and e(v, y) 6∈M , both of these edges belong to the approximate cover C.

Therefore, the weight of C can be bounded as follows.

w(C) = w(C∗)− w(u, v) + w(x, u) + w(v, y)

≤ w(C∗)− w(u, v) + 2w(u, v) (from Eqn 4.1 )

= w(C∗) + w(u, v).

(4.2)

By summing over all edges in the optimal cover that are not included in the approximate

cover, C∗ \ C, we obtain

w(C) ≤ w(C∗) +
∑

(u,v)∈C∗

w(u, v)

= w(C∗) + w(C∗) = 2 w(C∗).
(4.3)

Thus MCE is a 2-approximation algorithm for b-Edge Cover. �

Lemma 4.1.3. A b-Edge Cover computed by the MCE algorithm does not have redundant

edges.

Proof. An approximate maximum weight b′-Matching M of a graph computed by the

b-Suitor algorithm cannot have two neighboring vertices u and v, with u having fewer than

b′(u) and v having fewer than b′(v) incident edges belonging to M . For, then we can add the

edge e(u, v) to the b′-Matching without violating the matching constraints and increase

the weight of the approximate matching. But this contradicts the fact that the b-Suitor

algorithm computes a maximal matching. By considering the complement, a b-Edge Cover

obtained by the MCE algorithm cannot have two super-saturated neighboring vertices in

C. Hence a cover computed by the MCE algorithm does not have redundant edges. �
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4.1.2 Parallel Depth and Work of Suitor and b-Suitor

In this section we show that the Suitor [70 ] and the b-Suitor algorithms have provably

low parallel depth and work. The depth is the number of time steps needed by the parallel

algorithm, and the work is the total number of operations performed by the algorithm. These

are the first results on the depth of the Suitor and b-Suitor algorithms that we know of.

The low depth and work of b-Suitor immediately establish the low depth of the parallel

MCE algorithm, since the other two steps of the algorithm are embarrassingly parallel (i.e.,

of constant depth) with linear work.

Theorem 4.1.4. The expected parallel depth of the Suitor algorithm that computes a 1/2-

approximate 1-matching in a graph is O(log(∆) log m), when the weights of the edges are

chosen uniformly at random.

Proof. We begin by analyzing an algorithm related to the Suitor algorithm, the Locally

Dominant Edge (LDE) algorithm. This algorithm adds an edge to the approximate matching

when there are no neighboring edges of higher weight (it becomes locally dominant), and

then deletes all of the neighboring edges. An algorithm of Blelloch, Fineman and Shun [71 ]

for computing an unweighted maximal matching in parallel uses random priorities on the

edges to compute the matching. Hence it is equivalent to the LDE algorithm for weighted

matching with random edge weights, and an analysis of the maximal matching algorithm

shows that the LDE algorithm has the stated parallel depth.

Now we turn to the Suitor algorithm and consider its relationship to the LDE algo-

rithm. Specifically we consider the “delayed” version of the algorithm in which a vertex with

a proposal annulled is queued for further processing in the next iteration. In the LDE algo-

rithm, an edge is matched when it becomes locally dominant, detected by its two endpoints

pointing to each other. In the Suitor algorithm, each vertex u keeps track of the highest

weight of the proposal it has received so far. A neighbor of u could use this information, if it

is already available, to propose to its next heaviest eligible neighbor without first proposing

to u. Hence if we view the computations of these algorithms in rounds, in the Suitor algo-

rithm, a vertex gets matched in the same or an earlier round relative to the LDE algorithm.

Hence the Suitor algorithm also has O(log(∆) log m) depth. �
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Theorem 4.1.5. The expected work in the Suitor algorithm is O(m) when the edge weights

are chosen uniformly at random.

Proof. The adjacency lists can be sorted in expected linear time using bucket sort when the

weights are chosen randomly [62 ]. The Suitor algorithm needs to go through the sorted

adjacency list of each vertex at most once. �

Obtaining linear work for the maximal matching algorithm of Blelloch et al. [71 ] is more

complicated, and is accomplished by working on a prefix of the graph whose size is carefully

chosen, which increases the depth to O(log4 m/ log log m).

Figure 4.1. Reduction from a b-Matching to a Matching. (Left) Original
graph, (Right) Reduced graph for b = 2.

We now show that these results can be extended to the b-Suitor algorithm by reducing

the b-Matching problem to the 1-matching problem in a modified graph. This reduction

is due to Tutte [25 ]. We replace each vertex u with b(u) vertices in the modified graph; each

edge (u, v) is replaced by a complete bipartite graph of b(u) b(v) edges, with weights equal

to the original weight of the edge (u, v). We restrict only one of the edges in the bipartite

subgraph to be matched, but other vertices in this subgraph could be matched to edges in

other subgraphs. We show an example of the reduction in Figure 4.1 . The value of b is 2.

We see each edge is replaced by a complete bipartite graph with the same weight. In the

example graph, if we choose (A1, B1) as a matched edge then we can not match the edge
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(A2, B2). With this restriction, a 1/2-approximate matching in the transformed graph would

correspond to a 1/2- approximate b-Matching in the original graph.

The reduced graph has O(m) vertices, O(β2m) edges, and the maximum degree β∆ ≤ ∆2.

Thus the parallel depth of b-Suitor algorithm when the edge weights are uniformly random

becomes O(log(∆2) log(β2m)) = O(log ∆ log m). Similarly the work becomes O(β2 m).

(Recall that β = maxv b(v), and b(V ) = ∑
v b(v).) We can derive similar depth and work

results for the MCE algorithm too.

4.2 b-Edge Cover via reduction to a constrained perfect b-Matching

One of the ways to construct a minimum weighted 1-edge cover is to reduce it to a perfect

matching instance [33 , Chapter 19]. Given a graph G = (V, E, w), the reduction creates a

second disjoint copy Ḡ = (V̄ , Ē, w̄) of the original graph, and connects each vertex v ∈ V

with its copy v̄ ∈ V̄ . Let G′(V ′, E ′, w′) denote the new graph, and let µ(v) denote an edge

of lowest weight incident on v in G. The weight function w′ on E ′ is defined as follows:

w′(e) = w(e) for each e ∈ E, w′(e′) = w̄(ē) = w(e) for each ē ∈ Ē, and w′(v, v̄) = 2w(µ(v)).

It is easy to verify that G′ has a perfect matching. We can compute a minimum weight

perfect matching M∗ in G′; then we obtain a minimum weight edge cover of G by selecting

the edges C∗ = (M∗ ∩ E) ∪ {µ(v) : (v, v̄) ∈M∗,∀v ∈ V }.

We now modify this graph construction to compute a minimum weight b-edge cover.

As earlier, we create a second disjoint copy Ḡ of the graph G. But now µ(v) is a list of

b(v) lowest weight edges incident on v in G. µ(v̄) is also defined similarly for Ḡ. Let the

new graph be G′(V ′, E ′, w′), where V ′ = V ∪ V̄ . For each vertex v ∈ V in G′ we add

b(v) connecting edges from v to its copy v̄. These edges have one to one correspondence

with the edges in the list µ(v). We denote the connecting edges by the indices in the µ(.)

list. Thus (v, v̄, i) represents the i-th connecting edge joining v and v̄, which corresponds

to the i-th edge in µ(v), denoted by µ(v, i). The weight function is defined as follows:

w′(e) = w(e), ∀e ∈ E, and w′(e) = w̄(ē) = w(e), ∀ē ∈ Ē. The weight of the connecting edges

w′((v, v̄, i)) = 2w(µ(v, i)). We solve the minimum weight perfect b-matching problem on G′

with an additional set of constraints. The additional constraints are necessary to avoid the
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selection of a connecting edge and its corresponding original edge in the same matching. We

can formulate the constrained perfect b-matching as follows.

min
∑
e∈E′

w′(e)x(e)

subject to
∑

e∈δ(v)
x(e) = b(v),∀v ∈ V ′,

xµ(v,i) + x(v,v̄,i) ≤ 1, ∀v ∈ V, i ∈ [b(v)],

xµ(v̄,i) + x(v,v̄,i) ≤ 1, ∀v̄ ∈ V̄ , i ∈ [b(v̄)],

x(e) ∈ {0, 1},∀e ∈ E ′. (4.4)

Here x(e) is a binary variable defined on edges of G′, and δ(v) is the set of edges incident

on the vertices of G′. In Problem 4.4 , the second and third set of constraints ensure that a

perfect matching does not contain both an original edge and its corresponding connecting

edge.

Let M ′
∗ denote the optimal solution of Problem 4.4 . We can recover a b-edge cover from

M ′
∗ as follows: C∗ = (M ′

∗ ∩ E) ∪ {µ(v, i) : v ∈ V, i ∈ [b(v)] and (v, v̄, i) ∈ M ′
∗}. We will show

that C∗ is a minimum weighted b-edge cover.

Lemma 4.2.1. C∗ is an optimal b-edge cover

Proof. Let M and M̄ be the disjoint subset of the optimal matching in G and Ḡ respectively,

i.e., M = M ′
∗ ∩ E and M̄ = M ′

∗ ∩ Ē. Also let S be the set of connecting edges in M ′
∗. So,

M ′
∗ = M ∪M̄ ∪S. Since G and Ḡ are copy of each others M is a valid matching in Ḡ and M̄

is a valid matching in G. We observe that w′(M) = w′(M̄), otherwise we could replace the

larger subset with the smaller one and achieve matching whose weight is less than w′(M ′)

contradicting the optimality of M ′
∗. Since the connecting edges are assigned weights twice

their corresponding edge weights, we see that:

w(C∗) = w′(M) + 1
2w′(S) = 1

2
(
w′(M) + w′(M̄) + w′(S)

)
= 1

2w′(M ′
∗). (4.5)

Now we will discuss a reverse construction that will take any b-edge cover of G as in-

put and construct some perfect b-matching of G′. We start with a feasible b-edge cover C
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and an empty matching M ′. For each edge e ∈ C, if e can be added without violating the

matching constraints in G′, we add e and ē into M ′. If not one of the endpoints of e must

be under-saturated in G′. If e has an available corresponding connecting edge then we insert

the connecting edge in the matching, otherwise we choose a feasible (w.r.t the constraints

of Problem 4.4 ) connecting edge with maximum weight. Note that such a connecting edge

must be available since we have b(.) parallel edges to choose from. The weight of the se-

lected connecting edge is at most twice the weight of e. Hence, w′(M ′) ≤ 2w(C). Using

Equation 4.5 ,

w(C∗) = 1
2w′(M ′

∗) ≤
1
2w′(M ′) ≤ w(C).

The second inequality is due to the optimality of M ′
∗. �

4.2.1 Approximate b-Edge Cover using constrained perfect matching

We now turn to approximation algorithms. We will show that a greedy (instead of an

optimal) constrained perfect b-matching of G′ provides a 3/2-approximate b-edge cover of G.

But before that, let us discuss an improvement of the graph construction technique which

might be helpful in achieving practical efficiency.

We can avoid copying the graphs by creating a new graph where there are b(v) loop edges

for each vertex, v ∈ V . These loop edges are equivalent to the connecting edges of the earlier

construction thus correspond to b(v) lowest weighted edges incident on v. These are denoted

by (v, v, i),∀v ∈ V, i ∈ [b(v)]. Also µ(v, i) now represents the original edge corresponding to

the i-th loop edge incident on v. Formally the new graph is G′(V ′, E ′, w′), where V ′ = V ,

and E ′ = E ∪ {(v, v, i) : v ∈ V, i ∈ [b(v)]}. As before the weights w′(e) = w(e), ∀e ∈ E, and

w′((v, v, i)) = 2w(µ(v, i)). This construction is equivalent to the earlier one but creates fewer

vertices and edges as it avoids making the second disjoint copy of the graph. Recall that

β = maxv∈V b(v). The numbers of vertices and edges in G′ using the new transformation are

n and m + ∑
v∈V b(v) ≤ m + β n, respectively; the earlier transformation creates 2n vertices

and 2m + β n edges.
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The approximation algorithm using greedy matching is shown in Algorithm 11 . We

maintain a saturation counter array cV of size n initialized to b(v) for each vertex v to count

how many edges incident on v need to be added to an edge cover to saturate the vertex. An

edge from the original graph is feasible if the counter on both of its endpoints is greater than

0. A loop edge (v, v, i) is feasible if the counter on v is greater than 0; it will be added to an

edge cover only if the original edge that it corresponds to has not already been included in

the current edge cover.

Note that the analysis of the algorithm works with effective weights of the edges, defined

as the weight of the edge divided by the number of its unsaturated endpoints. The algorithm

starts with an empty cover, and hence the number of unsaturated endpoints for all edges is

2. The effective weight of each original edge is half of its actual weight.

Algorithm 11 Constrained Greedy Prf. Match(G′, cV )
1: sort edges in E ′ in ascending order of half of the weights.
2: C = ∅
3: for e ∈ E ′ do
4: if e is a feasible edge then
5: if e is a loop edge (v, v, i) and µ(v, i) /∈ C then
6: C = C ∪ µ(v, i) . Let µ(v, i) := (v, x)
7: cV (v) = cV (v)− 1
8: cV (x) = cV (x)− 1
9: else

10: C = C ∪ e . Let e := (u, v)
11: cV (u) = cV (u)− 1
12: cV (v) = cV (v)− 1
13: end if
14: end if
15: end for

Lemma 4.2.2. The edge cover from algorithm 11 is 3/2-approximate.

Proof. We will show by induction that the edge has the lowest effective weight when the

algorithm decides to insert an edge into C, the edge has the lowest effective weight. The

Greedy algorithm that constructs an edge cover by adding such edges is known to be 3/2-

approximate [65 ], and hence the result follows. Note that the Greedy algorithm (Chapter 2.1 )
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requires one to update the effective weight of the edges during the algorithm. In contrast,

our graph construction allows us to work with the initial weights.

We say a phase of the algorithm begins with the search for a feasible edge to add to

the cover, and ends when the algorithm succeeds in finding such an edge. The first phase

ends after the first iteration of the for loop, since initially all the edges are feasible and the

algorithm chooses one with minimum weight, which is also the minimum effective weight.

This edge cannot be a loop edge since we have multiplied the weight of such edges by a

factor of two.

We assume inductively that the algorithm chooses edges with the smallest effective weight

for the first i phases. Let us consider the edge e chosen in the i + 1-th phase.

If e is not a loop edge then both of its endpoints are not saturated yet, and its effective

weight is w′(e)/2 = w(e)/2. For contradiction, assume e is not the edge with a minimum

effective weight, and e′ be such an edge. There are two cases, e′ is a regular edge or a loop

edge. If e′ is a regular edge, its effective weight is w′(e′)/2 = w(e′)/2. But since we sorted

according to the half of weights, this edge should have been considered earlier phases which

contradicts the induction hypothesis. Similarly if e′ is a loop edge, the effective weight of

the corresponding edge is w′(e′)/2. We can repeat the same argument as above and show

that this is a minimum effective weighted edge.

If e(v, v, k) is a loop edge, then obviously one endpoint of the corresponding edge µ(v, k) is

covered (i.e., this vertex is saturated or over-saturated) hence the effective weight of µ(v, k)

is w′(v, v, k)/2 = w(µ(v, k)). which is exactly the effective weight of µ(v, k). The same

argument as for the first case shows that µ(v, k) has the lowest effective weight amongst all

the feasible edges. This concludes the proof. �

The difference between the greedy algorithm and the constrained greedy algorithm is

that in the latter, by modifying the graph, we establish a linear relationship between the

effective weight and the weights of the reduced graph. That allows us to get rid of the

dynamic weight updates of the edges.

Lemma 4.2.3. The runtime of Algorithm 11 is O(m log n).
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Proof. It is easy to verify that given the graph G′, the algorithm 11 runs in O(m log n)

time. We will now describe how we can construct G′ in O(m) time. Note that the most

computationally expensive step to compute G′ is to find the b(v)-th lowest weight edge for

each vertex. Given an adjacency list representation of a vertex v, we can use a worst-case

linear time selection algorithm [62 , Ch. 9] to find the b(v)-th lowest weight edge, say sb. To

get the b(v) cheapest edge, we scan through the adjacency list to find the edges that are

strictly smaller than w(sb). If the number of such edges is less than b(v) − 1, then we find

necessary edges with weight w(sb). This takes linear time w.r.t to the size of the adjacency

list of a vertex. Summing over all the vertices, this step takes O(m) time. �

4.3 Computational Results of b-Edge Cover algorithms

4.3.1 Experimental Setup

All the experiments were conducted on a Purdue Community cluster computer called

Rice, consisting of an Intel Xeon E5-2660 v3 processor with 2.60 GHz clock, 32 KB L1 data

and instruction caches, 256 KB L2-cache, 25 MB L3 cache, and 64 GB memory per node.

For compilation we have used the g++ compiler.

Table 4.1. The structural properties of our graphs listed in increasing order of edges.
Problems Vertices Edges Mean

Degree
Fault_639 616,923 5,715,102 19
bone010 986,703 7,861,302 16
Serena 1,382,121 13,716,976 20
mouse_gene 43,126 14,461,095 671
dielFilterV3real 1,102,824 21,583,469 39
Flan_1565 1,564,794 22,636,872 29
kron_g500-logn21 1,544,087 91,040,932 118
hollywood-2011 1,985,306 114,492,816 115
G500_21 1,598,722 118,594,475 148
SSA21 2,089,808 123,097,397 118
eu-2015 10,972,981 257,659,403 47

Our testset consists of both real-world and synthetic graphs shown in Table 4.1 . We

generated two classes of RMAT graphs: (a) G500, representing graphs with skewed degree
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distributions from the Graph 500 benchmark [72 ] and (b) SSCA, from the HPCS Scalable

Synthetic Compact Applications graph analysis (SSCA#2) benchmark. We used the follow-

ing parameter settings: (a) a = 0.57, b = c = 0.19, and d = 0.05 for G500, and (b) a = 0.6,

and b = c = d = 0.4/3 for SSCA. Additionally we consider seven problems taken from the

the SuiteSparse Matrix Collection [73 ] covering application areas such as medical science,

structural engineering, and sensor data. We also have a large web-crawl graph(eu-2015) [74 ]

and a movie-interaction network(hollywood-2011) [75 ].

All reported results are the average of five runs on a graph with random edge weights.

For Edge Cover the uniform random weights are in the range [1 100]. Since LEDA works

only with integer weights, the real-valued weights are then rounded to their nearest integers.

For the b-Edge Cover experiment, the uniform random weights are chosen from the range

[1 1000].

4.3.2 Edge Cover Results

We compare four algorithms: the exact algorithm that computes the minimum weight of

an edge cover using the weight transformation described in the previous chapters of this the-

sis; the nearest neighbor algorithm (NN); the 3/2-approximation primal dual algorithm (PD)

and a 1/2-approximate maximum weight matching algorithm that with the approximation-

preserving weight transformation obtains a 3/2-approximation minimum weight edge cover

(Match). We use LEDA’s maximum weight matching code to compute the maximum match-

ing with transformed weights, and the Suitor algorithm to compute the approximate match-

ing. We removed redundant edges from the edge covers computed by these algorithms.

In Table 4.2 we report the minimum weight computed by the exact algorithm, and the

distance to optimality of the other algorithms, computed as (approx− opt)/opt ∗ 100, where

opt and approx are weights from the optimal and approximation algorithms, respectively.

Note that all three algorithms perform much better than their worst-case ratios (3/2 for PD

and Match; 2 for the NN algorithm). The Match algorithm is the best performer, followed

by PD and then NN.
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Table 4.2. Comparison of weights of edge covers computed by approximation
algorithms w.r.t. the exact algorithm.

Problems OPT distance from
weight optimality (%)

PD NN Match
Fault_639 2,475,175 3.21 5.75 1.07
bone010 4,500,059 3.20 5.73 1.04
serena 5,477,688 3.21 5.62 1.01
mouse_gene 188,517 1.94 3.86 1.24
dielFilterV3real 3,007,336 2.80 4.77 0.82
Flan_1565 4,362,155 3.17 5.62 1.15
kron_g500 26,301,787 0.12 0.18 0.01
hollywood_11 9,310,300 1.87 3.69 0.45
G500_21 25,624,663 0.11 0.16 0.01
ssa21 8,243,419 2.85 4.05 0.66
eu-2015 218,514,387 0.49 0.89 0.03
Geo. Mean 1.32 2.25 0.28

In Table 4.3 , we compare the run times of the algorithms. We report the time taken by

the exact algorithm, and report the relative performance of the approximation algorithms

as the ratio of the run time of the exact to that of the approximation algorithm. Larger the

relative performance, the faster the algorithm. Notice that the NN algorithm is the fastest,

followed by the Match algorithm, and then the PD algorithm. But the run times of the

approximation algorithms are within a factor of two of each other.

4.3.3 b-Edge Cover Results

The implementation of an optimal b-Edge Cover algorithm is left as a future work of

this thesis. In this section we compare the approximation algorithms instead. We compare

the Primal-dual algorithm (PD), the Lazy Greedy algorithm (LG), and the b-nearest neigh-

bor algorithm (bNN). In a future work [76 ], we plan to report the computational results of

the greedy constrained greedy perfect matching algorithm.

Both PD and the LG algorithms are 3/2-approximate and compute the same b-Edge

Cover, while bNN is 2-approximate. In Table 4.4 , we report the weights of the b-edge covers.

We include the weight computed by the original algorithm, and then the weight obtained
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Table 4.3. Relative performance of runtimes of approximation algorithms
w.r.t. the exact algorithm for edge cover.

Problems Time(s) Rel. Perf.
Exact Alg. PD NN Match

Fault_639 8.78 36.61 73.32 44.23
bone010 13.37 37.70 77.23 43.97
serena 21.48 36.58 74.27 43.28
mouse_gene 14.39 35.74 69.13 40.79
dielFilterV3real 27.30 34.78 69.05 40.74
Flan_1565 27.20 32.91 63.50 39.85
kron_g500 147.89 37.92 78.83 43.96
hollywood_11 122.78 33.88 65.43 39.84
G500_21 182.00 36.95 77.53 41.99
ssa21 233.71 40.62 87.41 46.00
eu-2015 408.40 41.22 85.88 48.84
Geo. Mean 36.73 74.33 42.97

by removing redundant edges. The last two columns show the percentage difference in

weights between the bNN and PD algorithms. The results show that the PD algorithm

computes smaller weights for the edge cover. The difference in weights between the two

original algorithms can be large, up to 13% for these problems, with a geometric mean of

about 5%. However, after removing redundant edges, this difference narrows to at most 3%.

This implies that more redundant edges are removed from the bNN algorithm.

The run times of the algorithms are plotted in Fig. 4.2 as the ratio of the run time of

the LG algorithm to the run time of the second algorithm. Values higher than one for an

algorithm means that the algorithm is faster than LG. Note that in geometric mean, the

PD algorithm is about 3 times faster than the LG, and the bNN algorithm is about 8 times

faster.

The ∆-approximation algorithm was implemented by [63 ] and compared with the LSE

algorithm, which has approximation ratio of 3/2. The performance of the latter algorithm

was highly sensitive to the order in which the vertices are processed, both for the weights

and the runtimes. Generally the LSE algorithm computed lower weights and it was also

faster.
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Table 4.4. Weight of b-edge covers computed by the Primal Dual al-
gorithms. The difference is the percentage of increase in weight using
b-Nearest Neighbor w.r.t Primal Dual.

Problem Primal Dual difference(%)
original remove orig. rem.

redundant red.
bone010 3.93E+09 3.93E+09 0.00 0.00
Fault_639 2.86E+09 2.86E+09 0.00 0.00
Serena 6.85E+09 6.84E+09 0.07 0.00
Flan_1565 1.06E+10 1.04E+10 2.14 0.12
G500_21 6.78E+09 6.62E+09 2.20 0.20
kron_g500 6.00E+09 5.86E+09 3.02 0.36
eu-2015 3.28E+10 3.22E+10 3.63 0.28
mouse_gene 1.11E+08 1.06E+08 5.29 0.45
hollywood_11 9.80E+09 9.53E+09 7.21 1.65
dielFilterV3real 7.47E+09 7.30E+09 10.50 3.03
ssa21 9.26E+09 8.59E+09 12.88 0.90
Geo. Mean 4.77 0.51

Several of the approximation algorithms for the b-Edge Cover problem have been

implemented on parallel computers. The LSE algorithm and the Matching Complement

Edge cover (MCE) algorithm have been implemented on shared memory parallel machines:

an IBM Power-8 with 764 cores and an Intel Xeon with 36 cores [64 ]. The Primal Dual 3/2-

approximation algorithm has been implemented by us on multiple cores of an Intel Xeon

(Ferdous and Pothen, unpublished). The MCE algorithm has also been implemented on

8, 192 cores of a distributed memory parallel computer with good speedups [77 ], and it has

been used to solve the adaptive anonymity problem, which we discuss in the next subsection.
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Figure 4.2. Relative Performance of runtimes of the Primal-Dual and bNN
algorithms for b-Edge Cover w.r.t. the Lazy Greedy algorithm.
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5. LOCAL ALGORITHMS FOR SUBMODULAR b-Matching

5.1 Greedy and Lazy Greedy Algorithms

A popular algorithm for maximizing submodular b-Matching is the Greedy algorithm

[42 ], where in each iteration, an edge with the maximum marginal gain is added to the

matching. In its simplest form the Greedy algorithm could be expensive to implement, but

submodularity can be exploited to make it efficient. The efficient implementation is known

as the Lazy Greedy algorithm [56 ], [78 ]. As the maximum gain of each edge decreases

monotonically in the course of the algorithm, we can employ a maximum heap to store the

gains of the edges. Since the submodular function is normalized, the initial gain of each edge

is just the function applied on the edge, and at each iteration we pop an edge e from the

heap. If e is an available edge, i.e., e can be added to the current matching without violating

b-Matching constraints, we update its marginal gain g(e). We compare g(e) with the next

best marginal gain of an edge, available as the heap’s current top. If g(e) is greater than or

equal to the marginal gain of the current top, we add e to the matching; otherwise we push e

to the heap. We iterate on the edges until the heap becomes empty. Algorithm 12 describes

the Lazy Greedy approach.

Algorithm 12 Lazy Greedy Algorithm (G(V, E, W ))
pq = max heap of the edges keyed by marginal gain
while pq is not empty do

Edge e = pq.pop()
Update marginal gain of e
if e is available then

if marg_gain of e ≥ marg_gain of pq.top() then
Add e to the matching
update b(.) values of endpoints of e

else
push e and its updated gain into pq

end if
end if

end while

The maximum cardinality of a b-Matching is bounded by β n. In every iteration of

the Greedy algorithm, an edge with maximum marginal gain can be chosen in O(m) time.
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Hence the time complexity of the Greedy algorithm is O(β n m). The worst-case running

time of the Lazy Greedy algorithm is no better than the Greedy algorithm [56 ]. However,

by making a reasonable assumption we can show a better time complexity bound for the

Lazy Greedy algorithm.

The adjacent edges of an edge e = (u, v) constitute the set N(e) = {e′ : e′ ∈ δ(u) or e′ ∈

δ(v)}. Likewise, the adjacent vertices of a vertex u are defined as the set N(u) = {v : (u, v) ∈

δ(u)}.

Assumption 1. The marginal gain of an edge e depends only on its adjacent edges.

With this assumption, when an edge is added to the matching only the marginal gains

of adjacent edges change. We make this assumption only to analyze the runtime of the

algorithms but not to obtain the quality of the approximation. This assumption is applicable

to the objective function in Problem 1.3 that has been used in many applications, including

the one considered in this thesis of load balancing Fock matrix computations

Lemma 5.1.1. Under Assumption 1 , the time complexity of Algorithm 12 is O(β m log m).

Proof. The time complexity of Algorithm 12 depends on the number of push and pop oper-

ations in the max heap. We bound how many times an edge e is pushed into the heap. The

edge e is pushed when its updated marginal gain is less than the current top’s marginal gain,

and thus the number of times the marginal gain of e is updated is an upper bound on the

number of push operations on it. From our assumption, the update of the marginal gain of

an edge e can happen at most 2β times. Hence an edge is pushed into the priority queue O(β)

times, and each of these pushes can take O(log m) time. Thus the runtime for the all pushes

is O(β m log m). The number of pop operations are at most the number of pushes. Thus the

overall runtime of the Lazy Greedy algorithm for b-Matching is O(β m log m). �

5.2 Locally Dominant Algorithm

We introduce the concept of ε-local dominance, use it to design an approximation algo-

rithm for submodular b-Matching, and prove the correctness of the algorithm.
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Figure 5.1. The original graph.

5.2.1 ε-Local Dominance and Approximation Ratio

The Lazy Greedy algorithm presented in Algorithm 12 guarantees a 1
3 approx. ratio

[44 ], [79 ] by choosing an edge with the highest marginal gain at each iteration, and thus it is

an instance of a globally dominant algorithm. We will show that it is unnecessary to select

a globally best edge because the same approximation ratio could be achieved by choosing an

edge that is best in its neighborhood.

Recall that given a matching M , an edge e is available w.r.t M if both of its end-points

are unsaturated in M .

Definition 5.2.1 (Locally dominant matching). An edge e is locally dominant if it is avail-

able w.r.t a matching M , and the marginal gain of e is greater than or equal to all available

edges adjacent to it. Similarly, for an ε ∈ (0, 1], an edge e is ε- locally dominant if its

marginal gain is at least ε times the marginal gain of any of its available adjacent edges. A

matching M is ε-locally dominant if every edge of M is ε-locally dominant when it is added

to the matching.

A globally dominant algorithm is also a locally dominant one. Thus our analysis of

locally dominant matchings would establish the same approximation ratio for the Greedy

and Lazy Greedy algorithms.

Theorem 5.2.1. Any algorithm that produces an ε-locally dominant b-Matching is ε
2+ε

-

approximate for a submodular objective function.

Proof. Let M∗ denote an optimal matching and M be a matching produced by an ε-locally

dominant algorithm. Denote |M | = k. We order the elements of M such that when the edge
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Figure 5.2. Pictorial representation of the two cases

ei is included in M , it is an ε-locally dominant edge. Let Mi denote the locally dominant

matching after adding ei to the set, where M0 = ∅ and Mk = M .

Our goal is to show that for each edge in the locally dominant algorithm, we may charge

at most two distinct elements of M∗. At the ith iteration of the algorithm when we add ei

to Mi−1, we will show that there exists a distinct subset M∗
i ⊂M∗ with |M∗

i | ≤ 2 such that

ρei(Mi−1) ≥ ερe∗
j
(Mi−1), for all e∗

j ∈M∗
i . We will achieve this by maintaining a new sequence

of sets {Tj}, where Ti−1 is the reservoir of potential edges that ei could be charged to. The

initial set of this sequence of sets is T0, which holds the edges in the optimal matching M∗.

The sequence of T -sets shrink in every iteration by removing the elements charged in the

previous iteration, so that it stores only the candidate elements that could be charged in

this and future iterations. Formally, M∗ = T0 ⊇ T1 ⊇ · · · ⊇ Tk = ∅ such that for 1 ≤ i ≤ k,

the following two conditions hold.

i) Mi ∪ Ti is also a b-Matching and

ii) Mi ∩ Ti = ∅.

The two conditions are satisfied for M0 and T0 because M0 ∪ T0 = M∗ and M0 ∩ T0 =

∅ ∩M∗ = ∅.

Now we will describe the charging mechanism at each iteration. We need to construct

the reservoir set Ti from Ti−1. Recall that ei is added at the ith step of the ε-locally dominant

matching to obtain Mi. There are two cases to consider:

i) If ei ∈ Ti−1, the charging set M∗
i = {ei}, Mi = Mi−1 ∪ {ei}, and Ti = Ti−1 \ {ei}.

ii) Otherwise, let M∗
i be a smallest subset of Ti−1 such that (Mi−1 ∪ . . . ∪ {ei} ∪ Ti−1) \M∗

i

is a b-Matching. Since a b-matching is a 2-extendible system, we know |M∗
i | ≤ 2. Then
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Mi = Mi−1 ∪ {ei}; and Ti = Ti−1 \M∗
i .

Note that the two conditions on Mi and Ti from the previous paragraph are satisfied after

these sets are computed from Mi−1 and Ti−1. Since M is a maximal matching, we have

Tk = ∅; otherwise we could have added any of the available edges in Tk to M .

Now when ei is added to Mi−1, all the elements of M∗
i are available. This set M∗

i must

be the adjacent edges of ei. Thus ∀e∗
j ∈ M∗

i , we have ερe∗
j
(Mi−1) ≤ ρei(Mi−1). We can sum

the inequality for each element of e∗
j ∈M∗

i , leading to ∑
j ρe∗

j
(Mi−1) ≤ 2

ε
ρei(Mi−1).

Rewriting the summation we have,

ρei(Mi−1) ≥
ε

2
∑

j
ρe∗

j
(Mi−1)

≥ ε

2
∑

j
ρe∗

j
(Mi−1 ∪ {e∗

1, . . . , e∗
j−1})

= ε

2
∑

j
(f(Mi−1 ∪ {e∗

1, . . . , e∗
j })

− f(Mi−1 ∪ {e∗
1, . . . , e∗

j−1}))

= ε

2(f(Mi−1 ∪ {e∗
1, . . . , e∗

|M∗
i |})− f(Mi−1))

= ε

2(f(Mi−1 ∪M∗
i )− f(Mi−1))

≥ ε

2(f(M ∪M∗
i )− f(M)).

In line 2, each of the summands is a superset of Mi−1, and the inequality follows from

submodularity of f (Proposition 1.5.2 ). Line 3 expresses the marginal gains in terms of

the function f . The fourth equality is due to telescoping of the sums, the fifth equality

replaces the set M∗
i for its elements, and the last inequality follows by monotonicity of f

(from Proposition 1.5.2 ).
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We now sum over all the elements in M as follows.

∑
i

ρei(Mi−1) ≥
ε

2
∑

i
(f(M ∪M∗

i )− f(M)),

f(M) ≥ ε

2
∑

i
(f(M ∪ {M∗

1 ∪ . . . M∗
i })

− f(M ∪ {M∗
1 , . . . , M∗

i−1}))

= ε

2(f(M ∪M∗)− f(M))

≥ ε

2(f(M∗)− f(M)).

f(M) ≥ ε

2 + ε
f(M∗).

The left side of the second line of the above equations is due to Proposition 1.5.1 , while

the right side comes from Proposition 1.5.2 . The next equality telescopes the sum, and the

fourth inequality is due to monotonicity of f . Finally the last line is a restatement of the

inequality above it. �

Corollary 5.2.2. Any algorithm that produces an ε-locally dominant semi-matching is ε
1+ε

-

approximate for a submodular objective function.

Proof. A semi-matching (there are matching constraints on only one vertex part in a bi-

partite graph) forms a matroid, which is a 1-extendible system [26 ]. So by definition of

1-extendible system, |M∗
i | ≤ 1. We can substitute this value in appropriate places in the

proof of Lemma 5.2.1 and get the desired ratio. �

5.2.2 Local Lazy Greedy Algorithm

Now we design a locally dominant edge algorithm to compute a b-Matching, outlining

our approach in Algorithm 14 . We say that a vertex v is available if there is an available

edge incident on it, i.e., adding the edge to the matching does not violate the b(v) constraint.

For each vertex v ∈ V , we maintain a priority queue that stores the edges incident on

v. The key value of the queue is the marginal gain of the adjacent edges. At each iteration

of the algorithm we alternate between two operations: update and matching. In the update

85



step, we update a best incident edge of an unmatched vertex v. Similar to Lazy Greedy,

we can make use of the monotonicity of the marginal gains, and the lazy evaluation process is

shown in Algorithm 13 . After this step, we can consider a best incident edge for each vertex

as a candidate to be matched. We also maintain an array (say pointer) of size |V | that

holds the best vertex found in the update step. The next step is the actual matching. We

scan over all the available vertices v ∈ V and check whether pointer(v) also points to v (i.e.,

pointer(pointer(v)) = v). If this condition is true, we have identified a locally dominant

edge, and we add it to the matching. We continue the two steps until no available edge

remains.

Algorithm 13 Lazy Evaluation (Max Heap pq)
1: while pq is not empty do
2: Edge e = pq.pop()
3: Update marginal gain of e
4: if e is available then
5: if marg_gain of e ≥ marg_gain of pq.top() then
6: break
7: else
8: push e and its updated gain into pq
9: end if

10: end if
11: end while

We omit the short proofs of the following two results.

Lemma 5.2.3. The Local Lazy Greedy algorithm is locally dominant.

Corollary 5.2.4. For the b-Matching problem with submodular objective, the Local Lazy

Greedy algorithm is 1/3-approximate.

Lemma 5.2.5. Under Assumption 1 , the time complexity of Algorithm 14 is O(β m log ∆).

Proof. As for the Lazy Greedy algorithm, the number of total push operations is O(mβ log ∆)

(the argument of the logarithm is ∆ instead of m because the maximum size of a priority

queue is ∆). We maintain two arrays, say PotentialU and PotentialM, of vertices that hold

the candidate vertices for iteration in the update and matching step, respectively. Initially
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Algorithm 14 Local Lazy Greedy Algorithm
. Initialization

1: for v ∈ V do
2: pq(v) := max-heap of the incident edges keyed by marginal gain
3: pointer(v) = pq(v).top
4: end for

. Main Loop
5: while ∃ an edge with both its endpoints available do

. Updating
6: for v ∈ V such that u is available do
7: Update pq(v) using Lazy Evaluation (pq(v))
8: pointer(v) = pq(v).top
9: end for

. Matching
10: for u ∈ V such that u is available do
11: v = pointer(u)
12: if v is available and pointer(v) == u then
13: M = M ∪ {u, v}
14: end if
15: end for
16: end while

all the vertices are in PotentialU and PotentialM is empty. The two arays are set to empty

after their corresponding step. In the update phase, we insert the vertices for which the

marginal gain changed into PotentialM. In the matching step, we iterate only over the ver-

tices in PotentialM array. When an edge (u, v) is matched in the matching step, we insert

u, v if they are unsaturated and all their available neighboring vertices into the PotentialU.

This is the array on which in the next iteration, update would iterate. Since a vertex u can

be inserted at most b(u) + ∑
v∈N(u) b(v) times into the array, the overall size of PotentialU

array during the execution of the algorithm is O(mβ). The PotentialM is always a subset

of PotentialU. So it is also bounded by O(mβ).Combining all these we get, an O(β m log ∆)

time complexity. �
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Figure 5.3. A tight graph.

5.2.3 A tight input for locally subdominant Submodular b-Matching

Here we demonstrate tightness of the greedy 1/3-approximate Submodular b-Matching.

For simplicity, we will work on b = 1. Consider the graph in Figure 5.3 . The weight of the

edges are all 1. Let xi’s be the binary variable that takes {0,1}. The objective function we

are considering is f = x1 + x2 + x3 + x4 + x5−x2x4. f is monotone submodular. To see this,

take two sets A = e1, B = e1, e2. we add e4 to A resulting a marginal gain of 1, But when e4

is added to B the marginal gain is 0. It is monotone because adding new element to set does

not lower the functional value. Now the greedy variants of algorithms (including the local

lazy greedy) could choose e2, e4 as the matching output that results f = 0+1+0+1−1 = 1,

whereas the optimal one is e1, e3, e5 with f = 1 + 0 + 1 + 0 + 1− 0 = 3.

5.2.4 Parallel Implementaion of Local Lazy Greedy

Both the standard Greedy and Lazy Greedy algorithm offer little to no concur-

rency. The Greedy algorithm requires global ordering of the gains after each iteration,

and the Lazy Greedy has to maintain a global priority queue. On the other hand, the

Local Lazy Greedy algorithm is concurrent. Here local dominance is sufficient to main-

tain the desired approximation ratio. We present a shared memory parallel algorithm based

on the serial Local Lazy Greedy in Algorithm 15 .

One key difference between the parallel and the serial algorithms is on maintaining the

potentialU and potentialM arrays. One option is for each of the processors to maintain

individual potentialU and potentialM arrays and concatenate them after the corresponding

steps. These arrays may contain duplicate vertices, but they can be handled as follows. We

maintain a bit array of size of n initialized to 0 in each position. This bit array would be reset
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Algorithm 15 Parallel Local Lazy Greedy
. Initialization

1: for v ∈ V in parallel do
2: pq(v) := max-heap of the incident edges keyed by marginal gain
3: pointer(v) = pq(v).top
4: end for

. Main Loop
5: while ∃ an edge where both endpoints are available do

. Updating
6: for v ∈ V such that v is available in parallel do
7: Update pq(v) according to Lazy Evaluation (pq(v))
8: pointer(v) = pq(v).top
9: end for

. Matching
10: for u ∈ V such that u is available in parallel do
11: v = pointer(u)
12: if v is available and u < v and pointer(v) == u then
13: Mark (u, v) as a matching edge
14: end if
15: end for
16: end while

to 0 at every iteration. We only process vertices that have 0 in its corresponding position in

the array. To make sure that only one processor is working on the vertex, we use an atomic

test-and-set instruction to set the corresponding bit of the array. Thus the total work

in the parallel algorithm is the same as of that the serial one i.e., O(β m log ∆). Since the

fragment inside the while loop is embarrassingly parallel, the parallel runtime depends on

the number of iterations. This number depends on the weights and the edges in the graph,

but in the worst case, could be O(βn). We leave it for future work to bound the number of

iterations under different weight distributions (say random) and different graph structures.

5.3 Experimental Results

The experiments on the serial algorithm were run on an Intel Haswell CPUs with 2.60

GHz clock speed and 512 GB memory. The parallel algorithm was executed on an Intel
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Knights Landing node with a Xeon Phi processor (68 physical cores per node) with 1.4 GHz

clock speed and 96 GB DDR4 memory.

5.3.1 Dataset

We tested our algorithm on both real-world and synthetic graphs shown in Table 5.1 .

(All Tables and Figures from this section are at the end of the paper.) We generated two

classes of RMAT graphs: (a) G500, representing graphs with skewed degree distributions

from the Graph 500 benchmark [72 ] and (b) SSCA, from the HPCS Scalable Synthetic

Compact Applications graph analysis (SSCA#2) benchmark using the following parameter

settings: (a) a = 0.57, b = c = 0.19, and d = 0.05 for G500, and (b) a = 0.6, and b = c = d =

0.4/3 for SSCA. Moreover, we considered eight problems taken from the SuiteSparse Matrix

Collection [73 ] covering application areas such as medical science, structural engineering, and

sensor data. We also included a large web-crawl graph(eu-2015) [74 ] and a movie-interaction

network(hollywood-2011) [75 ].

Table 5.1. The properties of the test graphs listed by increasing number of edges.
Problems Vertices Edges Mean

Degree
Fault_639 638,802 13,987,881 44
mouse_gene 45,101 14,461,095 641
Serena 1,391,349 31,570,176 45
bone010 986,703 35,339,811 72
dielFilterV3real 1,102,824 44,101,598 80
Flan_1565 1,564,794 57,920,625 74
kron_g500-logn21 2,097,152 91,040,932 87
hollywood-2011 2,180,759 114,492,816 105
G500_21 2,097,150 118,594,475 113
SSA21 2,097,152 123,097,397 117
eu-2015 11,264,052 257,659,403 46
nlpkkt240 27,993,600 373,239,376 27
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5.3.2 Serial Performance

In Table 5.2 we compare the Local Lazy Greedy algorithm with the Lazy Greedy

algorithm. Each edge weight is chosen uniformly at random from the set [1, 5]. The sub-

modular function employed here is the concave polynomial with α = 0.5, and b = 5 for

each vertex. Since both Lazy Greedy and Local Lazy Greedy algorithms have equal

approximation ratios, the objective function values computed by them are equal, but the

Local Lazy Greedy algorithm is faster. For the largest problem in the dataset, the

Local Lazy Greedy algorithm is about five times faster than the Lazy Greedy, and it

is about three times faster in geometric mean.

Table 5.2. The objective function values and comparison of the serial run
times for the Lazy Greedy and Local Lazy Greedy algorithms.

Problems Weight Time (sec.) Rel. Perf
LG LLG LG/LLG

Fault_639 3.07E+06 61.05 16.83 3.63
mouse_gene 1.90E+05 50.68 22.41 2.26
Serena 6.69E+06 155.81 40.27 3.87
bone010 4.80E+06 177.37 44.15 4.02
dielFilterV3real 5.35E+06 221.92 62.22 3.57
Flan_1565 7.63E+06 310.31 72.00 4.31
kron_g500-logn21 3.69E+06 304.85 105.58 2.89
hollywood-2011 8.59E+06 622.73 163.26 3.81
G500_21 3.93E+06 344.13 137.06 2.51
SSA21 9.46E+06 588.16 285.79 2.06
eu-2015 2.40E+07 1098.40 396.16 2.77
nlpkkt240 1.31E+08 2456.34 465.30 5.28
Geo. Mean 3.29

5.3.3 Parallel Performance

Performance of the parallel implementations of the Local Lazy Greedy algorithm is

shown by a scalibility plot in Figure 5.4 . Figure 5.4 reports results from a machine with 68

threads, with all the cores on a single socket. We see that all problems show good speedups,

and all but three problems show good scaling with high numbers of threads.

91



1 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 6467
# Threads

0

10

20

30

40

50

60

Sc
al

ib
ilit

y

Fault_639
mouse_gene
Serena
bone010
dielFilterV3real
Flan_1565
kron_g500-logn21

hollywood-2011
G500_21
SSA21
eu-2015.mtx
nlpkkt140

hollywood-2011
G500_21
SSA21
eu-2015.mtx
nlpkkt140

Figure 5.4. Scalability of the Local Lazy Greedy algorithm for submod-
ular b-matching with 67 threads.

5.3.4 Effect of α in Concave Polynomial

In this experiment we vary α of the concave polynomial function from 0.1 to 1 with

spacing of 0.1. In Figure 5.5 , we plot the α Vs. linear weight (the left axis) and Cardinality

(the right axis) of the matching. we observe how the weight function and cardinality of the

matching changes with α. The weight function here is the linear weight of the corresponding

matching. We see that, for all the problems decreasing α increases the cardinality of the

matching. We also see that for many problems decreasing α also increases the linear weight.

It is surprising that although we are solving for the submodular maximization, the match-

ing output is a better alternative than the greedy matching algorithm for linear objective

function.
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Figure 5.5. Cardinality and weight of matching comparison for various α
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6. HEAVY WEIGHT HIGH CARDINALITY MATCHING

In many scientific applications, we may require matchings with heavy weights but also high

cardinalities. In this chapter, we will introduce Lambda Matching ,that provides a trade-

off between the weight and cardinality of the matching. This is achieved by formulating the

matching problem as a bi-objective optimization problem.

6.1 Cardinality sensitive matching formulation

A matching is an independent set of edges in a graph. We restate the maximum weight

matching formulation described in Chapter 1 .

Consider a graph G(V, E, w), where V and E are the vertex and edge sets respectively,

and w is a positive weight function defined on the edges. We denote the number of vertices

|V | by n and the number of edges |E| by m throughout this section. The maximum weight

matching problem on the graph G can be formulated as follows.

max
∑
e∈E

w(e)x(e) (6.1)

subject to
∑

e∈δ(v)
x(e) ≤ 1,

x(e) ∈ {0, 1}.

Here δ(v) is the set of edges incident on vertex v and x is the characteristic vector of the

matching.

The formulation (6.1 ) maximizes only the weight function, and does not consider the

cardinality of the matching. We can reformulate the matching problem to account for the

cardinality by introducing a non-negative parameter λ, and modifying the formulation to

max
∑
e∈E

w(e)x(e) + λ
∑
e∈E

x(e) (6.2)

subject to
∑

e∈δ(v)
x(e) ≤ 1,

x(e) ∈ {0, 1}.
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The formulation (6.2 ), called Lambda Matching, has two terms in its objective func-

tion. The first term by itself would maximize the weight of a matching while the second term

by itself would maximize its cardinality. The parameter λ ≥ 0 incorporates the trade-off

between these two objectives. If λ = 0, then this produces a maximum weight matching

as in Problem (6.1 ). It is intuitive that increasing λ would also increase the cardinality of

the matching and possibly decrease the weight of the matching in terms of the original edge

weights. Ultimately when the value of λ is sufficiently large, we will obtain a maximum cardi-

nality matching from this formulation. We note that computing a Lambda Matching has

the same time complexity as computing a maximum weight matching since the modification

amounts to translating the original weight of every edge by λ. We can obtain the weight of

a matching in terms of the original weights of the edges by subtracting λ from the weight of

each matched edge.

6.1.1 Lower bound on the weight

As we increase λ the weight of the matching (projected to the original edge weights) may

decrease. In this section we will establish a lower bound on the weight of the transformed

matching projected to the original edge weights. Let Mλ
∗ be the optimum matching returned

by the algorithm using the parameter value λ, and let Wλ be the total weight of this matching.

Then M0
∗ denotes the maximum weight matching of G when λ = 0, i.e., this would be the

maximum sum weight matching in G. We also have

Wλ(Mλ
∗ ) =

∑
e∈Mλ

∗

w(e) + λ|Mλ
∗ | (6.3)

= W0(Mλ
∗ ) + λ|Mλ

∗ |.

The first term on the right-hand-side is the weight of the matching in terms of the original

weights of the edges, and the second term reflects the additional weight due to the translation

of the edge weights by λ. Thus W0(M0
∗ ) is the weight of the optimum matching with λ = 0.

Let M c be a matching of maximum weight among all maximum cardinality matchings in G.

We are interested in computing a lower bound for the weight W0(Mλ
∗ ).
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Lemma 6.1.1. W0(Mλ
∗ ) ≥ max{W0(M c) + λ|M c|, W0(M0

∗ ) + λ|M0
∗ |} − λ|Mλ

∗ |.

Proof. Since Mλ
∗ is the maximum weight matching for Lambda Matching, the weight of

this matching must be at least the weight of the matching M0
∗ translated by λ. Using a

similar argument we can show that the weight of Mλ
∗ is equal to or larger than the weight

of M c translated by λ. Thus we have

Wλ(Mλ
∗ ) ≥ max{Wλ(M c), Wλ(M0

∗ )}

≥ max{W0(M c) + λ|M c|,

W0(M0
∗ ) + λ|M0

∗ |}.

We can substitute Eq. 6.3 on the left side of the inequality to obtain the lower bound we

seek.

W0(Mλ
∗ ) + λ|Mλ

∗ | ≥ max{W0(M c) + λ|M c|,

W0(M0
∗ ) + λ|M0

∗ |}

W0(Mλ
∗ ) ≥ max{W0(M c) + λ|M c|,

W0(M0
∗ ) + λ|M0

∗ |} − λ|Mλ
∗ |.

�

6.1.2 Pareto Optimality of Weight and Cardinality

To show the Pareto optimality between weight and cardinality, we have to prove:

1. The weight W0(Mλ
∗ ) is largest among matchings with cardinality |Mλ

∗ |, and

2. The cardinality of Mλ
∗ is the highest among matchings with weight W0(Mλ

∗ ).

Note that if λ = 0, the second condition may not always be satisfied. For example, consider

a path graph with 4 vertices {a, b, c, d} with edge weights (a, b) = (c, d) = 1 and (b, c) = 2.

This has two maximum weight matchings, namely (a, b), (c, d) and (b, c). For λ = 0 the

Lambda Matching could return the latter matching, thus violating the second condition.
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Lemma 6.1.2. For λ > 0, the matching computed by solving Lambda Matching is Pareto

optimal w.r.t weight and cardinality.

Proof. (Proof of weight:) For a contradiction, suppose there exists another matching Mλ
1

with |Mλ
1 | = |Mλ| but W0(Mλ

1 ) > W0(Mλ). Then we have Wλ(Mλ
1 ) > Wλ(Mλ), and Mλ

∗

cannot be an optimum matching.

(Proof of cardinality:) For a contradiction, suppose we have a matching Mλ
1 with weight

W0(Mλ
1 ) = W0(Mλ

∗ ) but |M1
λ | > |Mλ

∗ |. As λ > 0, we see λ|M1
λ | > λ|Mλ

∗ |. Again Wλ(Mλ
1 ) >

Wλ(Mλ
∗ ), which is a contradiction. �

6.1.3 Choosing a suitable value of λ

We require some matching concepts for this discussion. Given a matching M of a graph,

a path or cycle P is called alternating if it consists of edges chosen alternatively from M and

E \M . An augmenting path with respect to the current matching is an alternating path

that begins and ends with unmatched vertices; by switching matching edges to non-matching

edges and vice versa we can increase the cardinality of the matching. Now we can develop

some guiding principles for choosing the value of λ.

Lemma 6.1.3. Let γ be the maximum weight and δ be the minimum weight of the edges in G.

If λ = max{ (k−1)
2 γ− (k+1)

2 δ, 0}+ε, where ε > 0, then Mλ
∗ obtained from Lambda Matching

has the maximum weight among all matchings such that there exists no augmenting path of

length k(≥ 3) or less w.r.t the matching.

Proof. Suppose choosing λ as mentioned in the lemma does not lead to a maximum weight

matching with the augmenting path length guarantee. So there is an augmenting path, say

P , of length k w.r.t to the optimal matching Mλ
∗ . In P , there are k−1

2 matched edges and
k+1

2 unmatched edges. Let ∆ be the change of weight if we augment along P . First assume
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that (k−1)
2 γ > (k+1)

2 δ. Since the weight of each matched edge in P can be at most γ and the

weight of each matched edge can be at least δ, we have

∆ ≥ k + 1
2 δ + k + 1

2 λ− (k + 1)
2 γ − k − 1

2 λ

= k + 1
2 δ + k2 − 1

4 γ − (k + 1)2

4 δ + (k + 1)
2 ε

− k − 1
2 γ − (k − 1)2

4 γ + k2 − 1
4 δ − k − 1

2 ε

= (k + 1
2 − k − 1

2 )ε > 0.

We have substituted for λ in the second line. The last line follows since k+1
2 > k−1

2 .

Now if (k−1)
2 γ ≤ (k+1)

2 δ, we have

∆ ≥ k + 1
2 δ + k + 1

2 λ− (k − 1)
2 γ − k − 1

2 λ

= (k + 1
2 δ − (k − 1)

2 γ) + (k + 1
2 − k − 1

2 )ε > 0.

The second line follows by replacing λ by ε. The final inequality is due to the fact that
(k−1)

2 γ ≤ (k+1)
2 δ, and k+1

2 > k−1
2 .

Hence in both cases the augmentation increases the weight, which is a contradiction since

we began with a maximum weight matching. Thus such an augmenting path does not exist

with respect to the matching Mλ
∗ in the graph. �

Corollary 6.1.4. The Lambda Matching obtained by setting λ = max{ (n−2)
4 γ− (n+2)

4 δ, 0}+

ε, where n is the number of vertices in the graph and ε > 0, is a matching of maximum

weight among all maximum cardinality matchings of G.

Proof. The maximum length of an augmenting path of a graph is n/2 ( or (n− 1)/2 if n is

odd). We get the desired λ using k = n/2 in Lemma 6.1.3 . �
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7. ADAPTIVE ANONYMIZATION USING b-Edge Cover

7.1 A Generalized Framework

username

Anna (x0) 1 0 0 0
Robert (x1) 0 0 0 0
Paul (x2) 0 0 1 1
Peter (x3) 1 0 1 1
Carl (x4) 1 1 0 0
Olaf (x5) 0 1 1 1

x0

x1

x2

x3

x4

x5

y0

y1

y2

y3

y4

y5

key

* * 0 0 172 (y0)
* 0 0 0 236 (y1)
* * 1 1 672 (y2)
* 0 1 1 229 (y3)
1 * 0 0 761 (y4)
0 * 1 1 298 (y5)

Figure 7.1. An example of an adaptive anonymity problem. Left: usernames
and feature matrix (x, X); Right: the anonymized feature matrix with keys
(Y, y); Center: A bipartite graph that matches each user to a set of anonymized
keys compatible with the user’s data. There are six users and four features,
and the privacy requirements are: k(x0) = 3, k(x1) = 2, k(x2) = 3, k(x3) =
2, k(x4) = 2, k(x5) = 2. The solution using adaptive anonymity masks eight
data items, while k-Anonymity for k ≥ 2 would mask ten elements.

In this section we give a precise mathematical description of the problem and an algorithm

that achieves adaptive anonymity and high utility of the shared data at the same time.

We start with the definition of adaptive anonymity, which is generalized from k-anonymity

proposed in [80 ].

Definition 7.1.1. A release of data is said to have the adaptive-anonymity property if the

information for each individual v contained in the release cannot be distinguished from the

information of at least k(v)− 1 individuals in the dataset.

The difference between adaptive anonymity and k-anonymity is that the latter uses a

uniform value k for all individuals instead of a value k(v) for each individual v. For k-

anonymity, the value of k has to be the maximum of k(v) for all v to satisfy the privacy

requirements. If there exists a user who would like their record to be confused with all others,

in the k-anonymity setting, the obfuscated data will have little utility.

Our model is illustrated in Figure 7.1 . We are given a dataset X ∈ Zn×f , where n is

the number of individuals and f is the number of features. Each row xv ∈ Zf of X is a
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contribution of the user v to the dataset and consists of f discrete features. A feature might

be race, age, height, weight, income bracket, etc. A vector k of length n, where an element

k(v) of k is a privacy parameter of the v-th user is also given. The value k(v) specifies that

the data of the v-th user must be indistinguishable from that of k(v) − 1 other users. The

output of the algorithm is an anonymized dataset Y ∈ (Z ∪ {∗})n×f , where the ∗ symbol

indicates that a particular feature has been masked. Each feature vector xv ∈ X is associated

with a username xv ∈ Z and each row yu of Y is associated with a key yu ∈ Z. Keys are

output together with a matrix Y . The sensitive information that needs to be hidden from

an adversary (one who is trying to discover the identity of the users from the value of their

features) is the matching between usernames xv and corresponding keys yu. We call this

the canonical matching. Thus, the goal of the adversary is to reveal as many edges of the

canonical matching as possible. The engine must publish data in such a way that instances

with larger privacy parameter k(v) have a smaller probability of being matched with the

corresponding key by the adversary.

We say that feature vector xv ∈ X is compatible with vector yu ∈ Y if xv(l) = yu(l) for

every 1 ≤ l ≤ f such that yu(l) 6= ∗. Hence yu can be obtained from (confused with) xv after

masking some attributes of xv. Thus either the feature values agree between the instances

or we can match a ‘*’ in the second vector to 0, 1, or * in the first.

In the suppression model analyzed here the goal is to mask as few attributes in X as

possible to produce Y (to get as high utility of the published data as possible), but in such

a way that each entry xv of X can be confused with at least k(v) rows yu in Y . Thus we

have the following measure of the utility of the presented scheme.

Definition 7.1.2. The utility of the suppression model is the ratio of the number of unmasked

features and the total number of features, nf . The goal of the database algorithm producing

obfuscated data is to minimize the number of masked features such that all privacy constraints

are met.
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Given a dataset X, we define a function γ(i, j, l) as follows,

γ(i, j, l) =


1 if Xil 6= Xjl,

0 otherwise.

For an undirected graph G with an adjacency matrix G ∈ {0, 1}n×n and a dataset X, we

define the Hamming distance h(G) as

h(G) =
∑

i

∑
j

Gij
∑

l

γ(i, j, l).

Here Gij is either zero or one.

Given a graph G, we compute an expression for the number of stars to put in the dataset.

The maximum number of stars one can put is nf . Let us consider a node i in the graph G,

and a column l in X. Now we find the rows j of column l which correspond to neighbors of

the node i, i.e, Gij = 1. If every such element Xjl is equal to Xil, then we do not have to put

a star in Yil; otherwise we need to put a star in the position Yil. Mathematically this can be

expressed as follows.

s(G) = nf −
∑

i

∑
l

∏
j

(1−Gij γ(i, j, l)).

The second term in this equation counts the positions in the matrix Y where no stars are

needed. If Xjl = Xil then γ(i, j, l) = 0; if this is true for all neighbors j of node i, then every

term in the product is 1, and then the value of Yil is set to Xil and not a star.

Choromanski, Jebara and Tang proposed the following method [81 ] that finds a good-

quality approximation of G. First the algorithm minimizes h(G) over all graphs G satisfying

the privacy requirements. Then a variational upper bound [82 ] on s(G) is iteratively min-

imized with the use of the weighted version of the Hamming distance. The first phase of

their algorithm solved the b-Matching problem exactly.

It is clear from the definition that there are two goals for solving the adaptive anonymity

problem: group instances to satisfy privacy constraints and hide as little data as possible.

Since optimal solution for this problem is NP-complete [81 ], our approximate solution comes

from the observation that if we group similar instances together (w.r.t. their corresponding

101



features) then we need to hide fewer features. Our proposed adaptive anonymity algorithm

is shown in Algorithm 16 .

Algorithm 16 Adaptive Anonymity (X ∈ Zn×f , k ∈ Zn, ε)
1: Let cε = log( ε

1+ε)
2: Initialize W ∈ Rn×f to the all ones matrix
3: Initialize Y to X
4: while not converged do
5: Let G be a weighted graph, where:
6: Eij =

∑
l(Wil + Wjl)γ(i, j, l) . Compute Graph

7: C = b-Edge Cover (G, E, k− 1) . Grouping Step
8: for all i, l do . Update W
9: Wil ← exp(

∑
j Cijγ(i, j, l) cε)

10: end for
11: end while
12: for all i, l do
13: if Cij = 1 and Xjl 6= Xil for any j then
14: Yil = ∗
15: end if
16: end for
17: Ypublic = MY , where M is a random row permutation of Bn×n

The algorithm is a variational optimization algorithm which iterates until some conver-

gence criterion is met or a maximum number of iterations is reached. First, the algorithm

creates a complete graph of n vertices corresponding to instances and a weight multiplier

matrix initialized to all ones. Within an iteration, the algorithm assigns the weight of an

edge between two vertices based on some dissimilarity measure between the two instances,

multiplied by the weight multiplier. Next, the algorithm performs a grouping step based on

the current weight assignment, and then the weight multipliers are adjusted based on the

grouping.

A critical part of Algorithm 16 is how the grouping step is done. There are two re-

quirements for the grouping step: i) each instance v has to be in a group with k(v) − 1

other instances, and ii) “similar” instances should be grouped together in order to minimize

number of masked data elements. In order to achieve this goal, we use a b-Edge Cover

formulation for the grouping step.
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Definition 7.1.3. A b-Edge Cover in a graph is a subgraph C such that every vertex v

has at least b(v) edges incident on it in the subgraph. If the edges are weighted, then a cover

that minimizes the sum of weights of its edges is a minimum weight b-Edge Cover.

Given the definition of the b-Edge Cover, we group instances together with the follow-

ing three steps:

1. Create a complete graph G where the instances are the vertices.

2. Calculate the edge weight between a pair of vertices using the dissimilarity measure

between the corresponding instances. The dissimilarity between two instances is the

number of the features in which the instances do not agree.

3. Set b(v) = k(v) − 1 for each vertex, and solve a b-Edge Cover problem with the

input (G, b).

Since b-Edge Cover is a minimization problem, it will group less dissimilar, i.e., more

similar vertices together; each vertex v is grouped with k(v) − 1 other vertices. We use a

2-approximation algorithm called the MCE algorithm for the b-Edge Cover problem [64 ],

[67 ]. we have compared the anonymizations obtained with the 3/2-approx and 2-approx

b-Edge Cover algorithms, LSE and MCE respectively, and found less than 1% difference

in utility. The details of the MCE algorithm are explained the next section.

Now we provide more details of our b-Edge Cover based formulation of adaptive

anonymity, in Algorithm 16 . The algorithm starts by initializing the weight multiplier ma-

trix W ∈ Rn×f , to all 1’s. The matrix W associates a weight Wij ≥ 1 to each entry of

input dataset Xij, which the algorithm updates at each iteration. The algorithm iterates

until the utility measure converges or a maximum number of iterations is reached. At each

iteration, we compute edge weights in the graph as the weighted sum of the product of the

weight multipliers and the dissimilarity between two instances. Then we group instances

using a b-Edge Cover C in the graph and the k(v) values. Finally, we update the weight

multipliers based on the following rule: We proportionally increase the multiplier value as-

sociated with the feature l of the instance i, Wil, based on how many times the feature

Xil differs with Xjl, the corresponding feature of other instances j grouped together with
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i. We increase the weight multiplier of a feature when it has the potential to create more

maskings because we compute an approximate minimum weight b-Edge Cover. When the

algorithm converges, we mask a feature if it does not agree with other values of the same

feature in the same group. Then we publish a row-permuted copy of the masked data. The

time complexity of Algorithm 16 per iteration is as follows: the Compute Graph step has

complexity of O(n2f); the Update W step has complexity of O(nkf), where k is max(k(v));

and the grouping Step has time complexity O(n2logn) if an exact b-Edge Cover algorithm

is used. If a 2-approximate b-Edge Cover algorithm is used, the time complexity of the

last step becomes O(βm), where β = maxv∈V b(v).

We discuss theoretical guarantees on the quality of the computed solution below. We

will need the following lemma.

Lemma 7.1.1. For any graph G, the Hamming distance h(G) and the number of stars s(G)

satisfy s(G) ≤ h(G) ≤ ks(G), where k = maxv∈V k(v).

Proof. The first inequality is immediate since we need at most one star for each difference

that contributes to the Hamming distance. We consider the contributions that an instance

i and a feature l make to h(G) and s(G).

h(G) =
∑

i

∑
j

Gij
∑

l

γ(i, j, l) =
∑

i

∑
l

Gij
∑

j
γ(i, j, l)

≡
∑

i

∑
l

hil(G).

s(G) = nf −
∑

i

∑
l

∏
j

(1−Gijγ(i, j, l)

=
∑

i

∑
l

(1−
∏

j
(1−Gijγ(i, j, l)))

≡
∑

i

∑
l

sil(G).

Now we consider two cases. Case 1: If for every instance j such that Gij = 1, we have

γ(i, j, l) = 0, then hil(G) = 0 and sil(G) = 0, and hence the inequality holds.

Case 2: There is some j such that Gij = 1 and γ(i, j, l) = 1. Then, considering the worst-case

hil(G) =
∑

j
Gijγ(i, j, l) ≤ k.
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Also sil(G) = 1 since we need a star here. Hence

hil(G) ≤ k ≤ k · sil(G).

Summing over all i and l, we obtain the lemma. �

Theorem 7.1.2. The first iteration of the while-loop in Algorithm 16 finds a b-Edge Cover

C such that

s(C) ≤ αk min
G∈Bn×n

s(G),

where the minimum in the expression is over all adjacency matrices satisfying privacy re-

quirements, and α is the approximation ratio of the b-Edge Cover algorithm.

Proof. Initially the variational matrix W has all elements set to one, and hence in the first

iteration the objective of the b-Edge Cover is proportional to the Hamming distance of G.

Suppose Ĝ = argmin h(G); then h(C) ≤ α h(Ĝ) since we have an approximation algorithm

for b-Edge Cover. For any graph G, s(G) ≤ h(G) from the Lemma. Combining, we have

s(C) ≤ h(C) ≤ α h(Ĝ). Now suppose G∗ = argmin s(G). Since Ĝ minimizes h(G), we

have h(Ĝ) ≤ h(G∗). From the Lemma 7.1.1 , we have h(G) ≤ k s(G). Combining all these,

s(C) ≤ h(C) ≤ α h(Ĝ) ≤ α h(G∗) ≤ αk s(G∗). �

We illustrate the Grouping step by a b-Edge Cover by the example shown in Fig-

ure 7.2 , with six instances and six binary features. Each user expects 2-anonymity, i.e.,

each user wants to be confused with at least one other user. The anonymity algorithm com-

putes a b-Edge Cover with b = 1 for each node. Given the input data, the anonymity

algorithm first constructs a dissimilarity matrix S. Each row of the matrix defines the dissim-

ilarity between that instance and all other instances in the input. For example, the second

entry of the first row denotes the dissimilarity between user U1 and U2 which is 2, because the

instances disagree in features f2 and f4. This dissimilarity matrix acts as the input adjacency

matrix to the b-Edge Cover algorithm where each entry refers to the weight of an edge.

The bold-font entries are the edges included in the b-Edge Cover. We see that grouped

pairs are: (U1, U2), (U3, U4) and (U5, U6). Next the anonymity algorithm uses this grouped
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Instances f1 f2 f3 f4 f5 f6
U1 1 0 1 0 1 0
U2 1 1 1 1 1 0
U3 0 1 0 1 0 1
U4 0 0 0 0 0 1
U5 1 1 0 0 0 0
U6 1 1 0 0 0 1

S U1 U2 U3 U4 U5 U6
U1 - 2 6 4 3 4
U2 - 4 6 3 4
U3 - 2 4 2
U4 - 3 2
U5 - 1
U6 -

Instances f1 f2 f3 f4 f5 f6
U1 1 * 1 * 1 0
U2 1 * 1 * 1 0
U3 0 * 0 * 0 1
U4 0 * 0 * 0 1
U5 1 1 0 0 0 *
U6 1 1 0 0 0 *

Figure 7.2. An example for adaptive anonymity. From top to bottom: origi-
nal input, dissimilarity matrix (Hamming distances) and anonymized output.

output to mask entries in the following manner: for each pair, it finds the dissimilar features

and mask those features with a ∗. For example, U5 and U6 are grouped and the instances

do not agree on feature f6, so the algorithm puts ∗ in the corresponding f6 entries. As we

can see, there are 6× 6 = 36 entries and after one iteration the algorithm masks 10 entries.

Thus the utility at this iteration is 1− 10/36 = 0.722, i.e., 72%.

An important feature of our framework, specifically in the shared memory context, is

that the memory requirement of Algorithm 16 is linear in the number of instances, whereas

a state-of-the-art algorithm [81 ] requires quadratic memory. This significant reduction

comes from an interesting property of the MCE algorithm for solving the b-Edge Cover

problem.
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7.2 Experiments and Results

We conducted our experiments on Cori, a Cray XC40 supercomputer at NERSC, Berke-

ley. Each node on Cori consists of two 16-core 2.3 GHz Intel E5-2698 (Haswell) processors

with 128 GB RAM. Each core in a node has its own 64 KB L1 cache and 256 KB L2 cache,

as well as a 40 MB shared L3 cache per socket. Cori nodes are also interconnected with the

Cray Aries network using the Dragonfly topology.

We used the Intel MPI implementation for inter-node communication and OpenMP for

intra-node multi-threading, and compiled the code with the built-in compiler wrapper opti-

mized for the system, CC-2.5.12 with the flags -O3 -qopenmp. Our hybrid implementation

used the following MPI-openMP settings: one OpenMP process for each of the 32 cores on

a node, and one MPI process per node. Hyper-threading did not improve the performance

of our code.

We consider eight datasets for adaptive anonymity experiments in Table 7.1 . We use four

small datasets in our experiments to compare an adaptive anonymity algorithm by Choro-

manski et al [81 ], which groups individuals using belief propagation and exact b-matching

algorithms, with our approximate b-edge cover approach. For each of these problems, these

authors picked a specific privacy requirement k that varies with each data item, and we use

the same values to be consistent with their work. The values for k ranged from 2 to 10. The

earlier belief propagation algorithm is not capable of solving the larger problems in our test

set. We consider three larger problems from a Machine Learning Repository at University

of California, Irvine [83 ], and one from the Centers for Medicare and Medicaid Services [84 ],

to demonstrate that the approximate b-edge cover approach can solve them. We generated

b(v) values for each problem as the minimum of the degree of a vertex and a uniform random

integer between one and the square root of the number of vertices. For each experiment we

repeat the computations three times and report the average run-time. The utility for each

problem is invariant since the same b-edge cover is computed. Our algorithm terminates if

three consecutive iterations do not show any improvement in the utility measure. For smaller

problems the algorithm terminates within four iterations and for the larger problems it takes

three to nine iterations. However, most of the feature masking occurs in the first iteration.
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Table 7.1. Problem sets for adaptive anonymity.
Problem Instances Features
Caltech36 768 101
Reed98 962 139
Haverford76 1,446 145
Simmons81 1,518 140
UCI_Adult 32,561 101
USCensus1990 158,285 68
Poker_hands 500,000 95
CMS 745,280 512

For example, the CMS dataset achieves a utility of 79.3% in 6 iterations, whereas the utility

after the first iteration is 70.9%.

Table 7.2. Comparing run times of the Belief Propagation (BP) and MCE
algorithms on a single thread of an Intel Haswell.

Problem BP MCE Rel. Perf. Utility
Diff (%)

Caltech36 13m 15s 10s 80 -0.85
Reed98 20m 47s 22s 57 -0.32
Haverford76 1h 07m 55s 73 0.23
Simmons81 59m 29s 45s 79 -0.81

7.2.1 Shared Memory Results

Table 7.3. Effect of working set memory on runtimes using the MCE algo-
rithm on 32 cores of an Intel Haswell processor.
Problems on the fly 8 ∗ khn 32 ∗ khn 128 ∗ khn Utility
UCI_Adult 1m 48s 18s 15s 20s 90.4%

USCensus1990 3h 47m 13m 19m 22m 87.1%
Poker_hands >24h 51m 46m 1h 02m 81.3%

CMS >24h 6h 11m 6h 48m 6h 16m 79.3%

In Table 7.2 , we compare the run-times of the belief propagation algorithm (BP) [81 ],

with the MCE based algorithm. BP algorithms are well-known in Machine Learning, and

108



have been used to solve a variety of problems including graph matching [85 ]. We observe

that the MCE algorithm is 55 to 80 times faster than the BP algorithm. The last column of

Table 7.2 shows that b-Edge Cover also achieves this improvement without compromising

the utility, since the differences are less than 1%. We proceed to describe results from our

parallel algorithm that can solve large problems, which are not feasible for the BP algorithm.

Figure 7.3. Strong scaling of adaptive anonymity problems on 32 cores of an
Intel Haswell processor.

Next we show the impact of the linear memory formulation of the adaptive anonymity

problem in the shared memory context using 32 cores on one node of Cori. We consider

four larger problems to illustrate the effect of trading computation for space. The problems

Poker_hands and CMS have roughly 500K and 750K instances. Assuming each entry of E

is a 4 byte integer, storing the full matrix E would require approximately 1TB and 2TB of

memory, respectively, but our machine only has 128GB of memory. Hence we cannot solve

these problems with an algorithm that needs the entire dissimilarity matrix for computations.

For these problems, we randomly generate k values between kl = 5 and kh = 100 for privacy

parameters. We partially generate the dissimilarity matrix using the following strategy: for

each row, we generate t∗kh entries, with t ∈ {8, 32, 128}, yielding a total memory requirement

of t ∗ khn for n rows in the dissimilarity matrix E. We summarize the results in Table 7.3 .

The fastest result for each problem is indicated in bold font. We observe that “on the fly”

computation, i.e, no storage for the matrix, is significantly slower than using optimal part
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Figure 7.4. Strong scaling of adaptive anonymity algorithm on Cori using
our hybrid MPI-OpenMP code.

sizes. We mask less than 25% of the data elements for these problems. Our linear memory

formulation also shows the adaptability of our algorithm in terms of memory constraints. A

user can easily choose a size factor t dependent on the memory available, and provide it as

an input to the algorithm.

Next we show the strong scaling performance of the adaptive anonymity algorithm that

uses the MCE algorithm on all eight problems in Figure 7.3 . For the larger four problems,

we use the best part sizes from Table 7.3 . We observe that the algorithm achieves a speedup

of 27× on 32 threads for the larger problems. The smaller problems do not scale well beyond

16 threads because the amount of work available per thread is small, and cannot offset the

NUMA costs.

7.2.2 Distributed Memory Results

We report the strong and weak scaling performance of our algorithm on the three largest

problems. The distributed memory implementation does not employ the linear memory

formulation, since it is not memory-constrained as the shared memory implementation is.
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Figure 7.5. Weak scaling of adaptive anonymity algorithm on Cori.

The implementation uses a hybrid strategy, i.e., each compute node is assigned one MPI

task for inter-node communication and each node uses 32 OpenMP threads for parallel

computation. In Figure 7.4 , we report the strong scaling performance of our algorithm. An

ideal speed-up curve is plotted so that the reader could compare its slope with the observed

slopes of the three problems. We observe that the algorithm scales well up to 8, 192 cores,

and that initially some problems exhibit super-linear speed-up.

This is due to the smaller memory available on fewer processors. For example, Poker_hands

roughly requires 1 TB of memory for the data and data structures, but 8 compute nodes (256

cores) have only 1 TB memory in total. Since the operating system requires some memory

as well, the problem does not fit in the memory. Hence it is likely that many memory swaps

occur, slowing the code for fewer processors. The UCI_Adult problem strongly scales to

1, 024 cores but not beyond it, due to its small size.

The adaptive anonymity problem has quadratic memory complexity in the number of

instances,and hence for each problem we randomly pick 12.5%, 25%, 50% and 100% of all

instances and run on 64, 256, 1024 and 4096 cores, respectively. We repeat the process three

times for each problem and the report the average run-times in Figure 7.5 . Our algorithm
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exhibits reasonably good weak scaling as the curves are nearly horizontal, implying that it

could potentially scale beyond 8K cores with larger problem sizes.
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8. LOAD BALNCING FOCK MATRIX COMPUTATION

USING b-Matching

8.1 Load Balancing in Quantum Chemistry

We show an application of submodular b-Matching in Self-Consistent Field (SCF) com-

putations in computational chemistry [86 ].

8.1.1 Background

The SCF calculation is iterative, and we focus on the computationally dominant kernel

that is executed in every SCF iteration: the two-electron contribution to the Fock matrix

build. The algorithm executes forty to fifty iterations to converge to a predefined tolerance.

The two-electron contribution involves a Θ(n4) calculation over Θ(n2) data elements,

where n is the number of basis functions. The computation is organized as a set of n4 tasks,

where only a small percentage (< 1%) of tasks contribute to the Fock matrix build. Before

starting the main SCF iterative loop, the work required for the Fock matrix build in each

iteration is computed from the number of nonzeros in the matrix, which is proportional to the

work across all SCF iterations. This step is inexpensive since it only captures the execution

pattern of the Fock matrix build algorithm without performing other computations. The task

assignment is recorded prior to the first iteration and then reused across all SCF iterations.

The Fock matrix build itself is also iterative (written as a Θ(n4) loop), where each

iteration represents a task that computes some elements of the Fock matrix. For a given

iteration, a task is only executed upon satisfying some domain constraints based on the

values in two other pre-computed matrices, the Schwarz and density matrices.

The default load balancing used in NWChemEx [87 ] is to assign iteration indices of the

outermost two loops in the Fock matrix build across MPI ranks using an atomic counter

based work sharing approach. All MPI ranks atomically increment a global shared counter

to identify the loop iterations to execute. This approach limits scalability of the Fock build

since the work and number of tasks across MPI ranks are not guaranteed to be balanced.
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Figure 8.1. Assigning tasks to processors to balance the computational work
using a submodular b-matching.
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The task assignment problem here naturally corresponds to a b-Matching problem. Let

G(U, V, W ) be a complete bipartite graph, where U, V, W represent the sets of blocks of the

Fock matrix, the set of machines, and the load of the (block,machine) pairs, respectively.

The b value for each vertex in U is set to 1; for each vertex in V , it is set to d|U |/|V |e in

order to balance the number of MPI messages that each processor needs to send. We will

show that a submodular objective with these b-Matching constraints implicitly encodes

the desired load balance. To motivate this, we use the square root function (α = 0.5) as our

objective function in Eqn. (1.3 ).

We consider the execution of the Greedy algorithm for Submodular b-Matching on

a small example consisting of four tasks with work loads of 300, 200, 100 and 50 on two

machines M1 and M2. The b-Matching constraint requires each processor to be assigned

two tasks. At the first iteration, we assign the first block (load 300) to machine M1. Note that

assigning the second block to machine M1 would have the same marginal gain as assigning

it to M2 if the objective function were linear. But since the square root objective function

is submodular, the marginal gain of assigning the second block to the second machine is

higher than assigning it to the first machine. So we will assign the second block (load 200)

to machine M2. Then the third block of work 100 would be assigned to M2 rather than

M1, due to the higher marginal gain, and finally the last block with load 50 would be

assigned to M1 due to the b-Matching constraint. We see that modeling the objective by

a submodular function implicitly provides the desired load balance, and the experimental

results will confirm this.

Assigning tasks to machines is a classic scheduling problem. The most studied objec-

tive here is minimizing the makespan, i.e., the maximum total time used by any machine.

The problem of makespan minimization can be generalized to a General Assignment Prob-

lem(GAP), where there is a fixed processing time and a cost associated with each task and

machine pair. The goal is to assign the tasks into available machines with the assignment

cost bounded by a constant C and makespan at most T . Shmoys and Tardos [88 ] extended

the LP relaxation and rounding approach [89 ] to GAP. The makespan objective can be a sur-

rogate to the load balancing that we are seeking, but the GAP problem does not encode the
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b-matching constraints on the machines. Computationally solving a GAP problem entails

computing an LP relaxation that is expensive for large problems.

Another possible approach is to model our load balancing problem as a multiple knapsack

problem (MKP). In an MKP, we are given a set of n items and m knapsacks such that each

item i has a weight (profit) wi and a size si, and each knapsack j has a capacity cj. The goal

here is to find a subset of items of maximum weight such that they have a feasible packing

in the knapsacks. MKP is a special case of GAP [90 ], and like the GAP, we cannot model

the b(v) constraints by MKP.

Our formulation of load balancing has the most similarity with the Submodular Welfare

Maximization (SWM) problem [91 ]. In the SWM problem, the input consists of a set of n

items to be assigned to one of m agents. Each agent j has a submodular function vj, where

vj(S) denotes the utility obtained by this agent if the set of items S is allocated to her. The

goal is to partition the n items into m disjoint subsets S1, . . . , Sm to maximize the total

welfare, defined as ∑m
j=1 vj(Sj). The greedy algorithm achieves 1/2- approximation ratio [91 ].

Vondrak’s (1− 1/e)-approximation [92 ] is the best known algorithm for this problem. This

algorithm uses continuous greedy relaxation of the submodular function and randomized

rounding. Although we have modeled our objective as the sum of submodular functions,

unlike the SWM, we have the same submodular function for each machine; our approach

could be viewed as Submodular Welfare Maximization with b-matching constraints. In the

original SWM problem, there are no constraints on the partition size, but in our problem we

are required to set an upper bound on the individual partition sizes.

8.1.2 Results

As a representative bio-molecular system we chose the Ubiquitin protein to test perfor-

mance, varying the basis functions used in the computation to represent molecular orbitals,

and to demonstrate the capability of our implementation to handle large problem sizes. The

assignment algorithm is general enough to be applied to any scenario where such computa-

tional patterns exist, and does not depend on the molecule or the basis functions used.
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We visualize the load on the processors in Fig. 8.2 . The standard deviation for the

current assignment is 105, and the coefficient of variation (Std./Avg.) is 7.5 × 10−2; while

these quantities for the submodular assignment are 436 and 3 × 10−4, respectively. It is

clear that the latter assignment achieves much better load balance than the former. The

run time is plotted against the number of processors in Figure 8.4 . It can be seen that

the current assignment does not scale beyond 3000 processors, where as the submodular

assignment scales to 8000 processors of Summit. The better load balance also leads to

a four-fold speedup over the default assignment. Since the Fock matrix computation takes

about fifty iterations, we reduce the total run time from 30 minutes to 8 minutes on Summit.
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Figure 8.2. Visualizing the load distribution for the Fock matrix compu-
tation for the Ubiquitin protein. Results from: Top, current assignment on
NWChemEx. Bottom, submodular assignment.
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Figure 8.3. Runtime comparison per iteration for the default and proposed
scheduling with the sto3g basis functions.
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Figure 8.4. Runtime per iteration for the current (default) and submodu-
lar assignments with the 6-31g basis functions for the Ubiquitin protein in
NWChemEx on Summit.
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9. DEGREE-CONSTRAINED GRAPH CONSTRUCTION FOR

MACHINE LEARNING

9.1 Background

We have n samples of data and C discrete classes. The data is further divided into l

labeled and u unlabeled examples. Let L = {(x1, y1), . . . , (xl, yl} be the labeled samples,

where (xi, yi) is the ith tuple of feature vector and corresponding label. Let also U =

xl+1, . . . , xl+u be the unlabeled data. Here, n = l + u, usually l� u. Our goal is to infer the

labels of U .

Semi-supervised learning (SSL) is useful in this situation because of the imbalance of

the labeled samples. One can also think of SSL as halfway between supervised and unsu-

pervised learning. Most of the SSL algorithms are transductive in nature. A transductive

learning algorithm aims to provide a prediction for only the given test cases. In contrast,

an inductive learning is more ambitious, where the goal is to learn a rule or function that

can predict any test case from the entire space. One of the important assumptions in SSL is

the manifold assumption, which states that a low dimensional manifold embeds the higher

dimensional input data. Graph-based learning employs a graph to approximate this mani-

fold. During the last decade, the graph-based approaches have gained significant attention

[93 ]–[95 ]. GSSL has been successfully applied to a number of inference tasks. Text classifica-

tion [96 ], [97 ], sentiment analysis [98 ], question answering [99 ], part-of-speech tagging [100 ],

web-page classification [101 ], class-instance acquisition [102 ], [103 ], image colourisation [104 ],

and detection of solar photovoltaic arrays [105 ] are a few examples.

Typically a GSSL consists of two sub-problems: graph construction and label inference.

A graph is explicit in some applications, such as a node or link prediction in social network-

ing. Here, we are interested in situations where the graph relationship is not apparent. One

has to construct the nodes and edges out of the dataset. In GSSL, data samples become the

vertices, and the edges represent the similarity or distance between the examples. Graph

construction methods can further be divide into two categories, namely task-independent

and task-dependent construction [94 ]. Task-independent construction does not use the la-

bels, whereas the task-dependent methods do the opposite. In this chapter, we consider

120



Figure 9.1. A typical GSSL flow

only task-independent construction. The most commonly practiced way here is creating the

nearest neighbor graphs. A k-nearest neighbor chooses k top similar items of a sample. A

ε- neighborhood graph uses a global threshold ε to select the edges.

k-NN is simple to construct and also preserves clustering in some sense [106 ]. However,

it also has disadvantages. A k-NN graph is highly irregular; thus often has local hubs. The

irregularity of k-nn graph has been addressed in [107 ]. In [107 ], the author showed that

this irregularity affects the inference algorithm. To create a regular graph, they suggested

employing perfect b−matching. A b-matching is a subgraph of the complete graph where

each vertex has a degree exactly b. Modification of the original KNN graph construction

approaches is also developed. In [108 ], the authors applied mutual knn to construct a graph.

In mutual knn, an edge is inserted into the graph if and only if this edge is in the top k

neighbors on both of the endpoints. In [109 ], [110 ], a knn is constructed sequentially using

a relevance measure.

121



The label inference follows the graph construction. In most of the settings, there are few

instances with known labels, which are called seeds. The seed vertices are initialized with the

labels. The earliest and the most popular label inference algorithm is the Gaussian Random

Field (GRF) (aka Label Propagation) [111 ]. GRF obtains a smooth label assignment over

the graph keeping the labels on the seed nodes unaltered. Suppose the constructed graph

is G(V, E, w), where V is the set of vertices, E is the set of edges, and w is the weight

non-negative weight function on edge. Let S be the set of (seed node, label) pairs, and

Y ∈ 0, 1n×C be the indicator matrix for the labels. Here Y is initialized with seed labels. At

every iteration of the label propagation, for all the (node, label) pairs, Y is updated as the

normalized weighted sum of all the neighbors of the node. The new labels are then clamped

for the seeds to maintain their original labels. It is apparent that for each node u, the uth

row of Y provides a probability distribution over the classes. Once this algorithm converges,

we infer the most probable labels from Y . The algorithm is presented as pseudocode in

Algorithm 17 .

Other transductive label inference methods include Local and global consistency [112 ],

Adsorption based approaches [113 ], [114 ], information regularization [115 ], and measure

propagation [97 ].

9.2 Sparsification through constraining degree

A simple, undirected, and a weighted graph is represented by sets V , E, and function w

as follows.

• V is the set of vertices. Assume |V | = n.

• E is the set of edges. An edge is an unordered tuple e{vi, vj}, where vi, vj ∈ V . As the

graph is simple and undirected we have vi 6= vj and e{vi, vj} = e{vj, vi}.

• w is a non-negative function defined on edges where w(e) > 0,∀e ∈ E and zero

otherwise.

Adjacency Matrix of the graph is denoted by A ∈ {0, 1}n×n. Sometimes we represent the

weight function as a matrix w ∈ Rn×n. A(e{vi, vj}) = A(e{vj, vi}) = 1 for the edges e in E
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Algorithm 17 LabelPropagation(G(V, E, W ), S, Y )
t = 0
Y t = 0
for u ∈ U do

if u is one of the seeds then
l← label of u
Y t

ul = 1
else

k ← random integer between 1 and C
Y t

uk = 0
end if

end for
while not converged do

t = t + 1
for u ∈ U do

for l← 1 : C do
Y t

ul =
∑

(u,v)∈E
WuvY t−1

vl∑
(u,v)∈E

Wuv

end for
end for
for (u, l) ∈ S do

for k ← 1 : C do
Y t

uk = 0
end for
Y t

ul = 1 . Clamping the know labels
end for

end while
for u ∈ U do

Label(u) = argmaxlY
t

ul

end for
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and zero otherwise. For notation convenience we will often use A(e) and w(e). The set of

incident edges on a vertex is denoted by δ(v). The degree of a vertex v can be computed as∑
e∈δ(v) A(e).

We represent the dataset as D ∈ Rn×f , where n is the number of entries, and f is the

number of features. We can compute the complete graph from this dataset as follows. The

entries represent the vertices. For any two entries i, j with i 6= j we add an edge. The

weight function on the edges is the similarity or distance measure between the entries. By

the definition of our Adjacency and Weight matrix, it is clear that the W obeys the two

properties.

• A(e) = 0 =⇒ w(e) = 0

• A(e) = 1 =⇒ w(e) > 0

More formally these two properties ensure that ∑
e∈E w(e)A(e) = ∑

e∈E w(e). We define,

W = ∑
e∈E w(e).

9.2.1 The Sparsification Problem

Let X be the adjacency matrix of the sparsified graph. We use the weighted Frobenius

norm of a matrix as the objective function to the sparsification problem. This norm weighted

low-rank approximation of matrices [116 ]. Given two matrices, M and T of dimension p, q

where each entry of T is positive, the weighted Frobenius norm is defined as ||M ||T :=√∑p,q
i,j T (i, j)M(e)2. For our purpose, we would adopt the corresponding distance measure

namely,

||A−X||2w

Following the definition of the norm, we define the weighted Frobenius distance as

||A−X||2w =
∑
e∈E

w(e)(A(e)−X(e))2

With the degree bound, we can now formalize our optimization problem as follows.
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optimize
∑
e∈E

w(e)(A(e)−X(e))2

subject to∑
e∈δ(v)

X(e) is bounded (9.1)

We can expand the objective function as follows.

||A−X||2W =
∑
e∈E

w(e)(A(e)−X(e))2

=
∑
e∈E

w(e)(A(e)2 + X(e)2 − 2A(e)X(e))

=
∑
e∈E

w(e)(A(e) + X(e)− 2A(e)X(e))

=
∑
e∈E

(w(e) + w(e)X(e)− 2w(e)X(e))

=
∑
e∈E

(w(e)− w(e)X(e))

=
∑
e∈E

w(e)−
∑
e∈E

w(e)X(e)

= W−
∑
e∈E

w(e)X(e) (9.2)

The third line follows because both A and X are binary matrices. The fourth line is due

to the properties of the weight matrix W . The first part of the equation 9.2 does not depend

on the variable X. So optimizing ||A−X||2W amounts to optimizing −∑
e∈E W (e)X(e).

9.2.2 Choice between minimization and maximization

The unconstrained problem of optimizing −∑
e∈E w(e)X(e) is not particularly useful as

depending on minimizing or maximizing; it would compute the empty or full graph. Our

notion of sparsification is through bounding the degree. Informally we want to optimize
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−∑
e∈E w(e)X(e) with the constraint that the resulting graph has some bound on the degree

of the vertices. We explore two types of constraints, namely upper and lower bounds.

Similarity and upper bound

We assume that the user has a target degree of vertices for the sparsified graph. Let the

target degrees be b(v) ∀v ∈ V . We also assume that w here is a similarity measure between

the vertices (with an edge). In this scenario the natural objective function is to minimize the

weighted Frobenius distance i.e., ||A−X||2W or maximize ∑
e∈E w(e)X(e). The unconstrained

optimization would not make any sense because this would produce the complete graph as

the optimal solution. This motivates us to design the following optimization problem upper

bounding the degrees.

max
∑
e∈E

w(e)X(e)

subject to,∑
e∈δ(v)

X(e) ≤ b(v)∀v ∈ V (9.3)

X(e) ∈ {0, 1}

We note that this discrete optimization problem is solvable in polynomial time and known

as b−matching. We discuss the exact and approximation algorithms for b-matching in the

Chapter 1.3 of this thesis.

Dis-similarity and lower bound

In contrast if our weight matrix represents distance or dis-similarity, one would be inter-

ested to maximize ||A − X||2W which amounts to minimize ∑
e∈E w(e)X(e). Once again, it

should be intuitive that the unconstrained or only the upper bound constraints on the de-

grees do not make sense because it would result in an empty graph. As a consequence, if our
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weight matrix is a distance measure, we are interested in solving the following optimization

problem.

min
∑
e∈E

w(e)X(e)

subject to,∑
e∈δ(v)

X(e) ≥ b(v)∀v ∈ V (9.4)

X(e) ∈ {0, 1}

This combinatorial problem has a polynomial solution and known as b−edge cover in

the literature. We discuss the exact and approximation algorithms for b-matching in the

Chapter 1.4 of this thesis.

9.3 Use of approximation in sparsification

In the previous section, we have established the optimality of the graph sparsification

problem through equivalent problems such as optimal b-Matching and b-Edge Cover.

Although these problems have polynomial time solution, often the algorithms are complex

and computationally expensive. The best known optimal algorithm for solving optimally

b-Matching or b-Edge Cover requires Õ(mn2) time. This is prohibitive in most of the

real-life problems.

An alternative approach is to compute approximate solutions of b-Matching or b-Edge

Cover. We would like to analyze the approximation guarantee of the sparsification objective

given that the equivalent problems are solved approximately. Let the optimal solution of

the b-Matching problem is OPTmc and the approximate solution is APPRmc. Let also be

the approximation factor 0 < α < 1 i.e., APPRmc ≥ αOPTmc. It is straightforward from

equation 9.2 that the optimal sparsification objective is W − OPTmc. Then we have the

following guarantee.

Lemma 9.3.1. W− APPRmc ≤W−OPTmc + (1− α)OPTmc
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Proof. From the definition of the approximation algorithm,

APPRmc ≥ αOPTmc

W− APPRmc ≤W− αOPTmc

≤W−OPTmc + OPTmc − αOPTmc

≤W−OPTmc + (1− α)OPTmc

�

For the corresponding lower bound problem a similar result holds. Assuming the optimal

and approximate solution of the b−edge cover problem respectively as OPTec and APPRec.

Also let β > 1 be the approximation factor i.e., APPRec ≤ βOPTec, then the following

results hold for the sparsification problem.

Lemma 9.3.2. W− APPRec ≥W−OPTec − (β − 1)OPTec

The proof is very similar to the lemma 9.3.1 .

9.4 Preliminary Experiments and Results

In this section, we will report results of our preliminary experiments. Our target appli-

cation here is text classification.

9.4.1 Dataset

For the preliminary experiment, we chose two popular text classification dataset. We

describe the dataset next.

Reuters-21578

Reuters-21578 [117 ] corpus consists of 21578 documents in 135 categories. These doc-

uments appeared on the Reuters newswire in 1987. We used here the ModApte version.

The documents with multiple category labels are discarded. After that, the total number of

documents is 8293, with 65 categories.
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20Newsgroup

The 20Newsgroup is a popular data set for experiments in text applications of machine

learning techniques. It consists of approximately 20,000 messages on newsgroup, and was

originally distributed by Lang [118 ]. The dataset has 20 labels (newsgroups) with (nearly)

even distribution across the documents.

We conduct standard pre-processing steps on the dataset. We remove the stop words and

generate a bag of words representation of it. Cosine distance and cosine similarity is used

for the distance or similarity measure between two examples. For the graph construction,

we apply the matching and edge cover construction on a large k-nn graph. For example, if

we want to create a b-edge cover graph, where b = 10, we first generate a 30-NN graph, and

run our b-edge cover algorithm using b = 10.

9.4.2 Experiment results

We plot in Fig. 9.2 , and Fig. 9.3 the quality of the graphs generated by the 3/2-

approximate b-Edge Cover algorithm and the b-Nearest Neighbor algorithms for different

values of b for the reuters dataset. We can see that compared to the b-Nearest Neighbor

graphs, the edge cover graphs are more regular in degree distribution.

We apply the Label propagation algorithm describe in Algorithm 17 in the generated

graphs, and calculate the weighted F1 score. We plot the accuracies for Reuters and 20News-

group dataset in Fig. 9.4 , and Fig. 9.5 . As b increases all the graph construction algorithms

accuracy drop. But compared to b-Nearest Neighbor the approximate b-Matching and

b-Edge Cover graphs provide more stable score.
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Figure 9.2. Degree distribution of the generated graph using 3/2-approx edge
cover algorithm

Figure 9.3. Degree distribution of the generated graph using 2-approx k-NN algorithm
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Figure 9.4. Weighted F1 of different percentage of labels and different b-
values for Reuters Dataset
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Figure 9.5. Weighted F1 of different percentage of labels and different b-
values for newsgoup Dataset
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10. CONCLUSION AND FUTURE WORK

10.1 Summary

Figure 10.1. Contributions of the thesis

We highlight the contributions of the thesis in Figure 10.1 . We have investigated several

algorithmic paradigms to design approximate b-edge cover and b-matching. We improved

the traditional greedy algorithm for b-edge cover by introducing lazy evaluation. We also

analyzed the b-nearest neighbor algorithm in the edge cover framework and provided its ap-

proximation guarantees. Linear Programming based framework is used to develop a primal-

dual 3/2-approximate algorithm. We also analyzed several existing algorithms using different

Primal-dual algorithmic techniques. Matchings and edge covers are related problems. We

use existing and novel reduction techniques to design approximation algorithms for edge

cover problems. We developed a 2-approximate highly parallel MCE algorithm using a com-

plimentary relation, and we propose a novel constrained perfect matching based reduction.

For the submodular b-matching, we introduced the local dominance framework and devel-

oped parallel algorithms that combine the local dominance and the lazy greedy algorithm.

In many real-life applications, one needs to find matchings that have high cardinalities and
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large weights. We augment the traditional matching formulation to account for cardinalities

and weights. We show that a simple weight translation achieves Pareto optimality of weights

and cardinality.

We also applied the algorithms to aolve various real-life problems. We provide an opti-

mization framework that connects graph construction from data to degree-constrained sub-

graphs. We also use the edge coves to solve an adaptive anonymity problem. Using a

2-approximate highly parallel MCE algorithm that scales up to 8,000 cores, we were able

to anonymize datasets in minutes that took hours previously. We employed submodular

b-matchings to generate a balanced assignment of tasks to processors for building Fock ma-

trices in the NWChemEx Chemistry software. This assignment results in a four-fold speedup

per iteration using 14,000 processors of the Summit Supercomputer at Oak Ridge National

Laboratory.

Next, we discuss few future work related to the thesis.

10.2 Practical streaming and online algorithms for graph problem

We are observing an outstanding growth in data generation. The advances in data

collections and simulations of scientific experiments have made data generation exceptionally

fast relative to its analysis. The enormous amount of data is impossible to analyze as a

whole. Even constructing a graph between the observed entities of the dataset often requires

more memory than is available. There are also situations where the complete data is not

observable, and one needs to analyze it as a stream.

The computational approaches that model this situation correspond to streaming and

online algorithms. These algorithms view data as dynamic entities. Streaming algorithms

process the input as a sequence of items, which may be examined only a limited number of

times (passes), where a pass is complete when we observe the whole data. The length of the

sequence is often limited. For example, let G be a graph with n vertices and m edges. In a

streaming model, we could only observe o(n) edges of G at a time. The number of passes

is often constant (ideally just one). The online algorithms assume an extreme setting where

the number of passes is just one, and the input sequence length is O(1).
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For graph problems, a relaxed semi-streaming setting [119 ] is often used. In a semi-

streaming algorithm, O(npolylog(n)) edges is observed. The semi-streaming model for graph

problems is introduced because most of the problems become provably intractable if the

available space is sublinear in n, the number of vertices [120 ].

There exist Primal-dual algorithmic frameworks for both online and streaming algo-

rithms. Buchbinder and Naor [121 ] proposed a primal-dual approach for designing online

algorithms. Using this framework, they designed algorithms for combinatorial problems such

as online set cover, generalized caching, maximizing ad-auction revenue, etc. We are inter-

ested in utilizing this framework for computing degree-constrained subgraph problems in the

online setting.

Problems related to matchings have been recently considered in the semi-streaming set-

ting. A breakthrough in streaming maximum weight Matching came in 2018 when Paz and

Schwartzman developed a (1/(2 + ε)) algorithm in a single-pass [122 ]. The authors utilize a

classic offline local-ratio based 2-approximate algorithm [123 ] due to Bar-Yehuda and Even

to design the streaming one. For the submodular Matching, the first results are a 1/7.75-

approximate Matching in a single pass and 1/(3 + ε)-approximation when using O(ε−3)

passes [124 ]. Using a randomized primal dual technique, Levin and Wajc [125 ] developed the

best known 1/5.828-approximate submodular b-Matching and 1/(3+ε)-approximate linear

weight b-Matching in a single pass. They extended the local-ratio algorithm of Paz and

Schwartzman [122 ] by reinterpreting them in the primal-dual framework. The submodular

function was extended to a real function using concave closure to formulate a linear program

(LP). The algorithm maintains a stack of edges and vertex potentials (the duals). When an

edge arrives, the marginal gain of the edge is compared to a function of the corresponding

vertex potentials, and the algorithm probabilistically decides on adding the edge to the stack.

Finally, at the end of the stream, the stack is unwound greedily in reverse order. One future

work could extend this local ratio-based algorithm to covering problems such as edge cover

and b-edge covers.
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10.3 Continuous optimization approaches to combinatorial problems

A significant part of algorithm design is concerned with problems optimizing discrete

objects such as graphs or set systems. When optimizing over combinatorial objects, an

obvious algorithm exists, i.e., to enumerate all possible solutions and pick the right one.

Although this algorithm runs in finite time, the complexity increases exponentially to the size

of the problem. Much of the efforts in combinatorial algorithms is to avoid such exponential

difficulty by designing algorithmic techniques whose complexity increases algebraically (or

polynomially) to the problem size. Traditionally these algorithms are discrete and often

leverage the rich theory developed from operation research such as duality and integrality.

An alternative continuous approach to combinatorial algorithms exists. These approaches

consist of three steps at a high level: the combinatorial problem of interest is modeled as

a continuous optimization formulation. The continuous problem is solved. Finally, the

continuous solution is projected back to a discrete one. We mention two early examples of

this model.

Weighted matching in a bipartite graph is simpler than the non-bipartite graph as the

constraint matrix has a special structure known as total unimodularity. Due to this, one

can model the matching problem as a linear program relaxing the integrality. The total

unimodularity ensures that the solution from LP relaxation is integral, and from weak duality,

this solution is also optimal. Note that here the third step is not necessary since the solution

is already discrete.

Computing a minimum weighted vertex cover in a non-bipartite graph is NP-hard. One

of the well-known 2-approximation algorithms relaxes the ILP formulation to an LP, and

solves the LP. Unlike bipartite matching, we do not have an integrality guarantee. But

rounding the real solution to {0, 1} leads to a 2-approximation guarantee.

For both problems, solving an LP is the most demanding step. Although used extensively

in practice, the classical simplex method to solve an LP is shown to be exponential for some

worst-case input. Polynomial-time algorithms such as ellipsoid and interior-point methods

exist for solving LPs. The interior-point method is more efficient than the ellipsoid method

with runtime depending on the current matrix multiplication complexity, which is O(n2.37)
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at present [126 ]. It establishes the complexity of LP-based maximum weighted bipartite

matching as O(m2.37) and vertex cover as O(n2.37) time. But the best alternative combina-

torial algorithms for both these problems are theoretically and practically faster than the

continuous methods.

A breakthrough discovery in applying continuous approaches to combinatorial problems

happened when Spielman and Teng [127 ] showed that the Laplacian system of equations

could be solved in nearly-linear time. Using this as a black-box, a continuous method to com-

pute max-flow is developed and shown to improve the runtime of decade-old combinatorial

problems significantly [128 ]. Often the continuous formulation is solved by a gradient-based

iterative algorithm. Typically the steps inside an iteration are highly concurrent and should

benefit from the modern heterogeneous architecture. Although there is recent work on devel-

oping continuous algorithms for matching related problems, there is no known work for the

edge covers. One future work is to investigate the continuous approaches to the matching

problems and extend them to the edge covers. Another future direction is to implement the

algorithms on serial, parallel, and distributed architectures.

10.4 Other Future work

There are several short-term future directions that follow from the work in the thesis.

10.4.1 Algorithms and implementation of the optimal b-matchings and b-edge
covers

For optimal b-matching, direct, flow-based and reduction-based algorithms exist. For

optimal b-matching, direct, flow-based, and reduction-based algorithms exist. The direct

algorithm uses the blossom techniques of Edmond; the flow-based one transforms b-matching

to min-cost flow, and the reduction-based approach reduces the b-matching problem to the

1-matching problem. One future work could be to implement algorithms using these three

paradigms and compare them.
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10.4.2 Data-locality Sensitive Load-balancing

In NWChemEx, the input matrices for computing the Fock matrix are replicated at each

node. This replication allowed us to model the block-processor computation graph as a

complete bipartite graph where a block’s adjacent edges have uniform weights. For large

problems, this replication might be prohibitive. Instead, one could partition the input to

the available processors. In most modern supercomputers, processor-to-processor commu-

nication is not homogeneous. We propose to incorporate data locality in our submodular

assignment. Specifically for Fock matrix computation, our algorithm takes a given partition

of input matrices, a network topology (i.e., the communication latency of the processors),

and the nonzero pattern of the final Fock matrix. With this information, we form a block-

processor bipartite graph. In one partition, we have the blocks of the Fock matrix (the

computational units), and the other partition has the available processors. Each computa-

tion unit, i.e., each block, has a non-uniform communication cost across the processors. The

edge cost could combine the computational cost discovered from the nonzero pattern and

the communication cost of moving the block to a processor. In future, We plan to apply

our submodular b-matching approach on this block-processor graph to find a load-balanced

assignment.

10.4.3 Graph Construction from geometric data

Knowing the characteristics of data may also help to devise better algorithms. A special

case is when the data items are points in the space. In many machine learning applications,

the data is transformed to a feature matrix, where the rows embed the entry in hyper-

dimensional space. Due to the metric property that ensures triangle inequalities, the graph

construction can be simpler and more efficient than the general case. One future work is to

explore such geometric aspects of data for graph construction.
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10.4.4 Further applications

Combinatorial optimization is exceptionally rich in algorithms and analysis. Future work

can bring some of this beautiful theoretical work to life, i.e., connect them with appropriate

scientific applications.

One such application is community detection. Community detection techniques are ex-

tensively used in many scientific data analyses. But unfortunately, many of these techniques

are heuristic and do not provide any provable guarantee on the objective. In particular one

can use Network design methods, which is a class of combinatorial algorithms that provide

clusters of vertices with provable communities.

Another interesting application is when the graphs are from multiple sources, such as

protein-protein interaction networks from different tissues or molecule-molecule networks.

One mandatory step to analyze these graphs is by graph or network alignment. It is a method

to uncover the correspondence among nodes across different networks. These multiple net-

works are often combined to form a large graph, and one can use the degree-constrained

subgraph approach to construct this graph.
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A. MATH PROGRAMMING FORMULATION OF VARIOUS

DCS PROBLEMS

We review the integer and linear programming formulation for matching and b-matching

problem.

A.1 Edge-weighted matchings

A.1.1 1-matching

The Integer Linear Programming (ILP) formulation of maximum weight 1-matching or

matching is shown in Formulation A.1 .

max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) ≤ 1, ∀i ∈ V,

x(e) ∈ {0, 1}, ∀e ∈ E. (A.1)

Relaxing the integrality constraints to fractional one provides a linear programming re-

laxation of Problem A.1 . But this relaxation does not yield an integral solution, and one

can introduce a new set of constraints that would guarantee integrality. Such Linear pro-

gramming formulation with additional odd set constraints is shown in Formulation A.2 .

max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) ≤ 1, ∀i ∈ V,

∑
e∈γ(S)

x(e) ≤ (|S| − 1)/2, ∀S ⊆ V, |S| ≥ 3, |S| odd,

x(e) ≥ 0, ∀e ∈ E. (A.2)

For a perfect matching the second set of constraints in Formulation A.1 becomes ∑
e∈δ(i) x(e) =

1, ∀i ∈ V . In this case, there is an alternative LP formulation that uses odd cut set con-
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straints. In a perfect matching, there must be at least one cut edge from any odd subset

of vertices of the graph. The alternative LP formulation for perfect matching is shown in

Formulation A.3 

max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) = 1, ∀i ∈ V,

∑
e∈δ(S)

x(e) ≥ 1, ∀S ⊆ V, |S| ≥ 3, |S| odd,

x(e) ≥ 0, ∀e ∈ E. (A.3)

A.1.2 b-matching

The Integer Linear Programming (ILP) formulation of maximum weight b-matching is

shown in Formulation A.4 .

max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) ≤ b(i), ∀i ∈ V,

x(e) ∈ {0, 1}, ∀e ∈ E. (A.4)

The Linear programming relaxation of maximum weighted b-matching with the odd set

constraints is shown in Formulation A.5 .
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max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) ≤ b(i), ∀i ∈ V,

∑
e∈γ(S)

x(e) ≤ (b(S)− 1)/2, ∀S ⊆ V, |S| ≥ 3, b(S) odd,

0 ≤ x(e) ≤ 1, ∀e ∈ E. (A.5)

Similar to the 1-matching, for a perfect b-Matching, we have an alternative LP formu-

lation shown in Formulation A.6 .

max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) = b(i), ∀i ∈ V,

∑
e∈δ(S)

x(e) ≥ 1, ∀S ⊆ V, |S| ≥ 3, b(S) odd,

0 ≤ x(e) ≤ 1, ∀e ∈ E. (A.6)

A.2 Vertex-weighted matchings

In a vertex weighted matching, the weight function is defined on vertices. So the graph

is G(V, E, w), where w : V → R+.

A.2.1 1-matching

A vertex-weighted matching can be reduced to an edge-weighted matching by assigning an

edge weight that equals the sum of the weight of this edge’s endpoints. This transformation

allows us to apply the formulation developed for edge-weighted matchings. But in this

section, we will develop a direct formulation using a new set of variables that holds the
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matching information of the vertices. The ILP and a LP formulation of vertex weighted

matching is shown in A.7 , and A.8 respectively.

max
∑
v∈V

w(v)y(v),

∑
e∈δ(i)

x(e) ≤ y(i), ∀i ∈ V,

x(e) ∈ {0, 1}, ∀e ∈ E

y(v) ∈ {0, 1}, ∀v ∈ V. (A.7)

max
∑
v∈V

w(v)y(v),

∑
e∈δ(i)

x(e) ≤ y(i), ∀i ∈ V,

∑
e∈γ(S)

x(e) ≤ (|S| − 1)/2, ∀S ⊆ V, |S| ≥ 3, |S| odd,

y(v) ≥ 0, ∀v ∈ V. (A.8)

A.2.2 b-matching

We show the IP and LP formulation for vertex weighted b-Matching formulation in A.9 

and A.10 respectively.

max
∑
v∈V

w(v)y(v),

∑
e∈δ(i)

x(e) ≤ b(i)y(i), ∀i ∈ V,

x(e) ∈ {0, 1}, ∀e ∈ E

y(v) ∈ {0, 1}, ∀v ∈ V. (A.9)
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max
∑
e∈E

w(e)x(e),

∑
e∈δ(i)

x(e) ≤ b(i)y(i), ∀i ∈ V,

∑
e∈γ(S)

x(e) ≤ (b(S)− 1)/2, ∀S ⊆ V, |S| ≥ 3, b(S) odd,

0 ≤ x(e) ≤ 1, ∀e ∈ E,

0 ≤ y(v) ≤ 1, ∀v ∈ V. (A.10)
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B. REDUCTION FROM b-MATCHING TO 1-MATCHING AND

b-EDGE COVER TO 1-EDGE COVER

In this section, we will describe a polynomial time reduction that transforms a maxi-

mum weighted b-Matching to a maximum weighted 1-matching problem, and a minimum

weighted b-Edge Cover to a minimum weighted 1-edge cover problem.

B.1 The new graph construction

Given a graph G(V, E, w) and b(.) values defined on each vertex, we create a new graph

G′(V ′, E ′, w′) as follows. For each vertex v ∈ V , we create b(v) new copies of v in V ′. Denote

the copy vertex set of v by φ(v). Also for each edge e(u, v) ∈ E, we insert two new vertices

in V ′. We call these new vertices pe,u and pe,v. Formally,

V ′ = {∪v∈V φ(v)} ∪ {∪e(u,v)∈E(pe,u ∪ pe,v)}.

For each vertex v ∈ V , We set b(v′) = b(v) ∀v′ ∈ φ(v), and b(pe,u) = b(pe,v) = 1 ∀e ∈

E. Note that |V ′| = ∑
v b(v) + |E| = O(m).

Now let us describe the edge set E ′. For each edge, e ∈ E, we insert an edge (pe,u, pe,v)

in E ′. We call this edge as the middle edge of e. Again for each edge, e(u, v) ∈ E, we create

b(u) and b(v) more edges in E ′. These connect each of the copy vertices in φ(u) with pe,u,

and copy vertices in φ(v) with with pe,v. These edges are called outer edges of e. Formally,

E ′ = {∪(pe,u, pe,v) : e(u, v) ∈ E} ∪ {∪(u′, pe,u) : u′ ∈ φ(u), e(u, v) ∈ E}}

We note that |E ′| = |E|+ ∑
v∈V d(v)b(v) = m + O(βm) = O(βm).

So for each edge e(u, v) in G, we have b(u) + b(v) + 1 corresponding edges in G′. The

weight of all these edges are set to w(e).
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B.2 Computing b-Matching

Let M ′
∗ be the maximum weighted matching in G′. We show how to recover a b-Matching

M∗
b from M ′

∗. During the b-Matching construction we will also build a set S, that holds

the edges those are in M ′
∗ but can not be in M∗

b . Both M∗
b and S are initialized to the empty

set. Since M ′
∗ is a maximal matching, we have the following cases for each edge e(u, v).

1. Two outer edges of e are in M ′
∗. Set M∗

b = M∗
b ∪ e.

2. Only one of the outer edges is in M ′
∗. In this case, we can replace this outer edge with

the middle edge (pe,u, pe,v). This does not change the weight of the matching. We set

S = S ∪ (pe,u, pe,v).

3. The middle edge (pe,u, pe,v) is in M ′
∗. We set S = S ∪ (pe,u, pe,v).

B.3 Computing b-Edge Cover

We can repeat the graph construction for b-Edge Cover too. Let C ′
∗ be the minimum

weighted edge cover of G′. For each edge e ∈ E, we have the following cases.

1. Two outer edges of e are in C ′
∗. In this case C∗

b = C∗
b ∪ e.

2. An outer and a middle edge are in C ′
∗. In this case, we can replace the middle edge

with another outer edge and construct a feasible cover with same weight. We set

C∗
b = C∗

b ∪ e.

3. The middle edge (pe,u, pe,v) is in C ′
∗. We set S = S ∪ (pe,u, pe,v).

B.4 Analysis

We define for a set T of edges in G or G′, W (T ) = ∑
e∈T w(e). Also let ∑

e∈E w(e) = W.

Note that the construction of b-Matching or b-Edge Cover as discussed above does

not depend on the optimality of the matching or the edge cover in G′. We can repeat the

same construction given any maximal matching or minimal edge cover.
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Likewise, we can do a reverse construction i.e., we start with a b-Matching or b-Edge

Cover in G and compute a maximal matching or minimal edge cover in G′. Next we will

discuss this reverse construction.

B.4.1 Constructing matching in G′

Given any b-Matching Mb, we can construct a maximal matching in G′ as follows. We

start with a empty set M ′.

• For a matching edge e(u, v) ∈ Mb, we insert the two of the unmatched outer edge in

M ′. Since Mb is a valid b-matching i.e., it has at most b(u) and b(v) edges incident to

u and v, we must find two of the outer edges available to match in G′.

• We make M ′ maximal by selecting necessary middle edges. These edges are inserted

into the set S.

We can repeat the same reverse construction for any b-Edge Cover Cb too and create a

minimal edge cover C ′.

We define a pair (Mb, M ′), where either Mb and M ′ is connected by either the usual or

the reverse construction. Similarly (Cb, C ′) is defined for b-Edge Cover .

Proposition B.4.1. W ′(S) = W−W (Mb)

Proof. For each edge e ∈ E, either e in Mb or e is in S. So,

W (Mb) + W ′(S) = W (Mb) + W (S) = W

�

Proposition B.4.2. W ′(S) = W−W (Cb)

Proof. The proof follows the same argument as in the proof of Proposition B.4.1 . �

Proposition B.4.3. Given any pair (Mb, M ′) we have

W (Mb) = W ′(M ′)−W.
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Proof. By construction,

W (Mb) =1
2(W ′(M ′)−W (S))

=1
2(W ′(M ′)−W + W (Mb))

W (Mb) =W ′(M ′)−W.

�

The second line comes from Proposition B.4.1 . Similarly we can show the following result

for b-Edge Cover.

Proposition B.4.4. Given any pair (Cb, C ′) we have

W (Cb) = W ′(C ′)−W.

Lemma B.4.1. M∗
b is a maximum weighted b-Matching

Proof. Replace Proposition B.4.3 using M∗
b and M ′

∗

W (M∗
b ) = W ′(M ′

∗)−W.

Now take any b-Matching, Mb of G and perform the reverse construction. Let M ′ be

the maximal matching in G′ from the reverse construction. We have

W (M∗
b ) =W ′(M ′

∗)−W

≥W ′(M ′)−W.

The last line is due to the fact the M ′
∗ is a maximum weighted matching in G′. Again using

Proposition B.4.3 ,
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W (M∗
b ) =W ′(M ′

∗)−W

≥W ′(M ′)−W

=W (Mb).

�

Similarly, we can show the following result for b-Edge Cover.

Lemma B.4.2. C∗
b is a minimum weighted b-Edge Cover.

Proof. Using Proposition B.4.4 using C∗
b and C ′

∗,

W (C∗
b ) = W ′(C ′

∗)−W.

Now take any b-Edge Cover, Cb of G and perform the reverse construction. Let C ′ be

the minimal edge cover. We have

W (C∗
b ) =W ′(C ′

∗)−W

≤W ′(C ′)−W.

The last line is due to the fact the C ′
∗ is a minimum weighted edge cover. Using Proposi-

tion B.4.4 ,

W (C∗
b ) =W ′(C ′

∗)−W

≤W ′(M ′)−W

=W (Cb).

�
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