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ABSTRACT

Wind energy is one of the fastest-growing renewable energy technologies, and horizontal

axis wind turbines (HAWT) have been the most common device to convert wind kinetic

energy into electrical energy. As the capacities of wind turbines and scales of wind farm

constructions are rapidly increasing over time, environmental impacts of wind energy are

becoming more relevant and raising more attention than ever before. One of the major

environmental concerns is noise emission from wind energy facilities, especially low-frequency

noise and infrasound that allegedly cause so-called wind turbine syndrome. Therefore, a

numerical simulation program capable to predict low-frequency noise and infrasound emission

from wind turbines is a useful tool to aid future wind energy development. In this study of

this thesis, a computer program named TDRIP (Time Domain Rotor Infrasound Prediction)

is developed based on acoustic analogy theories. Farassat’s formulation 1A, a solution to

Ffowcs Williams-Hawkings (FW-H) equation, is implemented in the TDRIP program to

compute aerodynamically generated sound. The advantage of this program is its capability

to simultaneously compute infrasound emission of multiple wind turbines in time domain,

which is a challenging task for other aerodynamic noise prediction methods. The developed

program is validated against results obtained from computational fluid dynamics (CFD)

simulations. The program is then used to compute aerodynamic noise emitted from wind

turbine rotors. The effects of wind direction, wind turbine siting, and phase of wind turbine

rotation on consequent aerodynamic noise are investigated. Results of aerodynamic noise

computation imply that wind turbine siting configuration or wind turbine phase adjustment

can help reducing noise level at certain locations, which make the program ideal to be

integrated into wind farm siting or control tools.
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1. INTRODUCTION

The utilization of wind energy can be dated back to the 9th century when Persian people

built panemone windmills (Fig.  1.1 ). Panemone windmills are vertical axis windmills and

they are driven by a drag force, unlike the later horizontal-axis windmills that are driven by

lift force. horizontal-axis windmills started appearing in Europe in the 12th century and they

gradually got popularity across the continent. By the 14th century, horizontal-axis windmills

are widely used in Netherlands for both food production and marsh draining. In 1850, the

estimated number of installed windmills in Europe was 200,000. However, with the emerge

of the industrial revolution, steam and internal combustion engines replaced windmills for

many applications, and the use of wind energy thus declined.

Figure 1.1. Ancient panemone windmills at Nishtafun, Iran

With the increasing demand for electricity, modern wind turbines with electric generators

first emerged in the late 19th century. Following the invention of the electric generator in

the 1830s, engineers started attempting to harness wind energy to produce electricity. Wind

power generation took place in the United Kingdom and the United States in 1887 and 1888

(Fig. 1.2a ), but modern wind power is considered to have been first developed in Denmark,

where horizontal-axis wind turbines (HAWT) were built in 1891 and a 22.8-meter wind

turbine began operation in 1897.

In spite of a humble beginning, wind turbine capacities have increased rapidly over time.

In 1985, typical turbines had a rated capacity of 0.05 MW and a rotor diameter of 15

meters. Today’s commercially available wind turbines have reached 8 MW capacity, with

13



(a) (b)

Figure 1.2. (a) The first wind turbine in the US built in 1888 and (b) world’s
largest wind turbine Vestas V-164

rotor diameters of up to 164 meters (Fig.  1.2b ). The average capacity of wind turbines

increased from 1.6 MW in 2009 to 2 MW in 2014.

Wind power is one of the fastest-growing renewable energy technologies. Usage is on the

rise worldwide, in part because costs are falling. Globally, installed wind energy capacity

onshore and offshore has increased by a factor of 43 in the past two decades, jumping from

17 gigawatts in 2000 to some 733 gigawatts by 2020, according to the latest data provided

by International Renewable Energy Agency (IRENA) [ 1 ]. Production of wind electricity

doubled between 2009 and 2013, and in 2016 wind energy accounted for 16% of the electricity

generated by renewables. Many parts of the world have strong wind speeds, but the best

locations for generating wind power are sometimes remote ones. Offshore wind power offers

tremendous potential.
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Figure 1.3. Wind Energy Installed Capacity Trends (From: IRENA [  1 ])

1.1 Working Principle of Wind Turbine

Wind turbines are rotary machines that convert the kinetic energy of atmospheric air flow

into electricity. Today, the most commonly installed wind turbines are upwind horizontal-

axis wind turbines (HAWT), and this specific configuration of a wind turbine is the subject

of this thesis. An upwind wind turbine consists of the following major components:

• Rotor, including blades and hub

• Drive train, including shaft, gearbox, coupling, and generator

• Nacelle and tower that houses the drive train, controller, and yaw drive

• Electrical system

15



The typical structure of a modern upwind HAWT is shown in Figure  1.4 . In principle,

the turbine is driven by the lift force generated from the blades. The purpose of yaw drive is

to guarantee that the plane of turbine rotation is perpendicular to the wind direction. The

pitch control guarantees optimal pitch angle of blades, where the lift-to-drag ratio is high.

Figure 1.4. Wind Turbine Components (From: GE [  2 ])

Airfoil and Wind Turbine Aerodynamics

Airfoils are structures with specific geometric shapes that are used to generate mechanical

forces due to the relative motion of the airfoil to the surrounding fluid. Wind turbine blades

are driven by the lift force on airfoils. Before introducing the acoustics aspect of wind

turbines, the aerodynamics aspects related to airfoil need to be discussed.

Some concepts related to airfoil are shown in Figure  1.5 . The most forward and rearward

points of the airfoil are on the leading edge and trailing edge respectively. The straight line

connecting the leading edge and trailing edge is the chord line of the airfoil, and the length

16



of the chord line is designated lc. The angle of attack α is defined as the angle between wind

velocity Vrel direction and the chord line.

The surrounding fluid exerts force on an airfoil. The resultant of forces on airfoil surface

is usually decomposed into two directions - perpendicular and parallel to wind direction. The

component perpendicular to wind direction is called lift force and the component parallel to

wind direction is called drag force. The non-dimensional lift and drag forces are so-called

lift coefficient Cl and drag coefficient Cd, defined as

Cl = L
1
2ρU2lc

,

Cd = D
1
2ρU2lc

,

(1.1)

where L and D are lift and drag forces per unit length of blade and 1
2ρU2 is the dynamic

pressure of incoming air flow.

Figure 1.5. Lift and drag forces acting on a airfoil

17



Pressure coefficient Cp is another important dimensionless coefficient, which is defined as

Cp = p − p∞
1
2ρU2 , (1.2)

where p − p∞ is static pressure on a certain point on airfoil. A typical pressure coefficient

distribution along airfoil surface is shown in Figure  1.6 .

Figure 1.6. Pressure Coefficient Distribution (From: Barbarino et al. [ 3 ])

Wind Turbine Blade

Wind turbines are machines that harvest wind energy. The amount of power that can

be harvested from wind depends on the size of the turbine and the length of its blades. The

output is proportional to the dimensions of the rotor and to the cube of the wind speed.

Theoretically, when wind speed doubles, wind power potential increases by a factor of eight.

The theory that relates the aerodynamics of a turbine and the amount of power it can harvest

from wind was initially established by Betz [ 4 ].
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Figure 1.7. Streamtube surrounding a wind turbine

Figure 1.8. 1-D momentum theory

Betz’s model is based on one-dimensional control volume analysis of momentum. In

Betz’s model, it’s assumed that the flow is steady, incompressible, and inviscid, the rotational

wake (flow angular momentum) is neglected and thrust force is uniformly distributed on the

rotor disk. In addition, it’s also assumed that the velocity is continuous across the rotor and

the fluid pressure at far upwind and downwind locations are the same, which means U2 = U3

and p1 = p4 in Figure  1.8 .
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By using conservation of mass and momentum of the control volume (Fig.  1.8 ), the

thrust applied on the rotor disk can be expressed as

T = ṁ(U1 − U4), (1.3)

where T is thrust force, ṁ is mass flow rate of streamtube, U1 and U4 are velocity at section

1 and 4 respectively. U1 represents free stream wind speed, which will also be denoted with

Vw later. Thrust of rotor disk can also be expressed in terms of the pressure difference across

the disk as

T = A2(p2 − p3). (1.4)

Equation  1.4 can be reduced by using Bernoulli’s equation, so that thrust T can be expressed

in terms of velocity as

T = 1
2ρA2(U2

1 − U2
4 ). (1.5)

Expression of wind turbine power P can be thus derived as thrust times velocity as

P = TU2 = 1
2ρA2(U2

1 − U2
4 )U2. (1.6)

It’s desirable to relate power P with upstream wind speed U1. For that purpose, axial

induction factor a is defined as:

a = U1 − U2

U1
. (1.7)

Now that there are two equations of thrust (Eq.  1.3 and Eq.  1.4 ), by equating these

equations, a velocity relation can be obtained as

U2 = U1 + U4

2 . (1.8)

With Equation  1.7 and  1.8 , velocity at any section can be expressed in terms of free stream

velocity U1 and axial induction factor a as

U2 = U1(1 − a),

U4 = U1(1 − 2a),
(1.9)
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so that power P can be expressed in terms of upstream wind speed U1, rotor disk area A2

and axial induction factor a as

P = 2ρA2U
3
1 a(1 − a)2. (1.10)

Power coefficient, a dimensionless coefficient that implies the fraction of power harvest

by a wind turbine, is defined as

CP = P
1
2ρA2U3

1
= 4a(1 − a)2. (1.11)

Power coefficient CP is a cubic function of a and it is maximized at a = 1/3, CP = 16/27 ≈

0.5926. This is the theoretically maximum performance limit of wind turbines and the later

analysis is based on this conclusion. CP of actual wind turbines is lower than the max limit

because of the rotational wake behind the wind turbine, frictions, and other mechanisms of

momentum loss.

When rotational wake is considered, an analysis with angular momentum can be carried

out in similar manners [  5 ]. The analysis shows that the maximum power coefficient of a

wind turbine is a function of tip speed ratio (TSR) [ 6 ] (Fig.  1.9 ), a parameter defined as

λ = ΩR

Vw

, (1.12)

where Ω and R are angular velocity and radius of the rotor. From Figure  1.9 , the maximum

power coefficient is very close to the limit of Betz’s theory when λ > 5. TSR of modern

large onshore wind turbines can reach 7 or even higher (λ = 7.5 for GE 6 MW model, for

example), which makes their performance close to the ideal wind turbine of Betz’s model.

It’s obvious that the relative wind speed Vrel = 2U1
3 sin ϕ

is different on different spanwise

locations along a wind turbine blade. When considering the design of a wind turbine blade,

it’s necessary to analyze an infinitesimal spanwise section of the blade. The infinitesimal lift

of a section is

dL = Cl
1
2ρV 2

reldr. (1.13)
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Figure 1.9. Maximum power coefficient as a function of tip speed ratio (From:
Manwell et al., 2009 [ 6 ])

Therefore the infinitesimal thrust force of all the sections on a certain radius is

dT = BdL cos ϕ, (1.14)

where B is the number of blades of a wind turbine. On the other hand, from Equation  1.3 

and  1.7 , infinitesimal thrust force at certain radius is

dT = 8
9ρV 2

wπrdr, (1.15)

where wind speed Vw = U1. By equating two expressions of dT (Equations  1.14 and  1.15 ),

the relation between rotor radius r and angle ϕ can be obtained as

ClBlc
4πr

= tan ϕ sin ϕ,

tan ϕ = U2

Ωr
= 2Vw

3Ωr
.

(1.16)

Equation  1.16 relates lift coefficient Cl, chord length lc and relative wind angle ϕ with certain

radial location r of a wind turbine. This equation will be the cornerstone of blade design.

The process of blade design using Equation  1.16 will be shown in Chapter 3.
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1.2 Wind Farm Control

A wind farm is a group of wind farms at the same location that provides bulk power to

the electrical grid. The world’s first wind farm was installed in Crotched Mountain in New

Hampshire, consisting of twenty 30 kW wind turbines. To this date, the Gansu wind farm,

the world’s largest wind farm, consists of more than 7000 wind turbines and has a total

capacity of 8000 MW. As the number of wind turbines in a wind farm grows rapidly, the

coordination of wind farms becomes significant, so that the control of wind farms emerges

as a new area of research. There are three major objectives of wind farm control [ 7 ]: (i)

Maximize active power of a wind farm, (ii) Follow a reference for wind farm active power,

and (iii) Minimize fatigue loads while maintaining the power.

In a wind farm, each wind turbine is affected by the wake of other upstream wind turbines.

For the purpose of wind farm control, the wake effect is either simply modeled as done by

Katic et al. [ 8 ], or modeled based on CFD as done by Fleming et al. [ 9 ]. The control

of wind farms with wake effects has been extensively studied for more than 20 years [ 10 ].

However, there hasn’t been a study of wind farm control with consideration of noise emission.

The sound emitted from each individual wind turbine can interfere with the sound emitted

from other wind turbines, which leads to a conceptually similar interaction as wake flow

interactions between wind turbines. A sound emission assessing model for wind turbines can

possibly envision wind farm control strategies that account for wind farm noise emission.

1.3 Environmental Impacts of Wind Turbines

The impact of wind turbines on wildlife, most notably on birds and bats, has been widely

documented and studied. A National Wind Coordinating Committee (NWCC) review of

peer-reviewed research found evidence of bird and bat deaths from collisions with wind

turbines and due to changes in air pressure caused by the spinning turbines [  11 ]. The

NWCC concluded that these impacts are relatively low and do not pose a threat to species

populations

Sound is the main public health and community concern associated with operating wind

turbines. Most of the sound generated by wind turbines is aerodynamic, caused by the
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Figure 1.10. Meadow Lake wind farm in White County, Indiana

movement of turbine blades through the air. Overall sound levels depend on turbine design

and wind speed. There has been a contradiction of whether the aerodynamic sound generated

from wind turbine operation causes adverse health effects. On the one hand, some people

living close to wind facilities have reported annoyance, stress, sleep disturbance, headache,

anxiety, depression, and cognitive dysfunction [ 12 ]. On the other hand, there are also studies

that imply there is no statistically significant evidence of human health impacts from wind

turbines [  13 ]. Schmidt and Klokker reviewed comprehensive studies related to the health

effects related to wind turbine noise exposure [ 14 ], and they concluded that noise from wind

turbines increased the risk of annoyance and disturbed sleep in exposed subjects in a dose-

response relationship and suggested a cautious approach when planning future wind farms.

Infrasound is the sound of frequency below 20 Hz and is considered inaudible. The

possible health effect caused by infrasound exposure is a debatable topic. Some medical

researches revealed potential psychological effects of infrasound exposure [  15 ]. The blade

passing frequency (BPF) of a modern large onshore wind turbine (>2 megawatts) is well

below 20 Hz. Therefore the air disturbances caused by wind turbine operation of such wind

turbine can be considered as infrasound emission. van den Berg’s sound measurement result
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for a single wind turbine confirmed that the (unweighted) sound level is highest at infrasound

frequency range [ 16 ].

Even though the infrasound emitted from wind turbines is not directly audible, it’s still

believed to be one of the reasons for annoyance. The low-frequency noise can well excite

building structures, such as walls, floors and windows [  17 ]. It has been reported that ”some

people feel disturbing amounts of vibration or pulsation from wind turbines, and can count

in their bodies, especially their chests, the beats of the blades passing the towers, even when

they can’t hear or see them.” [  18 ] Such annoyances and disturbances caused by wind turbines

are categorized into so-called wind turbine syndrome.

With actual public health concerns, reduction of potential health risk from sound has

become a siting criterion for wind farms. Kamperman and James proposed siting criteria

of wind farms based on single turbine sound measurement results [  19 ]. However, the single

turbine measurement cannot be used to predict possible sound interference of multiple tur-

bines, as implied by van den Berg’s measurement results [ 20 ]. Therefore, it’s desirable to

develop a tool capable to predict sound and infrasound emissions from wind turbines. Such

a tool can help to address the public health concerns associated with wind turbine operation

and developing guidelines for wind turbine siting oriented by noise emission, and this is the

major motive of this thesis. The next question would be how to develop such a tool. In

the next chapter, related literature will be reviewed to lay the theoretical foundation for the

development of wind turbine prediction tools.
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2. AERODUNAMIC NOISE FROM WIND TURBINES:

LITERATURE REVIEW

In the first chapter, the development of wind energy is briefly introduced, together with

environmental concerns raised by wind energy development. One of the major environmental

impacts is the aerodynamic noise emitted from wind turbines and therefore it’s motivating

to develop an aerodynamic noise prediction tool. In this chapter, aerodynamic noise theories

are to be reviewed and the development of aerodynamic noise theories are to be followed,

from its origin to mathematical formulations that are ready to be implemented in computer

programs, so that a solid foundation is laid for the development of the wind turbine noise

prediction tool.

2.1 Aerodynamic Noise

Gutin pioneered the study of aerodynamic noise in 1936 [  21 ] by theoretically investigat-

ing the relationship between the thrust/torque of a propeller and the generated aerodynamic

noise at its blade passing frequency (BPF). He integrated the fluid velocity potential dis-

turbance induced by aerodynamic forces over a propeller blade and correctly predicted the

directivity pattern of the blade passage tone of propeller aerodynamic noise.

In 1952, Lighthill introduced the theory now known as acoustics analogy in his study of jet

noise [  22 ]. Sound is generated when the fluid medium is perturbed. In traditional acoustics

studies, the perturbation can be mathematically expressed in terms of boundary conditions.

However, with the invention of the jet engine in the 1940s, it was realized that the traditional

theory cannot explain the generation of jet noise. When high-speed jet flow is injected into

stationary fluid, fluid shearing causes strongly turbulent flow and strong noise is generated

consequently. The generation of jet noise does not involve perturbations that can be explicitly

expressed. Instead, jet noise is generated from non-linear fluid interactions. Lighthill, by

reformulating the continuity and momentum equation of fluid motion, included the effects

of non-linear fluid interactions in the source term of a linear wave equation. The equation

indicated that the noise radiation from a turbulent gust was as if it were a quadrupole. The

equation reduces to a linear wave equation outside the region where turbulent flow interaction
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occurs and describes the noise radiation outside the turbulent flow region. Lighthill further

carried out a dimensional analysis of aerodynamic sound production and he found that the

intensity of jet noise scaled with the eighth power of jet speed.

In 1955, Lighthill’s theory was extended by Curle to incorporate the effect of solid bound-

aries [ 23 ]. By solving Lighthill’s wave equation, it was found that the effects of solid bound-

aries are equivalent to dipoles distributed on the boundary, representing loads exerted upon

fluids by solid boundaries. A dimensional analysis showed that flow-induced dipoles con-

tributed more to the sound field than flow-induced quadrupoles.

In 1969, Ffowcs Williams and Hawkings developed powerful techniques to include ar-

bitrary motions of solid boundaries in Lighthill-Curle’s theory of aerodynamic noise [ 24 ].

Their idea was to use generalized functions to extend the definition of medium properties

across solid boundaries. One of the difficulties in Curle’s theory was finding the Green’s

function that accommodated solid boundaries. In the theory developed by Ffowcs Williams

and Hawkings, free-space Green’s function can be used regardless, with the help of general-

ized function. Farassat put forward the solution of Ffowcs Williams and Hawking equation

in different forms, namely, Formulation 1 and Formulation 1A, that can be conveniently

implemented in nowadays computational acoustic analysis software [ 25 ][ 26 ].

In the following subsections, the complete mathematical derivation of acoustic analogy

theories will be shown. It will start with fundamental fluid mechanics, and it will eventually

reach the formulations that can be directly evaluated in a computer program developed by

the author of the thesis.

2.1.1 Inhomogeneous Linear Wave Equation

Theories of acoustic analogy often yield inhomogeneous wave equations (wave equation

with source terms). Such equations can be directly derived from equations of fluid motion,

and the process will be demonstrated. The content of this subsection is not directly related

to aerodynamic noise theories, but it helps understanding where different types of source

terms come from.
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The velocity field ui(x, t) and pressure field p(x, t) of an inviscid flow can be described

by the continuity equation and momentum equation

∂ρ

∂t
+ ∂

∂xi
(ρui) = ρq,

∂

∂t
(ρui) + ∂

∂xj
(ρuiuj) = − ∂p

∂xj
+ Fi,

(2.1)

where q and Fi are the volume source and volume force per unit volume.

Equations  2.1 can be linearized, if small perturbations of pressure and density are as-

sumed, i.e., p′ = p − p0 � p0 and ρ′ = ρ − ρ0 � ρ0 �where p0 and ρ0 are stationary and

uniform mean pressure and density), yielding the linearized continuity equation and the

linearized momentum equation:

1
ρ0

∂

∂t
(ρ − ρ0) + ∂ui

∂xi
= q,

ρ0
∂ui

∂t
+ ∂

∂xi
(p − p0) = Fi.

(2.2)

Furthermore, when ρ′ and p′ represent acoustic perturbations, assuming adiabatic ther-

modynamic process will give (p − p0) = c2
0(ρ − ρ0), where c0 is the speed of sound. ui can be

then eliminated: (
∂2

∂t2 − c2
0

∂2

∂xi∂xi

)
(ρ − ρ0) = ρ0

∂q

∂t
− ∂Fi

∂xi
. (2.3)

Equation  2.3 is the inhomogeneous wave equation in which the only unknown is the acoustic

density fluctuation (ρ′ = ρ − ρ0). The two source terms on the right-hand side, with the

fluid volume source q and loading Fi, are usually referred to as the monopole source and the

dipole source respectively.

2.1.2 Lighthill’s Analogy

Lighthill extended the aforementioned equations for inviscid fluid to viscous fluid, starting

from the continuity equation
∂ρ

∂t
+ ∂

∂xi
(ρui) = 0 (2.4)
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and the momentum equation

∂

∂t
(ρui) + ∂

∂xj
(ρuiuj) = ∂

∂xj
(−pδij + τij), (2.5)

where τij is viscous stress tensor. By taking the time derivative of equation  2.4 and gradient

of equation  2.5 and then subtracting one from another, ρui can be eliminated, yielding

∂2ρ

∂t2 = ∂2

∂xi∂xj
(ρuiuj + pδij − τij). (2.6)

A wave equation is then obtained by subtracting c2
0
∂2(ρδij)
∂xi∂xj

from both sides of equation  2.6 :

∂2ρ

∂t2 − c2
0

∂2ρ

∂xi∂xi
= ∂2

∂xi∂xj
[ρuiuj + (p − c2

0ρ)δij − τij]. (2.7)

It should be noted that the time derivatives and gradients of p0 and ρ0 are zero, so Lighthill’s

equation is obtained:

(
∂2

∂t2 − c2
0

∂2

∂xi∂xi

)
(ρ − ρ0) = ∂2

∂xi∂xj
[ρuiuj + ((p − p0) − c2

0(ρ − ρ0))δij − τij]

= ∂2Tij

∂xi∂xj
,

(2.8)

where the Lighthill’s stress tensor is Tij = ρuiuj + ((p − p0) − c2
0(ρ − ρ0))δij − τij. Equation  2.8 

has a form similar to that of Equation  2.3 , whereas it is a mere rearrangement of governing

equation of fluids without making any further assumption but with more complicated source

terms. Tij in source term includes all the non-linear fluid interactions that eventually induce

sound, representing a quadrupole type of source. The merit of equation  2.8 lies in that it

becomes homogeneous wave equation outside the source region, so it essentially describes

the propagation of sound wave outside source region. The propagation of the sound behaves

as if it were emitted from acoustic quadrupoles, even though the aerodynamic sound gener-

ation involves complicated nonlinear fluid interactions. In other words, the sound generated

aerodynamically is analogous to that emitted from acoustic quadrupoles. For this reason the

theory developed by Lighthill was named acoustic analogy theory.
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Equation  2.8 can be further simplified. Outside the source region, because the propa-

gating acoustic perturbation is adiabatic and small in magnitude, density and pressure per-

turbation can be related as (p − p0) = c2
0(ρ − ρ0). Additionally, the magnitude of Reynolds

stress term ρuiuj is usually much greater than that of viscous stress τij. Therefore Equation

 2.8 can be simplified as

(
∂2

∂t2 − c2
0

∂2

∂xi∂xi

)
(ρ − ρ0) = ∂2

∂xi∂xj
(ρuiuj). (2.9)

2.1.3 Curle’s Theorem

Curle’s theorem is a development of Lighthill’s analogy, which takes the effect of station-

ary boundaries into account. Assume the boundary is defined by f(x) = 0 (One is noted

that only in Section 2.1 f indicates the boundary surface while in other sections f refers to

frequency.) The Heaviside Step Function

H(f(xi)) =

 1 for xi enclosed by surface f = 0

0 for xi outside surface f = 0
(2.10)

is introduced to overcome the discontinuity across solid boundaries (Fig.  2.1 ). So the

solution of Lighthill’s equation can be formulated in terms of free-space Green’s function of

wave equation, with the presence of solid boundaries.

An important identity regarding function H(f) is

∫
V (y)

φ(y)∇HdV (y) =
∮

S(y)
φ(y)ndS(y). (2.11)

This identity will be used to convert an integral over the entire space into a finite surface

integral. The identity can be directly derived from the fact that the gradient of the Heaviside

function is the Dirac delta function.
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Figure 2.1. Moving boundary defined by generalized function H(f)

Next, rearranging the momentum equation in Equation  2.1 to set Tij on the right-hand

side yields

∂

∂t
(ρui) + ∂

∂xi
[c2

0(ρ − ρ0)] = − ∂

∂xj
[ρuiuj + δij((p − p0) − c2

0(ρ − ρ0)) − τij] = −∂Tij

∂xj
. (2.12)

Multiplying H(f) to Equation  2.12 , rearrange such that H(f) appears in the variables

∂

∂t
(ρuiH) + ∂

∂xi
[c2

0(ρ − ρ0)H] = −∂(TijH)
∂xj

+ [ρuiuj + (p − p0)δij − τij]
∂H

∂xj
. (2.13)

With similar rearrangement to continuity equation, the following equation can be obtained

∂

∂t
((ρ − ρ0)H) + ∂

∂xi
(ρuiH) = ρui

∂H

∂xi
. (2.14)

By taking the time derivative of equation  2.14 and gradient of equation  2.13 and subtracting

one from another, an inhomogeneous wave equation is obtained

(
∂2

∂t2 − c2
0

∂2

∂xi∂xi

)
[(ρ − ρ0)H] = ∂

∂t

(
ρui

∂H

∂xi

)

− ∂

∂xi

[
(ρuiuj + (p − p0)δij − τij)

∂H

∂xj

]
+ ∂2

∂xi∂xj
(TijH) .

(2.15)
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With the help of generalized function H(f), Equation  2.15 is a inhomogeneous wave equation

defined for all xi. Then free-space Green’s function can be used to solve this inhomogeneous

wave equation. For a general inhomogeneous wave equation:

(
1
c2

0

∂2

∂t2 − ∂2

∂xi∂xi

)
p = F (t, x), (2.16)

the Green’s function G(x, t) statisfies

(
1
c2

0

∂2

∂t2 − ∂2

∂xi∂xi

)
G = δ(x − y)δ(t − τ),

where x and t are the observer location and time, y and τ are source coordinate and time,

δ(·) is Dirac delta function. The free-space Green’s fuction for wave equation is:

G = 1
4π|x − y|

δ

(
t − τ − |x − y|

c0

)
.

With the aid of the Green’s function, the general solution to Equation  2.16 can be formulated

as

p(x, t) = 1
4π

∫
V

F (y, t − |x−y|
c0

)
|x − y|

dV (y). (2.17)

By replacing F in this general solution with source terms in Equation  2.15 , one may obtain

the solution of Equation  2.15 

c2
0(ρ − ρ0)H = ∂

∂t

∫
S

[ρuj]τ=t−|x−y|/c0

njdS(y)
4π|x − y|

− ∂

∂xi

∫
S

[ρuiuj + (p − p0)δij − τij]τ=t−|x−y|/c0

njdS(y)
4π|x − y|

+ ∂2

∂xi∂xj

∫
V

[Tij]τ=t−|x−y|/c0

dV (y)
4π|x − y|

.

(2.18)

Equation  2.18 is the solution to Lighthill’s equation (Eq.  2.8 ) with the presence of stationary

solid boundaries and it is named Curle’s Theorem. It should be noted that in Curle’s original

publication [  23 ], the derivation of Equation  2.18 followed a different path. The derivation

here follows the same approach proposed by Ffowcs Williams and Hawkings [  24 ]. Next, the
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same approach will be used to derive the equation and solution of Lighthil’s equation with

the presence of moving boundaries.

2.1.4 FW-H Equation

In the last subsection, Lighthill’s theory is extended to account for a stationary boundary.

Moreover, if the surface f = 0 is not stationary, i.e., ∂H

∂t
6= 0, the momentum equation and

continuity equation become

∂

∂t
(ρuiH) + ∂

∂xi
[c2

0(ρ − ρ0)H] = (ρui)
∂H

∂t
− ∂(TijH)

∂xj

+ [ρuiuj + (p − p0)δij − τij]
∂H

∂xj
,

(2.19)

∂

∂t
((ρ − ρ0)H) + ∂

∂xi
(ρuiH) = (ρ − ρ0)

∂H

∂t
+ ρui

∂H

∂xi
. (2.20)

Once again, by taking the time derivative of rearranged continuity equation and gradient of

rearranged momentum equation and subtracting one from another, one can get the following

inhomogeneous wave equation:

( ∂2

∂t2 − c2
0

∂2

∂xi∂xi
)[(ρ − ρ0)H] = ∂

∂t
(ρui

∂H

∂xi
)

− ∂

∂xi
[(ρuiuj + (p − p0)δij − τij)

∂H

∂xj
] + ∂2

∂xi∂xj
(TijH)

+ ∂

∂t
[(ρ − ρ0)

∂H

∂t
] − ∂

∂xi
[(ρui)

∂H

∂t
].

(2.21)

If it is assumed the moving surface f = 0 does not deform, a velocity vector U denotes

the motion of that surface. By further simplifying Equation  2.21 , the moving surface is

described by

f(y, t) = f
(

y −
∫ t

t0
Udτ

)
= 0.

∂f

∂t
can be related to the gradient of f and U:

∂f

∂t
= −∇f · U.
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Then ∂H

∂t
on the right-hand side of Equation  2.21 can be expressed as

∂H

∂t
= ∂H

∂f

∂f

∂t
= δ(f)(−∇f · U) = −U · ∇H = Ui

∂H

∂xi
. (2.22)

Time derivative on source terms of Equation  2.21 can be elimated by substituting Equation

 2.22 into Equation  2.21 . The resulting equation is

(
1
c2

0

∂2

∂t2 − ∂2

∂xi∂xi

)
[c2

0(ρ − ρ0)H] = ∂

∂t

[
(ρ(ui − Ui) + ρ0Ui)

∂H

∂xi

]

− ∂

∂xi

[
(ρui(uj − Uj) + (p − p0)δij − τij)

∂H

∂xj

]

+ ∂2

∂xi∂xj
(TijH).

(2.23)

Equation  2.23 is called FW-H equation [ 24 ] and it is also an inhomogeneous wave equation.

The three source terms on its right-hand side are of monopole, dipole, and quadrupole types,

respectively. In principle, surface f = 0 can be arbitrary. However, if f = 0 indicates the

boundaries of moving solid objects, from the no-slip boundary conditions, one may have

Ui = ui on f = 0 and further simplify Equation  2.23 :

(
1
c2

0

∂2

∂t2 − ∂2

∂xi∂xi

)
[c2

0(ρ − ρ0)H] = ∂

∂t

(
ρ0Ui

∂H

∂xi

)

− ∂

∂xi

[
((p − p0)δij − τij)

∂H

∂xj

]
+ ∂2

∂xi∂xj
(TijH).

(2.24)

It should be emphasized that Equation  2.24 is not a correct equation until f = 0 is set as

the physical boundaries of solid objects. Equation  2.17 can be applied to solve equation  2.24 

using Green’s function, just like what is done to Equation  2.15 . The detailed process will be

demonstrated in the next subsection.

2.1.5 Farassat’s Formulation 1 and 1A

Equation  2.24 includes three source terms on the right-hand side, so its solution is sup-

posed to consist of three corresponding components: monopole, dipole, and quadrupole.

However, Farassat’s formulations were developed for aerodynamic propellers, and the quadrupole
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as a sound emitter is not as effective as monopole and dipole in such applications. Therefore,

the quadrupole part is neglected in the solution to Equation  2.24 . In addition, for aerody-

namic fans, the magnitude of blade surface pressure is much greater than that of surface

shear stress. So viscous shear stress τij is also neglected.

By using Equation  2.17 , the monopole part of solution can be obtained as

[c2
0(ρ − ρ0)H]monopole(x, t) =

∫ t

−∞

∫
V∞

G
∂

∂τ

(
ρ0Ui

∂H

∂yi

)
dV (y)dτ, (2.25)

where G is the free-space Green’s function defined as

G = δ(τ − t + r/c0)
4πr

, r = |x − y| for τ > t

G = 0 for τ ≤ t.

Then with identities

G
∂

∂τ

(
ρ0Ui

∂H

∂yi

)
= ∂

∂τ

(
Gρ0Ui

∂H

∂yi

)
− ρ0Ui

∂H

∂yi

∂G

∂τ
,

G|τ=±∞ = 0,

and
∂G

∂τ
= −∂G

∂t
,

the monopole component can be expressed as

[c2
0(ρ − ρ0)H]monopole(x, t) = ∂

∂t

∫ t

−∞

∫
V∞

ρ0Ui
∂H

∂yi
GdV (y)dτ. (2.26)
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In the derivation of Equation  2.26 , Leibniz integral rule is used to take the time derivative

out of integrals. Then by using identity Equation  2.11 , the volume integral can be evaluated

as a surface integral, and it yields

[c2
0(ρ − ρ0)H]monopole(x, t) = ∂

∂t

∫ t

−∞

∫
f=0

ρ0UiniGdS(y)dτ

= ∂

∂t

∫ t

−∞

∫
f=0

ρ0Uini
δ(τ − t + r/c0)

4πr
dS(y)dτ.

(2.27)

For an arbitrary function of source time F (τ), source time integral can be evaluated as

∫ t

−∞
F (τ)δ(τ − t + r/c0)dτ =

∫ t

−∞

F (τ)δ(τ − t + r/c0)
1 + ∂r

∂t
/c0

d(τ − t + r/c0) =
(

F

1 − Mr

)
τ=t−r/c0

,

(2.28)

where Mr = − 1
c0

∂r

∂t
, representing the mach number of a point y going towards the observer

located at x. Using Equation  2.28 , Equation  2.27 becomes

[c2
0(ρ − ρ0)H]monopole(x, t) = ∂

∂t

∫
f=0

[
ρ0Uini

4πr(1 − Mr)

]
τ=t−r/c0

dS(y). (2.29)

Similarly, using G|y=∞ = 0, the dipole part can be expressed as:

[c2
0(ρ − ρ0)H]dipole(x, t) = − ∂

∂xi

∫
f=0

[
(p − p0)δijnj

4πr(1 − Mr)

]
τ=t−r/c0

dS(y). (2.30)

At far field, the radiation pattern is similar to the pattern of plane waves,i.e.,

∂

∂xi
≈ − r̂i

c0

∂

∂t

where r̂i = yi − xi

|yi − xi|
. Then, a far field dipole part of solution is

[c2
0(ρ − ρ0)H]dipole(x, t) = r̂i

c0

∂

∂t

∫
f=0

[
(p − p0)δijnj

4πr(1 − Mr)

]
τ=t−r/c0

dS(y). (2.31)

If the exact formula that includes near-field effects is pursued, one needs to have the exact

relation between the time derivative and gradient of Green’s function.
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Using Equation  2.17 , the dipole part of solution is

[c2
0(ρ − ρ0)H]dipole(x, t) =

∫ t

−∞

∫
V∞

(p − p0)δij
∂H

∂yj

∂G

∂yi
dV (y)dτ. (2.32)

Green’s function obeys identity

∂G

∂yi
= 1

c0

∂

∂t
(r̂iG) + r̂iG

r
.

If this identity is substituted into the Equation  2.32 , with Equation  2.11 , expression for

dipole component can be obtained as:

[c2
0(ρ − ρ0)H]dipole(x, t) = 1

c0

∂

∂t

∫
f=0

[
(p − p0)nir̂i

4πr(1 − Mr)

]
τ=t−r/c0

dS(y)

+
∫

f=0

[
(p − p0)nir̂i

4πr2(1 − Mr)

]
τ=t−r/c0

dS(y).
(2.33)

Combining Equations  2.29 and  2.33 , Farassat’s Formulation 1 is obtained:

[c2
0(ρ − ρ0)H](x, t) = ∂

∂t

∫
f=0

[
(ρ0c0Ui + (p − p0)r̂i)ni

4πc0r(1 − Mr)

]
τ=t−r/c0

dS(y)

+
∫

f=0

[
(p − p0)nir̂i

4πr2(1 − Mr)

]
τ=t−r/c0

dS(y).
(2.34)

In the first term on the right-hand side of this equation, the observer time derivative needs to

be evaluated. In practice, this derivative can only be evaluated numerically. Alternatively,

it would be more ideal if the aerodynamic noise can be computed based on source time

derivatives, because the motion of surface f or the aerodynamic loading on the surface are

explicit functions of source time rather than functions of observer time. If the observer

time derivatives can be transformed to the source time derivatives, the formulation would

be easier to use, and this would be the next step of derivation.
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In previous derivations, four space/time variables were used: observer spatial and tem-

poral coordinate x and t, source spatial and temporal coordinate y and τ . These variables

are associated with each other through relation

τ − t + |y − x|
c0

= 0. (2.35)

For the sake of clarity, Lagrangian frame fixed with moving boundary η in introduced. In

this frame, every material point on the moving boundary is designated with a specific value

of η. Then, naturally, in this frame any source point space coordinate y is a function of

its Lagrangian coordinate η and source time τ , that is, y = y(η, τ). Then, take observer

time derivative of Equation  2.35 to get:
(

∂τ

∂t

)
|(x,η) − 1 − Mr

(
∂τ

∂t

)
|(x,η) = 0. The former

equation can be rearranged to yield the following identity that describes the relation between

the speed of source motion and source/observer time

(
∂τ

∂t

)
|(x,η) = 1

1 − Mr

. (2.36)

Equation  2.36 is an important identity that relates observer time t with source time τ . With

this identity, chain rule can be utilized to evaluate observer time derivatives. For example,

for observer time derivative of function φ(x, τ, η) can be evaluated as

∂

∂t
[φ(x, τ, η)]τ=t−r/c0 =

[
1

1 − Mr

∂φ

∂τ

]
τ=t−r/c0

. (2.37)

In Formulation 1 (Eq.  2.34 ), function φ could be Ui, ni, r̂i, Mr, etc. The next step is eval-

uation of source time derivative of these variables. Here are some identities involved in the

evaluation of ∂φ

∂τ
:

∂r

∂τ
= Mrc0,

∂r̂i

∂τ
= r̂iMrc0

r
− Ui

r
,

∂Mr

∂τ
= 1

c0

∂

∂τ
(Uir̂i) = r̂i

c0

∂Ui

∂τ
+ c2

0M
2
r − UiUi

c0r
.
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In Equation  2.37 , taking φ(x, τ, η) = ρ0Un(τ, η)
4πr(x, τ, η)(1 − Mr(x, τ, η)) for monopole and φ(x, τ, η) =

(p(τ, η) − p0)ni(τ, η)r̂i(x, τ, η)
4πc0r(x, τ, η)(1 − Mr(x, τ, η)) for dipole, Formulation 1 (Eq.  2.34 ) can be transformed as:

[c2
0(ρ − ρ0)H]monopole(x, t) =∫
f=0

 ρ0

4πr(1 − Mr)2

 ∂

∂τ
(Uini) +

(Uini)(r̂j
∂Uj
∂τ

)
c0(1 − Mr)

+ (Uini)(c2
0Mr − UiUi)

c0r(1 − Mr)


τ=t−r/c0

dS(y)

(2.38)

and

[c2
0(ρ − ρ0)H]dipole(x, t) =

∫
f=0

{ 1
4πc0r(1 − Mr)2

[(r̂ini)
∂

∂τ
(p − p0) +

(p − p0)(Uini)(r̂i
∂Uj
∂τ

)
c0(1 − Mr)

+ (p − p0)[c0(r̂ini) − Uini]
r

+ (p − p0)(r̂ini)(c2
0Mr − UiUi)

c0r(1 − Mr)
]}τ=t−r/c0dS(y).

(2.39)

The resulting formulae (Equations  2.38 and  2.39 ) are called Formulation 1A.

Equation  2.38 and  2.39 are the forms of Farassat’s Formulation 1A to be used for wind

turbine infrasound prediction. Formulation 1A is in different forms in Farassat’s text [ 27 ],

and the forms shown here are the forms directly implemented in the wind turbine infrasound

prediction program. These formulations are surface integrals evaluated at retarded time

τ = t − r/c0. When the surface f = 0 is in motion relative to the observer (microphone),

the shape of the integral surface is deformed so that the sound emitted from any part of

the surface reaches the observer at the same time. The trick to find the exact shape of the

integral surface at retarded time will be introduced in the next chapter.

In Equation  2.38 and  2.39 , subscripts monopole and dipole are used to represent different

component of aerodynamic noise. The monopole component is related to net volume flow

through surface f = 0. If the surface is neither moving nor perforated, Ui = 0, and the

monopole component (Eq.  2.38 ) is equal to zero. When the surface is moving and non-

perforated, the monopole component is non-zero only if the surface displaces a volume of the

surrounding fluid. When applying Equation  2.38 on wings/blades, the monopole component
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is non-zero only if the wing/blade has non-zero thickness. Therefore, in Farassat’s text

[ 27 ], monopole component is called thickness component alternatively. Likewise, the dipole

component is also called loading component alternatively, because it’s related to loadings

applied on the surface.

Terms thickness and loading noise are preferred in the following text because terms

monopole and dipole are ambiguous. The ambiguity of the term monopole and dipole often

leads to a misconception that Equation  2.38 and  2.39 are explicit evaluations of monopoles

and dipoles distributed on a moving surface. Acoustic monopole and dipole are related to

net volume flux and net force respectively. However, it’s possible to have non-zero thickness

and loading noise when there is no net volume flux and net force, so long as the surface is

moving. The study subject of this thesis is such a case, where monopole and dipole noise

are merely induced by motion, instead of net volume flux or net force.

2.2 Wind Turbine Noise

2.2.1 Noise Mechanism

Wind turbine noise refers to the noise associated with the operation of wind turbines,

including two general noise mechanisms: flow-induced noise and mechanical noise. Mechani-

cal noise of wind turbines stems mainly from structural vibration of gearbox, generator, and

auxiliaries. Vibration transmits through structures, such as nacelle, tower, and blades, and

induces noise radiation. Flow-induced noise is associated with interactions between air flow

and turbine blades. For a typical 2 MW wind turbine, in general, the sound power level of

flow-induced noise is greater than that of mechanical noise, whereas the mechanical noise

features a spikier spectrum and potentially causes more annoyance than flow-induced noise

[ 28 ].

There are two paths of mechanical noise transmission: airborne path and structure-

borne path. Airborne noise directly radiates into the air. Structure-borne noise firstly

transmits through other structural components, then radiates from surfaces into the ambient

air. Pinder compared contributions of individual wind turbine components to the total sound

power level of a wind turbine [  28 ]. He concluded that the annoyance caused by wind turbines
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is likely to be a result of mechanical noise, especially the structure-borne noise caused by

the gearbox, because of its tonal feature due to transmission error of gears.

Nowadays, the mechanical noise of wind turbines has been effectively reduced by using

various engineering techniques [  29 ]. Flow-induced noise is now the dominant noise source

of wind turbines. This situation is aggravated by the fact that mechanical noise does not

increase as much as flow-induced noise, as wind turbine size gets larger and larger.

The flow-induced noise associated with wind turbines can be categorized into three types:

(i) steady thickness and loading noise, (ii) noise induced by an atmospheric turbulent gust,

and (iii) self-noise of turbine airfoil, as detailed below.

Steady thickness and loading noise

Steady thickness and loading noise are essentially a result of blades rotation. The rotating

blades periodically disturb and exert forces on surrounding air. As a result, it contributes

mostly to components of blade passing frequency and its harmonics. The word steady should

be understood in a rotating frame fixed on turbine blades. This type of noise is the only noise

generated when, viewing in a rotating frame fixed on turbine blades, the inflow is perfectly

steady on any part of the blade.

This noise-inducing mechanism can be extended to include the noise induced by the non-

uniform inflow velocity profile. Non-uniform velocity profiles can be the results of the wakes

of wind turbine towers or velocity gradient with altitude. When the inflow velocity profile is

non-uniform, the inflow is no longer perfectly steady when viewing from the rotating frame

fixed on turbine blades. However, the unsteadiness caused by the non-uniform velocity profile

is periodic, which ends up modulating steady thickness and loading noise at the frequency

of rotation.

Noise induced by atmospheric turbulent gust

Wind turbines operate within a turbulent atmospheric boundary layer. Turbulent gusts

interact with turbine blades and induce aerodynamic noise. The properties of atmospheric

turbulence directly determine the characteristics of the consequent aerodynamic noise. An
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important concept regarding turbulence is the energy cascade. Energy cascade depicts the

phenomenon that the large eddies tend to break up into small eddies and thus transfer

energy to small eddies. The small eddies then break up into yet smaller eddies. This energy

transfer from larger eddies to smaller eddies continues until the eddies are so small that

energy dissipation due to viscosity dominates the scenario. Every turbulent flow follows

this energy cascade, and the smallest scale of turbulence eddies is the Kolmogorov scale, at

which all the remaining turbulence kinetic energy dissipates. A typical energy (wavelength)

spectrum of turbulence is shown in Figure  2.2 .

Figure 2.2. Typical Turbulence Energy Spectrum Normalized by Kolmogorov
Scale η(From: Pope, 2000 [  30 ])

Assume the chord length of blade is Lc, the characteristic wavelength of turbulence eddies

is Λ and the eddies convect at velocity U , then, according to Taylor’s frozen hypothesis [ 30 ],

the characteristic frequency is:

f = U

Λ . (2.40)

The wavelength of corresponding noise is:

λa = c

f
. (2.41)

42



If the dimension of the eddy is much larger than blade chord length: Λ � Lc, and

assume the turbine blade motion is subsonic, combining  2.40 and  2.41 , it yields λa = c

f
=

cΛ
U

= Λ
M

> Λ � Lc, which means the turbine blade sections can be regarded as acoustically

compact noise sources. Specifically, each blade section can be regarded as a point dipole that

can be determined by the unsteady force induced by a turbulent gust. Given the wavelength

spectrum of turbulence, the force induced by turbulence, or namely a Fourier component of

the wavelength spectrum, can be readily solved by using the Kemp-Sears method [  31 ], which

has been widely used in turbomachinery noise analysis.

If the dimension of the eddy is close to or smaller than blade chord length, wind turbine

blade sections are no longer acoustically compact. The small eddies distort and shatter

when they interact with the blade surface, and thus induce local load variation on the blade

surface. Modeling of vortex-blade interaction leads to the study of vortex sound. Similar to

what has been done by Lighthill, Howe took total fluid enthalpy as an independent variable

and rearranged equations of fluid motion to yield his vortex sound equation [ 32 ]. The vortex

sound equation is a convective wave equation, which reduces to wave equation without the

presence of mean flow. The flow vorticity is explicitly included in the source term of the

vortex sound equation so that the sound induced by vertices can be evaluated by solving the

vortex sound equation.

Self-noise of turbine airfoil

Self-noise is the noise generated due to the instability of the blade boundary layer and its

interaction with the blade surface. Self-noise occurs even if the inflow is perfectly uniform

and steady. Possible reasons for wind turbine self-noise include trailing edge noise, vortex

shedding, flow separation, surface imperfection, etc.

The trailing edge noise is a result of the interaction between the trailing edge and eddies

in a boundary layer. What makes it different from the interaction between inflow turbulence

and airfoil is the fact that the blade boundary layer gradually develops along the blade chord.

Ffowcs Williams and Hall theoretically showed that the sharp trailing edge amplifies noise

radiation induced by turbulent eddies in a boundary layer, and the amplification is affected
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by the shape of the trailing edge [  33 ]. Howe also investigated trailing edge noise by solving

vortex sound equation [ 32 ]. His theory can not only be used in the analysis of a sharp trailing

edge but also a blunt trailing edge. Amiet, on the other hand, coined the concept of the

airfoil response function, which is derived from the solution of a linear PDE [ 34 ]. The airfoil

response function can relate airfoil surface pressure change to turbulence eddies. Therefore,

once the airfoil response function is solved, the wavenumber component of turbulence can be

directed related to a convecting dipole on the blade surface. The trailing edge is considered

to be the dominant high-frequency broadband noise of wind turbines.

Because of the apparent bluntness of wind turbine blades, vortex shedding can occur

during wind turbine operation and result in a von Karman vortex street. The shedding is

likely to occur at the trailing edge of a blade, yet the characteristic of noise induced by

vortex shedding is different from that of trailing edge noise. Vortex shedding induces a tone

at vortex street frequency.

Flow separation can occur on wind turbines when wind direction suddenly changes.

Paterson et al. investigated the relation between noise source location and separation extent

[ 35 ].

2.2.2 Prediction Methods for Wind Turbine Noise

There are mainly three categories of wind turbine noise prediction methods: analytical

method, empirical model, and numerical simulation.

The analytical method includes the theories introduced in section 2.1. The computational

approach used in this thesis is an implementation of an analytical method based on FW-H

acoustics analogy theory. In particular, Farassat’s Formulation 1A [  27 ] is used. Farassat

et al. have developed other time-domain formulations for different applications throughout

the 1980s-1990s. The initial formulation in this category, Formulation 1, was published in

1975 [  36 ]. Formulation 1A is directly derived from Formulation 1 by converting derivatives

from observer frame to source frame [  25 ]. Later, Formulation Q1 and Q1A were developed

to predict quadruple noise components [ 37 ]. Formulation 1B was a further simplification of

Formulation 1A and had been used in statistical analysis of broadband rotor noise because

of its simplicity [ 38 ]. Formulation 3 was developed for supersonic rotor noise [  39 ].
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Based on extensive measurement of airfoil NACA 0012, Brooks et al. proposed a semi-

empirical model for airfoil self-noise prediction [  40 ], which is named after initials of researches

as BPM model. In the BPM model, the sound pressure level prediction is based on a universal

spectrum shape function that depends only on Strouhal number, with corrections related to

Mach number, blade span, boundary layer thickness, and empirical scaling factor. Even

though the BPM model is developed from measurement data of NACA 0012 airfoil, it has

also been successfully applied on wind turbine noise prediction [ 41 ], even though NACA 0012

is very different from wind turbine airfoils.

Numerical simulation approaches of aerodynamics noise can be classified into two types:

direct simulation and hybrid simulation. In a direct simulation, the sound is directly com-

puted by solving non-linear equations of fluid dynamics. The computation resource required

by direct simulation is so tremendous that the application of direct simulation is limited

to cases with simple geometry and relatively low Reynolds number, such as airfoil [ 42 ] and

cavity [ 43 ].

Hybrid simulation is the approach taken in this thesis. The use of hybrid simulation has

been widely used in the noise prediction of rotors. In a hybrid simulation, the background

flow field is simulated or modeled, and consequent aerodynamic noise is computed by solving

either an ad hoc wave equation or a set of linearized PDE’s [ 44 ].
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3. METHODOLOGY

The major motive of this thesis is to develop a wind turbine aerodynamic noise prediction

tool. In previous chapters, the working principles of wind turbines and fundamentals of

aerodynamic noise have been reviewed. In this chapter, the working principle of wind tur-

bines and aerodynamic noise theories are combined to establish a new method, Time Domain

Rotor Infrasound Prediction (TDRIP), to characterize the infrasound emissions of wind tur-

bines. The established methods are then programmed and validated so that the program be

used as the wind turbine infrasound emission prediction tool.

The basic procedure of study is shown in Figure  3.1 . Firstly, the blade airfoil is selected.

Based on the selected airfoil, the performance of the airfoil is analyzed and the optimal

angle of attack can be found from the airfoil analysis. With the optimal angle of attack, the

shape of a wind turbine blade, particularly the installation angle and chord length, can be

determined. The blade load distribution can also be determined in airfoil analysis. Then the

shape of the blade and blade load are found are put into the aerodynamic noise prediction

program. The program solves the FW-H equation (Eq.  2.23 ) to predict infrasound emitted

from wind turbines.

3.1 Assumptions

Several key assumptions are adopted to simplify the analysis of this subject.

First of all, it is assumed that wind turbines are operated at the conditions of Betz’s

model, which means the flow field is steady and incompressible, and irrotational. With this

assumption, the power coefficient of the wind turbine reaches max possible value. More

importantly, in Betz’s model, the axial induction factor is a = 1/3, and Equation  1.16 can

be used to determine the shape of wind turbine blades.

Secondly, the tower of the wind turbine is neglected, and the wind turbine blades are

assumed to be rotating at a steady speed and the rotor is perfectly rigid. This assumption

simplifies the motion of the rotor. It means every material point on the rotor moves steadily

on a circular trajectory, and it allows us to locate a certain part of the wind turbine at any
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Figure 3.1. Methodology

time conveniently. With this assumption, the sound received by an observer can be easily

traced back to a source in motion. The exact process will be introduced in section 3.2.

Additionally, the wind speed is assumed to have a uniform profile. In reality, wind speed

may have a gradient (shear) varying with altitude, and the profile of wind speed also displays

diurnal variation. As a result, the angle of attack at a certain section of the blade depends on

its altitude and it would make the estimate of blade surface pressure much more complicated.

This effect is neglected in the present study but will be considered in future studies.

Furthermore, when doing the tracing back from the microphone to the sound source,

the effect of wind speed is neglected. Because sound is pressure disturbance traveling in

fluid at speed of sound, when wind exists, sound wave emitted at certain location reaches a

downwind microphone earlier than it reaching an upwind microphone. Taking wind speed

into analysis thus significantly complicates the tracing back process. The normal horizontal

axis wind turbine operates at a wind speed around approximately 10 m/s and the turbine

would be locked if wind speed gets much higher to avoid damage to the wind turbine. This
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nominal wind speed is approximately 3% of the speed of sound, which only results in 6%

difference in emission time estimation at most. Thus it is reasonably neglected.

When analyzing wind turbines sitting on the ground, the ground surface is assumed to

be a perfectly flat and locally reactive boundary. In the thesis, being locally reactive simply

means the reflection coefficient of the ground is independent of the incidence angle of sound.

There has been evidence that indicates most outdoor ground surfaces are locally reactive

[ 45 ].

According to Lighthill’s theory, the intensity of the quadrupole component obeys the

eighth power law, which means its intensity is significant when the flow velocity is high.

Thus, the analysis of aerodynamic sound emitted from wind turbines, the quadrupole noise

component, which is generated from turbulence gusts, is neglected. As for the dipole (load-

ing) component, only the noise induced by locally steady load is considered. The locally

steady load is the component of the blade surface that does not change over time if mea-

sured in a frame rotating with the rotor. In other words, if a pressure transducer is fixed

on a turbine blade, the reading of locally steady load does not change over time. The un-

steady mechanisms, such as turbulence boundary layer or flow separation, are not taken

into account in the TDRIP. This suggests surely a sacrifice of accuracy, to a certain extent,

in exchange for efficiency. Yet in section 4.1, by referring to high-fidelity CFD results, an

attempt is made to justify that the locally steady mechanism is more significant than the lo-

cally unsteady mechanism in terms of infrasound emission and possible environmental issues

caused by wind turbines.

3.2 Shape and Pressure Distribution of Wind Turbine Blade

In the present work, an NREL wind blade airfoil, S816 (Figure  3.2 ), is selected to con-

struct the entire blade. S816 airfoil is a thick airfoil designed for horizontal axis wind

turbines by Somers [  46 ]. S816 displays optimal performance at the middle span region of a

wind turbine blade. Airfoils of the same family have been adopted and tested on an NREL’s

experimental wind turbine [ 47 ].
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Figure 3.2. NREL’s S816 Airfoil at α = 0◦

The performance of the S816 airfoil, i.e., its lift-drag characteristics, is analyzed using

XFLR5 software [  48 ]. The maximum lift-drag ratio of the airfoil is reached at α = 4◦, where

L/D = 159.7. Pressure coefficient distribution at this condition is shown in Figure  3.3b .

The twist and chord length distribution along blade span is computed based on Equation

 1.16 . The dimensions of the wind turbine are in Table  3.1 . Distributions of relative wind

angle ϕ and chord length Lc with respect to relative span location r/R are shown in Figure

 3.5 . The resulting blade is shown in Figure  3.6 . As shown in Figure  3.6 , a blade consists

of 100 sections from root to tip, and each section consists of 65 quadrilateral elements. In

total, the model used in TDRIP consists of 19500 quadrilateral elements.

Table 3.1. Wind Turbine Dimensions
Number of Blades B 3

Blade Length 50 m
Hub Diameter 8 m

Rotor Diameter Drotor 108 m
Hub Height Hhub 120 m

Rotational Speed Ω 10 rpm
Wind Speed 12 m/s

TSR λ 4.71

3.3 Principle of TDRIP

The core of TDRIP is a rotor noise prediction program. The program is developed in

MATLAB and it is essentially an implementation of Farassat’s Formulation 1A (Equations

 2.38 and  2.39 ) introduced in Section 2.1. Farassat’s Formulation 1A is essentially a surface

integral. The surface of the wind turbine rotor is chosen to be the integral surface because
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(a)

(b)

Figure 3.3. (a) S816 airfoil at α = 4◦ and (b) pressure coefficient distribution at α = 4◦

the shape and load distribution of the wind turbine rotor can be determined using methods

in Section 3.2. In the TDRIP program, the wind turbine rotor is discretized into surface

elements and the contribution of each element is evaluated. Some technical details of TDRIP

program will be shown and discussed in the following subsections.

3.3.1 Element and Observer

The TDRIP program is object-oriented and two major classes are defined: Element

and Observer. Each individual element object represents a quadrilateral element shown in

Figure  3.6 and contains properties related to geometry, motion, and force of an element. An

observer object includes properties and methods related to ground effect and aerodynamic

noise computation.
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Figure 3.4. Wind Turbine Schematic

A static method that computes the location of an element at a certain source time is

defined in the Element class. Because it has been assumed that the turbine blades are

rotating at a steady speed, the distance between an element and an observer r(τ) is

r(τ) =

∥∥∥∥∥∥∥∥∥∥∥


cos(Ωτ) − sin(Ωτ) 0

sin(Ωτ) cos(Ωτ) 0

0 0 1



r0 −


0

Hhub

0



+


0

Hhub

0

− robserver

∥∥∥∥∥∥∥∥∥∥∥
, (3.1)

where Ω is rotor angular velocity, r0 is the initial location of an element, robserver is the

location of the observer. Equation  3.1 , combined with Equation  2.35 , source time t can be

computed with given observer time τ .

Some details in the computation of retarded source time in observer class are worth extra

attention and clarification. In the program, Equation  2.39 is evaluated at τ = t − r/c0 to

get the sound pressure at t at a certain observer. For the convenience of signal processing,

sound pressure is uniformly sampled on observer time t. However, because the trajectory of

each element is not a straight line, uniform samples of observer time t do not correspond to
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Figure 3.5. Twist and chord length distributions

uniform samples of source time τ . In other words, the sound emitted from different elements

at a certain time does not reach the observer at the same time. As a result, τ needs to be

evaluated on every single element for every observer time step. Figure  3.7 shows an example

of the relation between t and τ for a certain element-observer pair. The element is taken

from the tip of blade shown in Figure  3.6 and the observer is on the ground and 5Drotor away

from the turbine rotor (Rmic = 0, θmic = 0 in Fig.  4.3b ).

It should be noted that r = r(τ). Therefore τ = t − r/c0 is an implicit equation of τ(t),

for which, in general, cannot be analytically solved. A generic approach is to find τ(t) for

each element by using bisection method [ 27 ]. However, the use of the bisection method or

other iterative numerical methods is too time-consuming for our application. Instead, the

periodicity of element motion is utilized to develop a fast way to evaluate retarded time

τ = t − r/c0.

Because the evaluation of observer time t = τ + r/c0 is explicit if source time τ is known,

interpolation function t = t(τ) can be created from a series of (τi, ti) pairs. Then τ = τ(t)

can be found by simply taking the inverse of the interpolation function. Once τ = τ(t) has

been found, τj can be evaluated when corresponding observer time tj are given as a set of

uniformly spaced time steps. The existence of inverse function is guaranteed, so long as

the motion of element is not supersonic [  27 ]. The existence of inverse function can also be

confirmed by looking at the graph of t(τ) (e.g. inverse of Fig.  3.7 ). The fact that function

τ(t) is a monotonic increasing function guarantees the existence of inverse function t = t(τ).
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Figure 3.6. Wind Turbine Blade in TDRIP

When the source doesn’t move, τ(t) would be a straight line of which slope is 1. When the

source is moving towards the observer, the slope of τ(t) gets greater than 1 and vice versa.

Moreover, when the element moves at the speed of sound, the curve of τ(t) would be either

horizontal or vertical, depending on the direction of motion. When τ(t) is vertical, the sound

emitted at different source time t is received by the observer at the same observer time τ ,

and that indicates a normal shock wave. When the element moves in supersonic speed, τ(t)

is no longer monotonic increasing, which means the sound received at a certain observer

time can possibly be emitted on different source times, and the existence of inverse function

t = t(τ) is denied. Figure  3.7 visualizes Equation  2.36 that relates source time and observer

time and shows how τ(t) evolves as Mr increases.
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If the source element is in a motion with period T0, observer time obeys the following

relation:

τ(t + T0) = τ(t) + T0. (3.2)

This relation means the observer time is delayed by T0 if the source time is delayed by T0.

An alternative form of Equation  3.2 is

τ(t) = τ(t − kT0) + kT0. (3.3)

In Equation  3.3 , letting k be the quotient of t/T0, then t − kT0 is always between 0 and T0,

that is, 0 ≤ t−kT0 < T0. This inequality means only on t ∈ [0, T0) should τ(t) be evaluated.

When t is greater than T0, the value of τ(t) is equal to τ(t − kT0) + kT0, in which τ(t − kT0)

is within the range [0, T0).

Figure 3.7. Observer Time t vs. Source Time τ

Equation  3.3 essentially renders a efficient way to find corresponding retarded source time

τ given observer receiving time t. In the program, each element-observer pair is associated
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with a interpolation function τ = τ(t) defined on 0 ≤ t < T0. Compared with using iterative

numerical method to solve for τ = τ(t) at every single observer time step, evaluation of

Equation  3.3 greatly increase the efficiency of computation.

3.3.2 Ground Effect

The ground effect has been considered in the computation of wind turbine infrasound

emission at a location away from the turbine. The ground effect has been extensively inves-

tigated in the study of outdoor acoustics. A common treatment is to use a semi-empirical

model to predict the frequency-dependent impedance of the ground surface.

The ground impedance formulation adopted in the program is a low frequency (<100

Hz) approximation of a model introduced by Attenborough [ 45 ]:

Zc = 0.218(σe/f)1/2(1 + j), (3.4)

where f is frequency, Zc is ground surface normal impedance normalized with respect to air

and σe is effective flow resistance. For sandy soil, σe = 315000 MKS.

Equation  3.4 is a frequency domain formulation. However, the formulation for sound

computation (Equations  2.38 and  2.39 ) is in time domain. To adopt Equation  3.4 in the

program, the impulse response of reflection coefficient R(t) of ground surface is computed

and it is convoluted with incident sound in time domain to compute reflected sound from

ground surface. Reflection coefficient is:

R̂(f) = 1 − 1/Zc

1 + 1/Zc

. (3.5)

The problem of adopting reflection in the time domain is equivalent to finding the impulse

of a digital filter with frequency response R̂(f). Its impulse response is

R(t) =
∫ +∞

−∞
R̂(f) exp(+j2πft)df. (3.6)

Figure  3.8 shows R̂(f) and R(t). R̂(f) is shown up to sampling frequency fs = 32 Hz. In

practice, only the first half (up to 16 Hz) is computed by using the ground impedance model,
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and the second half of R̂(f) is the complex conjugate of the first half, just to guarantee the

impulse response will be real. Around fs/2, R̂(f) is modified so that it goes to zero gracefully

to avoid aliasing in IDFT. R(t) is a 128 points impulse response with −2 ≤ t < 2.

Figure  3.9 is an example of the incident and reflected sound with R̂(f) being the reflection

coefficient. The thickness noise component emitted from one section of the blade (Fig. 3.6 )

is computed. The emitted sound reaches the ground at a certain location and gets reflected.

For this case, the reflected wave is very similar to the incident wave, because R̂(f) is very

close to unity at the frequency of incident sound (0.5 Hz).

Figure 3.8. Reflection Coefficient and its Impulse Response

In time domain, the reflected sound pressure pr(t) is convolution of incident pressure pi(t)

and R(t)

pr(t) = pi(t) ∗ R(t) =
∫ +∞

−∞
pi(τ)R(t − τ)dτ . (3.7)
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Figure 3.9. Incident wave and reflected wave on ground

Equation  3.7 implies that the time history of incident sound pi(t) is needed to compute

the time history of reflected sound pr(t). Time history of pr(t) is 4 seconds shorter than that

of pi(t).

The sound reaches the observer (microphone in Fig. 3.10 ) at certain observer time is a

combination of direct propagated sound pd(t) reflected sound pr(t). It should be noted that

pi(t) and pr(t) are not emitted at the same time. To that end, the incidence point on the

ground is regarded as secondary sound source, and the retarded time of ground source can

be determined by evaluating (Fig.  3.10 ):

t − τground = hmic(t − τimag)
hmic + hsource

, (3.8)

where τimag is retarded time of the imaginary source that can be computed in the way

described in subsection 3.3.1, hmic and hsource are height of microphone and source from

ground at τimag. The location of incidence is where the line joining microphone and imaginary

source intersects ground. It should also be noted that the sound emitted from imaginary

source is not used in the computation of sound at microphone. The purpose of imaginary

source is just to determine τimag.
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Figure 3.10. Reflection from Ground Surface
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A side note about the ground effect is that the samples of incidence sound on the ground

are not uniformly sampled if the reflected and direct sound are about to reach the microphone

at the same time. That’s because the location where reflection occurs changes with time.

Specifically, the reflection point associated with a certain element moves in an oval path on

the ground. In theory, the incident sound needs to be re-sampled to get a uniformly sampled

signal to compute convolution. In practice, however, this issue is circumvented by restricting

observers(microphones) on the ground, so that the τground = t in Equation  3.8 . This is an

acceptable compromise for this study because the subject of study is of 120 m hub height,

which is much higher than a human body or a normal house near a wind farm. However, it’s

necessary to resample incident sound if the TDRIP program is used to study wind turbine

infrasound, or aerodynamic noise in general, perceived by skyscraper residents.

3.4 Validation of Program against CFD

A simple case is setup to validate the aerodynamic noise computation. Even though the

program is developed for computing the aerodynamic noise of wind turbines, it is capable

to compute the aerodynamic noise of any object in steady rotary motion. For the sake of

simplicity, the aerodynamic noise of a rotating sphere is computed using the program and

the results are compared with CFD results.

The computation domain of the case is shown in Figure  3.11 . The dimension of the do-

main is 200m×200m×200m. The CFD domain consists of 243k cells in total, with a station-

ary sub-domain(bounded by white edges in Fig.  3.11b ) and rotating sub-domain(bounded by

yellow edges in Fig.  3.11b ). The Arbitrary Mesh Interface (AMI) technique of OpenFOAM

is used to simulate the sliding boundaries between stationary and rotating sub-domains.

Table 3.2. Sphere
radius of sphere 2 m

radius of rotation 30 m
angular speed π/2 rad/s

number of sphere surface element 320
Mach number 0.0687

Reynolds Number 6.22 × 106
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(a)
(b)

Figure 3.11. (a) sphere surface element and (b) CFD computation domain

In CFD, the aerodynamic sound is computed using a third-party open-source library

libAcoustics [ 49 ] of OpenFOAM. The computation of libAcoustics is also based on Farassat’s

Formulation 1A, so that its results can be used for validation. Because the pressure coefficient

distribution along the spherical surface is not available, only the thickness noise (Eq.  2.38 )

is computed using either the program or CFD. It should be noted that a few mistakes exist

in the implementation of Formulation 1A of libAcoustics. The author of this thesis found

and corrected the mistakes in the local copy of the source code, but the mistakes still exist

in the newest release of libAcoustics [ 50 ] as of the day of the dissertation.

Aerodynamic noise is computed along the line of data points shown in Figure  3.12 . The

line is parallel to Z-axis, so the data points are denoted by their Z-coordinate. The sound

pressure computed on a few data points is shown in Figure  3.13 . OpenFOAM libAcoustics

and the TDRIP program show good agreement on those data points. The period of 4

seconds (Ω = π/2 rad/s) can be clearly identified in Figure  3.13 . The waveform is highly

distorted when the data point is in the plane of rotation (Z=0 m in Fig.  3.13 ). On the data

points far away from the plane of rotation, however, the waveform is similar to a sinusoidal

waveform (Z=200 m in Fig.  3.13 ). Doppler effect is the reason for waveform distortion. The

thickness(monopole) noise is modulated by Doppler factor 1/(1 − Mr) as shown in Equation
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Figure 3.12. Line of Data Points

 2.38 . When observed from a data point on the plane of rotation, variation of Doppler factor

is much greater than that observed from a data point far away from the plane of rotation.

Additionally, when a data point is located on the axis of rotation, the Doppler factor has no

variation. When 1/(1 − Mr) has no variation, Equation  2.29 leads to a conclusion that the

thickness noise is zero along the axis of rotation. In fact, the variation in the Doppler factor

determines the directivity pattern. The directivity pattern of one turbine will be shown in

the next chapter. The counterintuitive 8-shape directivity for a single turbine, where the

noise is maximized on the left and right sides and minimized on the front and back sides of

the turbine, can be explained by this fact.
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Figure 3.13. Thickness Noise Computed using OpenFOAM and TDRIP Program
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4. RESULTS

In the previous chapter, we’ve established the methods to predict wind turbine aerodynamic

noise and a program is developed using MATLAB for the prediction of wind turbine aerody-

namic noise. In this chapter, the aerodynamic noise of the wind turbine is computed using

the developed TDRIP program. Firstly, the aerodynamic noise of one turbine is computed

using both TDRIP program and CFD. Then, the cases with two turbines are computed. The

effect of wind turbine rotation phase difference and wind direction are demonstrated and dis-

cussed. By showing the data, the capabilities of the developed wind turbine aerodynamic

noise prediction tool are demonstrated.

4.1 Infrasound Emitted from Single Turbine

In Chapter 3, we’ve compared the thickness noise computed by TDRIP program and

CFD and the results are in good agreement. However, the CFD result and MABLAB result

of loading noise are not directly comparable. The computation of loading noise is related to

the surface load of wind turbine blades (Eq.  2.39 ), yet the TDRIP program only accounts

for the locally steady part of the surface load. With known Cp distribution (Fig.  3.3b ), the

locally steady loading can be simply computed by using Equation  1.2 . However, for a real

operating wind turbine, there are many factors that contribute to locally unsteady surface

load, such as turbulent boundary layer, atmospheric turbulent gust, flow separation, and

instabilities, some of which are simulated or modeled in CFD computation.

The distinction of locally steady loading noise is its spectrum. The locally steady loading

noise and thickness noise are narrowband noise at the BPF of a turbine, whereas the locally

unsteady noise is broadband. The broadband CFD result is compared with the hearing

threshold just to show the role of locally unsteady loading noise in the aerodynamic noise

emission of a large wind turbine.

The CFD setup is shown in Figure  4.1 . The structure of the computation domain is the

same as that of the rotating sphere (Fig.  3.11b ), with a rotating disk sub-domain containing

the turbine rotor. The size of the domain is 540m×540m×540m, consisting of 3.57 million

cells. Wind velocity is (0,0,12) m/s and the inlet of wind is located at Z=-101.5 m.
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Figure 4.1. CFD computation domain

The aerodynamic noise of the rotor is computed at different locations on the plane of

rotation. The result at different distances is shown in Figure  4.2 . It is shown that the

broadband noise induced by the locally unsteady surface load is mainly within the audible

frequency range (>20 Hz), but the level is much lower than the hearing threshold. Therefore,

it can be concluded that the broadband aerodynamic noise emitted from a wind turbine

does not have a substantial impact. This fact helps to justify the use of TDRIP program in

wind turbine noise prediction. In Chapter 1, it is shown that the infrasound emitted from

wind turbines has substantial environmental impacts, and the TDRIP program is capable

to predict the narrowband infrasound emission of wind turbines.

The wind turbine rotor in TDRIP program is shown in Figure  4.3a , consisting of 19500

quadrilateral elements. Dimensions of the turbine are shown in Table  3.1 . Aerodynamic

noise of single turbine is computed on virtual microphones at different (Rmic, θmic) locations

(Fig.  4.3b ). Ground effect is considered in the way introduced in Chapter 3.

64



Figure 4.2. Aerodynamic noise computed by CFD

Sound pressure of a few locations is shown in Figure  4.4 . The signal is perfectly periodic

and only one period of the signal is computed and shown. The number of the blades is 3,

therefore BPF is three times the frequency of rotation. Judging by the waveform shown in

Figure  4.4 , the BPF component is by far the most dominant frequency component of the

result. Loading noise result has a DC shift and that can be directly explained by Equation

 2.39 . The DC component is maximized as θmic approaches 90◦ (and 270◦), which is on the

front and back sides of the rotor. On the contrary, the BPF component and its harmonics

are maximized as θmic approaches 0◦ (and 180◦), which is on the left and sides of the rotor.

Because the signals received by the virtual microphone are periodic, the Fourier coefficient

spectrum is computed. Figure  4.5 shows the one-sided spectrum of the signal shown in

Figure  4.4 . The BPF (0.5 Hz) component is approximately 20 dB greater than its harmonics.

Therefore, in the following analysis, higher-order harmonics of BPF component are neglected.

It should be noted that the higher-order harmonics indicate the deviation of a waveform from

a sinusoidal wave at BPF. The deviation can be a result of the Doppler effect or ground

effect. In the case of our study, the Mach number of the blade tip is 0.164, which means

the Doppler factor 1/(1 − Mr) is between 0.93 ∼ 1.08 on the plane of rotation. When Mr
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(a)

(b)

Figure 4.3. (a) Turbine Rotor Elelment in TDRIP Program and (b) Virtual Microphones

increases, the waveform would deviate more from a sinusoidal wave. The extreme situation

is when Mr = ±1, when discontinuous pressure jump (shock wave) occurs. In that case,

more higher-order harmonics could be identified from the Fourier coefficient of the signal.

In our study, higher-order harmonics will be neglected because the Doppler effect is weak.
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Figure 4.4. Time history of aerodynamic noise at different virtual microphones
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In Chapter 2 a misconception was pointed out that Equation  2.38 and  2.39 are not

direct evaluations of the sound field of distributed monopoles and dipoles. Instead, the

sound can be a mere by-product of motion, as the spectrum shown in  4.5 implies. If the

sound field of moving monopoles and dipoles were computed, BPF component would not

have been the dominant component. The dominant frequency would have been that of

monopole/dipole, and the motion of the source would cause Doppler modulation. The signals

shown in Figure  4.4 are analogous to electromagnetic waves induced by constant but moving

electric current. Maxwell’s equation indicates that either a time-varying or a moving current

density induces electromagnetic waves. Signals shown in Figure  4.4 are conceptually similar

to electromagnetic waves caused by current densities in a circular motion, and that of acoustic

monopoles/dipoles are analogous to electromagnetic waves induced by time-varying electric

current density.
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Figure 4.5. Fourier coefficient
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Directivity patterns of aerodynamic noise is shown in Figure  4.6 . In Figure  4.6 , the plane

of rotation is aligned with 0◦ - 180◦ direction. 270◦ is the frontal direction and 90◦ is the rear

direction of the rotor. Wind direction is along 90◦ - 270◦ direction. The DC component has

a directivity of an 8 shape. The two lobes are in 90◦ - 270◦ direction. The BPF component

has a directivity pattern of horizontal 8 shapes, whose main lobes are in 0◦ - 180◦. This

phenomenon implies that the front and back sides of the turbine emit the least amount of

infrasound at BPF and the left and right sides emit the most amount of infrasound. This

counterintuitive phenomenon is due to variation of Doppler factor 1/(1−Mr). Mr is the Mach

number of a source moving towards the observer. Apparently, Mr has a large variation when

observed in the plane of rotation, while it has a small variation when observed from the front

or back side of the rotor. The directivity of thickness(monopole) noise is always symmetric

with respect to the plane of rotation, and this phenomenon is the nature of thickness noise.

If the surface of the moving object is not perforated, the thickness noise is directly related

to the volume of fluid displaced by the moving object. The directivity of loading(dipole)

noise is, however, not symmetric with respect to the plane of rotation. The lobes of loading

noise are slightly backward leaning. That’s because the blade is twisted and the pressure

coefficient distribution on blade sections(Fig.  3.3b ) is not symmetrical. The directivity of

the 2nd BPF harmonic(and higher-order harmonics) is irregular. However, the magnitude of

the 2nd harmonic is about 30∼40 dB smaller than that of the 1st harmonic. Therefore 2nd

and higher-order BPF harmonics are negligible compared to the fundamental component.
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Figure 4.6. Directivity pattern of different frequency components

4.2 Infrasound Emitted from Two Turbines

Multiple wind turbines are usually grouped and operated together as a wind farm. Now

that we’ve investigated the aerodynamic noise of one isolated turbine, it would be of interest

to investigate the combined effect of a group of turbines. The aerodynamic noise of two wind
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turbines operating at the same time will be investigated. It should be noted that the fluid

interaction between the two turbines is not considered.

The configuration of the two turbines is shown in Figure  4.7 . Wind direction θwind is

between 0◦ and 90◦. Modern wind turbines have the capability of automatic yaw adjustment

so that the turbine always faces the direction of incoming wind. Automatic yaw adjustment

is considered in the TDRIP program. θwind = 0◦ is the standard configuration, in which the

the wake behind wind turbine doesn’t affect the other turbine. On the contrary, θwind = 0◦

is when the one turbine is at the center of the wake of the other turbine. The effect of the

phase difference of the to turbines is also investigated. Turbine A is phased by ϕd. Because

a wind turbine consists of three blades, the effective phase difference only varies between

−60◦ ∼ 60◦.

Figure 4.7. Two turbines configuration

72



4.2.1 Wind direction

The directivity pattern with different wind angles is shown in Figure  4.8 . The 8-shape

directivity can be seen when the wind is in cardinal direction (θwind = 0◦ and θwind = 90◦),

and the main lobes stretch in directions perpendicular to wind directions. When the wind

direction is not cardinal, minor lobes exist and the main lobes become smaller. Especially

when the wind direction is inter-cardinal(θwind = 45◦), the pattern is an X-shape with 4 lobes

of similar sizes.

In general, Figure  4.8 shows that an array of 2 turbines emits significantly less aerody-

namic noise in inter-cardinal directions (θmic = 45◦, 135◦, 225◦ and 315◦), no matter in which

direction wind comes. This phenomenon is a combined result of both the directivity pattern

of a single turbine (Fig.  4.6 ) and the interference of sound emitted from two turbines. For

instance, when θwind = 45◦, due to the 8-shape directivity of single turbine, dips occur on

front (θmic = 255◦) and back (θmic = 45◦) sides and lobes occur on left (θmic = 315◦) and

right (θmic = 135◦) sides. The dips indeed occur on the front and back sides, but lobes do

not occur on the left and right sides. This is because of the cancellation of sound emitted

from two turbines. In the case of θwind = 45◦, the difference in distance from turbines to

microphones on left and right sides is approximately 5Drotor√
2 = 382 m, which results in a phase

difference of 1.11π for BPF component due to time delay. In other words, the sound emitted

from two turbines are almost out of phase and cancels each other in certain directions.

This directivity pattern of two turbines with different wind angles is potentially useful in

siting of wind turbines based on the noise level. Figure  4.8 implies that in certain directions

the array of two turbines always emits less aerodynamic noise than in other directions.

Therefore, the siting can be conducted in a way that residential areas are in directions

with the least aerodynamic noise emission. Even though only the directivity pattern of two

turbines is investigated, the TDRIP program is capable to do the same analysis with tens

of wind turbines, and it can be potentially extended to be a wind farm siting optimization

tool oriented by aerodynamic noise level reduction.
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Figure 4.8. Directivity pattern with different wind angle

4.2.2 Phase difference

The directivity pattern with a phase difference is shown in Figure  4.9 . For ϕd = 0◦, the

directivity is roughly an 8 shape with main lobes stretching in θmic = 0◦ and θmic = 180◦

directions. The two lobes are not symmetric because turbine A is not symmetric to turbine

B. When ϕd = ±30◦, the aerodynamic noise of two turbines cancel each other on one side

and add them together on the other side.
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Figure 4.9. Directivity of turbines with phase difference

Figure  4.10 shows time history at Rmic = 10Drotor, θmic = 180◦. It can be seen from

Figure  4.10a that the two waveforms are almost fully out of phase when ϕd = 30◦ and they

are almost fully in phase when ϕd = −30◦. This feature potentially allow us to reduce

aerodynamic noise emission in certain directions by adjusting phase differences between

turbines.

Effect of phase adjustment is further elaborated in the four turbines configuration shown

in Figure  4.11 . Assume there is a household in θmic = 15◦ direction and assume rotation of all

four turbines are in phase, the level of aerodynamic noise at BPF reaching the household is

26.9 dB. If the phase of turbine A is adjusted to be out of phase with the other three turbines,

the level of aerodynamic noise at BPF reaching the household is 21.1 dB. The effect of phase

adjustment shown in Figure  4.12 envisions possible wind farm control oriented by noise

reduction, using the TDRIP program to estimate noise level.
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(a)

(b)

Figure 4.10. Time history of wind turbine infrasound emission with phase difference
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Figure 4.11. Four turbines configuration

Figure 4.12. Directivity of four turbines
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5. SUMMARY AND FUTURE WORK

In the first chapter, the working principles of wind turbines and the development of wind

energy were briefly reviewed. The development of wind energy comes with environmental

impacts. One of environmental impact, noise, raises public health concerns. People living

near wind farms are reported to have so-called wind turbine syndrome, and it’s likely to

be a result of infrasound emitted from wind turbines. In the thesis, this issue is addressed

by developing a TDRIP program capable to predict infrasound emission of a group of wind

turbines. The TDRIP program is based on acoustic analogy theories that are reviewed in

the second chapter. In particular, Farassat’s Formulation 1A is implemented in the TDRIP

program. Farassat’s Formulation 1A is a solution to FW-H equation, and the formulation

itself is a surface integral evaluated at retarded emission time. In the third chapter, methods

were introduced to numerically evaluate the formulation. The shape of the turbine blade is

determined by the basic wind turbine working principles and the surface pressure is deter-

mined by using an airfoil analysis tool. Ground effect is taken into account by evaluating

the convolution of the incident sound wave and reflection coefficient impulse response. CFD

is used to validate the TDRIP program and their results are in good agreement. In the

fourth chapter, the aerodynamic noise emitted by a wind turbine rotor is investigated. The

spectrum of aerodynamic noise shows that the BPF component is the most significant com-

ponent. Then the directivity patterns of aerodynamic noise emission of wind turbines are

studied. The impact of changing wind direction on aerodynamic noise directivity has been

demonstrated. It has also been demonstrated that phase adjustment can effectively reduce

aerodynamic noise emission in a certain direction. In summary, the developed TDRIP pro-

gram is a capable tool to study the aerodynamic noise of wind turbines, and it has the

potential to integrate more utilities to aid wind farm siting and control.

5.1 Possible Future Improvement

In this study, only the narrow band infrasound emitted from wind turbine rotors has been

studied. However, there are many other mechanisms that can induce noise emission from

wind turbines. Therefore, it’s desirable to conduct a field experiment to actually measure
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wind turbine noise and see the role of the narrow band infrasound compared with other

noise. Also, the TDRIP program has only been validated against the CFD simulation result.

The experimental result would provide a more solid validation for the TDRIP program.

As described in Chapter 3, the TDRIP program doesn’t account for locally unsteady

loads, such as turbulence boundary layer, flow instability, or inflow turbulent gust. The

TDRIP program can be further developed to include those locally unsteady mechanisms. If

the statistics of turbulence are known, it can be simply converted to a time-varying pressure

coefficient distribution. Similarly, if the characteristics of instability wave or the correlation

of turbulent gust are known, they can be converted to time-varying pressure coefficient

distributions that represent locally unsteady loads.

In previous Chapters, a misconception is pointed out that formulation  2.38 and  2.39 are

not necessarily sound field solutions of moving monopoles and dipoles. However, the TDRIP

program is already modified to compute time domain sound field of moving monopoles and

dipoles. Figure  5.1 shows the sound pressure of a rotating monopole/dipole received by a

virtual microphone. The frequency of monopole/dipole is 5 Hz and the frequency of rotation

is 1 Hz. Sound pressure is directly computed by using equations

pmonopole(t) =
[

j2πfρQ

4πr(τ) exp(j2πfτ)
]

τ=t−r/c0

and

pdipole(t) =
[

j2πfD

r(τ)

(
1 + 1

j2πfr(τ)

)
exp(j2πfτ) cos θ

]
τ=t−r/c0

,

where Q and D are volume flux of monopole and moment of dipole respectively that rep-

resent strength of monopole/dipole, θ is the angle between dipole axis and the line joining

source and microphone. In Figure  5.1a , it can be clearly seen that the 5 Hz signal is mod-

ulated by circular motion of sound source, and the amplitude/frequency modulation is at 1

Hz. It was mentioned that the TDRIP program can be extended to take locally unsteady

mechanisms into account. A specific way to achieve that is to convert unsteady mechanisms

to a equivalent monopole/dipole distribution and use the program to compute sound field

induced by rotating monopoles/dipoles.
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(a)

(b)

Figure 5.1. (a) Monopole/dipole in circular motion and (b) sound pressure
of moving monopole/dipole

It is assumed that wind speed had a uniform profile. However, wind speed usually has

a gradient versus altitude, and a non-uniform wind profile affects the angle of attack on

different sections of a turbine blade. If the wind profile is known, this effect can be included

by tabulating the rotation phase-AOA-pressure coefficient. Each blade section has a certain

pressure coefficient distribution at a certain AOA. AOA is related to the altitude of that

section, which is a function of the phase of rotation Ωτ . The wake interaction between wind

turbines can be modeled in the same way. The wake of an upwind turbine changes the wind
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profile of downwind turbines, and the phase-AOA-pressure coefficient can help us find the

pressure coefficient on a certain element at any time.

In Chapter 3, the method to account for the ground effect is introduced. In order to

circumvent dealing with non-uniformly sampled signals, by viable region of observers(mi-

crophones) has been limited. Only when the observer is placed barely off the ground can

the incident signal be uniformly sampled. This assumption is true when the wind turbine

is much higher than the observer(microphone). In the future, if wind turbine aerodynamic

noise emission towards higher altitude regions is of interest, the signal processing part of

the program can be updated so that the convolution of the non-uniformly sampled incident

wave and uniformly sampled impulse response can be computed.

In Chapter 4, the effects of wind direction and phase difference on the directivity pattern

of a group of turbines are demonstrated. The results envision a wind farm siting tool and a

wind farm control strategy based on the aerodynamic noise level in certain directions. In a

wind farm, turbines units are sited based on dominant wind direction and the siting criteria

is to have the least wake interactions. From Figure  4.8 it can be seen that different wind

directions create different directivity patterns. Equivalently, the TDRIP program predicts

directivity under different wind farm siting configurations with a dominant wind direction

(Fig.  5.2 ), and that envisions a wind farm siting criteria to control noise level at nearby

residential areas. If the wind farm is already built, the TDRIP program can also predict

how phase adjustment of turbines can reduce the noise level at a certain location, as demon-

strated in Figure  4.12 . The capability of the TDRIP program to predict the effect of phase

adjustment makes it possible to develop a wind farm control strategy that reduces noise level

at certain locations.

The efficiency of TDRIP program can be increased in the future to make it more suit-

able for applications for larger scales. The requirement of computation resource is linearly

dependent on the number of the surface element (Fig.  5.3 ). The computation time can

be further reduced if redundant computation is optimized. The evaluation of formulation

involves recursive references of some methods and some values are repetitively computed.

The computation can be less repetitive if intermediate results are temporarily stored, and

memory can be exchanged for shorter computation time in this way. Additionally, the par-
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allel computation will benefit efficiency a lot, because the evaluation of surface integral on

one surface element is totally independent of the evaluation on another element.
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Figure 5.2. Wind turbines siting vs. noise directivity
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Figure 5.3. Computation time of TDRIP program
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